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Preface

It is our great pleasure to welcome you to ECIR 2021, the 43rd edition of the annual
BCS-IRSG European Conference on Information Retrieval.

ECIR 2021 was to be held in Lucca, Italy, but due to the COVID-19 pandemic
emergence and the travel restrictions enforced worldwide, the conference was held
entirely online. ECIR 2021 started on March 28 with a day of (full-day and half-day)
tutorials, plus the Doctoral Consortium. The main conference took place in the three
days that followed (March 28 – April 1). The technical program of the main conference
included three exciting keynote talks, one per day: the first was presented by Francesca
Rossi (IBM), the second by Ahmed Hassan Awadallah (Microsoft AI Research), as the
winner of the BCS/Microsoft/BCS IRSG Karen Spärck Jones Award 2020, and the
third by Ophir Frieder (Georgetown University). The technical program also consisted
of research papers by contributors from Europe and the rest of the world. In total, 488
papers were submitted across all tracks, from 53 different countries. The program
committees for the various tracks decided to accept 145 papers in total; the final
scientific program thus included 50 full papers (a 24% acceptance rate), 39 short papers
(25% acceptance rate), 15 demonstration papers (48% acceptance rate), and 11
reproducibility papers (52% acceptance rate). As in the previous edition, the technical
program also included 12 “lab” (i.e., shared task) boosters from the CLEF 2021
conference, and the presentation of selected papers published in the 2020 issues of the
Information Retrieval Journal. Symmetrically, the authors of a selection of ECIR 2021
papers will be invited to submit an extended version for publication in a special issue
of the journal.

The last day of the conference (April 1) was devoted to 5 workshops and an exciting
Industry Day. The workshops dealt with important topics such as algorithmic bias in
search and recommendation (BIAS workshop), bibliometric-enhanced information
retrieval (BIR workshop), conversational systems (MICROS workshop), online mis-
information (ROMCIR workshop), and narrative extraction from texts (Text2Story
workshop). This year the Industry Day was focused on the experience of Ph.D. interns
in industrial contexts, and showcased success stories and positive experiences of former
Ph.D. interns and former Ph.D. mentors. All submissions were peer reviewed by at
least three international Program Committee members to ensure that only submissions
of the highest quality were included in the final program. The acceptance decisions
were further informed by discussions among the reviewers for each submitted paper,
led by a senior Program Committee member or one of the track chairs. The accepted
contributions covered the state of the art in IR: deep-learning–based information
retrieval techniques, use of entities and knowledge graphs, recommender systems,
retrieval methods, information extraction, question answering, topic and prediction
models, multimedia retrieval, etc. In keeping with tradition, the ECIR 2021 program
saw a high proportion of papers with students as first authors, and a balanced mix of
papers from universities, public research institutes, and companies.



Putting everything together was hard teamwork. We want to thank everybody
involved in making ECIR 2021 an exciting event. First and foremost, we want to thank
our Program Chairs Djoerd Hiemstra and Marie-Francine (Sien) Moens for chairing the
selection of the full papers. Many thanks also to the Short Papers Chairs Josiane Mothe
and Martin Potthast, who managed not only the short paper submissions but also the
CLEF papers submissions; to the Tutorials Chairs Richard McCreadie and Alejandro
Moreo; to the Workshops Chairs Lorraine Goeuriot and Nicola Tonellotto; to the
Reproducibility Track Chairs Maria Maistro and Gianmaria Silvello; to the Demo
Chairs Nattiya Kanhabua and Franco Maria Nardini; to the Doctoral Consortium Chairs
Claudio Lucchese and Guido Zuccon; to the Industry Day Chairs Roi Blanco and
Fabrizio Silvestri; to the Sponsorship Chair Nicola Ferro; and to the Test-of-Time
Award Chair Gabriella Pasi. Special thanks go also to our Publicity Chair Andrea Esuli
and to our Proceedings Chair Ida Mele. All of them went to great lengths to ensure the
high quality of this conference. Quite aside from the people who held chairing roles,
lots of other people contributed to the scientific success of ECIR 2021: many thanks to
the members of the Senior Program Committee, to the members of the Program
Committees of the various tracks, to the mentors of the Doctoral Consortium Com-
mittee, and to all those who reviewed, in any capacity, full papers, short papers,
reproducibility papers, tutorial and workshop proposals, and demo papers. Last but not
least, we would like to thank all the members of the local organizing team at the
National Research Council of Italy; in order to keep the registration fees as low as
possible, no professional conference organization company was called in to help, which
meant that this team took 100% of the organization upon them. We would thus like to
thank our three Local Organization Chairs Cristina Muntean, Marinella Petrocchi and
Beatrice Rapisarda. Thanks also to (in alphabetic order) Silvia Corbara, Andrea Esuli,
Ida Mele, Alessio Molinari, Alejandro Moreo, Vinicius Monteiro de Lira, Franco Maria
Nardini, Andrea Pedrotti, Nicola Tonellotto, Roberto Trani, and Salvatore Trani, for
helping in various phases of the organization. They all invested tremendous efforts into
making ECIR 2021 an exciting event by helping to create an enjoyable online and
offline experience for authors and attendees. It is thanks to them that the organization
of the conference was not just hard work, but also a pleasure. Finally, we would like to
give heartfelt thanks to our sponsors and supporters: Bloomberg (platinum and best
paper awards sponsor), Amazon, eBay, Google (gold sponsors), Textkernel (silver
sponsor), Springer (test-of-time paper award sponsor), and Signal (industry impact
award sponsor). We also gratefully acknowledge the generous support of the ACM
Special Interest Group on Information Retrieval (ACM SIGIR) and of the ECIR 2020
organizers. We thank them all for their support and contributions to the conference,
which allowed us to ask a low fee to paper authors only and to keep the registration free
for all other attendees. Thanks also to the National Research Council of Italy, to the
IMT School for Advanced Studies Lucca, to the British Computer Society’s Infor-
mation Retrieval Specialist Group (BCS-IRSG), and to the AI4Media project, for
supporting our organizational work.

We hope you enjoy these proceedings of ECIR 2021!

March 28 to April 1, 2021 Raffaele Perego
Fabrizio Sebastiani
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Platinum and Best Paper Awards Sponsor

Bloomberg is building the world’s most trusted information network for financial
professionals. Our 6,000+ engineers, developers, and data scientists are dedicated to
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Abstract. Domain specific search has always been a challenging infor-
mation retrieval task due to several challenges such as the domain spe-
cific language, the unique task setting, as well as the lack of accessi-
ble queries and corresponding relevance judgements. In the last years,
pretrained language models – such as BERT – revolutionized web and
news search. Naturally, the community aims to adapt these advance-
ments to cross-domain transfer of retrieval models for domain specific
search. In the context of legal document retrieval, Shao et al. propose
the BERT-PLI framework by modeling the Paragraph-Level Interactions
with the language model BERT. In this paper we reproduce the origi-
nal experiments, we clarify pre-processing steps and add missing scripts
for framework steps, however we are not able to reproduce the evalu-
ation results. Contrary to the original paper, we demonstrate that the
domain specific paragraph-level modelling does not appear to help the
performance of the BERT-PLI model compared to paragraph-level mod-
elling with the original BERT. In addition to our legal search repro-
ducibility study, we investigate BERT-PLI for document retrieval in the
patent domain. We find that the BERT-PLI model does not yet achieve
performance improvements for patent document retrieval compared to
the BM25 baseline. Furthermore, we evaluate the BERT-PLI model for
cross-domain retrieval between the legal and patent domain on individual
components, both on a paragraph and document-level. We find that the
transfer of the BERT-PLI model on the paragraph-level leads to compa-
rable results between both domains as well as first promising results for
the cross-domain transfer on the document-level. For reproducibility and
transparency as well as to benefit the community we make our source
code and the trained models publicly available.

Keywords: Information retrieval · Domain specific search ·
Reproducibility · Legal search · Patent search · Cross-domain retrieval

1 Introduction

Bringing the substantial effectiveness gains from contextualized language
retrieval models from web and news search to other domains is paramount to
the equitable use of machine learning models in Information Retrieval (IR).
c© Springer Nature Switzerland AG 2021
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The promise of these pre-trained models is a cross-domain transfer with lim-
ited in-domain training data. Thus we investigate in this paper the document
retrieval on two specific language domains, the legal and the patent domain, and
study the transferability of the retrieval models between both domains.

In case law systems the precedent cases are a key source for lawyers, there-
fore it is essential for the lawyers’ work to retrieve prior cases which support
the query case. Similarly in the patent domain, patent examiners review patent
applications and search for prior art, in order to determine what contribution
the invention makes over the prior art. The recent advances in language mod-
elling have shown that contextualized language models enhance the performance
of information retrieval models in the web and news domain compared to tra-
ditional ad-hoc retrieval models [10,11]. However for legal and patent retrieval
we have a different task setting as the documents contain longer text with a
mean of 11,100 words per document. In document retrieval every passage may
be relevant, therefore in a high-recall setting such as ours it is crucial for the
retrieval model to take the whole document into account. This is a challenge for
contextualized language retrieval models, which are only capable of computing
short passages with a length up to 512 tokens [7,25,26].

Recently, Shao et al. [20] aimed to bring the gains of language modelling
to legal document retrieval and tackle the challenge of long documents by
proposing BERT-PLI, a multi-stage framework which models Paragraph-Level
Interactions of queries and candidates with multiple paragraphs using BERT [6].
The document-level relevance of each query and candidate pair is predicted based
on paragraph-level interaction of the query and candidate paragraphs which are
aggregated with a recurrent neural network (LSTM or GRU). The BERT-PLI
model is trained in two stages: first, BERT is trained on a paragraph entailment
task, and second the recurrent aggregation component is trained on a binary
classification task.

In this paper we reproduce the results for the legal retrieval task. We found
shortcomings in the description of the data pre-processing and evaluation meth-
ods, after a discussion with the authors of the original paper we could clarify
how the evaluation results are achieved. As the published code is missing crucial
parts, we re-implement the pre-processing, the first stage BERT fine-tuning as
well as the retrieval with BM25 in the second stage and the overall evaluation.
Furthermore we analyze the ablation study of the original paper and answer the
following research question:

RQ1 Does fine-tuning BERT on domain specific paragraphs improve the retrieval
performance for document retrieval?

The original paper finds a 7–9% performance improvement of the BERT-
PLI model for legal retrieval, when fine-tuning BERT on the legal paragraphs.
Contrary to the original paper, we find that the paragraph-level modelling with
BERT, fine-tuned on the domain specific paragraph-level modelling, does not
appear to help the BERT-PLI model’s performance on legal document retrieval.
In line with that, we also demonstrate that the patent specific paragraph-level
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modelling harms the performance of the BERT-PLI model also for the patent
retrieval task and remains a promising opportunity.

In order to analyze the proposed BERT-PLI model for another document
retrieval task with long documents, we investigate following research question:

RQ2 To what extent is a BERT-PLI model, which is trained on patent retrieval,
beneficial for document retrieval in the patent domain?

We find that the patent domain BERT-PLI model is outperformed by the
BM25 baseline for the patent retrieval task. This shows that the document
retrieval with BERT is not yet beneficial for the patent retrieval and stays a
promising opportunity.

As the legal and patent documents come from similar language domains,
it becomes an interesting question to what extent we can transfer the domain
specific retrieval models from one to the other domain. Especially because of the
restricted accessbility of domain specific, labelled retrieval data there is the need
for studying cross-domain transfer of document retrieval models.

RQ3 To what extent is cross-domain transfer on paragraph- and document-level
of the domain specific BERT-PLI model between legal and patent domain
possible?

We show that the transfer of the domain specific paragraph-level interac-
tion modelling is possible between the legal and patent domain with similar
performance of the retrieval model. Furthermore we find on the document-level
transfer that the zero-shot application of a patent domain specific BERT-PLI
model for the legal retrieval task achieves a lower performance than the BM25
baseline. Showing first promising results, the cross-domain transfer of retrieval
models stays an open and exciting research direction. Our main contributions
are:

• We reproduce the experiments of Shao et al. [20] and investigate shortcomings
in the data pre-processing and model methods. Contrary to the paper we find
that domain specific paragraph-level modelling does not appear to help the
performance of the BERT-PLI model for legal document retrieval

• We train a domain specific BERT-PLI model for the patent domain and
demonstrate that it does not yet outperform the BM25 baseline

• We analyze the cross-domain transfer of the BERT-PLI model between the
legal and patent domain with first promising results

• In order to make our results available for reproduction and to benefit the
community, we publish the source code and trained models at:
https://github.com/sophiaalthammer/bert-pli

2 Methods

2.1 Task Description

Document retrieval in the legal and patent domain are specialized IR tasks
with the particularity that query and candidates are long documents which use
domain specific language.

https://github.com/sophiaalthammer/bert-pli
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In legal document retrieval, the relevant documents are defined as the previ-
ous cases which should be noticed for solving the query case [17], in other words
which support or contradict the query document [20]. The legal documents con-
sist of long text containing the factual description of a case.

Relevance in the patent domain is defined for the prior art search task [15],
i.e. it is the task to find documents in the corpus that are related to the new
invention or describe the same invention. The patent documents consist of a
title, an abstract, claims and a description as well as metadata like the authors
or topical classifications. As we investigate retrieval and classification based on
the textual information, we will only consider the textual data of the patent
documents.

2.2 BERT-PLI Architecture Overview

Fig. 1. BERT-PLI Multistage architecture

As the BERT model advanced the state-of-the-art in natural language process-
ing and information retrieval, but has the restriction that it can only model
the relation between short paragraphs, Shao et al. [20] propose a multi-stage
framework model using BERT for the retrieval of long documents which is illus-
trated in Fig. 1. The training is separated into two stages. In stage 1, BERT is
fine-tuned on a relevance prediction task on a paragraph-level. BERT takes the
concatenated query and document paragraph as input and is then fine-tuned
on predicting the relevance of the candidate paragraph to the query paragraph
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Fig. 2. Cross-domain evaluation approach

given the output vector of the special [CLS] token of BERT. Therefore this out-
put vector is trained to be a relevance representation on a paragraph-level of the
two concatenated input paragraphs.

This fine-tuned BERT model is used in stage 2, where the full document
retrieval with paragraph-level interaction modelling takes place. For a query
document q the top K candidates are retrieved from a corpus using BM25 [18],
and the query document as well as the top K candidates are split into para-
graphs. Then for each candidate i ∈ 1, ..,K the first N paragraphs of the query
document and the first M paragraphs of the candidate are concatenated and
their relevance representation is calculated with the BERT model from stage
1. This yields an interaction matrix between the query and candidate para-
graphs. An additional Maxpooling layer captures the strongest matching signals
per query paragraph and yields a document-level relevance representation of the
query and the candidate. This document-level relevance representation is used
to train an RNN model with a succeeding attention and fully-connected forward
layer which we will refer to as Attention RNN. This Attention RNN yields the
binary prediction of the relevance for the query and candidate document.

2.3 Cross-Domain Evaluation Approach

In the first stage of the BERT-PLI framework the BERT model learns to model
the paragraph-level interaction. For the two different domains we fine-tune the
BERT model on a paragraph-level relevance prediction task, which yields the
paragraph-level interaction LawBERT model for the legal and the Patent-
BERT model for the patent domain. In order to analyze the influence of the
domain specific paragraph-level modelling, we compare the document retrieval
models trained with the paragraph-level modelling of LawBERT or PatentBERT
to document retrieval models trained on the paragraph-level modelling of the
original BERT model. The paragraph-level modelling with the original BERT
model is denoted with BERTORG as in Fig. 2.
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Based on these paragraph-level interaction representations we train an Atten-
tionRNN on the legal as well as on the patent document-level retrieval task,
which we denote with LawRNN or PatentRNN respectively. In order to iso-
late the impact of the different modelling of the paragraph-level interactions
from LawBERT and PatentBERT, we additionally train an AttentionRNN on
the patent document retrieval task given their LawBERT relevance representa-
tions and vice versa.

We evaluate the resulting models on the legal or the patent test document
retrieval set, namely LawDocTest or PatentDocTest. This process is visual-
ized in Fig. 2 and yields six evaluation results R1-6 for each test set. For exam-
ple for LawDocTest, R3 is the in-domain evaluation result, whereas the other
results denote cross domain evaluations. For LawDocTest the results R1, R3 and
R5 are all from LawRNN document retrieval, but the LawRNNs differ in the
paragraph-level relevance representation they are trained with. Therefore com-
parison of the results R1, R3 and R5 on LawDocTest shows the transferability of
the paragraph-level modelling between the legal and patent domains and the dif-
ference of domain-specific paragraph-level modelling to the non-domain specific
modelling. Furthermore to analyze the cross-domain transfer on the document-
level, we compare the evaluation results of LawDocTest and PatentDocTest of R1
and R2, R3 and R4 as well as R5 and R6. This comparison shows the cross-domain
transferability on the document-level as the LawRNN and PatentRNN share the
same paragraph-level relevance representations, which they are trained on.

3 Experiments

3.1 Datasets

Legal Retrieval Dataset. Like Shao et al. [20], we use the legal retrieval
collections from the COLIEE evaluation campaign 2019 [17], which consist of
a paragraph-level and a document-level retrieval task. Both retrieval collections
are based on cases from the Canadian case law system and are written in English.
The paragraph-level task (COLIEE 2019 Task 2) involves the identification of
a paragraph which entails the given query paragraph [17]. For this task the
COLIEE evaluation campaign provides training and test queries with relevance
judgements which we will refer to as LawParaTrain and LawParaTest. In the
document-retrieval task (COLIEE 2019 Task 1) it is asked to find supporting
cases from a provided set of candidate documents, which support the decision
of the query document. As in the original paper we take 20% of the queries of
the training set as validation set, denoted with LawDocVal. We will refer to
the training and test datasets for the document retrieval as LawDocTrain and
LawDocTest.

Patent Retrieval Dataset. For the patent retrieval queries and relevance
judgments we use the datasets from the CLEF-IP evaluation campaign [14] as
they provide a patent corpus and training and test collections for patent retrieval
tasks on the paragraph- and document-level. The tasks contain English, French
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and German queries, we only consider the English queries and candidates. For
the paragraph-level training and test collection we choose the provided queries
and relevance judgements from the passage retrieval task starting from claims
of the CLEF-IP 2013 [14] where the participants are asked to find passages from
patent documents which are relevant to a given set of claims. We refer to these
datasets as PatentParaTrain and PatentParaTest. As the document-level
training and test collection we choose the queries and relevance judgements
from the prior art candidate search from the CLEF-IP evaluation campaign
2011 [15] and refer to them as PatentDocTrain and PatentDocTest. As in
the original paper, we take 20% of the training set as validation set, denoted with
PatentDocVal. Both patent retrieval tasks retrieve paragraphs and documents
from the patent corpus which consists of 3.5 million patent documents filed at
the European Patent Office (EPO) or at the World Intellectual Property Office
(WIPO).

The dataset statistics can be found in Table 1.

Table 1. Statistics of the training and test set for the paragraph the document-level
retrieval task

LawPara LawDoc PatentPara PatentDoc

Train Test Train Test Train Test Train Test

# of queries 181 41 285 61 44 42 351 100

avg # of candidates 32.12 32.19 200 200 3.5M 3.5M 3.5M 3.5M

avg # relevant candidates 1.12 1.02 5.21 5.41 43.52 76.3 3.27 2.85

3.2 Experiment Setting

Stage 1: BERT Fine-Tuning. In the first stage we fine-tune the BERT
model1 on the paragraph-level relevance classification for either the legal domain
or the patent domain to attain LawBERT and PatentBERT. As there was no
code open-sourced for fine-tuning BERT, we use the HuggingFace transformers
library2 and add the BERT fine-tuning script to the published code.

For LawBERT we use the LawParaTrain as training and LawParaTest as
test queries and relevance judgements. In order to use the queries and relevance
judgements for a binary classification task, we consider the paragraph pairs of the
query and one relevant candidate as positive samples. It was not stated clearly in
the original paper how the paragraph pairs of negative samples are constructed,
therefore we investigate this data pre-processing decision. We find that taking all
paragraph pairs constructed of the query and a non-relevant paragraph from the
paragraph candidates as negatives, yields comparable results for fine-tuning the

1 checkpoint from https://github.com/google-research/bert.
2 https://github.com/huggingface/transformers.

https://github.com/google-research/bert
https://github.com/huggingface/transformers
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BERT model on the legal domain as in the original paper. This negative sampling
approach results in 3% positive and 97% negative samples in the training set.
The queries and paragraph candidates have less than 100 words on average and
are truncated symmetrically if they exceed the maximum input length of 512
tokens of BERT. For the training batch size we do a grid search and find that
the F1-score of LawParaTest is the highest with a batch size of 2 (65.1% F1-
Score) instead of 1 (63.4% F1-Score) after fine-tuning BERT for 3 epochs on
LawParaTrain, contrary to the original paper: they report the highest F1-score
of 65.2% without reporting the batch size. As stated in the original code, we
assumed they used the batch size of 1, due to our comparison we use a batch
size of 2 instead of 1. After a remark of the original authors it turns out the
original implementation was done with a batch size of 16. For the learning rate
we also do a grid search and find that the learning rate of 1e−5 is optimal as
in the original paper. As in the original paper, we fine-tune for 3 epochs and
we do the final fine-tuning of the LawBERT model on the merged training and
test set. This is permissible as we train and evaluate the BERT-PLI model on
LawDocTrain and LawDocTest, the LawParaTrain and LawParaTest sets are
only used for fine-tuning LawBERT.

For the PatentBERT fine-tuning we use the PatentParaTrain as training
and PatentParaTest as test set. We construct the negative paragraph pairs by
sampling randomly paragraphs (which are not the relevant paragraph) from the
documents which contain a relevant paragraph to a query paragraph. Here we
sample randomly 5 times the number of positive paragraphs as negatives, as
otherwise the share of positive pairs is below 1% and in order to have a similar
ratio as for the legal domain. We do a grid search for the training batch size and
learning rate and find that a batch size of 2 with a learning rate of 2e−5 yields the
highest F1-score of 19.0%. We fine-tune PatentBERT solely on PatentParaTrain
as it is common practice to hold out the test set.

Stage 2: Document Retrieval. In stage 2 the first step is to retrieve relevant
documents from the given set of candidates (in the legal domain) or from the
whole corpus (in the patent domain). As it was not clearly stated in the original
paper nor was there code published, how to employ the BM25 algorithm [18] for
this first step, we re-implement this step and use the BM25 algorithm [18] with
k1 = 0.9 and b = 0.4 implemented in the Pyserini toolkit3. Furthermore we do
a grid search for the input length to the BM25 algorithm and find that the top
K = 50 retrieval with input length of 250 leads to similar recall scores as the
original paper for the LawDocTrain set (93.22%) and the LawDocTest (92.23%).
Here we only consider recall scores as in the original paper, as the focus of the
first step BM25 retrieval is to retrieve all relevant cases for re-ranking for the
training and test set.

For patent document retrieval, the task is to retrieve relevant documents
from the patent corpus with 3.5 million documents. As in the patent document

3 https://github.com/castorini/pyserini.

https://github.com/castorini/pyserini
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retrieval task only 3.27 relevant patent documents per query document are con-
tained and as the recall does not significantly increase when taking K = 50
candidates, we choose the top K = 20 from the BM25 retrieval, in order to have
a similar ratio of positive and negative pairs as in the legal document retrieval
for training the AttentionRNN. Here we find that the BM25 algorithm with the
document input length of 250 reaches the highest recall score of 9.42% on Patent-
DocTrain compared to other document input lengths. Due to the low recall score
of the retrieved documents on PatentDocTrain we add the relevant documents
from the relevance judgements to PatentDocTrain and sample randomly non-
relevant documents from the BM25 candidates for the training dataset, so that
we have in total 20 candidates. For PatentDocTest we retrieve the top 50 candi-
dates as in the original implementation where we reach a recall of 10.66%, but
we do not add the relevant candidates after the BM25 retrieval step. In order
to reproduce the experiments for modelling the paragraph-level interaction and
training the Attention RNN, we use the open-sourced repository4 of the original
paper. As in the original paper we set the number of paragraphs of the query
N = 54 and the number of paragraphs of the candidate M = 40 for legal and
patent retrieval. The query and candidate documents are split up in paragraphs
of 256 tokens. We model the paragraph-level interactions of LawDocTrain, Law-
DocTest, PatentDocTrain and PatentDocTest using LawBERT or PatentBERT
or BERTORG. With these paragraph-level representations of each query and its
candidate document we train an AttentionRNN network with either an LSTM [9]
or a GRU network [3] as RNN on classifying the relevance between the query
and candidate document. The AttentionRNN trained on the LawDocTrain is
denoted with LawRNN, on PatentDocTrain it is denoted with PatentRNN. For
training the AttentionRNN we use the same hyperparameter as in the origi-
nal implementation, except for the PatentBERT LawRNN configuration, where
we find that the learning rate of 1e−4 is better suited, when evaluated on the
LawDocVal set.

4 Evaluation and Analysis

4.1 In-Domain Evaluation for Legal Document Retrieval (RQ1)

Shao et al. [20] evaluate their models using the binary classification metrics
precision, recall and F1-Score on the whole test set. Furthermore they compare
their model performance to the two best runs from the COLIEE 2019 denoted
by the team names JNLP [22] and ILPS [19]. As it was not clearly stated in
the original paper, we assume that Shao et al. [20] evaluate the BERT-PLI
models on the whole LawDocTest set with all 200 given candidates per query.
With the first retrieval step, the top 50 query candidate pairs are retrieved for
binary classification, therefore we assume the lower 150 candidates classified as
irrelevant. As in [20], we use a cutoff value of 5 for the evaluation of ranking

4 https://github.com/ThuYShao/BERT-PLI-IJCAI2020.

https://github.com/ThuYShao/BERT-PLI-IJCAI2020


12 S. Althammer et al.

algorithms like BM25, this means the top 5 retrieved documents are classified
as relevant, whereas the remaining 195 are considered irrelevant.

As Shao et al. [20] evaluate in their published code the top 50 candidates,
we investigate the overall evaluation of our reproduced BERT-PLI models for
all 200 candidates with the precision, recall and F1-score using the SciKitlearn
classification report5. The results can be found in Table 2, we test the statistical
significance compared to the BM25 baseline with the Student’s paired, inde-
pendent t-test [21,23]. Comparing the evaluation results stated in the original
paper and our evaluation results, we find that our reproduced BERT-PLI Law-
BERT LSTM and GRU model reach similar values. On the effect of domain
specific paragraph-level modelling on the legal case retrieval task (RQ1), the
original paper reports a 7–9% performance improvement for legal retrieval with
the BERT-PLI model, when BERT is fine-tuned on the legal paragraph-level
modelling compared to the original BERT. Contrary to that, we find that the
domain specific paragraph-level modelling does not appear to help the perfor-
mance of the legal case retrieval. Our reproduced BERTORG LawRNN GRU
model outperforms all other BERT-PLI models except on the recall, however
this shows that contrary to the findings in the original paper, the domain spe-
cific paragraph-level modelling does not always improve the performance of the
BERT-PLI model.

Table 2. Precision, Recall and F1-Score comparison of Shao et al. [20] and our repro-
duction, BM25 cutoff value of 5 as in [20], JNLP [22] and ILPS [19] denote the best
two runs of the COLIEE 2019, † indicates statistically significant difference to BM25,
α = 0.05

Team/Model Precision Recall F1-Score

JNLP [22] 0.6000 0.5545 0.5764

ILPS [19] 0.68 0.43 0.53

BERTORG LawRNN LSTM [20] 0.5278 0.4606 0.4919

BERTORG LawRNN GRU [20] 0.4958 0.5364 0.5153

LawBERT LawRNN LSTM [20] 0.5931 0.5697 0.5812

LawBERT LawRNN GRU [20] 0.6026 0.5697 0.5857

Reproduction

BM25 (cutoff at 5) 0.5114 0.5360 0.5234

Repr BERTORG LawRNN LSTM 0.7053† 0.5017† 0.5863†

Repr BERTORG LawRNN GRU 0.8972† 0.4501† 0.5995†

Repr LawBERT LawRNN LSTM 0.8620† 0.4295† 0.5733†

Repr LawBERT LawRNN GRU 0.3826† 0.6838† 0.4907†

5 https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification
report.html.

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
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4.2 In-domain Evaluation for Patent Document Retrieval (RQ2)

In order to investigate the applicability of the BERT-PLI model for informa-
tion retrieval in the patent domain, we evaluate the PatentBERT PatentRNN
models trained on PatentDocTrain. The results can be found in Table 3, now
we analyze the in-domain evaluation for the PatentBERT PatentRNN models
on PatentDocTest. This shows that the in-domain, patent BERT-PLI model is
not beneficial for patent document retrieval, as it is outperformed by the BM25
baseline on all metrics. We reason this could be due to the number of considered
query and candidate paragraphs (N and M), which is fit to the legal retrieval
but not to the patent retrieval and could be unsuitable for patent retrieval as
PatentDocTrain and PatentDocTest contain on average more paragraphs than
LawDocTrain and LawDocTest. This demonstrates that the document retrieval
with contextualized language models for the patent domain is not yet benefi-
cial and needs to be taken under further investigation. In line with the findings
regarding RQ1 for the legal document retrieval, we find that the paragraph-level
modelling with the PatentBERT model impairs the performance of the docu-
ment retrieval compared to the paragraph-level modelling with BERTORG. This
shows that the domain specific paragraph-level modelling is not always beneficial
for BERT-PLI for the legal and patent document retrieval.

Table 3. In-domain and cross-domain evaluation on the legal and patent document
retrieval test set, in-domain evaluation for LawBERT LawRNN models on LawDocTest
and PatentBERT PatentRNN on PatentDocTest, R1-6 denote the result numbers from
Fig. 2, † indicates statistically significant difference to BM25, α = 0.05

Model LawDocTest PatentDocTest

Prec Rec F1 Prec Rec F1

In-domain

BM25 (cutoff at 5) 0.5114 0.5360 0.5234 0.0500 0.3968 0.0888

LawBERT LawRNN (R3) LSTM 0.8620† 0.4295† 0.5733† 0.0207† 0.4761† 0.0398†

GRU 0.3826† 0.6838† 0.4907† 0.0181† 0.4444† 0.0349†

PatentBERT PatentRNN (R6) LSTM 0.7500† 0.2268† 0.3482† 0.0365† 0.1904† 0.0613†

GRU 0.1153† 0.0412† 0.0607† 0.0416† 0.1904† 0.0683†

Cross-domain

LawBERT PatentRNN (R4) LSTM 0.1103† 0.5292† 0.1826† 0.0277† 0.1587† 0.0472†

GRU 0.0961† 0.2749† 0.1424† 0.0246† 0.1904† 0.0436†

PatentBERT LawRNN (R5) LSTM 0.8000† 0.4673† 0.5900† 0.0188† 0.3650† 0.0357†

GRU 0.5460† 0.5704† 0.5579† 0.0233† 0.5555† 0.0448†

BERTOrg PatentRNN (R2) LSTM 0.0000† 0.0000† 0.0000† 0.0602† 0.0793† 0.0684†

GRU 0.0000† 0.0000† 0.0000† 0.0769† 0.0952† 0.0851†

BERTOrg LawRNN (R1) LSTM 0.7053† 0.5017† 0.5863† 0.0160† 0.8095† 0.0314†

GRU 0.8972† 0.4501† 0.5995† 0.0199† 0.4285† 0.0381†
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4.3 Cross-Domain Evaluation (RQ3)

In order to analyze the cross-domain retrieval between the legal and patent
domain, we evaluate each model on LawDocTest and PatentDocTest set as illus-
trated in Fig. 2 and compare for each test set the performance of the differ-
ent models in order to gain insights about the transferability of the models
between the legal and patent retrieval task and on the paragraph as well as on
the document-level.

Analyzing the cross-domain transfer on the paragraph-level for LawDocTest,
we see in Table 3 that the performance is similar for the LawRNNs when mod-
elling the paragraph-level interaction with PatentBERT instead of LawBERT.
An interesting result is the performance of the PatentBERT PatentRNN LSTM
model, which was not trained on modelling legal paragraph-interactions nor
legal document retrieval, but performs well on LawDocTest, however it does not
outperform the domain independent BM25 baseline. On the document-level we
see that the PatentRNN models have on average a 40% lower F1-Score than
the LawRNN models with the same paragraph-level modelling, although we see
a positive effect of modelling the paragraph-level interactions with BERTORG

instead of LawBERT or PatentBERT.
For the cross-domain evaluation on PatentDocTest, we find that each BERT-

PLI model is outperformed by the BM25 baseline, except for the precision of the
BERTORG PatentRNN models and the recall of the BERTORG LawRNN models.
On the document-level transfer we see a consistent performance improvement of
the PatentRNN models compared to the LawRNN models independent of the
paragraph-level modelling, which leads to the conclusion that the domain specific
training for patent document retrieval is beneficial here. On a paragraph-level
transfer we can see a similar performance of the LawRNN models, indepen-
dent of the paragraph-level modelling. For the PatentRNN models we find that
the paragraph-level modelling with BERTORG outperforms the modelling with
PatentBERT and LawBERT.

5 Related Work

There are numerous evaluation campaigns for patent [15] and legal retrieval
[2,8,17] with the goal to create and provide queries and relevance judgements
for domain-specific retrieval and with this promote research in legal and patent
IR. For legal retrieval, Cormack et al. [5] evaluate continuous, simple active and
passive learning models in the TREC legal evaluation campaign [8] and propose
an autonomous active learning framework [4]. In the COLIEE evaluation cam-
paign, Rossi et al. [19] combine text summarization and a generalized language
model to predict pairwise relevance for the legal case retrieval task, whereas
Tran et al. [22] apply a summarization method and the extraction of lexical fea-
tures. In the patent retrieval evaluation campaign CLEF-IP [14], Piroi et al. [16]
report different approaches using the probabilistic BM25 model [18] as well as
SVM-classifier trained on pretrained word-level representations.
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As the language model BERT [6] advanced the state-of-the-art in language
modeling, there are numerous approaches to apply BERT to IR tasks [12,25]
and for cross-domain IR for web and news search [1] as well as for biomedical
search [13,24].

6 Conclusion and Future Work

We reproduced the BERT-PLI model of Shao et al. [20] for the legal document
retrieval task of the COLIEE evaluation campaign 2019 [17]. We have addressed
shortcomings of the description of the data pre-processing and the second stage
retrieval, which we investigated and for which we complemented the published
code. Contrary to the original paper, we find that modelling the paragraph-level
interactions with a BERT model fine-tuned on the domain does not appear to
help the performance of the BERT-PLI model for document retrieval compared
to modelling the paragraph-level interactions with the original BERT model.
Furthermore we have analyzed the applicability of the BERT-PLI model for
document retrieval in the patent domain, but we find that the BERT-PLI model
does not yet improve the patent document retrieval compared to the BM25
baseline. We reason that the optimal number of query and candidate paragraphs
to be considered for the interaction modelling could be a decisive hyperparameter
to take into account. However bringing the gains from contextualized language
model to patent document retrieval stays an open problem. We have investigated
to what extend the BERT-PLI model is transferable between the legal and patent
domain on the paragraph and document-level by evaluating the cross-domain
retrieval of the BERT-PLI model. We show that the cross-domain transfer on the
paragraph-level yields comparable performance between the legal and the patent
domain. Furthermore the comparison on the document-level transfer shows first
promising results when applying the BERT-PLI model trained on the patent
domain to the legal domain. How to bring the benefits of contextualized language
models to domain-specific search and how to transfer retrieval models across
different domains remain open and exciting questions.

Acknowledgements. This work was supported by the EU Horizon 2020 ITN/ETN on
Domain Specific Systems for Information Extraction and Retrieval (H2020-EU.1.3.1.,
ID: 860721).
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Abstract. In this work, we perform an extensive investigation of two
state-of-the-art (SotA) methods for the task of Entity Alignment in
Knowledge Graphs. Therefore, we first carefully examine the bench-
marking process and identify several shortcomings, making the results
reported in the original works not always comparable. Furthermore, we
suspect that it is a common practice in the community to make the
hyperparameter optimization directly on a test set, reducing the infor-
mative value of reported performance. Thus, we select a representative
sample of benchmarking datasets and describe their properties. We also
examine different initializations for entity representations since they are
a decisive factor for model performance. Furthermore, we use a shared
train/validation/test split for an appropriate evaluation setting to evalu-
ate all methods on all datasets. In our evaluation, we make several inter-
esting findings. While we observe that most of the time SotA approaches
perform better than baselines, they have difficulties when the dataset
contains noise, which is the case in most real-life applications. Moreover,
in our ablation study, we find out that often different features of SotA
method are crucial for good performance than previously assumed. The
code is available at https://github.com/mberr/ea-sota-comparison.

Keywords: Knowledge Graph · Entity Alignment · Word embeddings

1 Introduction

The quality of information retrieval crucially depends on the accessible storage
of information. Knowledge Graphs (KGs) often serve as such data structure [6].
Moreover, to satisfy diverse information needs, a combination of multiple data
sources is often inevitable. Entity Alignment (EA) [2] is the discipline of align-
ing entities from different KGs. Once aligned, these entities facilitate information
transfer between knowledge bases, or even fusing multiple KGs to a single knowl-
edge base.

In this work, our goal is to analyze a SotA approach for the task of EA and
identify which factors are essential for its performance. Although papers often use
the same dataset in the evaluation and report the same evaluation metrics, the
selection of SotA is not a trivial task: as we found out in our analysis, the usage
c© Springer Nature Switzerland AG 2021
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of different types of external information for the initialization or train/test splits
of different sizes1 makes the results in different works incomparable. Therefore,
while still guided by the reported evaluation metrics, we identified these common
factors among strongly performing methods in multiple works:

– They are based on Graph Neural Networks (GNNs). GNNs build the basis of
the most recent works [4,7,9,10,12,14,16–23,25].

– They utilize entity names in the model. Supported by recent advances in word
embeddings, these attributes provide distinctive features.

– They consider different types of relations existing in KGs. Most GNNs ignore
different relationship types and aggregate them in the preprocessing step.

Given these criteria, we selected Relation-aware Dual-Graph Convolutional Net-
work (RDGCN) [17], as it also has demonstrated impressive performance in
recent benchmarking studies [15,24]. Additionally, we include the recently pub-
lished Deep Graph Matching Consensus (DGMC) [7] method in our analysis for
two reasons: the studies mentioned above did not include it, and the authors
reported surprisingly good performance, considering that this method does not
make use of relation type information.

We start our study by reviewing the used datasets and discussing the ini-
tializations based on entity names. Although both methods utilize entity names,
the actual usage differs. For comparison, we thus evaluate both methods on all
datasets with all available initializations. We also report the zero-shot perfor-
mance, i.e., when only using initial representations alone, as well as a simple GNN
model baseline. Furthermore, we address the problem of hyperparameter opti-
mization. Related works often do not discuss how they chose hyperparameters
and, e.g., rarely report validation splits. So far, this problem was not addressed
in the community. In the recent comprehensive survey [15], the authors use cross-
validation for the estimation of the test performance. The models are either eval-
uated with hyperparameters recommended for other datasets or selected by not
reported procedure. Also, in the published code of the investigated approaches,
we could not find any trace of train-validation splits, raising questions about
reproducibility and fairness of their comparisons. We thus create a shared split
with a test, train, and validation part and extensively tune the model’s hyperpa-
rameters for each of the dataset/initialization combinations to ensure that they
are sufficiently optimized. Finally, we provide an ablation study for many of the
parameters of a SotA approach (RDGCN), giving insight into the individual
components’ contributions to the final performance.

2 Datasets and Initialization

Table 1 provides a summary of a representative sample of datasets used for
benchmarking of EA approaches. In the following, we first discuss each dataset’s
properties and, in the second part, the initialization of entity name attributes.
1 Commonly used evaluation metrics in EA automatically become better with a

smaller size of test set [3].
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Table 1. Summary of the used EA datasets. We denote the entity set as E , the relation
set as R, the triple set as T , the aligned entities as A and the exclusive entities as X .

Dataset Subset Graph |E| |R| |T | |A| |X |
DBP15k zh-en zh 19,388 1,701 70,414 15,000 4,388

en 19,572 1,323 95,142 15,000 4,572

ja-en ja 19,814 1,299 77,214 15,000 4,814

en 19,780 1,153 93,484 15,000 4,780

fr-en fr 19,661 903 105,998 15,000 4,661

en 19,993 1,208 115,722 15,000 4,993

WK3l15k en-de en 15,126 1,841 209,041 9,783 5,343

de 14,603 596 144,244 10,021 4,582

en-fr en 15,169 2,228 203,356 7,375 7,794

fr 15,393 2,422 169,329 7,284 8,109

OpenEA en-de en 15,000 169 84,867 15,000 0

de 15,000 96 92,632 15,000 0

en-fr en 15,000 193 96,318 15,000 0

fr 15,000 166 80,112 15,000 0

d-y d 15,000 72 68,063 15,000 0

y 15,000 21 60,970 15,000 0

d-w d 15,000 167 73,983 15,000 0

w 15,000 121 83,365 15,000 0

2.1 Datasets

DBP15k. The DBP15k dataset is the most popular dataset for the evaluation
of EA approaches. It has three subsets, all of which base upon DBpedia. Each
subset comprises a pair of graphs from different languages. As noted by [2], there
exist multiple variations of the dataset, sharing the same entity alignment but
differing in the number of exclusive entities in each graph. The alignments in
the datasets are always 1:1 alignments, and due to the construction method for
the datasets, exclusive entities do not have relations between them, but only
to shared entities. Exclusive entities complicate the matching process, and in
real-life applications, they are not easy to identify. Therefore, we believe that
this dataset describes a realistic use-case only to a certain extent. We found
another different variant of DBP15k as part of the PyTorch Geometric reposi-
tory2, having a different set of aligned entities. This is likely due to extraction
of alignments from data provided by [20] via Google Drive3 as described in their

2 https://github.com/rusty1s/pytorch geometric/blob/d42a690fba68005f5738008a04f
375ffd39bbb76/torch geometric/datasets/dbp15k.py.

3 https://drive.google.com/open?id=1dYJtj1 J4nYJdrDY95ucGLCuZXDXI7PL.

https://github.com/rusty1s/pytorch_geometric/blob/d42a690fba68005f5738008a04f375ffd39bbb76/torch_geometric/datasets/dbp15k.py
https://github.com/rusty1s/pytorch_geometric/blob/d42a690fba68005f5738008a04f375ffd39bbb76/torch_geometric/datasets/dbp15k.py
https://drive.google.com/open?id=1dYJtj1_J4nYJdrDY95ucGLCuZXDXI7PL
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GitHub repository.4 As a result, the evaluation results published in [7] are not
directly comparable to other published results. In our experiments, we use the
(smaller) JAPE variant with approximately 19–20k entities in each graph since
it is the predominantly used variant.

OpenEA. The OpenEA datasets published by [15] comprise graph pairs from
DBPedia, YAGO, and Wikidata obtained by iterative degree-based sampling to
match the degree distribution between the source KG and the extracted subset.
The alignments are exclusively 1:1 matchings, and there are no exclusive enti-
ties, i.e., every entity occurs in both graphs. We believe that this is a relatively
unrealistic scenario. In our experiments, we use all graph pairs with 15k entities
(15K) in the dense variant (V2), i.e., en-de-15k-v2, en-fr-15k-v2, d-y-15k-v2,
d-w-15k-v2.

WK3l15k. The Wk3l datasets are multi-lingual KG pairs extracted from
Wikipedia. As in [2], we extract additional entity alignments from the triple
alignments. The graphs contain additional exclusive entities, and there are
m:n matchings. We only use the 15k variants, where each graph has approx-
imately 15k entities. There are two graph pairs, en-de and en-fr. Moreover,
the alignments in the dataset are relatively noisy: for example, en-de con-
tains besides valid alignments such as (“trieste”, “triest”), or (“frederick i, holy
roman emperor”, “friedrich i. (hrr)”), also ambiguous ones such as (“1”, “1. fc
saarbrücken”), (“1”, “1. fc schweinfurt 05”), and errors such as (“1”, “157”), and
(“101”, “100”). While the noise aggravates alignment, it also reflects a realistic
setting.

2.2 Label-Based Initializations

Prepared Translations (DBP15k). For DBP15k, we investigate label-based ini-
tializations based on prepared translations to English from [17] and [7] (which, in
turn, originate from [20]). Afterwards, they use Glove [11] embeddings to obtain
an entity representation. While [17] only provides the final entity representation
vectors without further describing the aggregation, [7] splits the label into words
(by white-space) and uses the sum over the words’ embeddings as entity repre-
sentation. [17] additionally normalizes the norm of the representations to unit
length.

Prepared RDGCN Embeddings (OpenEA). OpenEA [15] benchmarks a large
variety of contemporary entity alignment methods in a unified setting, also
including RDGCN [17]. Since the graphs DBPedia and YAGO collect data from
similar sources, the labels are usually equal. For those graph pairs, the authors
propose to delete the labels. However, RDGCN requires a label based initializa-
tion. Thus, the authors obtain labels via attribute triples of a pre-defined set of

4 https://github.com/syxu828/Crosslingula-KG-Matching/blob/56710f8131ae072f00
de97eb737315e4ac9510f2/README.md#how-to-run-the-codes.

https://github.com/syxu828/Crosslingula-KG-Matching/blob/56710f8131ae072f00de97eb737315e4ac9510f2/README.md#how-to-run-the-codes
https://github.com/syxu828/Crosslingula-KG-Matching/blob/56710f8131ae072f00de97eb737315e4ac9510f2/README.md#how-to-run-the-codes
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Table 2. The statistics about label-based initialization in the OpenEA codebase:
attribute denotes initialization via attribute values for a predefined set of “name
attributes”. id denotes initialization with the last part of the entity URI. For d-y this
basically leaks ground truth, whereas, for Wikidata, the URI contains only a numeric
identifier, thus rendering the initialization “label” useless.

Subset Side via attribute via id via id (%)

d-w d 0 15,000 100.00%

w 8,391 7,301 48.67%

d-y d 2,883 12,122 80.81%

y 15,000 0 0.00%

“name-attributes”5: skos:prefLabel, http://dbpedia.org/ontology/birthName
for DBPedia-YAGO, and http://www.wikidata.org/entity/P373, http://www.
wikidata.org/entity/P1476 for DBPedia-Wikidata.

However, when investigating the published code, we noticed that if the label
is not found via attribute, the last part of the entity URI is used instead. For
DBPedia/YAGO, this effectively leaks ground truth since they share the same
label. For DBPedia/Wikidata, this results in useless labels for the Wikidata side
since their labels are the Wikidata IDs, e.g., Q3391163. Table 2 summarizes the
frequency of both cases. For d-w, DPBedia entities always use the ground truth
label. For 49% of the Wikidata entities, useless labels are used for initialization.
For d-y, YAGO entity representations are always initialized via an attribute
triple. For DBPedia, in 81% of all cases, the ground truth label is used. We store
these initial entity representations produced by the OpenEA codebase into a file
and refer in the following to them as Sun initialization (since they are taken
from the implementation of [15]).

Multi-lingual BERT (WK3l15k). Since we did not find related work with entity
embedding initialization from labels on WK3l15k, we generated those using a
pre-trained multi-lingual BERT model [5], BERT-Base, Multilingual Cased6.
Following [5], we use the sum of the last four layers as token representation since
it has comparable performance to the concatenation at a quarter of its size. To
summarize the token representations of a single entity label, we explore sum,
mean, and max aggregation as hyperparameters.

5 https://github.com/nju-websoft/OpenEA/tree/2a6e0b03ec8cdcad4920704d1c38547
a3ad72abe.

6 https://github.com/google-research/bert/blob/cc7051dc592802f501e8a6f71f8fb3cf9
de95dc9/multilingual.md.

http://dbpedia.org/ontology/birthName
http://www.wikidata.org/entity/P373
http://www.wikidata.org/entity/P1476
http://www.wikidata.org/entity/P1476
https://github.com/nju-websoft/OpenEA/tree/2a6e0b03ec8cdcad4920704d1c38547a3ad72abe
https://github.com/nju-websoft/OpenEA/tree/2a6e0b03ec8cdcad4920704d1c38547a3ad72abe
https://github.com/google-research/bert/blob/cc7051dc592802f501e8a6f71f8fb3cf9de95dc9/multilingual.md
https://github.com/google-research/bert/blob/cc7051dc592802f501e8a6f71f8fb3cf9de95dc9/multilingual.md
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3 Methods

We evaluate two SotA EA methods, RDGCN [17] which we reimplemented and
DGMC [7] for which we used the original method implementation with adapted
evaluation. In the following, we revisit their architectures and highlight differ-
ences between the architecture described in the paper and what we found in the
published code.

Similarly to all GNN-based approaches, both models employ a Siamese archi-
tecture. Therefore, the same model with the same weights is applied to both
graphs yielding representations of entities from both KGs. Given these entity
representations, the EA approaches compute an affinity matrix that describes
the similarity of entity representations from both graphs. Since the main differ-
ence between methods is the GNN model in the Siamese architecture, for brevity
we only describe how it is applied on a single KG G = (E ,R, T ).

3.1 Relation-Aware Dual-Graph Convolutional Network (RDGCN)

Architecture. The RDGCN [17] model comprises two parts performing
message-passing processes applied sequentially. The message passing process per-
formed by the first part can be seen as relation-aware. The model tries to learn
the importance of relations and weights the messages from the entities connected
by these relations correspondingly. The message passing performed by the sec-
ond component utilizes a simple adjacency matrix indicating the existence of any
relations between entities, which we call standard message passing. Both com-
ponents employ a form of skip connections: (weighted) residual connections [8]
in the first part and highway layers [13] in the second part.

Relation-Aware Message Passing. The entity embeddings from the first compo-
nent are computed by several interaction rounds comprising four steps

Xc = RC(Xe),Xc ∈ R
|R|×2d (1)

Xr = DA(Xr,Xc),Xr ∈ R
|R|×2d (2)

Xe = PA(Xe,Xr) (3)
Xe = X0

e + βi · Xe (4)

The first step, in (1), obtains a relation context (RC) Xc from the entity repre-
sentations. For relation r ∈ R, we extract its relation context as a concatenation
of the mean entity representations for the head and the tail entities. By denot-
ing the set of head and tail entities for relation r with Hr and Tr, we can
thus express its computation as (Xc)i =

[
1/|Hi|

∑
j∈Hi

(Xe)j‖1/|Ti|
∑

j∈Ti
(Xe)j

]

where ‖ denotes the concatenation operation. An entity occurring multiple times
as the head is weighted equally to an entity occurring only once.

The second step, in (2), is the dual graph attention (DA). The attention
scores on the dual graph αD

ij are computed by dot product attention with leaky
ReLU activation: αD

ij = Jij · LeakyReLU(WL(Xc)i + WR(Xc)j). Notice that
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WL(Xc)i + WR(Xc)j = (WL‖WR)T ((Xc)i‖(Xc)j), where ‖ denotes the con-
catenation operation. In the published code, we further found a weight sharing
mechanism for WL and WR implemented, decomposing the projection weight
matrices as WL = W′

LWC and WR = W′
RWC with W′

L,W′
R ∈ R

1×h,WC ∈
R

h×2d being trainable parameters, and WC shared between both projections.
Jij denotes a fixed triple-based relation similarity score computed as the sum
of the Jaccard similarities of the head and tail entity set for relation ri and rj :
Jij := |Hi∩Hj |/|Hi∪Hj | + |Ti∩Tj |/|Ti∪Tj |. The softmax is then computed only over
those relations, where Jij > 0, i.e., pairs sharing at least one head or tail entity.
In the implementation, this is implemented as dense attention with masking, i.e.
setting αD

ij = −∞ (or a very small value) for Jij = 0. While this increases the
required memory consumption to O(|R|2), the number of relations is usually
small compared to the number of entities, cf. Table 1, and thus this poses no
serious computational problem. With α̃D

ij denoting the softmax output, the new

relation representation finally is (Xr)i = ReLU
(∑

j α̃D
ij(Xr)j

)
.

In the third step, in (3), the entity representations are updated. To this end,
a relation-specific scalar score is computed as αr

i = LeakyReLU(WXr + b)
with trainable parameters W and b. Based upon the relation-specific scores, an
attention score between two entities ei, ej with at least one relation between
them is given as αP

ij =
∑

r∈Tij
αr
i . These scores are normalized with a sparse

softmax over all {j | ∃r ∈ R : (ei, r, ej) ∈ T }: α̃P
ij = softmaxj′(αP

ij′)j . The final
output of the primal attention is (Xe)j = ReLU(

∑
i α̃ij(Xe)j).

The fourth step, in (4), applies a skip connection from the initial representa-
tions to the current entity representation. The weight βi is pre-defined (β1 = 0.1,
β2 = 0.3) and not trained.

Standard Message Passing. The second part of the RDGCN consists of a
sequence of GCN layers with highway layers. Each layer computes

X′
e = ReLU(AXeW) (5)
β = σ(WgXe + bg) (6)

Xe = β · X′
e + (1 − β) · Xe (7)

A ∈ R
|EL|×|EL| denotes the adjacency matrix of the primal graph. It is con-

structed by first creating an undirected, unweighted adjacency matrix where
there is a connection between ei, ej ∈ EL if there exists at least one triple
(ei, r, ej) ∈ T L for some relation r ∈ RL. Next, self-loops (e, e) are added
for every entity e ∈ EL. Finally, the matrix is normalized by setting A =
D−1/2AD−1/2 with D denoting the diagonal matrix of node degrees. When
investigating the published code, we further found out that the weight matrix
W is constrained to be a diagonal matrix and initialized as an identity matrix.

Training. Let xL
i denote the final entity representation for eLi ∈ EL and anolo-

gously xR
j for eRj ∈ ER. RDGCN is trained with a margin-based loss formulation.
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It adopts a hard negative mining strategy, i.e., the set of negative examples for
one pair is the top k most similar entities of one of the entities according to the
similarity measure used for scoring. The negative l1 distance is used as similarity,
the margin is 1, k = 10, and the negative examples are updated every 10 epochs.

3.2 Deep Graph Matching Consensus (DGMC).

DGMC [7] also comprises two parts, which we name enrichment and corre-
spondence refinement. The enrichment part is a sequence of GNN layers enrich-
ing the entity representations with information from their neighborhood. Each
layer computes φ(X) = ReLU(norm(A)XW1 + norm(AT )XW2 + XW3),
where A ∈ R

|EL|×|EL| denotes the symmetrically normalized adjacency matrix
(as for second part of RDGCN), norm the row-wise normalization operation,
X ∈ R

EL×din the layer’s input, and W1,W2,W3 ∈ R
din×dout trainable param-

eters of the layer. An optional batch normalization and dropout follow this layer.
For the enrichment phase’s final output, all individual layers’ outputs are con-
catenated before a learned final linear projection layer reduces the dimension to
dout.

The second phase, the correspondence refinement, first calculates the k = 10
most likely matches in the other graph for each entity as a sparse correspon-
dence matrix S ∈ R

|EL|×|ER|, normalized using softmax. Next, it generates ran-
dom vectors for each entity R ∈ R

|EL|×drnd and sends these vectors to the
probable matches via the softmax normalized sparse correspondence matrix,
STR ∈ R

|ER|×drnd . A GNN layer ψ as in phase one distributes these vectors in
the neighborhood of the nodes: YR = ψ(STR). A two-layer MLP predicts an
update for the correspondence matrix, given the difference between the represen-
tations YL and YR. This procedure is repeated for a fixed number of refinement
steps L = 10.

4 Experiments

Experimental Setup. For the general evaluation setting and description of met-
rics, we refer to [3]. Here, we primarily use Hits@1 (H@1), which measures the
correct entity’s relative frequency of being ranked in the first position. When
investigating the published code of both, RDGCN [17]7 and DGMC [7]8, we did
not find any code for tuning the parameters, nor a train-validation split. Also,
the papers themselves do not mention a train-validation split. Thus, it is unclear
how they choose the hyperparameters without a test-leakage by directly opti-
mizing the test set’s performance. We thus decided to create a shared test-train-
validation split used by all our experiments to enable a fair comparison. Since
DGMC already uses PyTorch, we could use their published code and extend it
with HPO code. RDGCN was re-implemented in PyTorch in our codebase. We

7 https://github.com/StephanieWyt/RDGCN.
8 https://github.com/rusty1s/deep-graph-matching-consensus/.

https://github.com/StephanieWyt/RDGCN
https://github.com/rusty1s/deep-graph-matching-consensus/
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Table 3. Investigated hyperparameters for all methods. * denotes that these parame-
ters share the same value range but were tuned independently.

Common

Parameter Choices

Optimizer Adam

Similarity {cos, dot, l1 (bound inverse), l1 (negative), l2
(bound inverse), l2 (negative)}

RDGCN

Parameter Choices

(entity embedding) normalization {always-l2, initial-l2, never}
(number of) GCN layers {0, 1, 2, 3}
(number of) interaction layers {0, 1, 2, 3}
Interaction weights {0.1, 0.2, . . . , 0.6}
Trainable embeddings {False, True}
Hard negatives {no, yes}
Learning rate [10−4, 10−1]

DGMC

Parameter Choices

ψ1 / ψ2 dimension* [32, 64, . . . , 1024]

ψ1 / ψ2 (number of) GCN layers* {1, 2, 3, 4, 5}
ψ1 / ψ2 batch normalization* {False, True}
ψ1 / ψ2 layer concatenation* {False, True}
ψ1 dropout [0.00, 0.05, . . . , 1.0]

ψ2 dropout 0.0

Trainable embeddings False

(entity embedding) normalization {never, always-l1, always-l2}
Learning rate [10−3, 10−1]

GCN-Align*

Parameter Choices

Model output dimension [32, 64, . . . , (embeddingdimension)]

(number of) GCN layers {1, 2, 3}
Batch normalization {False, True}
Layer concatenation {False, True}
Final linear projection {False, True}
Dropout {0.0, 0.1, . . . , 0.5}
Trainable embeddings {False, True}
(entity embedding) normalization {never, always-l1, always-l2}
(weight) sharing horizontal {False, True}
Learning rate [10−3, 10−1]

use the official train-test split for all datasets, which reserves 70% of the align-
ments for testing. We split the remaining part into 80% train alignments and
20% validation alignments.
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We continued by tuning numerous model parameters (cf. Table 3) of all mod-
els on each of the datasets in Table 1 and each of the available initializations
described in Sect. 2.2 to obtain sufficiently well-tuned configurations. We used
random search due to its higher sample efficiency than grid search [1]. We addi-
tionally evaluate a baseline, which uses the GNN variant from DGMC without
the neighborhood consensus refinement, coined GCN-Align* due to its close cor-
respondence to [16], and also evaluate the zero-shot performance of the initial
node features.

For each tested configuration, we perform early stopping on validation H@1,
i.e., select the epoch according to the best validation H@1. Across all tested
configurations for a model-dataset-initialization combination, we then choose
the best configuration according to validation H@1 and report the test perfor-
mance in Table 4. We do not report performance for training on train+validation
with the final configuration due to space restrictions. We decided to report per-
formance when trained only on the train set to ensure that other works have
performance numbers for comparison when tuning their own models.

4.1 Results

Table 4 presents the overall results. We can observe several points.

Table 4. Results in terms of H@1 for all investigated combinations of datasets, models,
and initializations. Each cell represents the test performance of the best configuration
of hyperparameters chosen according to validation performance.

DBP15k (JAPE)

init Wu [18] Xu [20]

subset fr-en ja-en zh-en fr-en ja-en zh-en

Zero Shot 79.47 63.48 56.07 83.70 65.64 59.40

GCN-Align* 81.81 67.45 57.94 86.74 67.65 60.32

RDGCN 86.91 72.90 66.44 86.82 74.35 69.54

DGMC 89.35 72.17 69.98 90.12 76.60 68.76

OpenEA

init Sun [15]

subset d-w d-y en-de en-fr

Zero Shot 46.53 81.90 75.99 79.90

GCN-Align* 45.76 84.65 85.34 89.41

RDGCN 64.28 98.41 80.03 91.52

DGMC 51.29 88.60 88.10 89.40

WK3l15k

init BERT

subset en-de en-fr

Zero Shot 85.55 77.27

GCN-Align* 85.92 78.22

RDGCN 86.76 78.05

DGMC 84.08 73.92
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Zero-Shot Performance. Generally, there is an impressive Zero-Shot perfor-
mance, ranging from 39.15% for OpenEA d-w to 83.85% WK3l15k en-de. Thus,
even in the weakest setting, approximately 40% of the entities can be aligned
solely from their label, without any sophisticated method. Consequently, this
highlights that comparison against methods not using this information is unfair.
For DBP15k, we can compare the initialization from Wu et al. [17], used, e.g., by
RDGCN to the performance of the initialization by Xu et al. [7], used, e.g., by
DGMC. We observe that Wu’s initialization is 7–9% points stronger than Xu’s
initialization. For OpenEA d-w we obtain 39.15% zero-shot performance, despite
the original labels of the w side being meaningless identifiers. This is only due to
using attribute triples with a pre-defined set of “name” attributes, cf. Table 2.

Model Performance. When comparing the performance of both analyzed models,
we can observe that they have a clear advantage over both baselines in two
of three datasets. However, we cannot identify a single winner among them.
Although the performance of DGMC dropped compared to the results reported
originally9, it still leads by about 3–4 points on almost all DBP15k subsets.
Therefore, it confirms our observation that a smaller test set automatically leads
to better results. Furthermore, we can see that different initialization with entity
name also affects model performance, which especially applies to the ja-en subset
for DGMC or fr-en for GCN-Align*. RDGCN has a clear advantage on the
OpenEA subsets extracted from DBPedia with a margin of between 10 and 13
points on both subsets. Note that we significantly improved results of RDGCN
on the OpenEA dataset through our extensive hyperparameter search compared
to the original evaluation [15]. Interestingly, as can be seen in the next section,
the main reason is not the exploiting of information about different relations.
The WK3L15k dataset constitutes an interesting exception. The performance
of the DGMC method, which is supposed to be robust against noise due to
its correspondence refinement, is not better than the zero-shot results. While
DGMC and GCN-Align* can improve the results, the improvement by 1–2 points
does not look very convincing. From these results, we conclude that there exists
no silver bullet for the task of EA, and the method itself is still a hyperparameter.
At the same time, we see that the most realistic dataset poses a real challenge
for SotA methods.

4.2 Ablation: RDGCN

We additionally present the results of an ablation study for some model param-
eters of RDGCN on the OpenEA datasets in Table 5. For each presented param-
eter and each possible value, we fix this one parameter and select the best con-
figuration among all configurations with the chosen parameter setting according
to validation H@1. The cell then shows the validation and test performance of
this configuration. We highlight the best setting on the respective graph pair in

9 As a general rule, the results improve by 1–2 points when trained on train+
validation, and it is not going to change the picture.
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Table 5. Ablation results for RDGCN on OpenEA datasets. The setting used by
[17] is underlined. The first number is validation H@1, the second number test H@1.
Bold highlights the best configuration. Please notice that due to the specialties of EA
evaluation, the test and validation performance are not directly comparable [3].

Parameter Value Subset

d-w d-y en-de en-fr

Normalization Always 84.06/64.28 99.44/97.48 97.72/93.56 96.89/91.52

Initial 82.67/62.58 99.78/98.41 97.67/93.02 95.56/89.50

Never 78.39/61.77 99.72/98.53 98.11/80.03 95.44/90.14

GCN layers 0 57.33/50.79 92.33/83.83 98.11/80.03 92.22/86.94

1 73.33/56.66 99.33/98.15 96.00/91.63 94.50/90.49

2 78.39/61.77 99.56/98.16 97.72/93.56 96.89/91.52

3 84.06/64.28 99.78/98.41 97.00/92.18 95.44/90.14

Interaction layers 0 78.11/60.53 99.72/98.53 97.72/93.56 95.33/89.08

1 78.39/61.77 99.78/98.41 97.67/92.59 95.44/90.14

2 82.67/62.58 99.56/98.16 98.11/80.03 96.89/91.52

3 84.06/64.28 99.50/97.85 97.67/93.02 95.56/89.50

Trainable embeddings No 84.06/64.28 99.72/98.53 97.72/93.56 96.89/91.52

Yes 82.67/62.58 99.78/98.41 98.11/80.03 95.56/89.50

Similarity Cos 82.67/62.58 99.56/98.16 98.11/80.03 95.56/89.50

Dot 63.28/40.80 91.50/79.81 85.17/78.54 89.94/78.17

l1 (inv.) 77.89/60.78 99.50/97.85 93.78/88.96 94.06/88.69

l1 (neg.) 84.06/64.28 99.72/98.53 97.72/93.56 96.89/91.52

l2 (inv.) 75.28/60.20 96.72/92.06 95.06/90.13 94.44/89.60

l2 (neg.) 72.50/51.04 99.78/98.41 94.61/89.40 94.28/87.79

Hard negatives No 82.67/62.58 99.78/98.41 98.11/80.03 96.89/91.52

Yes 84.06/64.28 99.67/98.30 97.72/93.56 95.33/90.62

bold font. Note that the test performance numbers also coincide with the per-
formance reported in Table 4 for OpenEA. We make the following interesting
observations: for all but one graph pair, always normalizing the entity represen-
tations before passing them into the layers is beneficial. For d-y, where this is not
the case, the difference in performance is small. For the number of GCN layers,
we observe an increase in performance from 0 to 2 layers, and on some datasets
(d-w, d-y) even beyond. Thus, aggregating the entities’ neighborhood seems
beneficial, highlighting the importance of the graph structure. For the number
of interaction layers, which perform relation-aware message passing, we observe
that for two of the four subsets (d-y, en-de) the best configuration does not use
any interaction layer. However, the difference is small. None of the best config-
urations uses trainable node embeddings. The negative l1 similarity is superior
on all datasets, with most of the others being close to it. Using the dot prod-
uct seems to be sub-optimal, maybe due to its unbound value range. Regarding
hard negative mining, there is no clear tendency, but considering the hard neg-
atives’ expensive calculation (all-to-all kNN), its use might not be worthwhile.
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Another observation is that sometimes there is a huge gap between the test per-
formance for the best configuration according to validation performance and the
best configuration according to test performance. For instance, if we had selected
the hyperparameters according to test performance for en-de, we had obtained
93.53 H@1, while choosing them according to validation performance results in
only 80.03 H@1 – a difference of 13.5% points. This difference emphasizes the
need for a fair hyperparameter selection.

5 Conclusion

In this paper, we investigated state-of-the-art in Entity Alignment. Since we iden-
tified shortcomings in the commonly employed evaluation procedure, including
the lack of validation sets for hyperparameter tuning and different initializations,
we provided a fair and sound evaluation over a wide range of configurations. We
additionally gave insight into the importance of individual components. Our
results provide a strong, fair, and reproducible baseline for future works to com-
pare against and offer deep insights into the inner workings of a GNN-based
model.

We plan to investigate the identified weakness against noisy labelings in
future work and increase the robustness. Moreover, we aim to improve the usage
of relation type information in the message passing phase of models like RDGCN,
which only use them in an initial entity representation refinement stage. For some
datasets such as OpenEA d-y and en-de, optimal configurations did not consider
the relational information. However, intuitively, this information should help to
improve the structural description of entities. Potential improvements include
establishing a relation matching between the two graphs or modifying the mech-
anism used to integrate relational information.
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the 57th Conference of the Association for Computational Linguistics, ACL 2019,
Florence, Italy, July 28- August 2, 2019, Volume 1: Long Papers, pp. 3156–3161.
Association for Computational Linguistics (2019)

21. Yang, H.-W., Zou, Y., Shi, P., Lu, W., Lin, J., Sun, X.: Aligning cross-lingual
entities with multi-aspect information. In: EMNLP/IJCNLP (1), pp. 4430–4440.
Association for Computational Linguistics (2019)

22. Ye, R., Li, X., Fang, Y., Zang, H., Wang, M.: A vectorized relational graph convo-
lutional network for multi-relational network alignment. In: IJCAI, pp. 4135–4141.
ijcai.org (2019)

23. Zhang, Q., Sun, Z., Hu, W., Chen, M., Guo, L., Qu, Y.: Multi-view knowledge
graph embedding for entity alignment. In: IJCAI, pp. 5429–5435. ijcai.org (2019)

24. Zhao, X., Zeng, W., Tang, J., Wang, W., Suchanek, F.: An experimental study of
state-of-the-art entity alignment approaches. IEEE Trans. Knowl. Data Eng. (01),
1 (2020)

25. Zhu, Q., Zhou, X., Wu, J., Tan, J., Guo, L.: Neighborhood-aware attentional rep-
resentation for multilingual knowledge graphs. In: IJCAI, pp. 1943–1949. ijcai.org
(2019)



System Effect Estimation by Sharding: A
Comparison Between ANOVA

Approaches to Detect Significant
Differences

Guglielmo Faggioli(B) and Nicola Ferro

Department of Information Engineering, University of Padua, Padua, Italy
guglielmo.faggioli@phd.unipd.it

Abstract. The ultimate goal of the evaluation is to understand when
two IR systems are (significantly) different. To this end, many compar-
ison procedures have been developed over time. However, to date, most
reproducibility efforts focused just on reproducing systems and algo-
rithms, almost fully neglecting to investigate the reproducibility of the
methods we use to compare our systems. In this paper, we focus on meth-
ods based on ANalysis Of VAriance (ANOVA), which explicitly model
the data in terms of different contributing effects, allowing us to obtain a
more accurate estimate of significant differences. In this context, recent
studies have shown how sharding the corpus can further improve the esti-
mation of the system effect. We replicate and compare methods based on
“traditional” ANOVA (tANOVA) to those based on a bootstrapped version
of ANOVA (bANOVA) and those performing multiple comparisons rely-
ing on a more conservative Family-wise Error Rate (FWER) controlling
approach to those relying on a more lenient False Discovery Rate (FDR)
controlling approach. We found that bANOVA shows overall a good degree
of reproducibility, with some limitations for what concerns the confidence
intervals. Besides, compared to the tANOVA approaches, bANOVA presents
greater statistical power, at the cost of lower stability. Overall, with this
work, we aim at shifting the focus of reproducibility from systems alone
to the methods we use to compare and analyze their performance.

1 Introduction

Comparing IR systems and identifying when they are significantly different is
a critical task for both industry and academia [4,15,23]. In recent years, many
fields have devoted a lot of effort to reproducing and generalizing their systems
and algorithms [5,7,9,17]. Yet, the literature still lacks reproducibility studies on
the statistical tools used to compare the performance of such systems and algo-
rithms. Using reproducible – and thus trustworthy – statistical tools is crucial
to drawing robust inferences and conclusions. In this respect, our work makes
a first step toward the study of the reproducibility of evaluation methodologies
themselves. In this context, ANalysis Of VAriance (ANOVA) [21] is a widely
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 33–46, 2021.
https://doi.org/10.1007/978-3-030-72240-1_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72240-1_3&domain=pdf
https://doi.org/10.1007/978-3-030-72240-1_3


34 G. Faggioli and N. Ferro

used technique, where we model performance as a linear combination of factors,
such as topic and system effects, and, by developing more and more sophisticated
models, we accrue higher sensitivity in determining significant differences among
systems. We focus on two recently developed ANOVA models. Voorhees et al.
[27] used sharding of the document corpus to obtain the replicates of the perfor-
mance score for every (topic, system) pairs needed to develop a model account-
ing not only for the main effects, but also for the interaction between topics and
systems; Voorhees et al. also used an ANOVA version based on residuals boot-
strapping [6], which we call bANOVA. Given the absence, at the current time,
of publicly available code, we are interested in replicating some of the results
presented by Voorhees et al. Ferro and Sanderson [11] used document sharding
as well but they developed a more comprehensive model, based on traditional
ANOVA, which also accounts for the shard factor, the shard*system interaction,
and the topic*shard interaction; we call this approach tANOVA. Another funda-
mental aspect to consider when comparing several IR systems is the need to
adjust for multiple comparisons [12,22]. Indeed, when comparing just two sys-
tems, significance tests control the Type-I error at the significance level α. The
Type-I error is the possibility to find a statistically significant difference between
a pair of systems when they are not (also called false positive). However, when
c simultaneous tests are carried out, the probability of committing at least one
Type-I error increases up to 1 − (1 − α)c. Several procedures have been devel-
oped for controlling Type-I errors when multiple comparisons are performed [14].
Voorhees et al. adopted a lenient False Discovery Rate (FDR) correction by Ben-
jamini and Hochberg [2]; Ferro and Sanderson used a conservative Family-wise
Error Rate (FWER) correction, using the Honestly Significant Difference (HSD)
method by Tukey [25]. In conclusion, we identified three aspects that can impact
the reproducibility of the above-mentioned ANOVA approaches: i) the strategy
used to obtain replicates, ii) the kind of ANOVA used, and iii) the control
procedure for the pairwise comparisons problem.

Our work is articulated in two research questions:

– RQ1: Given the absence of publicly available code, we are interested in deter-
mining the degree of replicability of the evaluation methodology proposed in
Voorhees et al. [27]1;

– RQ2: We are interested in studying the behaviour of tANOVA and bANOVA
under different experimental settings – with respect to the above-mentioned
focal points – and the generalizability of their results.

The paper is organized as follows: Sect. 2 discusses the related works; Sect. 3
details on the replicated approach (i.e. Voorhees et al. [27]) and the experimental
setup; Sects. 4 and 5 describe our efforts in generalizing the results by Voorhees
et al. and Ferro and Sanderson; finally, Sect. 6 draws some conclusions and
outlooks for future work.

1 We already have access to the code and data used by Ferro and Sanderson, so we
are not interested in their replicability.
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2 Related Work

Tague-Sutcliffe and Blustein [24] used ANOVA to decompose performance into
a topic and a system factor and adopted the Scheffe tests to compensate for
multiple comparisons. Tague-Sutcliffe and Blustein were not able to model the
topic*system interaction factor due to the lack of replicates for each (topic,
system) pair but, later on, Banks et al. [1] suggested that the topic*system
interaction should have been a large size effect. Bodoff and Li [3] used multiple
relevance judgements to obtain replicates. Ferro et al. [8], Ferro and Sanderson
[10,11], Voorhees et al. [27] investigated document shards as a mean to obtain
replicates and develop more sophisticated ANOVA models. One problem when
using document shards is that some topics may not have any relevant docu-
ment in a shard and this prevents the computation of any performance measure
on that shard. Voorhees et al. [27] solved this issue by resampling shards until
all the topics have relevant documents on all the shards; they developed an
ANOVA model consisting of a topic and system factors plus the topic*system
interaction. Ferro et al. [8], Ferro and Sanderson [11] substituted missing values
with an interpolated value. They developed models accounting for the topic, sys-
tem, and shard factors as well as all their interactions. Ferro and Sanderson [11]
(mathematically) proved that the system effect estimation is independent from
the used interpolation value, when adopting the most accurate ANOVA model.
Also Robertson and Kanoulas [20] explored the bootstrap usage to investigate
the inter-topic variability and to obtain the replicates necessary to compute the
interaction between topics and systems, while Robertson [19] investigated the
usage of document sampling to estimate the stability of traditional IR evalu-
ation. Multiple comparisons procedures aim at controlling either Family-wise
Error Rate (FWER) [16] or False Discovery Rate (FDR) [2]. FWER is the prob-
ability of having at most one false positive among all rejected null hypoteses,
and FWER-controlling procedures aim at keeping it equal to 1 − α. One of
the most popular FWER correction approaches is the Honestly Significant Dif-
ference (HSD) by Tukey [25]. Given μ̂.u. and μ̂.v. the marginal means for two
different systems, the test value for the HSD is computed as:

|tk| =
|μ̂.u. − μ̂.v.|√

MSerror

T ·S

where: MSerror is the mean square error according to the ANOVA model and
T and S are respectively the number of topics and shards. This test value is
then compared against the critical value, obtained from Qα

R,dferror
, the stu-

dentized range distribution , where R is the number of systems. Conversely,
FDR-controlling procedures aim at keeping the false discovery rate (the num-
ber of false findings over all findings) at level α: this corresponds to allowing
the number of false positives to increase, as long as the number of true dis-
coveries increases. One of the most important FDR-controlling procedures is
the Benjamini-Hochberg (BH) [2] procedure. It sorts in ascending order the p-
values associated with N tested hypotheses. The greatest value of k for which
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p(k) ≤ α k
N is then found: null hypotheses associated to p-values in ranks from 0

to k are rejected.

3 Approach

3.1 ANOVA Models

We consider the following ANOVA models:

yijk = μ··· + τi + αj + εijk (MD1)

yijk = μ··· + τi + αj + (τα)ij + εijk (MD2)

yijk = μ··· + τi + αj + βk + (τα)ij + (τβ)ik + (αβ)jk + εijk (MD3)

where: μ··· is the grand mean; τi is the effect of the i-th topic; αj is the effect
of the j-th system; βk is the effect of the k-th shard; (τα)ij , (τβ)ik, and (αβ)jk

are respectively interactions between topics and systems, topics and shards,
and systems and shards; ε is the error committed by the model in predicting
y. Our (MD1) is the model originally used by Tague-Sutcliffe and Blustein
[24], it corresponds to the model in equation (2) of Voorhees et al. [27] and to
(MD2) of Ferro and Sanderson [11]. Our (MD2) corresponds to the model in
equation (3) of Voorhees et al. [27] and to (MD3) of Ferro and Sanderson [11].
Finally, our (MD3) corresponds to the model (MD6) of Ferro and Sanderson
[11]. Voorhees et al. did not experimented with the latter model; so, its usage
represents an aspect of generalizability.

3.2 Bootstrap ANOVA (bANOVA)

The bootstrap based version of ANOVA is the focus of our reproducibility study.
It relies on bootstrap sampling of the residuals produced by a traditional ANOVA
linear model. The use of bootstrap is motivated by the fact that, since it does
not rely on the traditional F statistics, it allows for minimizing the assumptions
imposed on the distribution of the data. To compute the bootstrap ANOVA,
it is necessary to fit a traditional ANOVA linear model. Once the model is
estimated, we can use it to compute the estimated performance ŷijk, for the i-th
topic, using the j-th system on the k-th shard. Note that estimated performance
values can be organized in an estimated performance tensor Ŷ, where Ŷijk =
ŷijk. Afterwards, residuals are computed as rijk = yijk − ŷijk, where yijk is
the observed performance value. Called R the set of all residuals, B different
perturbation tensors R(b) are sampled, with b ∈ {0, ..., B − 1}. In particular,
R

(b)
ijk = r

(b)
ijk where r

(b)
ijk is sampled uniformly with replacement among all possible

original ANOVA residuals R. These perturbation tensors are then added to Ŷ,
producing B perturbed observation tensors Ỹ(b). Each perturbed observation
tensor is then used to fit an ANOVA model, providing B new bootstrap sampled
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estimations for the effect of each system. Using these estimations, it is possible to
fit a Probability Density Function (PDF) of the effect of the system. Note that,
Voorhees et al. do not specify the approach to fit the PDF, and thus we used the
Kernel Density Estimation (KDE) technique [28], using a Maximum Likelihood
Estimation (MLE) approach. The average MLE bandwidth is 0.0016 and ranges
between 0.0005 and 0.0033, according to the system, the number of shards, and
model considered. Such distribution is used to compute the p-value associated
with the null hypothesis that the system with greater effect is not statistically
significantly better then the other (one-tail hypothesis). Once a p-value for each
pairwise comparison is available, Voorhees et al. propose to apply Benjamini-
Hochberg correction procedure to correct for multiple comparisons. Finally, using
the information on the number of significant differences found, Voorhees et al.
propose a strategy to compute an interval of confidence around the system effect,
by trimming the vector of the bootstrap sampled estimations of the system
effects. In particular, the proportion of samples removed from each side is α k

2N ,
where N is the total number of pairwise comparisons between systems and k is
the number of pairs of systems for which one of the two system has statistically
larger effect size, according to the Benjamini-Hochberg procedure.

3.3 Experimental Setup

Akin Voorhees et al., we used two collections: the TREC-3 Adhoc track [13] and
TREC-8 Adhoc track [26]. TREC-3 contains 50 topics and 40 runs for a total
of 820 pairwise run comparisons. TREC-8 consists of 50 topics and 129 runs for
a total of 8,256 pairwise run comparisons. We conducted all the experiments
on both collections and we observed very similar behaviours. However, due to
space constraints, the replicability results in Sect. 4 are reported on TREC-3,
since Voorhees et al. provide more details on this collection; the generalizability
results in Sect. 5 are reported on TREC-8, since it contains more runs. Note
that the replicability experiments concern only bANOVA by Voorhees et al. and
not also tANOVA by Ferro and Sanderson, since the latter is our own code. We
use Average Precision (AP) and Precision (P) with the cutoff at 10 documents
(P@10) as performance measure. The document corpus has been split in 2, 3, 5, 10
even-sized random shards and we repeated the sampling 5 times. For replicabil-
ity in Sect. 4, we repeated the sampling until all the shards contain at least
one relevant document for each topic; for generalizability in Sect. 5, if a shard
does not contain any relevant document for a topic, we interpolate the missing
value using 4 possible strategies: zero; lq, the value of the lower quartile of the
measure scores; mean, the average value of the measure scores; and, one. Note
that, for generalizability in Sect. 5, due to space constraints, we report only the
case of 5-shards, being the others very similar. To ease the reproducibility of
our experiments, the source code is publicly available at https://github.com/
guglielmof/replicate URIIRE.

https://github.com/guglielmof/replicate_URIIRE
https://github.com/guglielmof/replicate_URIIRE
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4 Replicability of bANOVA

We tried to replicate the widths of the confidence intervals of the system effect
and the number of s.s.d. pairs, i.e. systems for which one is significantly better
than the other. Table 1 reports the results of our replicability analysis. Con-
fidence intervals are much smaller, approximately halved, than those reported
in the original paper. On the other hand, the number of s.s.d. pairs is slightly
higher for both AP and P@10; however, this could be still considered within the
bounds of the variability due to the random sharding, observed also by Voorhees
et al.. To further investigate the interval size, we hypothesized that, even if the
original paper describes a single-tailed test, its implementation might have used
a more-strict two-tailed one, which is often the default in many statistical soft-
ware libraries. Table 2 shows the results when using such a two-tailed test. We
can note that the confidence intervals are still very similar to the case of Table 1
and, thus, the difference between one-tailed and two-tailed test is not the cause

Table 1. Confidence interval widths on systems effects and number of s.s.d. sys-
tem pairs using one-tailed bANOVA on TREC-3. Between parentheses, values originally
reported by Voorhees et al.; dashed values were not reported in the original paper.

Sample Measure No interactions (MD1) Interactions (MD2)

Mean Min Max s.s.d. Mean Min Max s.s.d.

2 shards AP 0.045

(0.075)

0.044

(0.071)

0.045

(0.082)

683.80

(—)

0.016

(0.029)

0.016

(0.026)

0.017

(0.031)

749.00

(743)

P@10 0.078

(0.130)

0.076

(0.122)

0.080

(0.140)

666.00

(—)

0.038

(0.065)

0.037

(0.061)

0.039

(0.069)

728.00

(712)

3 shards AP 0.038

(0.064)

0.037

(0.060)

0.039

(0.069)

699.40

(—)

0.018

(0.032)

0.018

(0.030)

0.019

(0.034)

746.20

(741)

P@10 0.062

(0.106)

0.061

(0.099)

0.063

(0.112)

682.20

(—)

0.037

(0.065)

0.036

(0.061)

0.037

(0.071)

727.00

(712)

5 shards AP 0.033

(0.055)

0.032

(0.052)

0.033

(0.058)

714.40

(—)

0.020

(0.033)

0.020

(0.031)

0.021

(0.034)

742.20

(—)

P@10 0.046

(0.081)

0.045

(0.076)

0.047

(0.086)

697.00

(—)

0.031

(0.055)

0.030

(0.052)

0.032

(0.060)

723.00

(—)

Table 2. Confidence intervals width on systems effects and number of s.s.d. system
pairs using two-tailed bANOVA on TREC-3.

Sample Measure No interactions (MD1) Interactions (MD2)

Mean Min Max s.s.d. Mean Min Max s.s.d.

2 shards AP 0.045 0.044 0.046 661.40 0.016 0.016 0.017 743.20

P@10 0.078 0.076 0.080 639.60 0.038 0.037 0.039 717.40

3 shards AP 0.038 0.038 0.039 678.80 0.019 0.018 0.019 739.60

P@10 0.062 0.061 0.064 662.40 0.037 0.036 0.038 717.80

5 shards AP 0.033 0.032 0.034 696.00 0.020 0.020 0.021 734.80

P@10 0.047 0.046 0.048 677.60 0.031 0.030 0.032 712.00
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of the observed discrepancy. On the other hand, the number of s.s.d. pairs is
getting even closer to those of Voorhees et al.; a little bit less close in the case
of P@10 but, as also observed by Voorhees et al., it is a less stable measure. To
understand the issue with confidence interval sizes, we modified how they are
computed. Instead of removing a percentage of the total number of samples, as
described by Voorhees et al., we treated that number as an integer value, rep-
resenting the actual number of samples to discard. Basically, this milder cut-off
allows for removing just the most extreme values. Table 3 reports the result for
such modification and we can now see that these modified confidence intervals
are closer to those of Voorhees et al. To double-check the confidence intervals,
we also tried the vice-versa, i.e. we used the intervals reported in Voorhees et
al. to determine the number of s.s.d. pairs. Note that Voorhees et al. use the
BH correction to determine the s.s.d. pairs and not the confidence intervals; in
their case, they estimate confidence intervals in such a way that they should be
consistent with the number of s.s.d. pairs obtained by the BH correction. Since
we do not have the sizes of the original intervals, we use, for all the systems, in
turn, the mean, minimum, and maximum interval widths reported by Voorhees
et al. Table 4 reports the results of such analysis. The number of s.s.d. pairs
is still lower compared to the expected one, in the range of 30 to 70 less, on
average (cf. Table 2). This suggests that the original intervals are still a bit large
to obtain the reported number of s.s.d. pairs; this might be due to the intrinsic

Table 3. Mean, Min and Max modified confidence intervals widths of systems effects
on TREC-3, using 3 shards. Highlighted values are the closest to the original ones
by Voorhees et al. (∗ for AP and ‡ for P@10).

Sample Measure No interactions (MD1) Interactions(MD2)

Mean Min Max Mean Min Max

Original AP 0.064 0.060 0.069 0.032 0.030 0.034

P@10 0.106 0.099 0.112 0.065 0.061 0.071

1 AP 0.065∗ 0.061 0.071 0.033 0.030∗ 0.035

P@10 0.106‡ 0.100 0.113 0.063 0.058 0.069‡

2 AP 0.065∗ 0.061 0.072 0.032∗ 0.030∗ 0.034∗

P@10 0.105 0.099‡ 0.112‡ 0.063 0.060‡ 0.068

3 AP 0.068 0.065 0.073 0.037 0.034 0.041

P@10 0.107 0.101 0.113 0.066‡ 0.062 0.074

4 AP 0.065∗ 0.060∗ 0.070 0.030 0.028 0.033

P@10 0.105 0.098 0.112‡ 0.061 0.057 0.064

5 AP 0.065∗ 0.059 0.069∗ 0.030 0.026 0.032

P@10 0.105 0.099‡ 0.114 0.063 0.059 0.068

Avg AP 0.066 0.061 0.071 0.032 0.030 0.035

P@10 0.106 0.099 0.113 0.063 0.059 0.069
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accuracy of the estimation procedure or to some differences in the implementa-
tion, as we hypothesized in Table 3. Overall, we can conclude that it is possible
to fully replicate the bANOVA with BH correction and the resulting number of
s.s.d. system pairs which, to us, is the core contribution of the paper and what
is used in actual analyses. On the other hand, we were not able to replicate the
derived estimation of the confidence intervals and remains an open issue.

5 Generalizability of tANOVA and bANOVA

5.1 Impact of the Multiple Comparison Strategies and
Bootstrapping

To investigate the differences between ANOVA approaches, our first analysis
compares the number of s.s.d. system pairs found by them. We consider the
following multiple comparison procedures: HSD for tANOVA, as originally pro-
posed by Ferro and Sanderson, indicated with tANOVA(HSD); BH for bANOVA, as
originally proposed by Voorhees et al., indicated with bANOVA(BH); and, BH for
tANOVA, indicated with tANOVA(BH). tANOVA with Benjamini-Hochberg correction
is here employed and analyzed for the first time, representing a generalizabil-
ity aspect. It takes the p-values on the difference between levels of the factors
produced by the traditional ANOVA, but corrects them using the BH correc-
tion. The rationale behind it is that it enjoys the statistical properties provided
by the ANOVA while granting a higher discriminative power f, due to the BH
correction procedure. Finally, in this specific setting, such correction procedure
allows us to investigate whether the differences between the bANOVA and tANOVA
are due to the different ANOVA computation (bootstrap vs direct computation
of F-statistics), or are due to the correction procedure applied (BH vs HSD)
correction. zero has been used as interpolation strategy; in Sect. 5.3 we empir-
ically show that the interpolation strategy has a negligible effect on the results.
Finally, we experiment all the models from (MD1) to (MD3) with all the ANOVA
approaches; note that (MD3) has not been studied before for bANOVA and this
represents another generalizability aspect.

Table 4. s.s.d. system pairs as obtained by using the confidence intervals widths
reported by Voorhees et al. Compare them with the ones reported in Table 1.

Sample Measure No interactions (MD1) Interactions (MD2)

Mean Min Max Mean Min Max

2 shards AP 577.20 590.00 563.20 711.00 721.60 706.00

P@10 544.60 558.20 528.80 670.40 678.80 661.40

3 shards AP 608.80 622.80 592.00 702.80 708.60 695.00

P@10 573.80 583.20 562.00 659.80 667.60 638.60

5 shards AP 638.80 645.60 629.00 697.40 704.80 695.00

P@10 597.00 608.20 586.40 656.80 663.60 644.00



System Effect Estimation by Sharding 41

Table 5. s.s.d. pairs of systems for different ANOVA approaches, using AP.

Model Approach bANOVA(BH) tANOVA(BH) tANOVA(HSD)

MD1 bANOVA(BH) 6866.60 ± 36.965 329.20 ± 22.027 2275.80 ± 39.844

tANOVA(BH) – 6537.40 ± 57.107 1946.60 ± 23.190

tANOVA(HSD) – – 4590.80 ± 75.850

MD2 bANOVA(BH) 7231.80 ± 51.085 375.20 ± 17.436 2133.40 ± 70.456

tANOVA(BH) – 6856.60 ± 65.859 1758.20 ± 54.580

tANOVA(HSD) – – 5098.40 ± 113.429

MD3 bANOVA(BH) 7563.40 ± 15.273 262.00 ± 11.681 1655.80 ± 25.377

tANOVA(BH) – 7301.40 ± 11.734 1393.80 ± 32.585

tANOVA(HSD) – – 5907.60 ± 37.359

Table 5 reports the results averaged over the five samples of shards together
with their confidence interval. Numbers on the diagonal of Table 5 describe
how many pairs of systems are considered s.s.d. by a given approach; num-
bers above the diagonal are the additional s.s.d. pairs found by one method
with respect to the other. Table 5 shows that, as the complexity of the model
increases from (MD1) to (MD3), the pairs of systems deemed significantly differ-
ent increase as well, confirming previous findings in the literature. tANOVA(HSD)
controls tANOVA(BH) since all the s.s.d. pairs for tANOVA(HSD) are significant
also for tANOVA(BH); this was expected since FWER controls FDR [14]. It
is possible see this by considering the differences between approaches (above
diagonal): by summing the difference between tANOVA(HSD) and tANOVA(BH)
to the tANOVA(HSD) you obtain back the number of s.s.d. pairs identified by
tANOVA(BH). However, this pattern holds also for bANOVA(BH) and tANOVA(BH),
i.e. all the s.s.d. pairs of tANOVA(BH) are s.s.d. pairs for bANOVA(BH) too. While
the relation between BH and HSD was expected, this finding sheds some light on
the difference between using a traditional or a bootstrapped version of ANOVA.
In summary, most of the increase in the s.s.d. pairs is due to the correction
procedure rather than the use of bootstrap or not. Since bANOVA is more com-
putationally demanding than tANOVA, due to its iterative nature, its use may be
not worth if not when you really need to squeeze out all the possible s.s.d. pairs.

5.2 Effect of the Random Shards on the Stability of the Approaches

To assess the stability of different approaches against random resharding, we fix
the number of shards (5 in the following analysis). We resampled the shards 5
times and we considered all the possible pairs of shard samples – i.e. 10 possible
pairs of shards. To assess the stability with respect to random resharding, we
consider the following counting measures proposed in [18]:

– Active Agreements (AA), i.e. the number of pairs of systems A and B for
which an approach considers A to be significantly better than B on both
samples of shards;
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Table 6. Average PAA and PPA.

Model Approach Average PAA Average PPA

MD1 bANOVA(BH) 0.979 ± 0.001 0.903 ± 0.005

tANOVA(BH) 0.980 ± 0.001 0.924 ± 0.004

tANOVA(HSD) 0.979 ± 0.002 0.973 ± 0.003

MD2 bANOVA(BH) 0.980 ± 0.001 0.866 ± 0.007

tANOVA(BH) 0.979 ± 0.001 0.896 ± 0.006

tANOVA(HSD) 0.977 ± 0.002 0.963 ± 0.004

MD3 bANOVA(BH) 0.982 ± 0.001 0.802 ± 0.012

tANOVA(BH) 0.980 ± 0.001 0.850 ± 0.006

tANOVA(HSD) 0.981 ± 0.001 0.953 ± 0.003

– Active Disagreements (AD), i.e. the number of pairs of systems A and B for
which an approach considers A to be significantly better than B on a sample
but B is significantly better than A on the other sample;

– Passive Agreements (PA), i.e. the number of pairs of systems A and B for
which an approach considers A to not be significantly better than B on both
samples of shards;

– Passive Disagreements (PD), i.e. the number of pairs of systems A and B for
which an approach considers A to be significantly better than B on a sample
but A is not significantly better than B on the other sample.

We did not find any occurrence of AD in any of our experiments, which would
indicate a dependency of an approach on a specific random shard, raising some
concerns about its stability. AA, PA, and PD are aggregated as follows:

– The Proportion of Active Agreements (PAA), given by PAA = 2AA/(2AA+
PD), represents how many times an approach agrees on two systems being
s.s.d. concerning the total number of times two systems are claimed s.s.d.;

– The Proportion of Passive Agreements (PPA), given by PPA = 2PA/(2PA+
PD), shows how often an approach agrees on two systems not being s.s.d.
compared to the total number of times two systems are not claimed s.s.d..

PAA and PPA indicate, respectively, the stability of the decisions about which
systems are and are not s.s.d., independently from the shard samples. Overall,
these two proportions indicate how much you would not change your mind when
changing the random shard sample at hand.

Table 6 shows the PAA and PPA averaged over every possible pair of shards
together with their confidence intervals. All the approaches have a very high
PAA, suggesting that the conclusion about which systems are to be considered
s.s.d. is quite stable. The PAA is also very close for all the approaches, slightly
increasing as we adopt the more sophisticated (MD3) model but without notable
differences between bootstrap and traditional ANOVA or between HSD and BH
correction. On the other hand, tANOVA approaches lead to higher PPA than
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Table 7. Average number of PD for ANOVA model MD2.

(MD2)

approach

5 Shards

Interp. zero lq mean one

tANOVA(HSD) zero 230.60 ± 21.55 23.00 ± 15.21 100.20 ± 74.45 89.80 ± 82.47

lq — 239.20 ± 22.56 77.20 ± 62.86 85.60 ± 96.98

mean — — 253.20 ± 32.18 124.40 ± 92.81

one — — — 265.80± 53.21

bANOVA(BH) zero 282.60 ± 13.70 5.80 ± 3.45 41.60 ± 24.44 33.20 ± 28.83

lq — 280.80 ± 12.99 35.80 ± 21.12 32.60 ± 30.75

mean — — 285.00 ± 13.24 49.20 ± 40.73

one — — — 288.40 ± 18.59

bANOVA ones. The HSD correction produces notably higher PPA than the BH
one. We hypothesize that the additional s.s.d. pairs brought in by bootstrap and
BH are “corner cases” and the decision about them depends more on the actual
shards at hand. We can also observe as the PPA tends to decrease as the models
get more sophisticated from (MD1) to (MD3); also, in this case, a more complex
model can identify more s.s.d. pairs, but some of them are “corner” cases subject
to change from a random shard to another. Overall, the findings concerning PAA
and PPA suggest that tANOVA with HSD correction is the most stable approach
against different random shards. It should therefore be used when the goal is
not the absolute number of s.s.d. pairs, but the accuracy of the decisions.

5.3 Stability of ANOVA Models with Respect to Different
Interpolation Values

We study the impact of the interpolation strategy, i.e. how to substitute missing
values for topics without any relevant document on a given shard, for the different
approaches. Here, for space reasons, we report only the results for tANOVA(HSD)
and bANOVA(BH), being the tANOVA(BH) midway between these two.

Ferro and Sanderson [11] mathematically proved that model (MD3) is inde-
pendent of the adopted interpolation values while Voorhees et al. [27] did not
experiment with interpolation values and did not consider this model at all.
Tables 7 and 8 report the average PD counts together with their confidence inter-
val (remember that AD turned out to be zero in our experiments), respectively
for models MD2 and MD3. Values on the diagonal are the average PD observed
using the same interpolation strategy, but over the pairs of shards samples. The
upper triangle of the Table contains the average PD when using two different
interpolation values. The PD counts on the diagonal are consistent with the
findings of Table 6 in terms of PPA, confirming that bANOVA(BH) is more sensi-
tive to the random sampling of shards than tANOVA(HSD). Table 7 shows what
happens if, using model (MD2) by Voorhees et al., instead of re-sampling shards
we use an interpolation value. We can note that the PD count on the diago-
nal, compared to the one of Table 8, slightly increases for both bANOVA(BH) and
tANOVA(HSD). On the other hand, the values are in the same confidence interval,



44 G. Faggioli and N. Ferro

Table 8. Average number of PD for ANOVA model MD3.

(MD3)

approach

5 Shards

Interp. zero lq mean one

tANOVA(HSD) zero 222.60 ± 15.392 0.00 ± 0.000 0.00 ± 0.000 0.00 ± 0.000

lq — 222.60 ± 15.392 0.00 ± 0.000 0.00 ± 0.000

mean — — 222.60 ± 15.392 0.00 ± 0.000

one — — — 222.60± 15.392

bANOVA(BH) zero 279.20 ± 16.60 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

lq – 279.20 ± 16.60 0.00 ± 0.00 0.00 ± 0.00

mean – – 279.20 ± 16.60 0.00 ± 0.00

one – – – 279.20 ± 16.60

and thus are not significantly different. We can also note that, as the interpola-
tion value increases, the PD count on the diagonal tends to increase too. When
it comes to the upper triangles, we interestingly find that bANOVA(BH) is much
less sensitive to the interpolation values than tANOVA(HSD), being the PD counts
substantially lower. Thus, Voorhees et al. could have used an interpolation value
instead of re-sampling, without drastically changing the conclusions. The boot-
strapped version of ANOVA (bANOVA) appears to be less stable with respect
to the resharding. This phenomenon is likely due to its greater discriminative
power: since a small evidence for bANOVA is enough to assess when two sys-
tems are different, the random resharding might produce spurious evidence and
thus large variation among different samples. In Table 8, as expected from [11],
the upper triangle for tANOVA(HSD) is zero, since tANOVA(HSD) with (MD3)
is independent from the interpolation values. The most interesting finding is
that also bANOVA(BH) with (MD3) is independent of the interpolation values.
Indeed, the bANOVA approach samples the residuals and Ferro and Sanderson
proved that they are independent of the interpolation value for (MD3). There-
fore, using (MD3) also the bootstrap approach by Voorhees et al. does not need
to re-sample shards.

6 Conclusions and Future Work

The aim of this paper is multi-folded: we wanted to replicate results by Voorhees
et al., generalize the proposed method and compare it with other ANOVA
approaches. We were able to replicate the number of s.s.d. found by bANOVA, i.e.
the main contribution of the paper, but not the size of the confidence interval.
Furthermore, we compared the tANOVA and bANOVA approaches under different
conditions. We found out that tANOVA tends to be more robust than bANOVA
with respect to the actual random shards used, suggesting more reliability in
drawing the same conclusions. On the other hand, when using partial ANOVA
models like (MD2) which are not able to deal with shards without relevant doc-
uments, bANOVA is more robust than tANOVA to the chosen interpolation value.
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Regarding the multiple comparison strategy, we have found that tANOVA with
HSD is more restrictive than bANOVA but tANOVA with BH correction behaves
similarly to bANOVA. Overall, we can conclude that, the decision of the model
and the correction technique depends on the final aim of the researcher. If you
prioritize the stability of the results over the number of s.s.d. pairs found and
you plan to use a full model like (MD3), it is preferable to use tANOVA(HSD),
since it is more stable with respect to random shards and less computationally
expensive. If instead, your focus is on the number of pairs, bANOVA(BH) gives
you the maximum boost but at the price of less stability for random shards. If
you plan to use a partial model, like (MD2), which is less expensive from the
computational point of view, bANOVA(BH) frees you more from the dependency
on topics without relevant documents on some shards. Future work will investi-
gate the use of uneven-size random shards, instead of the even-size ones used in
the literature so far.
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Abstract. Determining reliability of online data is a challenge that has
recently received increasing attention. In particular, unreliable health-
related content has become pervasive during the COVID-19 pandemic.
Previous research [37] has approached this problem with standard clas-
sification technology using a set of features that have included linguistic
and external variables, among others. In this work, we aim to replicate
parts of the study conducted by Sondhi and his colleagues using our own
code, and make it available for the research community (https://github.
com/MarcosFP97/Health-Rel). The performance obtained in this study
is as strong as the one reported by the original authors. Moreover, their
conclusions are also confirmed by our replicability study. We report on
the challenges involved in replication, including that it was impossible to
replicate the computation of some features (since some tools or services
originally used are now outdated or unavailable). Finally, we also report
on a generalisation effort made to evaluate our predictive technology over
new datasets [20,35].

Keywords: Reliability · Language · Health-related content

1 Introduction

The emergence of digital media has brought a change in the way people inform
themselves [33]. In many ways, this change has been positive, providing acces-
sibility of information and speed of access, but we must also be aware of the
dangers involved. The results offered can be unreliable [2], inaccurate [9], or of
poor quality [34]. This can have a greater or lesser impact depending on the con-
text [37], but is especially sensitive when it comes to health-related content,
as Pogacar et al. [31] showed in a recent study.

Medical hoaxes, miracle diets, or advice given by unqualified people abound
in this type of media [36] and can be highly dangerous if taken as true and
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applied without the supervision of a medical professional. This has become par-
ticularly evident in the context of the pandemic we are facing, with substantial
information about COVID-19 being either dubious or of poor quality [19,30].

Often, language is a powerful indicator of the veracity of the contents [24].
Hidden patterns can be discovered not only by analysing the latent topics dis-
cussed in a certain text but also by studying the use of certain words [28]. An
example is the use of technical terms or formalisms, which is usually associated
with documents of higher quality and, in many cases, of greater reliability.

In this work, we report on our endeavours to replicate the predictive tech-
nology developed in Sondhi et al. [37], based on Natural Language Processing
(NLP) and Machine Learning techniques. We chose this study since, to our
knowledge, it was the first one to address the issue of automatically assessing
the reliability of webpages in the medical domain. They reduced this problem
to a binary-classification task. Moreover, they also provided a test dataset and
a set of features to be taken into account (see Sect. 3).

If the results could be recreated, the conclusions extracted in the original
study would be verified and reinforced. This replication effort is worthwhile to
establish the utility of current technology, and its potential to be applied in
filtering non-reliable content.

To this end, we examined and, where possible, re-implemented the features
proposed by the original authors. In order for the results to be comparable, we
applied the same experimental methodology and performance metrics proposed
in the original paper. A final section is also provided in which our experiments
are extended and applied to two new datasets [20,35] for the sake of achieving
generalisation.

2 Related Work

Several studies address the concept of the credibility of a webpage. Different teams
have broadly analysed how online content credibility is assessed [10,26,40], and
they have concluded that subjective ratings are very likely to rely on the user’s
background [26], e.g. their trust in technology, or on their reading skills [14].

Other researches focused on determining how the search engine result page
(SERP) listings are used to determine credibility through user studies [22]. More
specifically, several studies have been conducted related to assessing the credi-
bility of health-related content on the web. For instance, Matthews et al. [25]
analysed a corpus about alternative cancer treatments and found that almost
90% contained false claims. Liao and Fu [23] analysed age differences in credibil-
ity judgements and argued that older adults care less about the content of the
site in comparison with younger ones.

Other teams focused on the association between different features and reli-
ability. For example, Griffiths et al. [12] showed that algorithms like PageRank
were unable to determine reliability on their own.

As can be seen, there are several concepts intimately related such as reliabilty
[37], trustworthiness [20], credibility [35], or veracity [39]. Our reference study
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Table 1. Class distribution in Sondhi’s dataset.

Sondhi et al.

# Reliable 180

% Reliable 50%

# Unreliable 180

% Unreliable 50%

will be Sondhi et al.’s [37] (which we will refer to from now on as the original
paper), so we will use the same notion of reliability as them. For determining
reliability, they defined their guidelines using the eight HONcode Principles1.
For the generalisation experiments, we will consider the rest of the concepts
(credibility, trustworthiness, etc.) as proxies of reliability (see Sect. 6).

3 Dataset

The original authors manually created a fully balanced dataset with reliable
and unreliable webpages (see Table 1) that we directly used in our replicability
task. This eases the classification task, but it is not very realistic since in real-
world problems it is rare to find the same ratio among classes.

In the original paper, the authors randomly selected the positive pages from
those websites accredited by HON2 according to their principles. On the other
hand, as HON does not report non-accredited sites, they searched the Web with
a deliberate strategy to find poor quality pages. Using hand-crafted queries, such
as disease name + “miracle cure”. To ensure that topical overlap between nega-
tive and positive instances (i.e. to avoid topic-bias classification), they conducted
a topic analysis over the reliable corpus and extracted keywords related to dis-
eases that occur in the set of reliable pages. For each keyword, they manually
produced queries which involved terms like treatment or miracle. Finally, the
authors checked and selected 180 unreliable pages from the search results. As
the original download link for the dataset was no longer valid, the dataset was
sourced via personal communication with the authors.

The main goal of the original paper was to build a document-level classi-
fier using a standard supervised learning approach. We followed their experimen-
tal setup, in which the original authors argued that reliability can be represented
as a binary value as the first approach to this problem.

3.1 Features

A variety of features were proposed based on style, content and external infor-
mation such as links. As will be seen, we were not able to apply all of these in

1 https://www.hon.ch/cgi-bin/HONcode/principles.pl?English.
2 https://www.hon.ch/en/.

https://www.hon.ch/cgi-bin/HONcode/principles.pl?English
https://www.hon.ch/en/
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our experiments, since some tools or libraries were outdated, and other elements
were not described in a sufficiently detailed way.

In the original paper, webpages were represented using several features,
namely:

– Link-based features: the number and type of links are usually a good indi-
cator of the type of website we are dealing with [4,5]. For example, as Sondhi
and his colleagues exposed, a more reliable site tends to have more internal
links, while a less reliable site tends to have more external links and adver-
tisements [41]. On the other hand, the presence or absence of privacy policy
information or contact links for the page author can be indicators of reliabil-
ity. This is because the presence of these types of elements gives a sense of
confidence to the user who consults the resource [11,21].
Based on these criteria five features were defined to be taken into account:
normalised value of internal links, normalised value of external links, nor-
malised value of total links, the presence or not of contact link (boolean),
and the presence or not of privacy link (boolean). For the latter two, the
original paper did not explain how they were computed. Therefore, we man-
ually defined two lists of privacy3 and contact4 expressions, such as Privacy
Policy or Contact Us, after performing a first exploratory analysis over the
documents.
For normalisation, the original authors analysed a random sample of docu-
ments and they experimentally chose a large normalisation denominator (the
link count was divided by Z1, which was set to 200).
In our experiments, the links were extracted from the text using the Beautiful
Soup5 Python package.

– Commercial features: the presence of commercial interest and advertis-
ings often indicates a low reputation [4,41]. Therefore, two characteristics
were defined to be taken into account: the normalised value of commercial
links and the normalised frequency of commercial words on the website.
For the latter, an initial list of indicative words of commercial interest was
proposed in the article. We manually extend this list6. Since the original arti-
cle was not explicit about word preprocessing, we followed a naive approach
in which a word must match exactly with some of the words in the list to
be taken into account in the final metric. This strategy can be improved in
future versions by applying lemmatisation techniques, for example.
Regarding normalisation, the normalised value of commercial links was
obtained dividing by the same Z1 used above. The second feature consisted
of dividing the number of commercial words found by the document length.

– PageRank Features: the authors of the original paper used this feature as
an indicator of the relative importance of a website [3]. However, this ser-
vice has been removed by Google, and all Python packages that used their

3 https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/privacy.txt.
4 https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/contact.txt.
5 https://www.crummy.com/software/BeautifulSoup/bs4/doc/.
6 https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/comm list.txt.

https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/privacy.txt
https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/contact.txt
https://www.crummy.com/software/BeautifulSoup/bs4/doc/
https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/comm_list.txt
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endpoint cannot be applied. It would be still possible to manually compute
PageRank based on the web graph. However, the current web graph does not
reflect the situation of these pages when the collection was created (some
pages are no longer accessible). Furthermore, previous work has shown that
such features capture the popularity of a website, but fail to measure relia-
bility [32].

– Presentation features: reliable content is usually presented carefully and
clearly [11]. To evaluate this, the original paper employed elinks7, a tool to
extract the text of the webpage. Then, they defined two features based on
the number of blank lines. However, in the final comparison, they did not
include this feature set, so we did not take it into account in our replicability
experiments.

– Word-based features: textual content and style are often good indicators
of the reliability or reputation of a website [24,28]. Therefore, each word in
a document was considered as a different dimension, taking its normalised
frequency score. Since the original authors did not declare the use of any
preprocessing stage, we applied no stemming or lemmatisation.
We additionally considered two alternative pre-processing strategies, with and
without stopword removal. To achieve this, the NLTK8 English stoplist was
manually extended9 after a preliminary exploration of the documents.
Finally, for each word we divided the number of occurrences of the word by
the document length.

In addition to testing the feature sets in isolation, Sondhi and his colleagues
also considered a final combination that merged all features together. In our
case, we tested two variants of “all features” (one with word features extracted
with stopword removal and another one with word features extracted with no
stopword removal).

4 Experimental Setup

When carrying out the experimentation, a vector support machine was used
as learning method. The original paper used a C++ implementation but, for
compatibility reasons, we employed the SVMlight10 Python wrapper. We are
therefore facing a two-class classification problem.

To evaluate the results, we applied 5-fold cross validation, as in the original
study. When generating the predictions, there could be two types of errors:
classifying a reliable page as non-reliable (FP) and classifying a non-reliable page
as reliable (FN). The latter being the one we wish to avoid most. To make results
comparable, the performance metric used is the same as in the original paper:

7 http://elinks.or.cz.
8 https://www.nltk.org/nltk data.
9 https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/stopwords.txt.

10 https://bitbucket.org/wcauchois/pysvmlight.

http://elinks.or.cz
https://www.nltk.org/nltk_data
https://github.com/MarcosFP97/Health-Rel/blob/master/lexicon/stopwords.txt
https://bitbucket.org/wcauchois/pysvmlight
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Weighted Accuracy(λ) =
(λ × TP ) + TN

λ × (TP + FN) + TN + FP
(1)

Three variants were considered, corresponding to λ ∈ {1, 2, 3}. Moreover,
following the original paper strategy, the SVM classifier was trained with a cost-
factor set to the value of λ (the weighted accuracy λ = 1 was obtained with a
SVM whose cost-factor was set to 1, the weighted accuracy λ = 2 was obtained
with a SVM whose cost-factor was set to 2, and so forth). Such an approach
tunes the classifier to the measure that would later evaluate its effectiveness.

We note that the experiments were performed on an Ubuntu 19.04 machine,
with 32 GB of RAM, 240 GB of storage and an Intel(R) Core(TM) i7-9750H
CPU @ 2.60 GHz. The Python version used was 3.7.3 in an Anaconda 4.8.0
environment. However, for the CLEF eHealth dataset experiments, detailed in
Sect. 6.2.2, it was necessary to use a server due to the storage requirements.
More specifically, we used a CentOS 7.6.1810 machine, with 377 GB of RAM,
15T of storage and Intel(R) Xeon(R) CPU E5-2630 v4 processor. The Python
and Anaconda versions used were the same as in the local experiments.

5 Results

Sondhi et al.’s original results are shown in Table 2. In our experiments, we
considered two variants for word-based representation: with and without stop-
word removal. Moreover, commercial features were not tested in isolation, but
combined with link-based features. This is reasonable since they are intimately
related to external and advertising links.

Our results (see Table 3) differ from the original ones, but the same conclu-
sions can be drawn: word-based features and the merging all features achieve
the best performance. Our comparison of the two word-based variants (with and
without stopwords) suggests that keeping stopwords is the safest approach to
estimate the reliability of a webpage.

We note that our best performance is higher than that obtained in the orig-
inal work. More specifically, in our case, we observed a high increase in the
performance obtained by merging all features together. This contrasts with the

Table 2. Sondhi et al. original paper results.

Weighted accuracy (%)

Features λ = 1 λ = 2 λ = 3

Links 60.8 71.1 79.6

Links + Commercial 67.8 75.9 79.6

Words 80.6 83.9 85.0

All 80.0 83.2 86.8
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Table 3. Our results for Sondhi et al. dataset.

Weighted accuracy (%)

Features λ = 1 λ = 2 λ = 3

Links 70.5 80.0 73.5

Links + Commercial 69.7 79.4 74.3

Words (removing stopwords) 80.8 80.2 80.3

Words (keeping stopwords) 82.8 85.6 88.5

All (removing stopwords) 97.5 98.3 98.6

All (keeping stopwords) 96.1 96.3 96.5

original study, where the combination of features did not add value. This is per-
haps the most surprising outcome of the replicability experiments, and the only
plausible explanation we can derive is that this results from the setup differences
between our experiments and the originals, as described in the previous sections.

6 Generalisation

To build on Sondhi et al.’s work and to determine the generalisability of their
findings, we apply new standardisation techniques to the Sondhi et al. dataset
and also test the methods with two further datasets.

6.1 Standardisation

The original paper authors did not report on how the standardisation of the
features (to get 0 mean and 1 standard deviation) - commonly applied in machine
learning [16] - could affect the algorithm performance. As such, we tested and
report the results here (see Table 4).

As can be seen, the performance of all feature sets increases in comparison
with results reported in Table 3. Of particular note, the models with word-based
representation are most improved. By carrying out this procedure, in addition
to the Z1 normalisation per document previously described, we are favouring
features or words that have a low average, that is, less-common or technical
words (see Fig. 1). This evens out the differences between terms, and what really
guides the classifier, is whether a feature of them deviates from its average in
a particular document. For example, a word that is broadly used. This also
explains why the best feature combination is word-based with stopwords being
used.

6.2 New Test Datasets

The Web Search dataset by Schwarz et al. [35] and the CLEF eHealth consumer
health search task 2018 [20] were used to further evaluate this classification tech-
nology. Both contain health-related content, but the first additionally addresses
topics such as finance, politics, environment, and news about famous people.
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Table 4. Our results for Sondhi et al. dataset (with standard scaler).

Weighted accuracy (%)

Features λ = 1 λ = 2 λ = 3

Links 74.4 78.1 76.4

Links + Commercial 73.3 76.5 79.9

Words (removing stopwords) 97.2 98.3 98.5

Words (keeping stopwords) 98.1 98.3 98.9

All (removing stopwords) 97.2 98.3 98.5

All (keeping stopwords) 97.8 98.3 98.9

Fig. 1. Document-term matrix standardisation.

Schwarz et al. focused on credibility assessment to help people searching
for information online. The CLEF eHealth task addresses a similar problem,
but it is tighter to health-related online data. It must be noticed that these
documents were not labelled in terms of reliability, but the notions of credibility
and trustworthiness were used instead. However, we considered these concepts
as proxies of reliability and attempted to see how generalisable the previous
conclusions were against other datasets.

Schwarz et al. chose 1000 webpages related to multiple topics to be labelled
in terms of credibility. They proposed a five-point Likert scale, from 1 to 5, to
generate the ground-truth, and one of the authors of the paper rated the whole
collection.

On the other hand, the CLEF eHealth consumer health search task dataset
was created from webpages recovered from CommonCrawl11. The organisers of
the task defined an initial list of potentially interesting sites and then, they
submitted queries against a search engine to retrieve the final URLs. The initial
list was extended by manually adding some reliable sites and other known to be
unreliable. Finally, the corpus was divided into folders by domain.

In this CLEF task, it was decided to implement the RBP-based method
proposed by Moffat et al. [27] to generate the assessment pool, instead of using
a fixed-depth pooling strategy. After the pool was formed, human assessors from
Amazon Mechanical Turk, with certain profiles, were selected. In the case of
trustworthiness judgements, an eleven point scale, from 0 to 10, was used.

11 http://commoncrawl.org.

http://commoncrawl.org
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It was necessary to relabel both datasets into a binary-class scale to fit with
our 2-class technology. We removed the middle values (3 for Schwarz et al. and
from 4 to 6 for CLEF) and mapped the extreme values to reliable and unreliable,
respectively.

The main statistics of these datasets after performing this relabelling process
are shown in Table 5. In both cases, we face an imbalanced data problem. This
is particularly acute in the case of the Schwarz et al. data.

Table 5. Class distribution in the different datasets.

Schwarz et al. CLEF eHEALTH

# Reliable 75 9,879

% Reliable 93.75% 73.25%

# Unreliable 5 3,607

% Unreliable 6.25% 26.75%

Imbalanced learning is a common problem and there are multiple techniques
to deal with the issue. In this case, we considered and compared two different
approaches: introducing a cost-factor that applies a higher penalty to errors in
the minority class and resampling techniques that try to balance the data by
adding artificial instances or by removing some majority examples [6,15,17,18].
In this paper, only cost-factor techniques are reported since our preliminary
experiments suggested that cost-factor methods outperform resampling methods
in both datasets.

On the other hand, in imbalanced learning, it is common to use metrics,
such as the F1 measure. Here, we report the micro-averaged F1, biased by
the frequency of each class, and the value of F1 for each class. At the time of
selecting the best feature combination for each collection, we gave priority to the
minority class or unreliable F1.

Finally, it is worth noting that for both datasets the standardisation method
described in Sect. 6.1 was applied.

6.2.1 Schwarz et al. Results
Due to the small dataset size, a stratified 2-fold cross validation was used
(instead of 5-folds). The obtained results are shown in Table 6. We note that in
case of a tie, we always select the simplest feature set.

With cost factor set to 1, link-based features perform the best, but the clas-
sifier does not detect a single unreliable document. With this learning strategy,
no combination is capable of correctly cataloguing examples from the minor-
ity class. This is not surprising given the low percentage of negative examples
(6.25%).
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Table 6. Our results for Schwarz et al. dataset.

Weighted accuracy (%)

Features SVM cost

factor

F1 F1

(reliable

class)

F1 (non

reliable

class)

λ = 1 λ = 2 λ = 3

Links 1 0.94 0.97 0 93.75 – –

2 0.94 0.97 0 – 88.26 –

3 0.94 0.97 0 – – 83.4

Links +

Commercial

1 0.94 0.97 0 93.75 – –

2 0.94 0.97 0 – 88.26 –

3 0.94 0.97 0 – – 83.4

Words (removing

stopwords)

1 0.93 0.96 0 92.5 – –

2 0.91 0.95 0.25 – 87.01 –

3 0.91 0.95 0.33 – – 85.42

Words (keeping

stopwords)

1 0.91 0.95 0 91.25 – –

2 0.91 0.95 0 – 85.88 –

3 0.91 0.95 0.2 – – 84.54

All (removing

stopwords)

1 0.94 0.97 0 93.75 – –

2 0.91 0.95 0 – 85.88 –

3 0.91 0.95 0 – – 81.13

All (keeping

stopwords)

1 0.93 0.96 0 92.5 – –

2 0.91 0.95 0.25 – 87.02 –

3 0.91 0.95 0.33 – – 85.42

With cost factor 2, the results were still even, but some feature combina-
tions were able to detect the minority class. This was the case of the word-based
model and for the model combining all features- keeping stopwords. The latter
was selected as the best combination, due to a slight difference in the weighted
accuracy performance.

With cost factor 3, the detection of the minority class is slightly improved.
As for the combination of features, both the word-based and the combination
of all features (maintaining the stopwords) offer the same performance, but the
former was selected because it generates a simpler model.

6.2.2 CLEF eHealth Results
This was the largest dataset in our experiments, and it also presents an imbalance
problem between classes. In contrast with Schwarz et al., a stratified 5-fold
cross validation could be applied given the larger number of data points. The
obtained results are shown in Table 7.

For all cost factor values, the word-based model that maintains the stopwords
was the one that offered the best results, with also reasonable minority or non-
reliable class detection.
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6.3 Generalisation Conclusions

Each of the studied datasets was different both in terms of content and task.
Moreover, the original collection was fully balanced, while the others were clearly
imbalanced. Nevertheless, some interesting conclusions can be drawn from the
generalisation experiments.

Table 7. Our results for CLEF eHealth dataset.

Weighted accuracy (%)

Features SVM cost

factor

F1 F1

(reliable

class)

F1 (non

reliable

class)

λ = 1 λ = 2 λ = 3

Links 1 0.73 0.85 0 73.15 – –

2 0.73 0.85 0 – 57.66 –

3 0.46 0.39 0.28 – – 50.39

Links +

Commercial

1 0.73 0.85 0 73.15 – –

2 0.73 0.84 0 – 57.63 –

3 0.3 0.12 0.41 – – 51.74

Words (removing

stopwords)

1 0.74 0.85 0.14 73.86 – –

2 0.68 0.79 0.38 – 61.57 –

3 0.55 0.63 0.44 – – 58.65

Words (keeping

stopwords)

1 0.75 0.85 0.24 74.63 – –

2 0.69 0.79 0.41 – 62.93 –

3 0.59 0.68 0.45 – – 59.81

All (removing

stopwords)

1 0.74 0.85 0.15 73.88 – –

2 0.68 0.79 0.38 – 61.58 –

3 0.55 0.62 0.44 – – 58.39

All (keeping

stopwords)

1 0.75 0.85 0.24 74.53 – –

2 0.7 0.79 0.4 – 62.89 –

3 0.59 0.67 0.45 – – 59.72

The obtained results reinforce the main insights of the original study. In
all of the experiments the best strategies are the bag-of-words approach or the
one that merges all features set together. The evidence moreover suggests that
keeping stopwords leads to enhanced performance.

7 Future Work

This work opens up a line of research that allows us to continue to study in-depth
how unreliable information is transmitted in the Web and how it is perceived by
users. A natural next step would be the application of our predictive technology
to the case of social media [1,13,38], extracting known true and false claims
from the labelled documents and seeing their impact on this media. This kind
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of news spreads very quickly in this media, which can help us to identify them
or put them under suspicion.

We also intend to further analyse the effect of combining different features
on performance and, additionally, plan to train new models using BERT [7].
This language modelling approach, which extracts a contextual representation
of words, has been proven to be successful in the field of Natural Language
Processing (NLP).

We will also perform transfer learning experiments among the different
datasets available [8,29]. This can be helpful to understand whether or not
training with one collection and testing with another reinforces the conclusions
obtained.

8 Conclusions

In this work, a replicability study of reliability technology was presented. The
main objective was to re-run the experiments and try to confirm the conclusions
extracted from the original study. Our results reinforce the fact that word-based
models or the ones that combine all available features are the most promising
approaches to distinguish reliable from unreliable sites.

We have also tested this predictive technology against two further and highly
different datasets and the conclusions remain the same. This gives us the con-
fidence to state that the research presented in the original paper establishes a
good reference for reliability detection in online data.

Finally, as a new test of its generalisation, this algorithm has been used by
our team in the TREC 2020 Health Misinformation Track12 to tackle misinfor-
mation about COVID-19 and its treatments. In order to replicate the experi-
ments presented in this work, the code is available for the research community
at Github13.
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Abstract. Over the past two decades, several algorithms have been developed to
segment a web page into semantically coherent units, a task with several applica-
tions in web content analysis. However, these algorithms have hardly been com-
pared empirically and it thus remains unclear which of them—or rather, which
of their underlying paradigms—performs best. To contribute to closing this gap,
we report on the reproduction and comparative evaluation of five segmentation
algorithms on a large, standardized benchmark dataset for web page segmenta-
tion: Three of the algorithms have been specifically developed for web pages and
have been selected to represent paradigmatically different approaches to the task,
whereas the other two approaches originate from the segmentation of photos and
print documents, respectively. For a fair comparison, we tuned each algorithm’s
parameters, if applicable, to the dataset. Altogether, the classic rule-based VIPS
algorithm achieved the highest performance, closely followed by the purely visual
approach of Cormier et al. For reproducibility, we provide our reimplementations
of the algorithms along with detailed instructions.

1 Introduction

When visiting a web page, a key step for human comprehension is to identify its seman-
tic units. Eye-tracking studies show that participants identify such units immediately
upon perceiving a web page, then inspect them one at a time, often starting with nav-
igation elements [16]. To create a comprehensible web page, it is thus important for
its author to group its content into such comprehensible semantic units that are easy to
identify by its visitors. Though qualified web designers do so in a professional manner,
every web page author possesses an intuitive understanding of the basic principles of
Gestalt that apply here, as these principles form an integral part of human perception [8].
Naturally, these semantic units, then called web page segments, also form the basis for
various web content analysis tasks, like content extraction [2], template detection [13],
and design mining [11]. Consequently, several approaches for web page segmentation
have been developed over the past two decades [10].

The ongoing and rapid development of web technologies like Cascading Style
Sheets (CSS) and JavaScript (JS) has considerably increased the possibilities of web
design over the past years. The elements of a web page encoded in its HTML source
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code can be more or less arbitrarily rearranged in its visual appearance in the browser,
so that no correspondence between the linear order of elements in the source code and
its visual ordering can be presumed. Since the focus of web page authors are mostly
the human visitors and much less so web content analysis algorithms, there is hardly
any incentive to emphasize the semantic units in the web page’s HTML code. Web
page segmentation algorithms thus increasingly focus on the visual rendition of a to-
be-segmented web page; a recent algorithm completely disregards the HTML code [7].
But even the classic VIPS algorithm [3], which was introduced in 2003, uses the posi-
tions of elements in the rendered web page as features for its segmentation.

This reliance of algorithms on rendering the web page has limited the reproducibil-
ity of web page segmentation experiments, but the paper at hand demonstrates how to
overcome this problem through the use of web archiving technology. In essence, sev-
eral algorithms use JavaScript to segment the web page as it is rendered in a browser.
However, to reproduce this situation properly, the following elements have to be kept
constant: (1) the web page’s complete source code (HTML, CSS, JS, images, etc.);
(2) the browser, since different browsers and even different versions thereof render the
same page differently; and (3) the browser’s environment variables, like the date or
random numbers, which the web page might request from the browser. These are not
trivial requirements to meet, but modern web archiving technology can provide for a
stable reproduction of web pages as they were rendered in the past [9].

We develop and present a reproducible empirical comparison of five segmentation
algorithms, as well as an ensemble of them. The algorithms have been selected to rep-
resent and evaluate a variety of approaches and paradigms: two are rule-based, one is
based entirely on visual edges, one has been originally developed for print documents,
and one is a state-of-the-art approach in image segmentation of photos. For evaluation,
we employ our Webis-WebSeg-20 dataset, which contains both a manually created seg-
mentation ground-truth, and a web archive of 8490 web pages [10]. Moreover, we report
on and show the importance of parameter tuning for the different algorithms. Documen-
tation and provenance data of these experiments are available online.1

Among others, the results show that the classic VIPS algorithm still performs best
when tuned to the dataset, but also that purely visual approaches can reach a competi-
tive performance. Moreover, in adjusting the evaluation to the requirements of different
downstream tasks of web page segmentation, we find that purely visual approaches are
already the new state-of-the-art for downstream tasks that rely on pixel-based segments,
like design mining. One of these purely visual approaches, the MMDetection algorithm,
is able to reach this high performance despite being trained for a very different kind of
input document than web pages: photos. The ensemble of four of the algorithms under
consideration, however, does not outperform its base algorithms. Upon closer inspec-
tion, most of the ground-truth segments are identified by at least one of the algorithms.

After a brief literature review of web page segmentation experiments in Sect. 2,
we detail our evaluation setup in Sect. 3 and the employed algorithms—including their
parameter tuning—in Sect. 4. Section 5 discusses the empirical comparison of the algo-
rithms.

1 Code + documentation: https://github.com/webis-de/ecir21-an-empirical-comparison-of-web-
page-segmentation-algorithms
Provenance data: https://doi.org/10.5281/zenodo.4146889.

https://github.com/webis-de/ecir21-an-empirical-comparison-of-web-page-segmentation-algorithms
https://github.com/webis-de/ecir21-an-empirical-comparison-of-web-page-segmentation-algorithms
https://doi.org/10.5281/zenodo.4146889
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2 Related Work

A number of publications that propose a new web page segmentation algorithm com-
pare it with the classic VIPS algorithm [3] (e.g., [7,14,17]), which can thus be consid-
ered closest to a standard baseline. In the original publication, VIPS has been evaluated
with a three-scale human assessment on only 140 web pages: According to the asses-
sors, 61% of web pages were segmented “perfectly,” whereas just 3% “failed.” Such an
assessment is unfortunately hardly reproducible. Zeleny et al. [17] perform an empir-
ical comparison of their algorithms with VIPS on 800 semi-automatically annotated
web pages. Their performance measure, F, is closely related to FB3

∗ (nodes), employed
in this paper (Sect. 5), and indeed, a similar performance is measured for VIPS: 0.71 by
Zeleny et al., and 0.70 here. For their visual-edge-based algorithm, Cormier et al. [7]
compare its segmentations with that of VIPS on 47 web pages using an adapted Earth
Mover’s Distance as performance measure. They find, that, though there is some agree-
ment, their algorithm “tends to produce results significantly different from VIPS.” Our
evaluation in Sect. 5 also shows such a difference. Manabe and Tajima [14] compare
the performance of their HEPS algorithm with that of VIPS for the task of identi-
fying web page blocks—i.e., textual segments with headings. In their comparison on
1219 web pages, they find that HEPS clearly outperforms VIPS for exactly identifying
such blocks: block precision is 0.59 (HEPS) vs. 0.22 (VIPS), and block recall is 0.56
vs. 0.07. This is in contrast to our results, which indicate a superior performance of
VIPS over HEPS, not only for a text-based evaluation. A possible explanation lies in
their different approach to ground-truth creation, which is tailored towards the men-
tioned header-based blocks.

However, no large-scale comparison of web page segmentation algorithms exists so
far. Kiesel et al. [10] attribute this situation to a lack of generic, standardized datasets, a
lack of a common view on how to measure algorithm performance, and a lack of repro-
ducible evaluation procedures. Reviewing the related work beyond the aforementioned
papers, evaluation datasets and performance measures have usually been created in an
ad-hoc manner, and with respect to just one of the various downstream tasks of web
page segmentation, which has led to several very focused datasets and many incom-
patible performance measures. The problem of reproducibility has, to the best of our
knowledge, scarcely been tackled in the relevant literature so far: Only Zeleny et al.
[17] attempt to reduce the influence of different browsers by using the same rendering
engine for all algorithms. Recently, web archiving technology has been considered for
web page segmentation, addressing its reproducibility problem for the first time [9].
This technology has been used to create the new Webis-WebSeg-20 dataset [10], which
is nearly an order of magnitude larger than previous ones, and which has been annotated
without specific downstream tasks involving web page segmentation in mind, based on
human perception only. Moreover, the use of this dataset as a new evaluation framework
is proposed, capturing the existing views on how to measure algorithm performance
within a unified evaluation measure that can be adapted to various downstream tasks.
This paper builds on this framework, and uses it for a first empirical comparison of
segmentation algorithms.
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3 Experiment Setup

For the empirical comparison of web page segmentation algorithms, this paper employs
the 8490 web pages of the Webis-WebSeg-20 dataset [10]. The web pages have been
sampled from a variety of sites, 4824 in total [9]. The dataset contains for each web
page a ground-truth segmentation, which is fused from the segmentations of five human
annotators. Furthermore, the dataset contains a web archive file for each web page,
which allows to re-render the web page as if viewed at the time of the archiving. For
algorithms that need no complete re-rendering, the dataset also provides for each page
the DOM HTML, a screenshot, and the list of DOM nodes mapped to their coordi-
nates on the screenshot. The latter allows to convert between segment descriptions as
screenshot coordinates and as sets of DOM nodes. As the ground-truth uses a flat seg-
mentation for all web pages but some algorithms produce hierarchical segmentations,
we flatten such hierarchical segmentations for the evaluation.

Our evaluation discusses the achieved PB3 , RB3 , and FB3
∗ for each algorithm. The

have been introduced by Kiesel et al. [10]. They are straightforward adaptations of the
respective extended BCubed measures from clustering theory [1]. In a nutshell, PB3 is
based on the elements that are segmented together in both the ground-truth and algorith-
mically created segmentations (the “true positives” in the usual definition of precision)
divided by the number of all elements segmented together in the algorithmically cre-
ated segmentations (the “positives”). RB3 has the same numerator, but is divided by
the number of all elements segmented together in the ground-truth segmentation. As
usual, FB3 is the harmonic mean of both for one web page. We here report the val-
ues averaged over all web pages, and FB3

∗ is then the harmonic mean of the averaged
PB3 and RB3 . As discussed by Kiesel et al., PB3 decreases if algorithmically created
segments extend beyond ground-truth segments, whereas RB3 decreases in the inverse
case. Put another way, PB3 ignores cases of over-segmentation—where the algorithmi-
cally created segmentation is more fine-grained than the ground-truth segmentation—,
whereas RB3 ignores cases of under-segmentation. A segmentation of one segment that
contains the entire page would thus achieve anRB3 of the maximum value of 1, whereas
a segmentation that puts every element into an own segment would achieve a PB3 of 1.

In order to provide results that are applicable for various downstream tasks of web
page segmentation, we execute all experiments for each of the five types of atomic ele-
ments defined by Kiesel et al. Different downstream tasks of web page segmentation
weigh certain errors differently. For example, although for most downstream tasks it
does not matter how background space is segmented, it is important for tasks that con-
sider the spacing between segments, like design mining. PB3 and RB3 can be adapted
to a downstream task by calculating them specifically for the type of elements of the
web page that is relevant for that task. To cover a wide variety of tasks, this paper uses
the five types suggested by Kiesel et al.: all pixels (pixels), all pixels at visual edges as
per an edge detection algorithm in both a coarse (edgesC) and fine settings (edgesF), all
visible DOM nodes (nodes), and all textual characters (chars).

We provide all code for the evaluation in the repository of this paper, and all gener-
ated segmentations as a new data resource (cf. Sect. 1). In very rare cases (at most 0.2%
per algorithm), some algorithms failed (cf. Sect. 4): in these cases we used the baseline
segmentation—a single segment that covers the entire page—as fallback.
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4 Algorithms and Parameter Tuning

This section describes the segmentation algorithms that are compared in our experi-
ments, and reports on the results of a corresponding parameter tuning for the algo-
rithms. Table 1 gives an overview of the algorithms in the experiments, which are cho-
sen as representatives for different segmentation paradigms and tasks. For web page
segmentation, we evaluate the classic DOM-based VIPS (cf. Sect. 4.1), the specifically
heading-based HEPS (cf. Sect. 4.2), and the purely visual algorithm of Cormier et al.
(cf. Sect. 4.3). Inspired by the impressive recent advances in image understanding, we
also evaluate the performance of one state-of-the-art algorithm of this field for the task
of web page segmentation: MMDetection (cf. Sect. 4.4). Furthermore, as the tasks of
web page segmentation is conceptually similar to the task of print document segmenta-
tion, we also evaluate the performance of a state-of-the-art approach for that task, the
neural network of Meier et al. (cf. Sect. 4.5). Moreover, we report results for a voting-
based ensemble of the algorithms (cf. Sect. 4.6). To contextualize the results, we include
a naive baseline for comparison (cf. Sect. 4.7). We found that the algorithms do fail for
a few web pages, for example, due to a web page’s own JavaScript code interfering with
the JavaScript code of the segmentation algorithm. As described in Sect. 3, we use the
segmentation of the baseline in this case as a fallback.

Table 1.Overview of the five compared segmentation algorithms with respect to the kind of input
documents they were created for, the features they use, and the format of the output segmentation.

Name Ref. Document Features Output

VIPS [3] Web page Tree, style, location Rectangle tree

HEPS [14] Web page Tree, style Node set

Cormier et al. [6] Web page Screenshot Rectangle tree

MMDetection [4] Photo Screenshot Pixel masks

Meier et al. [15] Article page Screenshot, text-mask Mask

4.1 VIPS

The “VIsion-based Page Segmentation algorithm” [3] is the de-facto standard for web
page segmentation. Starting from one segment that covers the entire page, VIPS creates
a hierarchical tree of segments based on the DOM tree of a web page. The rectan-
gular segments are split based on their so-called degree of coherence, which is com-
puted through heuristic rules based on the tag names, background colors, and sizes of
DOM nodes, as well as visual separators: segments are split if their so-called degree of
coherence is less than the permitted degree of coherence (PDoC), which is the single
parameter of the algorithm. Previous implementations of VIPS rely on web rendering
frameworks that are no longer maintained and render modern pages incorrectly. We
thus ported one implementation2 to JavaScript so that every modern browser can run it.
2 Our port of https://github.com/tpopela/vips_java is available in the code repository of this
paper.

https://github.com/tpopela/vips_java
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For the experiments, we then used the reproduction mode of the Webis-Web-Archiver
to have a Chrome browser run VIPS on the web pages as they are re-rendered from the
web archives. Though Cai et al. [3] described the degree of coherence to range from 0
to 1, the implementation we ported and thus ours alike use an integer range from 1 to 11,
since the heuristic rules suggest the corresponding 11 thresholds. The VIPS algorithm
failed for 14 web pages (0.2%) due to rendering errors or due to interference of the web
page’s and VIPS’ JavaScript code.

In a 10-fold cross-validation, the optimal value for PDoC was consistently 6.
Figure 1 shows the average number of segments and performance for all values from 1
to 11 over all web pages. As the top graph shows, the number of segments stays almost
the same for PDoC from 1 to 6, but increases considerably beyond that. The graphs are
very similar for all types of atomic elements, with the notable exception of PB3—and
thus also FB3

∗ —for pixels, which is considerable worse. We discuss this observation in
Sect. 5. Compared to the default value for PDoC of 8 for the original implementation,
FB3

∗ increases by up to 0.20, which highlights the importance of parameter tuning.

4.2 HEPS

The “HEading-based Page Segmentation algorithm” [14] uses heading detection to
identify segments. The authors define a heading as both visually prominent and describ-
ing the topic of a segment. HEPS does not solely rely on the HTML heading tags, as
the authors found that headings are frequently defined by other means, and that heading
tags are frequently used for other purposes. Instead, HEPS identifies headings and their
corresponding segments through heuristic rules based on their position in the DOM
tree, tag name, font size, and weight. The algorithm first identifies candidate headings
using text nodes and images, and after that their corresponding blocks. It then creates a
hierarchical segmentation based on the identified blocks. We use the original JavaScript
implementation by the authors of the algorithm3 in the same manner as our reimplemen-
tation of VIPS. For consistency with the other algorithms in this comparison, we merge
the extracted headings with their associated segments. The HEPS algorithm originally
failed for 211 web pages (2.5%) due to rendering errors or due to interference of the
web page’s and HEPS’ JavaScript code, but we were able to reduce this amount to just
5 web pages (0.06%) through slight changes in handling of arrays in the code.

4.3 Cormier et al.

Cormier et al. implement a purely visual algorithm to web page segmentation that uses
edge detection to find semantically significant edges, used to synthesize a coherent seg-
mentation [6]. The algorithm takes a screenshot of the web page as input, and therefore
does not require to re-render the page. It first calculates for each pixel the probability
of a “locally significant edge,” which is based on how different the horizontal or ver-
tical image gradients at the pixel are from those of the surrounding pixels. After that,
the algorithm composes horizontal and vertical line segments from these edge pixels,
up to a maximum length of tl. Note that the larger tl, the larger the “gap” that visual

3 https://github.com/tmanabe/HEPS.

https://github.com/tmanabe/HEPS
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Fig. 1. Number of segments (top plot), FB3
∗ , PB3 , and RB3 for different parameters for the

algorithms of VIPS, Cormier et al. and MMDetection. Filled symbols correspond to the values
after fitting the segmentation to DOM nodes. The vertical lines show the overall best-performing
parameter setting for each algorithm after fitting, as measured by FB3

∗ .
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edges can have to still be considered one line segment. The algorithm then starts with
the entire page as one segment, and recursively splits the segments into two by choos-
ing the vertical or horizontal line that is the most “semantically significant,” i.e., that
has the most and clearest edge pixels. The algorithm stops if there are no semantically
significant lines in a segment, or if a split would result in a segment with one side being
less than smin long. The authors thankfully provided us with their implementation for
our experiments. The algorithm is computationally expensive, and requires up to 1 h
for the larger web pages of the dataset on a modern CPU, but could likely be sped up
considerably through the use of multi-threading and GPUs.

Due to the runtime requirements of the current implementation, we only tested four
parameter settings that the original authors suggested to us: each combination of tl ∈
256, 512 and smin ∈ 45, 90. The algorithm contains another parameter tp that is used as
a threshold for determining semantically significant line segments, but we always use
tp = 0.5 as suggested by the authors. Figure 1 shows the average number of segments
and performance over all web pages. For a fair comparison, we follow Kiesel et al.
and fit the visual segmentations to DOM nodes, which has for most cases just a minor
effect on the performance, though it does increase FB3

∗ for the best parameter setting
(tl = 512, smin = 45) for pixels by 0.06. This setting is used in our further experiments.

4.4 MMDetection

The Hybrid Task Cascade models [5] from the MMDetection toolbox [4] jointly seg-
ment real-world images (photos) and detect objects in them. At the time of our experi-
ments, this algorithm led theMSCOCO [12] detection task leaderboard4 and can thus be
considered state-of-the-art for photo segmentation. The neural network model5 features
an intricate cascading structure. In spot checks, we found that the algorithm detected
only segments within images that were included in the web pages. We found that this is
due to a separate filtering step that classifies segments as containing real-world objects,
so we disabled this step since its purpose does not exist in web page segmentation.
Otherwise, the algorithm is the same as the original and no re-training is performed
to investigate the similarities of photos and web pages. As segments can be arbitrarily
formed in our evaluation setup, we use the corresponding instance segmentation output
of the algorithm instead of the more coarse bounding boxes. Like for Cormier et al., we
fit the resulting pixel mask segmentation to DOM nodes, which results in performance
increases up to 0.12 in FB3

∗ . MMDetection found no segments for 103 web pages (1%),
which we treated like segmentations of one segment that contains the entire page.

4.5 Meier et al.

The convolutional neural network by Meier et al. [15] is state-of-the-art in segment-
ing digitized newspaper pages. We reimplemented it in contact with the authors,6 but

4 https://cocodataset.org/#detection-leaderboard.
5 We use themodel with X-101-64x4d-FPN backbone and c3-c5 DCN as available and suggested
at https://github.com/open-mmlab/mmdetection/blob/master/configs/htc.

6 The authors reported an erratum in their publication to us, so we used the corrected kernel size
of 3× 3 instead of 5× 5 for layers conv6-1 and conv7-1.

https://cocodataset.org/#detection-leaderboard
https://github.com/open-mmlab/mmdetection/blob/master/configs/htc
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Fig. 2. Ground truth and algorithmic segmentations of the top of the same web page.

instead of determining the position of text through optical character recognition (OCR)
we use the positions of text nodes from the corresponding list of nodes that accom-
panies the Webis-WebSeg-20. As the algorithm requires the input to be always of the
same size, we had to crop or extend the web page screenshots to a uniform height. As
a compromise between extremes, we selected a height that covers about 2/3 of pages,
namely 4096 pixels. We then scaled the pages to 256x768 pixels to match the input
width of the original approach. Since no pre-trained model is available, we use standard
10-fold cross-validation in the evaluation, and assure that all pages of a website are in
the same fold. The training stopped when the loss did not improve for ten consecutive
epochs, which led to a training of 20.8 epochs on average.
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As the algorithm processes cropped web pages, its results are not fully comparable
to those of the other algorithms. For this reason, we report the obtained measurements
with some reservations and do not include the segmentations in the ensemble described
below. The algorithm found no segments for 4 web pages (0.05%), which we treated
like segmentations of one segment that contains the entire page.

4.6 Min-Vote@n

We also employ an ensemble of four of these algorithms, excluding the algorithm of
Meier et al. as explained above. The ensemble algorithm is identical to the algorithm
that was employed to fuse the human annotations to a single ground-truth for theWebis-
WebSeg-20 [10]—just treating the algorithms as annotators. To filter out noise, the algo-
rithm first removes all elements from consideration which less than n algorithms placed
into segments. After that, the algorithm performs standard classic hierarchical agglom-
erative clustering, with the similarity of two elements being the ratio of algorithms that
placed the elements in the same segment. In line with Kiesel et al., we use a similarity
threshold of θs = n− 0.5

k , where k = 4 is the number of algorithms. The algorithm thus
tends to put elements in one segment if at least n algorithms did so. We report results
for all plausible values for n, namely 1 to 4.

4.7 Baseline

To put the performance of the algorithms into perspective, we report results for the naive
approach of segmenting a web page into one single segment. This approach reaches
always the maximum recall of 1 at the cost of the lowest possible precision. Both VIPS
and the algorithm of Cormier et al. use this segmentation as their starting point.

5 Results of the Comparison

Table 2 shows the performance of each of the algorithms detailed in Sect. 4 on the
Webis-WebSeg-20 dataset (cf. Sect. 3). The reported values all reflect the results after
tuning the respective parameters of the algorithms.

The single algorithms, excluding baseline, Meier et al. and the ensemble, generate
between 15.3 and 36.1 segments on average. This difference can be explained by the
algorithms working at different levels of granularity. If successful, using more segments
should increase the PB3 . However, this is not necessarily the case: Though HEPS is
clearly working at a finer level of granularity than VIPS (cf. Table 2 and Fig. 2), both
algorithms perform similar in terms of PB3 .

The highest FB3
∗ scores are reached for chars and the smallest for pixels. This differ-

ence is likely due to web page segmentation algorithms being developed for information
extraction purposes mainly, and thus mostly optimized for text. However, for applica-
tions like design mining, even the spacing between elements needs to be segmented
correctly. New algorithms will be required for such and similar downstream tasks.

Conversely, the results differ only marginally between edgesF and edgesC, despite
the visually very different edge detection [10]. This result is very convenient for future
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Table 2. Average number of segments per web page and evaluation results for each discussed
algorithm on the Webis-WebSeg-20 dataset (Baseline, VIPS, HEPS, Cormier et al., MMDetec-
tion, Meier et al., and the Min-vote@n ensembles): average F1-score (FB3 ), precision (PB3 ),
recall (RB3 ), as well as the harmonic mean of the averaged precision and recall (FB3

∗ ) for each
type of atomic elements. The ground truth contains 9.1 segments on average. The highest score
in each row (excluding the baseline) is highlighted in bold. The results of Meier et al. are shown
in gray as its evaluation is not fully comparable.

Measure Baseline VIPS HEPS Corm. MMD. Meier MV@1 MV@2 MV@3 MV@4

Segments 1.0 16.1 36.1 15.3 23.0 4.6 6.5 18.7 36.5 69.5

pixels F
B3 0.24 0.38 0.33 0.36 0.42 0.32 0.30 0.39 0.30 0.28

F
B3

∗ 0.28 0.47 0.44 0.53 0.54 0.50 0.35 0.50 0.45 0.42

P
B3 0.16 0.36 0.36 0.39 0.51 0.48 0.22 0.38 0.60 0.68

R
B3 1.00 0.67 0.56 0.80 0.57 0.52 0.96 0.72 0.36 0.30

edgesF F
B3 0.44 0.59 0.48 0.51 0.53 0.41 0.50 0.56 0.39 0.34

F
B3

∗ 0.49 0.68 0.58 0.65 0.61 0.55 0.56 0.66 0.49 0.45

P
B3 0.32 0.66 0.61 0.55 0.73 0.55 0.40 0.61 0.81 0.87

R
B3 1.00 0.69 0.55 0.80 0.53 0.55 0.96 0.71 0.36 0.30

edgesC F
B3 0.45 0.61 0.49 0.53 0.54 0.42 0.51 0.57 0.39 0.35

F
B3

∗ 0.49 0.68 0.59 0.66 0.62 0.56 0.56 0.67 0.50 0.46

P
B3 0.32 0.67 0.62 0.56 0.74 0.55 0.40 0.63 0.82 0.88

R
B3 1.00 0.70 0.56 0.80 0.53 0.57 0.96 0.72 0.36 0.31

nodes F
B3 0.42 0.63 0.43 0.52 0.52 0.44 0.49 0.54 0.34 0.31

F
B3

∗ 0.46 0.70 0.54 0.65 0.61 0.56 0.55 0.65 0.44 0.42

P
B3 0.30 0.69 0.63 0.53 0.74 0.52 0.38 0.64 0.85 0.88

R
B3 1.00 0.71 0.46 0.82 0.51 0.61 0.96 0.65 0.29 0.27

chars F
B3 0.52 0.67 0.50 0.61 0.61 0.50 0.59 0.62 0.40 0.39

F
B3

∗ 0.57 0.75 0.60 0.71 0.69 0.61 0.64 0.71 0.50 0.49

P
B3 0.39 0.77 0.73 0.61 0.79 0.59 0.48 0.72 0.90 0.92

R
B3 1.00 0.72 0.51 0.84 0.60 0.63 0.96 0.71 0.35 0.33

evaluations, as it indicates that (1) the parametrization of the edge detector does not
play a major role, and (2) it is sufficient to evaluate for one parametrization of the edge
detector. We recommend to employ edgesF in the future, as it produces fewer segments
that have no edges and which are thus not considered in the evaluation.

The best-performing algorithm from the literature for most types of atomic elements
is the VIPS algorithm, reaching a FB3

∗ of up to 0.75 and convincingly beating the base-
line in all cases. It thus comes closest to human annotators—and also relatively close
in terms of the average number of segments, which is 9.1 for the ground-truth. More-
over, for a higher value of PDoC it can reach a very high PB3 of up to 0.94 for chars
(cf. Fig. 1), which is close to human agreement (cf. [10]). Therefore, PDoC can indeed
be used to adjust the level of segmentation granularity. Nevertheless, PB3 is consider-
ably lower at the optimal value for PDoC, which suggests that VIPS can benefit from
an adaptation of PDoC to the (part of the) web page at hand. Though VIPS performs
similarly well for most types of atomic elements, its precision is rather low for pixels.
This difference is likely due to background pixels on the left and right of the actual con-
tent of the web pages: whereas VIPS includes such pixels in the segments, the human
annotators did not (cf. Fig. 2 for one example).
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However, both the algorithm by Cormier et al. and MMDetection reach a similar
performance to VIPS in terms of FB3

∗ , which demonstrates the viability of purely visual
approaches to web page segmentation. By comparison, the algorithm by Meier et al.
fails to compete with the other algorithms, even though it had a clear advantage over
the other algorithms by being trained on the data. Its poor performance might be due to
the required adjustment of the input screenshots.

The results for the min-vote ensembles show that even a basic voting scheme can
be employed to efficiently fuse the output of different algorithms. Remarkably, Min-
vote@2 reaches a FB3

∗ scores very similar to those of VIPS. Like PDoC for VIPS, the
parameter n here fulfills the role of selecting the desired level of granularity. This is
especially helpful as some algorithms, like HEPS, do not have such a parameter. The
ensemble therefore allows to incorporate the HEPS heuristic (and others without such
a parameter) and still to select a level of granularity.

A special ensemble is that of Min-vote@4, which puts elements in one segment if
and only if all four single algorithms did so. We want to highlight that PB3 is about 0.9
for all types of atomic elements except pixels, which indicates that most segments of
these types of elements are indeed separated from others by at least one of the algo-
rithms. However, pixels are an exception here, which shows a deficit that needs to be
addressed by future algorithms.

6 Conclusion

As we contrast and discuss the results of our evaluation for each type of atomic page
elements, it becomes clear that the classical VIPS algorithm is still the overall best
option, unless the downstream task requires pixel-based segments. In that case, purely
visual page segmentation performs better, whereas otherwise it is a close second to
VIPS. MMDetection performed especially well for being designed and trained for pho-
tographic images. Interestingly, the state-of-the-art approaches for such images as well
as for newspaper page segmentation both employ deep learning, while the approaches
for web page segmentation rely mostly on hand-crafted heuristics and observations. We
believe that this difference mainly stems from the fact that no large-scale datasets for
web page segmentation have been available in the past. With this paper, we lay the foun-
dation for the development of new approaches that may improve over the long-standing,
yet heretofore unknown champion, VIPS.

Acknowledgements. We thank the anonymous reviewers for their helpful comments and the
authors of the respective algorithms for providing us with either their code and/or their support
for our re-implementations, as stated in the respective section.
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Abstract. Learning to quantify (a.k.a. quantification) is a task con-
cerned with training unbiased estimators of class prevalence via super-
vised learning. This task originated with the observation that “Classify
and Count” (CC), the trivial method of obtaining class prevalence esti-
mates, is often a biased estimator, and thus delivers suboptimal quantifi-
cation accuracy. Following this observation, several methods for learning
to quantify have been proposed and have been shown to outperform CC.
In this work we contend that previous works have failed to use properly
optimised versions of CC. We thus reassess the real merits of CC and its
variants, and argue that, while still inferior to some cutting-edge meth-
ods, they deliver near-state-of-the-art accuracy once (a) hyperparameter
optimisation is performed, and (b) this optimisation is performed by
using a truly quantification-oriented evaluation protocol. Experiments
on three publicly available binary sentiment classification datasets sup-
port these conclusions.

Keywords: Learning to quantify · Quantification · Prevalence
estimation · Classify and count

1 Introduction

Learning to quantify (a.k.a. quantification) consists of training a predictor that
returns estimates of the relative frequency (a.k.a. prevalence, or prior probability)
of the classes of interest in a set of unlabelled data items, where the predictor
has been trained on a set of labelled data items [13]. When applied to text,
quantification is important for several applications, e.g., gauging the collective
satisfaction for a certain product from textual comments [8], establishing the
popularity of a given political candidate from blog posts [17], predicting the
amount of consensus for a given governmental policy from tweets [4], or predict-
ing the amount of readers who will find a product review helpful [5].

The rationale of this task is that many real-life applications of classification
suffer from distribution shift [22], the phenomenon according to which the distri-
bution py(U) of the labels in the set of unlabelled test documents U is different
from the distribution py(L) that the labels have in the set of labelled training
documents L. It has been shown that, in the presence of distribution shift, the
trivial strategy of using a standard classifier to classify all the unlabelled docu-
ments in U and counting the documents that have been assigned to each class
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 75–91, 2021.
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(the “Classify and Count” (CC) method), delivers poor class prevalence esti-
mates. The reason is that most supervised learning methods are based on the
IID assumption, which implies that the distribution of the labels is the same in L
and U . “Classify and Count” is considered a biased estimator of class prevalence,
since the goal of standard classifiers is to minimise (assuming for simplicity a
binary setting) classification error measures such as (FP+FN), while the goal of
a quantifier is to minimise quantification error measures such as |FP − FN|. (In
this paper we tackle binary quantification, so FP and FN denote the numbers
of false positives and false negatives, resp., from a binary contingency table.)
Following this observation, several quantification methods have been proposed,
and have been experimentally shown to outperform CC.

In this paper we contend that previous works, when testing advanced quan-
tification methods, have used as baselines versions of CC that had not been
properly optimised. This means that published results on the relative merits of
CC and other supposedly more advanced methods are still unreliable. We thus
reassess the real merits of CC by running extensive experiments (on three pub-
licly available sentiment classification datasets) in which we compare properly
optimised versions of CC and its three main variants (PCC, ACC, PACC) with a
number of more advanced quantification methods. In these experiments we prop-
erly optimise all quantification methods, i.e., (a) we optimise their hyperparam-
eters, and (b) we conduct this optimisation via a truly quantification-oriented
evaluation protocol, which also involves minimising a quantification loss rather
than a classification loss. Our results indicate that, while still inferior to some
cutting-edge quantification methods, CC and its variants deliver near-state-of-
the-art quantification accuracy once hyperparameter optimisation is performed
properly. We make available all the code and the datasets that we have used for
our experiments.1

2 “Classify and Count” and Its Variants

In this paper we use the following notation. We assume a binary setting, with
the two classes Y = {⊕,�} standing for Positive and Negative. By x we denote
a document drawn from a domain X of documents; by L ⊂ X we denote a set
of labelled documents, that we typically use as a training set, while by U we
denote a sample of unlabelled documents, that we typically use as the sample to
quantify on. By py(σ) we indicate the true prevalence of class y in sample σ, by
p̂y(σ) we indicate an estimate of this prevalence2, and by p̂M

y (σ) we indicate the
estimate of this prevalence as obtained via quantification method M . Of course,
for any method M it holds that p̂M� (U) = (1 − p̂M⊕ (U)).

An obvious way to solve quantification is by aggregating the scores assigned
by a classifier to the unlabelled documents. We first define two different aggrega-
tion methods, one that uses a “hard” classifier (i.e., a classifier h⊕ : X → {0, 1}
1 https://github.com/AlexMoreo/CC.
2 Consistently with most mathematical literature, we use the caret symbol (̂ ) to indi-

cate estimation.

https://github.com/AlexMoreo/CC
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that returns binary decisions, 0 for � and 1 for ⊕) and one that uses a “soft”
classifier (i.e., a classifier s⊕ : X → [0, 1] that returns posterior probabilities
Pr(⊕|x), representing the probability that the classifier attributes to the fact
that x belongs to the ⊕ class). Of course, Pr(�|x) = (1−Pr(⊕|x)). The classify
and count (CC) and the probabilistic classify and count (PCC) [3] methods then
consist of computing

p̂CC
⊕ (U) =

∑
x∈U h⊕(x)

|U | p̂PCC
⊕ (U) =

∑
x∈U s⊕(x)

|U | (1)

Two popular, alternative quantification methods consist of applying an adjust-
ment to the p̂CC

⊕ (U) and p̂PCC
⊕ (U) estimates. It is easy to show that, in the

binary case, the true prevalence p⊕(U) is such that

p⊕(U) =
p̂CC

⊕ (U) − FPRh

TPRh − FPRh
p⊕(U) =

p̂PCC
⊕ (U) − FPRs

TPRs − FPRs
(2)

where TPRh and FPRh (resp., TPRs and FPRs) here stand for the true positive
rate and false positive rate that the classifier h⊕ (resp., s⊕) has on U . The
values of TPRh and FPRh (resp., TPRs and FPRs) are unknown, but can be
estimated via k-fold cross-validation on the training data. In the binary case
this amounts to using the results that h⊕(x) (resp., s⊕(x)) obtains in the k-fold
cross-validation (i.e., when x ranges on the training documents) in equations

ˆTPRh =

∑
x∈⊕ h⊕(x)

| ⊕ |
ˆFPRh =

∑
x∈� h⊕(x)

| � |
ˆTPRs =

∑
x∈⊕ s⊕(x)

| ⊕ |
ˆFPRs =

∑
x∈� s⊕(x)

| � |
(3)

We obtain p̂ACC
⊕ (U) and p̂PACC

⊕ (U) estimates, which define the adjusted classify
and count (ACC) [11] and probabilistic adjusted classify and count (PACC) [3]
quantification methods, resp., by replacing TPRh and FPRh (resp., TPRs and
FPRs) in Eq. 2 with their estimates from Eq. 3.

3 Quantification and Parameter Optimisation

3.1 Unsuitable Parameter Optimisation and Weak Baselines

The reason why we here reassess CC and its variants we have described above,
is that we believe that, in previous papers where these methods have been used
as baselines, their full potential has not been realised because of missing or
unsuitable optimisation of the hyperparameters of the classifier on which the
method is based.

Specifically, both CC and its variants rely on the output of a previously
trained classifier, and this output usually depends on some hyperparameters.
Not only the quality of this output heavily depends on whether these hyperpa-
rameters have been optimised or not (on some held-out data or via k-fold cross-
validation), but it also depends on what evaluation measure this optimisation has
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used as a criterion for model selection. In other words, given that hyperparame-
ter optimisation chooses the value of the parameter that minimises error, it would
make sense that, for a classifier to be used for quantification purposes, “error”
is measured via a function that evaluates quantification error, and not classifi-
cation error. Unfortunately, in most previous quantification papers, researchers
either do not specify whether hyperparameter optimisation was performed at
all [9,11,14,15,17,19,26,27], or leave the hyperparameters at their default val-
ues [1,3,10,16,21], or do not specify which evaluation measure they use in hyper-
parameter optimisation [8,12], or use, for this optimisation, a classification-based
loss [2,25]. In retrospect, we too plead guilty, since some of the papers quoted
here are our own.

All this means that CC and their variants, when used as baselines, have
been turned into weak baselines, and this means that the merits of more modern
methods relative to them have possibly been exaggerated, and are thus yet to
be assessed reliably. In this paper we thus engage in a reproducibility study,
and present results from text quantification experiments in which, contrary to
the situations described in the paragraph above, we compare carefully optimised
versions of CC and its variants with a number of (carefully optimised versions
of) more modern quantification methods, in an attempt to assess the relative
value of each in a robust way.

3.2 Quantification-Oriented Parameter Optimisation

In order to perform quantification-oriented parameter optimisation we need to
be aware that there may exist two types of parameters that require estimation
and/or optimisation, i.e., (a) the hyperparameters of the classifier on which the
quantification method is based, and (b) the parameters of the quantification
method itself.

The way we perform hyperparameter optimisation is the following. We
assume that the dataset comes with a predefined split between a training set
L and a test set U . (This assumption is indeed verified for the datasets we will
use in Sect. 4.) We first partition L into a part LTr that will be used for train-
ing purposes and a part LVa that will be used as a held-out validation set for
optimising the hyperparameters of the quantifier. We then extract, from the
validation set LVa, several random validation samples, each characterised by a
predefined prevalence of the ⊕ class; here, our goal is allowing the validation to
be conducted on a variety of scenarios characterised by widely different values of
class prevalence, and, as a consequence, by widely different amounts of distribu-
tion shift.3 In order to do this, we extract each validation sample σ by randomly
undersampling one or both classes in LVa, in order to obtain a sample with

3 Note that this is similar to what we do, say, in classification, where the different
hyperparameter values are tested on many validation documents; here we test these
hyperparameter values on many validation samples, since the objects of study of
text quantification are document samples inasmuch as the objects of study of text
classification are individual documents.
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prespecified class prevalence values. We draw samples with a desired prevalence
value and a fixed amount q of documents; in order to achieve this, in some cases
only one class needs to be undersampled while in some other cases this needs
to happen for both classes. We use random sampling without replacement if the
number of available examples of ⊕ (resp. �) is greater or equal to the number
of required ones, and with replacement otherwise. We extract samples with a
prevalence of the ⊕ class in the set {π1, ..., πn}; for each of these n values we
generate m random samples consisting of q validation documents each. Let Θ be
the set of hyperparameters that we are going to optimise. Given the established
grid of value combinations θ1, ..., θn that we are going to test for Θ, for each
θi we do the following, depending on whether the quantification method has its
own parameters (Case 1 below) or not (Case 2 below):

1. If the quantification method M we are going to optimise requires some param-
eters λi to be estimated, we first split LTr into a part LTr

Tr and a part LVa
Tr ,

training the classifier on LTr
Tr using the chosen learner parameterised with θi,

and estimate parameters λi on LVa
Tr .

4 Among the variants of CC, this applies
to methods ACC and PACC, which require the estimation of (the hard or
soft version of) TPR and FPR. Other methods used in the experiments of
Sect. 4 and that also require some parameter to be estimated are HDy and
QuaNet (see Sect. 4.3.2).

2. If the quantification method M we are going to optimise does not have any
parameter that requires estimation, then we train our classifier on LTr, using
the chosen learner parameterised with θi, and use quantification method M
on all the samples extracted from LVa.

In both cases, we measure the quantification error via an evaluation measure for
quantification that combines (e.g., averages) the results across all the validation
samples. As our final value combination for hyperparameter set Θ we choose the
θi for which quantification error is minimum.

Note that, in the above discussion, each time we split a labelled set into
a training set and a validation set for parameter estimation/optimisation pur-
poses, we could instead perform a k-fold cross-validation; the parameter esti-
mation/optimisation would be more robust, but the computational cost of the
entire process would be k times higher. While the latter method is also, from
a methodological standpoint, an option, in this paper we stick to the former
method, since the entire parameter optimisation process is, from a computa-
tional point of view, already very expensive.

4 Note that we do not retrain the classifier on the entire LTr. While this might seem
beneficial, since LTr contains more training data than LTr

Tr, we need to consider that
the estimates ˆTPRh and ˆFPRh have been computed on LTr and not on LTr

Tr.
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Table 1. The three datasets used in our experiments; the columns indicate the class
prevalence values of the ⊕ and � classes, and the numbers of documents contained in
the training set L and the test set U .

⊕ � L LTr LVa U

IMDB 0.500 0.500 25,000 15,000 10,000 25,000

Kindle 0.917 0.083 3,821 2,292 1,529 21,592

HP 0.982 0.018 9,533 5,720 3,813 18,401

4 Experiments

In order to conduct our experiments we use the same datasets and experimental
protocol as used in [7]. Specifically, we run our experiments on three sentiment
classification datasets, i.e., (i) IMDB, the popular Large Movie Review Dataset
[20]; (ii) Kindle, a set of reviews of Kindle e-book readers [7], and (iii) HP, a
set of reviews of the books from the Harry Potter series [7].5 For all datasets we
adopt the same split between training set L and test set U as in [7]. The IMDB,
Kindle, and HP datasets are examples of balanced, imbalanced, and severely
imbalanced datasets, since the prevalence values of the ⊕ class in the training
set L are 0.500, 0.917, 0.982, resp. Some basic statistics from these datasets are
reported in Table 1. We refer the reader to [7] for more details on the genesis of
these datasets.

In our experiments, from each set of training data we randomly select 60% of
the documents for training purposes, leaving the remaining 40% for the hyperpa-
rameter optimisation phase; these random splits are stratified, meaning that the
two resulting parts display the same prevalence values as the set that originated
them. In this phase (see Sect. 3.2) we use n = 21, m = 10, and q = 500, i.e., we
generate m = 10 random samples of q = 500 documents each, for each of the
n = 21 prevalence values of the ⊕ class in {0.00, 0.05, ..., 0.95, 1.00}.

In order to evaluate a quantifier over a wide spectrum of test prevalence
values, we use essentially the same process that we have discussed in Sect. 3.2
for hyperparameter optimisation; that is, along with [7,11], we repeatedly and
randomly undersample one or both classes in the test set U in order to obtain
testing samples with specified class prevalence values. Here we generate m = 100
random testing samples of q = 500 documents each, for each of the n = 21
prevalence values of the ⊕ class in {0.00, 0.05, ..., 0.95, 1.00}.

5 The three datasets are available at https://doi.org/10.5281/zenodo.4117827 in pre-
processed form. The raw versions of the HP and Kindle datasets can be accessed
from http://hlt.isti.cnr.it/quantification/, while the raw version of IMDB can be
found at https://ai.stanford.edu/∼amaas/data/sentiment/.

https://doi.org/10.5281/zenodo.4117827
http://hlt.isti.cnr.it/quantification/
https://ai.stanford.edu/~amaas/data/sentiment/
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4.1 Evaluation Measures

As the measures of quantification error we use Absolute Error (AE) and Relative
Absolute Error (RAE), defined as

AE(p, p̂) =
1

|Y|
∑

y∈Y
|p̂y − py| RAE(p, p̂) =

1
|Y|

∑

y∈Y

|p̂y − py|
py

(4)

where Y is the set of classes of interest (Y = {⊕,�} in our case) and the sample
σ is omitted for notational brevity. Note that RAE is undefined when at least one
of the classes y ∈ Y is such that its prevalence in U is 0. To solve this problem,
in computing RAE we smooth both all py’s and p̂y’s via additive smoothing, i.e.,
we take p

y
= ε+py∑

y∈Y(ε+py)
, where p

y
denotes the smoothed version of py and the

denominator is just a normalising factor (same for the p̂(y)’s); following [11], we
use the quantity ε = 1

2|U | as the smoothing factor. We then use the smoothed
versions of py and p̂y in place of their original non-smoothed versions in Eq. 4;
as a result, RAE is always defined.

The reason why we use AE and RAE is that from a theoretical standpoint
they are, as it has recently been argued [28], the most satisfactory evaluation
measures for quantification.

4.2 Data Processing

We preprocess our documents by using the stop word remover and default
tokeniser available within the scikit-learn framework6. In all three datasets
we remove all terms occurring less than 5 times in the training set and all punctu-
ation marks, and lowercase the text. As the weighting criterion we use a version
of the well-known tfidf method, i.e.,

tfidf(f,x) = log(#(f,x) + 1) × log
|L|

|x′ ∈ L : #(f,x′) > 0| (5)

where #(f,x) is the raw number of occurrences of feature f in document x;
weights are then normalised via cosine normalisation.

Among the learners we use for classification (see below), the only one that
does not rely on a tfidf-based representation is CNN. This learner simply con-
verts all documents into lists of unique numeric IDs, indexing the terms in the
vocabulary. We pad the documents to the first 300 words.

6 http://scikit-learn.org/.

http://scikit-learn.org/
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4.3 The Quantifiers

We here describe all the quantification systems we have used in this work.

4.3.1 CC and Its Variants
In our experiments we generate versions of CC, ACC, PCC, and PACC, using
five different learners, i.e., support vector machines (SVM), logistic regression
(LR), random forests (RF), multinomial naive Bayes (MNB), and convolutional
neural networks (CNN). For the first four learners we rely on the implementations
available from scikit-learn, while the CNN deep neural network is something
we have implemented ourselves using the pytorch framework.7 The setups that
we use for these learners are the following:

– SVM: We use soft-margin SVMs with linear kernel and L2 regularisation,
and we explicitly optimise the C parameter (in the range C ∈ {10i} with
i ∈ {−4,−3, . . . , 4, 5}) that determines the tradeoff between the margin and
the training error (default: C = 1). We also optimise the J⊕ and J� “rebalanc-
ing” parameters, which determine whether to impose that misclassifying a ⊕
document has a different cost than misclassifying a � document (in this case
one sets J⊕ = p�(L)

p⊕(L) and J� = 1), or not (in this case one sets J⊕ = J� = 1,
which is the default configuration) [23].

– LR: As in SVM, we use L2 regularisation, and we explicitly optimise the
rebalancing parameters and the regularisation coefficient C (default values
are as in SVM).

– RF: we optimise the number of estimators in the range {10, 50, 100, 250, 500},
the max depth in {5, 15, 30,max},8 and the splitting function in {Gini,
Entropy} (default: (100, max, Gini)).

– MNB: We use Laplace smoothing, and we optimise the additive factor α in
the range {0.00, 0.05, . . . , 0.95, 1.00} (default: α = 1).

– CNN: we use a single convolutional layer with γ output channels for three
window lengths of 3, 5, and 7 words. Each convolution is followed by a ReLU
activation function and a max-pooling operation. All convolved outputs are
then concatenated and processed by an affine transformation and a sigmoid
activation that converts the outputs into posterior probabilities. We use the
Adam optimiser (with learning rate 1E−3 and all other parameters at their
default values) to minimise the balanced binary cross-entropy loss, set the
batch size to 100, and train the net for 500 epochs, but we apply an early
stop after 20 consecutive training epochs showing no improvement in terms of
F1 for the minority class on the validation set. We explore the dimensionality
of the embedding space in the range {100, 300} (default: 100), the number
of output channels γ in {256, 512} (default: 512), whether to apply dropout
to the last layer (with a drop probability of 0.5) or not (default: “yes”), and
whether to apply weight decay (with a factor of 1E−4) or not (default: “no”).

7 https://pytorch.org/.
8 When the depth is set to “max” then nodes are expanded until all leaves belong to the

same class.

https://pytorch.org/
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Since we perform hyperparameter optimisation via grid search, the number of
validations (i.e., combinations of hyperparameters) that we perform amounts to
20 for SVMs, 20 for LR, 40 for RF, 21 for MNB, and 16 for CNN.

In the following, by the notation Mm
l we will indicate quantification method

M using learner l whose parameters have been optimised using measure m
(where MØ

l indicates that no optimisation at all has been carried out). We
will test, on all three datasets, all combinations in which M ranges on {CC,
ACC, PCC, PACC}, l ranges on {SVM, LR, RF, MNB, CNN}, and m ranges
on {A,F1,AE}, where A denotes vanilla accuracy, F1 is the well-known har-
monic mean of precision and recall, and AE is absolute error. We stick to the
tradition of computing F1 with respect to the minority class, which always turns
out to be � in all three datasets (this means that, e.g., the true positives of the
contingency table are the documents that the classifier assigns to � and that
indeed belong to �).

Note that PCC requires the classifier to return posterior probabilities. Since
SVMs does not produce posterior probabilities, for PCCSVM and PACCSVM we
calibrate the confidence scores that SVMs return by using Platt’s method [24].

4.3.2 Advanced Quantification Methods
As the advanced methods that we test against CC and its variants, we use a
number of more sophisticated systems that have been top-performers in the
recent quantification literature.

– We use the Saerens-Latinne-Decaestecker method [6,27] (SLD), which con-
sists of training a probabilistic classifier and then exploiting the EM algorithm
to iteratively shift the estimation of py(U) from the one that maximises the
likelihood on the training set to the one that maximises it on the test data.
As the underlying learner for SLD we use LR, since (as MNB) it returns
posterior probabilities (which SLD needs), since these probabilities tend to
be (differently from those returned by MNB) well-calibrated, and since LR is
well-known to perform much better than MNB.

– Weusemethods SVM(KLD), SVM(NKLD), SVM(Q), SVM(AE), SVM(RAE),
from the “structured output learning” camp. Each of them is the result of
instantiating the SVMperf structured output learner [18] to optimise a differ-
ent loss function. SVM(KLD) [10] minimises the Kullback-Leibler Divergence
(KLD); SVM(NKLD) [9] minimises a version of KLD normalised via the logistic
function; SVM(Q) [1] minimises the harmonic mean of a classification-oriented
loss (recall) and a quantification-oriented loss (RAE). We also add versions that
minimise AE and RAE, since these latter are now, as indicated in Sect. 4.1,
the evaluation measures for quantification considered most satisfactory, and
the two used in this paper for evaluating the quantification accuracy of our sys-
tems. We optimise the C parameter of SVMperf in the range C ∈ {10i}, with
i ∈ {−4,−3, . . . 4, 5}. In this case we do not optimise the J⊕ and J� “rebalanc-
ing” parameters since this option is not available in SVMperf .

– We use the HDy method of [15]. The method searches for the prevalence val-
ues that minimise the divergence (as measured via the Hellinger Distance)
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between two cumulative distributions of posterior probabilities returned by
the classifier, one for the unlabelled examples and the other for a valida-
tion set. The latter is a mixture of the distributions of posterior probabilities
returned for the ⊕ and � validation examples, respectively, where the param-
eters of the mixture are the sought class prevalence values. We use LR as the
classifier for the same reasons as discussed for SLD.

– We use the QuaNet system, a “meta-”quantification method based on deep
learning [7]. QuaNet takes as input a list of document embeddings, together
with and sorted by the classification scores returned by a classifier. A bidirec-
tional LSTM processes this list and produces a quantification embedding that
is then concatenated with a vector of predictions produced by an ensemble
of simpler quantification methods (we here employ CC, ACC, PCC, PACC,
and SLD). The resulting vector passes through a set of fully connected lay-
ers (followed by ReLU activations and dropout) that return the estimated
class prevalence values. We use CNN as the learner since, among the learners
we use in this paper, it is the only one that returns both posterior proba-
bilities and document embeddings (we use the last layer of the CNN as the
document embedding). We set the hidden size of the bidirectional LSTM to
128 + 128 = 256 and use two stacked layers. We also set the hidden sizes of
the fully connected layers to 1024 and 512, and the dropout probability to
0.5. We train the network for 500 epochs, but we apply early stopping with
a patience of 10 consecutive validations without improvements in terms of
mean square error (MSE). Each training epoch consists of 200 quantification
predictions, each of which for a batch of 500 randomly drawn documents at
a prevalence sampled from the uniform distribution. In our case, validation
epochs correspond to 21 quantification predictions for batches of 500 docu-
ments randomly sampled to have prevalence values 0.00, 0.05, . . . , 0.95, 1.00.
We use Adam as the optimiser, with default parameters, to minimise MSE.
In order to train QuaNet, we split (using a 40%/40%/20% stratified split)
the training set LTr in three sets LCTr

Tr , for training the classifier; LQTr
Tr , for

training QuaNet; and LQVa
Tr , for validating QuaNet. When optimising QuaNet

we do not explore any additional hyperparameter apart from those for the
CNN.

– We also report results for Maximum Likelihood Probability Estimation
(MLPE), the trivial baseline for quantification which makes the IID assump-
tion and thus simply assumes that p⊕(U) is identical to the training preva-
lence p⊕(L) irrespectively of the set U .

Note that ACC, PACC, HDy, and QuaNet need to estimate their own parameters
on a validation set, which means that their performance depends on exactly
which documents this set consists of. In order to mitigate the impact of this
random choice, for these methods we run each experiment 10 times, each time
with a different random choice. The results we report are the average scores
across these 10 runs.
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Table 2. Results showing how the quantification error of CC changes according to
the measure used in hyperparameter optimization; a negative percentage indicates a
reduction in error with respect to using the method with default parameters. The
background cell color indicates improvement (green) or deterioration (red), while its
tone intensity is proportional to the absolute magnitude.

IMDB Kindle HP
AE RAE AE RAE AE RAE

CCØ
SVM 0.065 6.029 0.305 15.928 0.471 24.058

CCA
SVM 0.059 (-9.6%) 5.408 (-10.3%) 0.245 (-19.8%) 13.220 (-17.0%) 0.401 (-14.9%) 20.645 (-14.2%)

CCF1
SVM 0.059 (-9.5%) 5.523 (-8.4%) 0.108 (-64.5%) 7.192 (-54.8%) 0.236 (-50.0%) 13.590 (-43.5%)

CCAE
SVM 0.065 (+0.3%) 6.091 (+1.0%) 0.100 (-67.1%) 7.555 (-52.6%) 0.119 (-74.8%) 10.593 (-56.0%)

CCØ
LR 0.059 5.477 0.470 23.990 0.500 25.508

CCA
LR 0.062 (+6.0%) 5.839 (+6.6%) 0.202 (-57.0%) 11.215 (-53.3%) 0.451 (-9.8%) 23.035 (-9.7%)

CCF1
LR 0.062 (+5.3%) 5.725 (+4.5%) 0.163 (-65.3%) 9.278 (-61.3%) 0.229 (-54.3%) 13.505 (-47.1%)

CCAE
LR 0.062 (+6.1%) 5.745 (+4.9%) 0.094 (-80.0%) 7.087 (-70.5%) 0.110 (-78.0%) 10.304 (-59.6%)

CCØ
RF 0.155 13.388 0.448 22.988 0.493 25.196

CCA
RF 0.080 (-48.1%) 7.446 (-44.4%) 0.463 (+3.5%) 23.744 (+3.3%) 0.500 (+1.3%) 25.482 (+1.1%)

CCF1
RF 0.079 (-49.1%) 7.396 (-44.8%) 0.451 (+0.7%) 23.142 (+0.7%) 0.499 (+1.2%) 25.469 (+1.1%)

CCAE
RF 0.079 (-48.8%) 7.487 (-44.1%) 0.464 (+3.6%) 23.721 (+3.2%) 0.500 (+1.3%) 25.487 (+1.2%)

CCØ
MNB 0.096 8.147 0.500 25.513 0.500 25.510

CCA
MNB 0.098 (+1.6%) 8.529 (+4.7%) 0.443 (-11.4%) 22.641 (-11.3%) 0.499 (-0.2%) 25.459 (-0.2%)

CCF1
MNB 0.097 (+0.8%) 8.311 (+2.0%) 0.444 (-11.3%) 22.731 (-10.9%) 0.499 (-0.2%) 25.470 (-0.2%)

CCAE
MNB 0.097 (+0.9%) 8.431 (+3.5%) 0.443 (-11.4%) 22.701 (-11.0%) 0.499 (-0.2%) 25.464 (-0.2%)

CCØ
CNN 0.072 6.683 0.087 8.138 0.255 17.042

CCA
CNN 0.073 (+2.0%) 6.620 (-1.0%) 0.107 (+23.8%) 8.680 (+6.7%) 0.159 (-37.5%) 14.255 (-16.4%)

CCF1
CNN 0.078 (+8.7%) 7.142 (+6.9%) 0.085 (-2.2%) 7.951 (-2.3%) 0.149 (-41.5%) 14.030 (-17.7%)

CCAE
CNN 0.074 (+3.2%) 6.613 (-1.0%) 0.109 (+26.2%) 8.591 (+5.6%) 0.343 (+34.3%) 19.008 (+11.5%)

4.4 Results

Tables 2, 3, 4, and 5 report the results obtained for CC, ACC, PCC, and PACC.
At a first glance, the results do not seem to give any clearcut indication on how
the CC variants should be optimised. However, a closer look reveals a number of
patterns. One of these is that SVM and LR (the two best-performing classifiers
overall) tend to benefit from optimised hyperparameters, and tend to do so
to a greater extent when the loss used in the optimisation is quantification-
oriented. Somehow surprisingly, not all methods improve after model selection
in every case. However, there tends to be such an improvement especially for
ACC and PACC. A likely reason for this is the possible existence of a complex
tradeoff between obtaining a more accurate classifier and obtaining more reliable
estimates for the TPR and FPR quantities.

Regarding the different datasets, it seems that there is no clear improvement
from performing model selection when the training set is balanced (see IMDB),
neither by using a classification-oriented measure nor by using a quantification-
oriented one. A possible reason is that any classifier (with or without hyperpa-
rameter optimisation) becomes a reasonable quantifier if it learns to pay equal
importance to positive and negative examples, i.e., if the errors it produces are
unbiased towards either ⊕ or �. In this respect, RF and MNB prove strongly
biased towards the majority class, and only when corrected via an adjustment
(ACC or PACC) they deliver results comparable to those obtained for other
learners.
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Table 3. Same as Table 2, but with ACC instead of CC.

IMDB Kindle HP
AE RAE AE RAE AE RAE

ACCØ
SVM 0.023 1.084 0.068 2.958 0.341 17.350

ACCA
SVM 0.019 (-17.6%) 0.889 (-18.0%) 0.070 (+4.1%) 3.093 (+4.6%) 0.181 (-47.0%) 9.245 (-46.7%)

ACCF1
SVM 0.022 (-5.2%) 1.153 (+6.3%) 0.052 (-22.9%) 2.309 (-21.9%) 0.110 (-67.8%) 7.019 (-59.5%)

ACCAE
SVM 0.020 (-11.4%) 0.933 (-13.9%) 0.069 (+1.6%) 3.193 (+7.9%) 0.108 (-68.4%) 7.225 (-58.4%)

ACCØ
LR 0.017 0.569 0.279 9.997 0.500 25.508

ACCA
LR 0.020 (+21.2%) 0.933 (+63.9%) 0.060 (-78.6%) 2.628 (-73.7%) 0.185 (-62.9%) 9.629 (-62.3%)

ACCF1
LR 0.019 (+15.9%) 0.896 (+57.4%) 0.057 (-79.5%) 2.507 (-74.9%) 0.098 (-80.5%) 6.534 (-74.4%)

ACCAE
LR 0.018 (+10.8%) 0.850 (+49.3%) 0.065 (-76.9%) 2.891 (-71.1%) 0.092 (-81.7%) 5.849 (-77.1%)

ACCØ
RF 0.034 1.254 0.136 4.199 0.439 23.528

ACCA
RF 0.021 (-38.7%) 0.643 (-48.8%) 0.180 (+31.7%) 6.603 (+57.3%) 0.482 (+9.7%) 24.654 (+4.8%)

ACCF1
RF 0.019 (-42.7%) 0.526 (-58.1%) 0.155 (+13.4%) 4.282 (+2.0%) 0.460 (+4.7%) 24.205 (+2.9%)

ACCAE
RF 0.019 (-43.0%) 0.554 (-55.8%) 0.197 (+44.2%) 6.057 (+44.3%) 0.499 (+13.5%) 25.436 (+8.1%)

ACCØ
MNB 0.049 2.316 0.473 23.280 0.500 25.508

ACCA
MNB 0.051 (+4.4%) 2.479 (+7.0%) 0.189 (-59.9%) 9.065 (-61.1%) 0.435 (-13.1%) 22.170 (-13.1%)

ACCF1
MNB 0.049 (+0.5%) 2.404 (+3.8%) 0.197 (-58.3%) 9.285 (-60.1%) 0.428 (-14.5%) 22.025 (-13.7%)

ACCAE
MNB 0.051 (+3.9%) 2.591 (+11.9%) 0.213 (-54.9%) 10.376 (-55.4%) 0.451 (-9.7%) 23.146 (-9.3%)

ACCØ
CNN 0.021 1.082 0.074 1.596 0.173 10.642

ACCA
CNN 0.019 (-8.2%) 0.811 (-25.0%) 0.064 (-12.7%) 1.515 (-5.1%) 0.223 (+28.6%) 9.939 (-6.6%)

ACCF1
CNN 0.023 (+10.1%) 1.067 (-1.4%) 0.061 (-17.4%) 1.424 (-10.8%) 0.182 (+5.3%) 10.344 (-2.8%)

ACCAE
CNN 0.023 (+9.1%) 1.072 (-0.9%) 0.068 (-7.8%) 1.399 (-12.4%) 0.174 (+0.7%) 10.810 (+1.6%)

Table 4. Same as Table 2, but with PCC instead of CC.

IMDB Kindle HP
AE RAE AE RAE AE RAE

PCCØ
SVM 0.101 9.460 0.255 14.514 0.375 20.158

PCCA
SVM 0.100 (-0.4%) 9.517 (+0.6%) 0.283 (+10.9%) 16.174 (+11.4%) 0.385 (+2.6%) 20.653 (+2.5%)

PCCF1
SVM 0.101 (+0.0%) 9.425 (-0.4%) 0.251 (-1.8%) 14.239 (-1.9%) 0.385 (+2.7%) 20.594 (+2.2%)

PCCAE
SVM 0.100 (-0.4%) 9.484 (+0.2%) 0.254 (-0.6%) 14.461 (-0.4%) 0.386 (+2.8%) 20.607 (+2.2%)

PCCØ
LR 0.122 11.564 0.356 20.405 0.464 24.608

PCCA
LR 0.091 (-25.5%) 8.563 (-26.0%) 0.279 (-21.5%) 15.031 (-26.3%) 0.352 (-24.2%) 18.605 (-24.4%)

PCCF1
LR 0.092 (-25.0%) 8.606 (-25.6%) 0.172 (-51.6%) 11.222 (-45.0%) 0.212 (-54.2%) 16.117 (-34.5%)

PCCAE
LR 0.079 (-35.3%) 7.348 (-36.5%) 0.154 (-56.6%) 13.066 (-36.0%) 0.211 (-54.6%) 19.597 (-20.4%)

PCCØ
RF 0.199 18.865 0.376 21.592 0.461 24.267

PCCA
RF 0.198 (-0.7%) 18.753 (-0.6%) 0.368 (-2.0%) 21.209 (-1.8%) 0.482 (+4.7%) 25.349 (+4.5%)

PCCF1
RF 0.195 (-2.1%) 18.459 (-2.2%) 0.372 (-0.9%) 21.319 (-1.3%) 0.466 (+1.1%) 24.563 (+1.2%)

PCCAE
RF 0.196 (-1.4%) 18.565 (-1.6%) 0.366 (-2.5%) 21.088 (-2.3%) 0.462 (+0.3%) 24.379 (+0.5%)

PCCØ
MNB 0.171 15.928 0.478 24.702 0.498 25.453

PCCA
MNB 0.168 (-1.7%) 15.663 (-1.7%) 0.381 (-20.3%) 20.396 (-17.4%) 0.497 (-0.2%) 25.397 (-0.2%)

PCCF1
MNB 0.167 (-2.2%) 15.617 (-2.0%) 0.380 (-20.4%) 20.369 (-17.5%) 0.473 (-5.0%) 24.487 (-3.8%)

PCCAE
MNB 0.160 (-6.4%) 14.907 (-6.4%) 0.380 (-20.4%) 20.396 (-17.4%) 0.473 (-5.0%) 24.479 (-3.8%)

PCCØ
CNN 0.110 9.994 0.111 10.448 0.257 18.368

PCCA
CNN 0.105 (-4.8%) 9.893 (-1.0%) 0.154 (+39.2%) 10.775 (+3.1%) 0.389 (+51.6%) 21.093 (+14.8%)

PCCF1
CNN 0.099 (-10.3%) 9.377 (-6.2%) 0.111 (+0.3%) 9.474 (-9.3%) 0.251 (-2.2%) 17.005 (-7.4%)

PCCAE
CNN 0.145 (+31.3%) 11.146 (+11.5%) 0.148 (+33.8%) 14.017 (+34.2%) 0.156 (-39.3%) 14.644 (-20.3%)

CNN works well on average almost in all cases, and seems to be the least
sensitive learner to model selection.
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Table 5. Same as Table 2, but with PACC instead of CC.

IMDB Kindle HP
AE RAE AE RAE AE RAE

PACCØ
SVM 0.021 1.166 0.059 2.464 0.137 8.368

PACCA
SVM 0.021 (-3.2%) 1.215 (+4.3%) 0.065 (+10.0%) 2.893 (+17.4%) 0.106 (-22.8%) 6.425 (-23.2%)

PACCF1
SVM 0.021 (-3.4%) 1.202 (+3.1%) 0.066 (+11.4%) 2.979 (+20.9%) 0.148 (+8.2%) 8.723 (+4.2%)

PACCAE
SVM 0.022 (+5.1%) 1.363 (+17.0%) 0.059 (-1.4%) 2.333 (-5.3%) 0.114 (-16.6%) 7.497 (-10.4%)

PACCØ
LR 0.017 0.846 0.064 2.456 0.119 9.639

PACCA
LR 0.021 (+22.0%) 1.087 (+28.4%) 0.053 (-16.7%) 2.177 (-11.4%) 0.147 (+23.1%) 8.316 (-13.7%)

PACCF1
LR 0.021 (+24.5%) 1.176 (+39.0%) 0.065 (+2.2%) 2.060 (-16.1%) 0.091 (-23.2%) 7.748 (-19.6%)

PACCAE
LR 0.021 (+26.5%) 1.237 (+46.3%) 0.068 (+5.5%) 2.253 (-8.3%) 0.104 (-12.3%) 8.812 (-8.6%)

PACCØ
RF 0.030 1.221 0.074 2.923 0.168 10.322

PACCA
RF 0.022 (-28.4%) 0.877 (-28.2%) 0.082 (+10.4%) 3.367 (+15.2%) 0.180 (+7.1%) 11.095 (+7.5%)

PACCF1
RF 0.021 (-29.8%) 0.952 (-22.0%) 0.079 (+6.9%) 3.331 (+13.9%) 0.160 (-5.1%) 10.350 (+0.3%)

PACCAE
RF 0.020 (-33.2%) 0.914 (-25.1%) 0.081 (+8.9%) 3.286 (+12.4%) 0.140 (-17.1%) 10.067 (-2.5%)

PACCØ
MNB 0.055 3.253 0.180 7.352 0.195 10.930

PACCA
MNB 0.058 (+4.8%) 3.412 (+4.9%) 0.130 (-27.7%) 6.058 (-17.6%) 0.335 (+71.6%) 17.883 (+63.6%)

PACCF1
MNB 0.060 (+8.1%) 3.487 (+7.2%) 0.122 (-32.2%) 5.570 (-24.2%) 0.363 (+86.0%) 18.138 (+65.9%)

PACCAE
MNB 0.063 (+14.9%) 3.815 (+17.3%) 0.144 (-19.6%) 6.626 (-9.9%) 0.248 (+27.2%) 13.999 (+28.1%)

PACCØ
CNN 0.022 1.205 0.064 1.414 0.181 9.808

PACCA
CNN 0.019 (-11.1%) 0.970 (-19.5%) 0.079 (+23.0%) 1.664 (+17.7%) 0.161 (-11.3%) 9.293 (-5.3%)

PACCF1
CNN 0.019 (-14.4%) 0.928 (-23.0%) 0.073 (+13.0%) 1.464 (+3.5%) 0.169 (-6.5%) 9.034 (-7.9%)

PACCAE
CNN 0.018 (-17.3%) 0.830 (-31.2%) 0.069 (+6.9%) 1.367 (-3.3%) 0.165 (-9.1%) 8.829 (-10.0%)

In order to better understand whether or not, on average and across dif-
ferent situations, CC and its variants benefit from performing model selection
using a quantification-oriented loss, we have submitted our results to a statisti-
cal significance test. Table 6 shows the outcome of a two-sided t-test on related
sets of scores, across datasets and learners, from which we can compare pairs of
model selection methods. The test reveals that optimising AE works better than

Table 6. Two-sided t-test results on related samples of error scores across datasets and
learners. For a pair of optimization measures X vs. Y, symbol � (resp. >) indicates
that method X performs better (i.e., yields lower error) than Y, and that the difference
in performance, as averaged across pairs of experiments on all datasets and learners, is
statistically significant at a confidence score of α = 0.001 (resp. α = 0.05). Symbols �
and < have a similar meaning but indicate that X performs worse (i.e., yields higher
error) than Y. Symbol ∼ instead indicates that the differences in performance between
X and Y are not statistically significantly different, i.e., that p-value ≥ 0.05.

CC ACC PCC PACC

AE RAE AE RAE AE RAE AE RAE

AE vs F1 � ∼ � � � � � �
AE vs A � � � > � � � �
AE vs Ø � � � � � � � ∼
F1 vs A � � � � � � ∼ ∼
F1 vs Ø � � � � � � � �
A vs Ø � � � � � � � �
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Table 7. Results showing how CC and its variants, once optimised using a
quantification-oriented measure, compare with more modern quantification methods.
Boldface indicates the best method. For columns AE and RAE, the best/worst results
are highlighted in bright green/red; the colour for the other scores is a linearly inter-
polation between these two extremes. For columns rAE and rRAE, green/red is used to
denote methods which have obtained higher/lower rank positions once the CC variants
have been optimised for AE, with respect to the case in which they have not been
optimised at all. All scores are different, in a statistically significant sense, from the
best one according to a paired sample, two-tailed t-test at a confidence level of 0.001.

IMDB Kindle HP IMDB Kindle HP
AE RAE AE RAE AE RAE rAE rRAE rAE rRAE rAE rRAE

C
C

an
d
it
s
va

ri
an

ts

CCAE
SVM 0.065 6.091 0.100 7.555 0.119 10.593 20 (20) 20 (20) 13 (21) 15 (21) 8 (22) 11 (20)

ACCAE
SVM 0.020 0.933 0.069 3.193 0.108 7.225 7 (8) 7 (6) 8 (6) 9 (9) 5 (16) 4 (15)

PCCAE
SVM 0.100 9.484 0.254 14.461 0.386 20.607 25 (23) 25 (23) 24 (19) 24 (20) 21 (17) 22 (18)

PACCAE
SVM 0.022 1.363 0.059 2.333 0.114 7.497 9 (6) 11 (7) 3 (3) 7 (7) 7 (5) 5 (3)

CCAE
LR 0.062 5.745 0.094 7.087 0.110 10.304 14 (14) 15 (14) 12 (26) 14 (26) 6 (29) 10 (28)

ACCAE
LR 0.018 0.850 0.065 2.891 0.092 5.849 4 (2) 5 (3) 4 (20) 8 (17) 3 (28) 3 (27)

PCCAE
LR 0.079 7.348 0.154 13.066 0.211 19.597 22 (25) 22 (25) 19 (22) 22 (22) 16 (21) 20 (22)

PACCAE
LR 0.021 1.237 0.068 2.253 0.104 8.812 8 (3) 10 (4) 5 (4) 6 (6) 4 (3) 6 (5)

CCAE
RF 0.079 7.487 0.464 23.721 0.500 25.487 23 (26) 23 (26) 29 (25) 28 (24) 29 (24) 29 (23)

ACCAE
RF 0.019 0.554 0.197 6.057 0.499 25.436 5 (11) 3 (11) 21 (14) 11 (10) 27 (19) 26 (19)

PCCAE
RF 0.196 18.565 0.366 21.088 0.462 24.379 28 (28) 28 (28) 25 (23) 26 (23) 24 (20) 24 (21)

PACCAE
RF 0.020 0.914 0.081 3.286 0.140 10.067 6 (10) 6 (10) 10 (9) 10 (8) 10 (6) 9 (7)

CCAE
MNB 0.097 8.431 0.443 22.701 0.499 25.464 24 (22) 24 (22) 28 (29) 27 (29) 28 (26) 28 (29)

ACCAE
MNB 0.051 2.591 0.213 10.376 0.451 23.146 12 (12) 12 (12) 23 (27) 20 (25) 23 (27) 23 (26)

PCCAE
MNB 0.160 14.907 0.380 20.396 0.473 24.479 27 (27) 27 (27) 26 (28) 25 (27) 25 (25) 25 (25)

PACCAE
MNB 0.063 3.815 0.144 6.626 0.248 13.999 16 (13) 13 (13) 16 (17) 12 (12) 19 (10) 17 (9)

CCAE
CNN 0.074 6.613 0.109 8.591 0.343 19.008 21 (21) 21 (21) 14 (11) 17 (14) 20 (14) 19 (14)

ACCAE
CNN 0.023 1.072 0.068 1.399 0.174 10.810 10 (5) 8 (5) 6 (8) 3 (3) 13 (7) 12 (8)

PCCAE
CNN 0.145 11.146 0.148 14.017 0.156 14.644 26 (24) 26 (24) 17 (12) 23 (18) 11 (15) 18 (16)

PACCAE
CNN 0.018 0.830 0.069 1.367 0.165 8.829 2 (7) 4 (9) 7 (5) 2 (2) 12 (8) 7 (6)

B
as
el
in
es

SLDAE
LR 0.014 0.216 0.048 1.606 0.042 0.195 1 (1) 1 (1) 1 (1) 4 (4) 1 (1) 1 (1)

SVM(KLD)AE 0.064 5.936 0.122 7.866 0.185 12.185 18 (18) 18 (18) 15 (13) 16 (13) 14 (9) 14 (11)
SVM(NKLD)AE 0.065 5.927 0.085 6.693 0.121 9.566 19 (19) 16 (16) 11 (10) 13 (11) 9 (4) 8 (4)
SVM(Q)AE 0.064 5.928 0.208 11.384 0.386 19.956 17 (17) 17 (17) 22 (18) 21 (19) 22 (18) 21 (17)
SVM(AE)AE 0.060 5.572 0.159 9.705 0.219 13.090 13 (15) 14 (15) 20 (16) 19 (16) 17 (12) 15 (12)
SVM(RAE)RAE 0.063 5.957 0.152 9.242 0.239 13.575 15 (16) 19 (19) 18 (15) 18 (15) 18 (13) 16 (13)
HDyAE

LR 0.018 0.420 0.055 1.027 0.058 2.970 3 (4) 2 (2) 2 (2) 1 (1) 2 (2) 2 (2)
QuaNetAE

CNN 0.027 1.175 0.070 2.119 0.210 11.433 11 (9) 9 (8) 9 (7) 5 (5) 15 (11) 13 (10)
MLPEØ

Ø 0.262 24.874 0.429 25.266 0.484 25.447 29 (29) 29 (29) 27 (24) 29 (28) 26 (23) 27 (24)

optimising A or than using default settings (Ø). The test does not clearly say
whether optimising AE or F1 is better, but it suggests that PACC (the strongest
CC variant) works better when optimised for AE than when optimised for F1.

Finally, Table 7 compares the CC variants against more recent state-of-the-
art quantification systems. Columns AE and RAE indicate the error of each
method for each dataset. Columns rAE and rRAE show the rank positions for
each pair (dataset, error) and, in parentheses, the rank position each method
would have obtained in case the CC variants had not been optimised.

Interestingly, although some advanced quantification methods (specifically:
SLD and HDy) stand as the top performers, many among the (supposedly more
sophisticated) quantification methods fail to improve over CC’s performance. At
a glance, most quantification methods tend to obtain lower ranks when compared
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with properly optimised CC variants. Remarkable examples of rank variation
include CC and ACC with SVM and LR: when evaluated on Kindle and HP,
they climb several positions (up to 25), often entering the group of the 10 top-
performing methods. In the most extreme case, ACCAE

LR moves from position 28
(out of 29) to position 3 once properly optimised for quantification.

5 Conclusions

One of the takeaway messages from the present work is that, when using
CC and/or its variants as baselines in their research on learning to quan-
tify, researchers should properly optimise these baselines (i.e., use a truly
quantification-oriented protocol, which includes the use of a quantification-
oriented loss, in hyperparameter optimisation), lest these baselines become
strawmen. The extensive empirical evaluation we have carried out shows that, in
general, the performance of CC and its variants improves when the underlying
learner has been optimised with a quantification-oriented loss (AE). The results
of our experiments are less clear about whether optimising AE or F1 (which,
despite being a classification-oriented loss, is one that rewards classifiers that
balance FPs and FNs) is better, although they indicate that optimising AE is
preferable for PACC, the strongest among the variants of CC.
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2. Barranquero, J., González, P., Dı́ez, J., del Coz, J.J.: On the study of nearest
neighbor algorithms for prevalence estimation in binary problems. Pattern Recog-
nit. 46(2), 472–482 (2013). https://doi.org/10.1016/j.patcog.2012.07.022

3. Bella, A., Ferri, C., Hernández-Orallo, J., Ramı́rez-Quintana, M.J.: Quantification
via probability estimators. In: Proceedings of the 11th IEEE International Confer-
ence on Data Mining (ICDM 2010), Sydney, AU, pp. 737–742 (2010). https://doi.
org/10.1109/icdm.2010.75

4. Borge-Holthoefer, J., Magdy, W., Darwish, K., Weber, I.: Content and network
dynamics behind Egyptian political polarization on Twitter. In: Proceedings of
the 18th ACM Conference on Computer Supported Cooperative Work and Social
Computing (CSCW 2015), Vancouver, CA, pp. 700–711 (2015)

5. Card, D., Smith, N.A.: The importance of calibration for estimating proportions
from annotations. In: Proceedings of the 2018 Conference of the North American
Chapter of the Association for Computational Linguistics (HLT-NAACL 2018),
New Orleans, US, pp. 1636–1646 (2018). https://doi.org/10.18653/v1/n18-1148

https://doi.org/10.1016/j.patcog.2014.07.032
https://doi.org/10.1016/j.patcog.2014.07.032
https://doi.org/10.1016/j.patcog.2012.07.022
https://doi.org/10.1109/icdm.2010.75
https://doi.org/10.1109/icdm.2010.75
https://doi.org/10.18653/v1/n18-1148


90 A. Moreo and F. Sebastiani

6. Esuli, A., Molinari, A., Sebastiani, F.: A critical reassessment of the Saerens-
Latinne-Decaestecker algorithm for posterior probability adjustment. ACM Trans.
Inf. Syst. 19(2), 1–34 (2020). Article 19, https://doi.org/10.1145/3433164

7. Esuli, A., Moreo, A., Sebastiani, F.: A recurrent neural network for sentiment quan-
tification. In: Proceedings of the 27th ACM International Conference on Informa-
tion and Knowledge Management (CIKM 2018), Torino, IT, pp. 1775–1778 (2018).
https://doi.org/10.1145/3269206.3269287

8. Esuli, A., Moreo, A., Sebastiani, F.: Cross-lingual sentiment quantification. IEEE
Intell. Syst. 35(3), 106–114 (2020). https://doi.org/10.1109/MIS.2020.2979203

9. Esuli, A., Sebastiani, F.: Explicit loss minimization in quantification applications
(preliminary draft). In: Proceedings of the 8th International Workshop on Infor-
mation Filtering and Retrieval (DART 2014), Pisa, IT, pp. 1–11 (2014)

10. Esuli, A., Sebastiani, F.: Optimizing text quantifiers for multivariate loss functions.
ACM Trans. Knowl. Discov. Data 9(4), 1–27 (2015). Article 27, https://doi.org/
10.1145/2700406

11. Forman, G.: Quantifying counts and costs via classification. Data Min. Knowl.
Discov. 17(2), 164–206 (2008). https://doi.org/10.1007/s10618-008-0097-y

12. Gao, W., Sebastiani, F.: From classification to quantification in tweet senti-
ment analysis. Soc. Netw. Anal. Min. 6(19), 1–22 (2016). https://doi.org/10.1007/
s13278-016-0327-z
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Abstract. With the exponential growth of online marketplaces and
user-generated content therein, aspect-based sentiment analysis has
become more important than ever. In this work, we critically review a
representative sample of the models published during the past six years
through the lens of a practitioner, with an eye towards deployment in
production. First, our rigorous empirical evaluation reveals poor repro-
ducibility: an average 4–5% drop in test accuracy across the sample.
Second, to further bolster our confidence in empirical evaluation, we
report experiments on two challenging data slices, and observe a consis-
tent 12–55% drop in accuracy. Third, we study the possibility of trans-
fer across domains and observe that as little as 10–25% of the domain-
specific training dataset, when used in conjunction with datasets from
other domains within the same locale, largely closes the gap between
complete cross-domain and complete in-domain predictive performance.
Lastly, we open-source two large-scale annotated review corpora from a
large e-commerce portal in India in order to aid the study of replicability
and transfer, with the hope that it will fuel further growth of the field.

Keywords: Aspect based sentiment analysis · Aspect polarity
detection · Reproducibility · Replicability · Transferability

1 Introduction

In recent times, online marketplaces of goods and services have witnessed an
exponential growth in terms of consumers and producers, and have prolifer-
ated in a wide spectrum of market segments, such as e-commerce, food delivery,
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healthcare, ride sharing, travel and hospitality, to name a few. The Indian e-
commerce market segment alone is projected to grow to 300–350M consumers
and $100–120B revenue by 20251. In the face of ever-expanding choices, pur-
chase decision-making is guided by the reviews and ratings: Watson et al. [29]
estimates that the average product rating is the most important factor in mak-
ing purchase decisions for 60% of consumers. Similarly, the academic research
on Aspect Based Sentiment Analysis (ABSA) has come a long way since its
humble beginning in the SemEval-20142. Over the past 6 years, the accuracy on
a benchmark dataset for aspect term polarity has grown by at least 11.4%. We
ask, is this progress enough to support the burgeoning online marketplaces?

We argue on the contrary. On one hand, industrial-strength systems need to
demonstrate several traits for smooth operation and delightful consumer expe-
rience. Breck et al. [1] articulates several essential traits and presents a rubric of
evaluation. Notable traits include: (a) “All hyperparameters have been tuned”;
(b) “A simpler model is not better”; (c) “Training is reproducible”; and (d)
“Model quality is sufficient on important data slices”. On the other hand, recent
academic research in several fields has faced criticisms from within the commu-
nity on similar grounds: Dhillon et al. [6] points out the inadequacy of benchmark
dataset and protocol for few-shot image classification; Dacrema et al. [4] crit-
icises the recent trend in recommendation systems research on the ground of
lack of reproducibility and violations of (a)–(c) above; Li et al. [14] criticises
the recent trend in information retrieval research on similar grounds. A careful
examination of the recent research we conduct in this work reveals that the field
of ABSA is not free from these follies.

To this end, it is instructive to turn our attention to classic software engi-
neering with the hope of borrowing from its proven safe development practises.
Notably, Kang et al. [10] advocates the use of model assertions – an abstrac-
tion to monitor and improve model performance during the development phase.
Along similar lines, Ribeiro et al. [20] presents a methodology of large-scale
comprehensive testing for NLP, and notes its effectiveness in identifying bugs in
several (commercial) NLP libraries, that would not have been discovered had we
been relying solely on test set accuracy. In this work, in addition to the current
practice of reporting test set accuracies, we report performance on two challeng-
ing data slices – e.g., hard set [31], and, contrast set [7] – to further bolster the
comprehensiveness of empirical evaluation.

For widespread adoption, data efficiency is an important consideration in
real-world deployment scenarios. As an example, a large e-commerce marketplace
in India operates in tens of thousands of categories, and a typical annotation cost
is 3¢ per review. In this work, we introduce and open-source two additional large-
scale datasets curated from product reviews in lifestyle and appliance categories
to aid replicability of research and study of transfer across domains and locales
(text with similar social/linguistic characteristics). In particular, we note that

1 How India Shops Online – Flipkart and Bain & Company.
2 SemEval-2014 Task 4.

https://www.bain.com/globalassets/noindex/2020/bain_report_how_india_shops_online.pdf
http://alt.qcri.org/semeval2014/task4/
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just a small fraction of the in-domain training dataset, mixed with existing in-
locale cross-domain training datasets, guarantees comparable test set accuracies.

In summary, we make the following notable contributions:

– Perform a thorough reproducibility study of models sampled from a public
leaderboard3 that reveals a consistent 4–5% drop in reported test set accu-
racies, which is often larger than the gap in performance between the winner
and the runner-up.

– Consistent with the practices developed in software engineering, we bolster
the empirical evaluation rigour by introducing two challenging data slices that
demonstrates an average 12–55% drop in test set accuracies.

– We study the models from the perspective of data efficiency and note that
as little as 10–25% of the domain-specific training dataset, when used in
conjunction with existing cross-domain datasets from within the same locale,
largely closes the gap in terms of test set accuracies between complete cross-
domain training and using 100% of the domain-specific training instances.
This observation has immense implications towards reduction of annotation
cost and widespread adoption of models.

– We curate two additional datasets from product reviews in lifestyle and appli-
ances categories sampled from a large e-commerce marketplace in India, and
make them publicly accessible to enable the study of replicability.

2 Desiderata and Evaluation Rubric

Reproducibility and replicability have been considered the gold-standard in aca-
demic research and has witnessed a recent resurgence in emphasis across scientific
disciplines: see for e.g., McArthur et al. [18] in the context of biological sciences
and Stevens et al. [23] in the context of psychology. We follow the nomenclature
established in [23] and define reproducibility as the ability to obtain same exper-
imental results when a different analyst uses an identical experimental setup.
On the other hand, replicability, is achieved when the same experimental setup
is used on a different dataset to similar effect. While necessary, these two traits
are far from sufficient for widespread deployment in production.

Breck et al. [1] lists a total of 28 traits spanning the entire development and
deployment life cycle. Since our goal is only to assess the production readiness
of a class of models. We decide to forego all 14 data-, feature- and monitoring-
related traits. We borrow 1 (“Training is reproducible”) and 2 (“All hyperpa-
rameters have been tuned” and “Model quality is sufficient on important data
slices”) traits from the infrastructure- and modeling-related rubrics, respectively.

Further, we note that the ability to transfer across domains/locales is a desir-
able trait, given the variety of market segments and the geographic span of online
marketplaces. In other words, this expresses data efficiency and has implications
towards lowering the annotation cost and associated deployment hurdles. Given
the desiderata, we articulate our production readiness rubric as follows:

3 Papers With Code: ABSA on SemEval 2014 Task 4 Sub Task 2.

https://paperswithcode.com/sota/aspect-based-sentiment-analysis-on-semeval
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– Reproducibility. A sound experimental protocol that minimises variability
across runs and avoids common pitfalls (e.g., hyperparameter-tuning on the
test dataset itself) should reproduce the reported test set accuracy within a
reasonable tolerance, not exceeding the reported performance gap between the
winner and the runner-up in a leaderboard. Section 6 articulates the proposed
experimental protocol and Sect. 7 summarises the ensuing observations.

– Replicability. The aforementioned experimental protocol, when applied to a
different dataset, should not dramatically alter the conclusions drawn from
the original experiment; specifically, it should not alter the relative positions
within the leaderboard. Section 4 details two new datasets we contribute in
order to aid the study of replicability, whereas Sect. 7 contains the ensuing
observations.

– Performance. Besides overall test-set accuracy, an algorithm should excel at
challenging data slices such as hard- [31] and contrast sets [7]. Section 7
summarises our findings when this checklist is adopted as a standard reporting
practice.

– Transferability. An algorithm must transfer gracefully across domains within
the same locale, i.e. textual data with similar social/linguistic characteristics.
We measure it by varying the percentage of in-domain training instances from
0% to 100% and locating the inflection point in test set accuracies. See Sect. 7
for additional details.

Note that apart from the “The model is debuggable” and “A simpler model
is not better” traits, the remaining traits as defined by Breck et al. [1] are inde-
pendent of the choice of the algorithm and is solely a property of the underlying
system that embodies it, which is beyond the scope of the present study. Unlike
[1], we refrain from developing a numerical scoring system.

3 Related Work

First popularised in the SemEval-2014 Task 4 [19], ABSA has enjoyed immense
attention from both academic and industrial research communities. Over the
past 6 years, according to the cited literature on a public leaderboard4, the
performance for the subtask of Aspect Term Polarity has increased from 70.48%
in Pontiki et al. [19], corresponding to the winning entry, to 82.29% in Yang et
al. [32] on the laptop review corpus. The restaurant review corpus has witnessed
a similar boost in performance: from 80.95% in [19] to 90.18% in [32].

Not surprisingly, the field has witnessed a phase change in terms of the
methodology: custom feature engineering and ensembles that frequented ear-
lier [19] gave way to neural networks of ever-increasing complexity. Apart from
this macro-trend, we notice several micro-trends in the literature: the year 2015
witnessed a proliferation of LSTM and its variants [24]; years 2016 and 2017
respectively witnessed the introduction [25] and proliferation [2,3,16,26] of mem-
ory networks and associated attention mechanisms; in 2018 research focused on

4 Papers With Code: ABSA on SemEval 2014 Task 4 Sub Task 2.

https://paperswithcode.com/sota/aspect-based-sentiment-analysis-on-semeval
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CNN [31], transfer learning [13] and transformers [12], while memory networks
and attention mechanisms remained in spotlight [9,11,15,27]; transformer and
BERT-based models prevailed in 2019 [30,33], while attention mechanisms con-
tinued to remain mainstream [22].

While these developments appear to have pushed the envelope of perfor-
mance, the field has been fraught with “winner’s curse” [21]. In addition to the
replicability and reproducibility crises [18,23], criticisms around inadequacy of
baseline and unjustified complexity [4,6,14] applies to this field as well. The prac-
tice of reporting performance in challenging data slices [31] has not been adopted
uniformly, despite its importance to production readiness assessment [1]. Sim-
ilarly, the study of transferability and replicability has only been sporadically
performed: e.g., Hu et al. [8] uses a dataset curated from Twitter along with the
ones introduced in Pontiki et al. [19] for studying cross-domain transferability.

4 Dataset

For the Reproducibility rubric, we consider the datasets released as part of the
SemEval 2014 Task 4 - Aspect Based Sentiment Analysis5 for our experiments,
specifically the Subtask 2 - Aspect term Polarity. The datasets come from two
domains – Laptop and Restaurant. We use their versions made available in this
Github6 repository which forms the basis of our experimental setup.

The guidelines used for annotating the datasets were released as part of the
challenge. For the Replicability rubric, we tagged two new datasets from the
e-commerce domain viz., Men’s T-shirt and Television, using similar guidelines.

The statistics for these four datasets are presented in Table 1. As we can
observe, the sizes of the Men’s T-shirt and Television datasets are comparable
to the laptop and restaurant datasets, respectively.

Table 1. Statistics of the datasets showing the no. of sentences with corresponding
sentiment polarities of constituent aspect terms.

Dataset Train Test

Positive Negative Neutral Total Positive Negative Neutral Total

Laptop 994 870 464 2328 341 128 169 638

Restaurant 2164 807 637 3608 728 196 196 1120

Men’s T-shirt 1122 699 50 1871 270 186 16 472

Television 2540 919 287 3746 618 257 67 942

For the Performance rubric, we evaluate and compare the models on two
challenging subsets viz., hard as defined by Xue et al. [31] and contrast as defined
by Gardner et al. [7]. We describe below the process to obtain these datasets:
5 SemEval 2014: Task 4 http://alt.qcri.org/semeval2014/task4/.
6 https://github.com/songyouwei/ABSA-PyTorch.

http://alt.qcri.org/semeval2014/task4/
https://github.com/songyouwei/ABSA-PyTorch


Reproducibility, Replicability and Beyond 97

Table 2. Statistics of the Hard test sets

Dataset Positive Negative Neutral Total (% of Test Set)

Laptop 31 24 46 101 (15.8%)

Restaurants 81 60 83 224 (20.0%)

Men’s T-shirt 23 24 1 48 (10.2%)

Television 43 40 19 102 (10.8%)

– Hard data slice: Hard examples have been defined in Xue et al. [31] as the
subset of review sentences containing multiple aspects with different corre-
sponding sentiment polarities. The number of such hard examples from each
of the datasets are listed in Table 2.

– Contrast data slice: In order to create additional test examples, Gardner et
al. [7] adds perturbations to the test set, by modifying only a couple of words
to flip the sentiment corresponding to the aspect under consideration. For e.g.,
consider the review sentence: “I was happy with their service and food”. If
we change the word “happy” with “dissatisfied”, the sentiment corresponding
to the aspect “food” changes from positive to negative. We take a random
sample of 30 examples from each of the datasets and add similar perturbations
as above to create 30 additional examples. These 60 examples for each of the
four datasets thus serve as our contrast test sets.

5 Models Compared

As part of our evaluation, we focus on two families of models which cover the
major trends in the ABSA research community: (i) memory network based, and
(ii) BERT based. Among the initial set of models for the SemEval 14 challenge,
memory network based models had much fewer parameters compared to LSTM
based approaches and performed comparatively better. With the introduction
of BERT [5], work in NLP has focused on leveraging BERT based architectures
for a wide spectrum of tasks. In the ABSA literature, the leaderboard7 has
been dominated by BERT based models, which have orders of magnitude more
parameters than memory network based models. However, due to pre-training
on large corpora, BERT models are still very data efficient in terms of number
of labelled examples required. We chose three representative models from each
family for our experiments and briefly describe them below:

– ATAE-LSTM [28] represents aspects using target embeddings and models
the context words using an LSTM. The context word representations and
target embeddings are concatenated and combined using an attention layer.

7 https://paperswithcode.com/sota/aspect-based-sentiment-analysis-on-semeval.

https://paperswithcode.com/sota/aspect-based-sentiment-analysis-on-semeval
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– Recurrent Attention on Memory (RAM) [2] represents the input review
sentence using a memory network, and the memory cells are weighted using
the distance from the target word. The aspect representation is then used to
compute attention scores on the input memory, and the attention weighted
memory is refined iteratively using a GRU (recurrent) network.

– Interactive Attention Networks (IAN) [17] uses separate components
for computing representations for both the target (aspect) and the context
words. The representations are pooled and then used to compute an attention
score on each other. Finally the individual attention weighted representations
are concatenated to obtain the final representation for the 3-way classification
task, with positive, negative, and neutral being the three classes.

– BERT-SPC [5] is a baseline BERT model that uses “[CLS] + context +
[SEP] + target + [SEP]” as input for the sentence pair classification task,
where ‘[CLS]’ and ‘[SEP]’ represent the tokens corresponding to classification
and separator symbols respectively, as defined in Devlin et al. [5].

– BERT-AEN [22] uses an attentional encoder network to model the semantic
interaction between the context and the target words. Its loss function uses
a label smoothing regularization to avoid overfitting.

– The Local Context Focus (LCF-BERT) [33] is based on Multi-head
Self-Attention (MHSA). It uses Context features Dynamic Mask (CDM) and
Context features Dynamic Weighted (CDW) layers to focus more on the local
context words. A BERT-shared layer is adopted to LCF design to capture
internal long-term dependencies of local and global context.

6 Experimental Setup

We present an extensive evaluation of the aforementioned models across the four
datasets: Laptops, Restaurants, Men’s T-shirt and Television, as per the produc-
tion readiness rubrics defined in Sect. 2. While trying to reproduce the reported
results for the models, we faced two major issues; (i) the official implementations
were not readily available, and (ii) the exact hyperparameter configurations were
not always specified in the corresponding paper(s). In order to address the first,
our experimental setup is based on a community designed implementation of
recent papers available on GitHub8. Our choice for this public repository is
guided by its thoroughness and ease of experimentation. As an additional social
validation, the repository had 1.1k stars and 351 forks on GitHub at the time of
writing. For addressing the second concern, we consider the following options;
(a) use commonly accepted default parameters (for e.g., using a learning rate of
1e−4 for Adam optimizer). (b) use the public implementations to guide the choice
of hyperparameters. The exact hyperparameter settings used in our experiments
are documented and made available with our supporting code repository9 for
further reproducibility and replicability of results.

8 https://github.com/songyouwei/ABSA-PyTorch.
9 https://github.com/rajdeep345/ABSA-Reproducibility.

https://github.com/songyouwei/ABSA-PyTorch
https://github.com/rajdeep345/ABSA-Reproducibility
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From the corresponding experimental protocols described in the original
paper(s), we were not sure if the final numbers reported were based on the
training epoch that gave the best performance on the test set, or whether the
hyperparameters were tuned on a separate held-out set. Therefore, we use the
following two configurations; (i) the test set is itself used as the held out set, and
the model used for reporting the results is chosen corresponding to the training
epoch with best performance on the test set; and (ii) 15% of the training data
is set aside as a held out set for tuning the hyperparameters and the optimal
training epoch is decided corresponding to the best performance on the held out
set. Finally the model is re-trained, this time with all the training data (includ-
ing 15% held out set), for the optimal no of epochs before evaluating the test
set. For both the cases, we report mean scores over 5 runs of our experiments.

7 Results and Discussion: Production Readiness Rubrics

7.1 Reproducibility and Replicability

Tables 3(a) and 3(b) show our reproducibility study for the Laptop and Restau-
rant datasets, respectively. For both the datasets, we notice a consistent 1–2%
drop in accuracy and macro-f1 scores when we try to reproduce the reported
numbers in the corresponding papers. Only exceptions were LCF-BERT for Lap-
top and BERT-SPC for Restaurant dataset, where we got higher numbers than
the reported ones. For ATAE-LSTM, the drop observed was much larger than
other models. We notice an additional 1–2% drop in accuracy when we use 15%
of the training set as a held-out set to pick the best model. These numbers indi-
cate that the actual performance of the models is likely to be slightly worse than
what is quoted in the papers, and the drop sometimes is larger than the difference
between the performance of two consecutive methods on the leaderboard.

To study the replicability, Tables 3(c) and 3(d) summarise the performance of
the individual models on the Men’s T-shirt and Television datasets, respectively.
We introduce these datasets for the first time and report the performance of all 6
models under the two defined configurations: test set as held out set, and 15% of
train set used as held out set. We notice a similar drop in performance when we
follow the correct experimental procedure (hyperparameter tuning on 15% train
data as held-out set). Therefore, following a consistent and rigorous experimental
protocol helps us to get a better sense of the true model performance.

7.2 Performance on the Hard and Contrast Data Slices

As per the performance rubric, we investigate the performance of all 6 models
on both hard and contrast test sets, using the correct experimental setting (15%
train data as held out set). The results are shown in brackets (in same order) in
the last two columns of Tables 3(a), 3(b), 3(c), and 3(d) for the four datasets,
respectively. We observe a large drop in performance on both these challenging
data slices across models. LCF-BERT consistently performs very well on these
test sets. Among memory network based models, RAM performs the best.
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Table 3. Performance of the models on the four datasets. The first two dataset cor-
respond to the reproducibility study, while the next two datasets correspond to the
replicability study. Towards performance study, results on the hard and contrast data
slices are respectively enclosed in brackets in the last two columns. All the reproduced
and replicated results are averaged across 5 runs.

7.3 Transferability Rubric: Cross Domain Experiments

In a production readiness setting, it is very likely that we will not have enough
labelled data across individual categories and hence it is important to under-
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stand how well the models are able to transfer across domains. To understand the
transferability of models across datasets, we first experiment with cross domain
combinations. For each experiment, we fix the test set (for e.g., Laptop) and
train three separate models, each with one of the other three datasets as train-
ing sets (Restaurant, Men’s T-shirt, and Television in this case). Consistent
with our experimental settings, for each such combination, we use 15% of the
cross-domain data as held-out set for hyperparameter tuning, re-train the cor-
responding models with all the cross-domain data and obtain the scores for the
in-domain set (here Laptop) averaged across 5 different runs of the experiment.

Table 4. Transferability: Average drop between in-domain and cross-domain accuracies
for each dataset pair for (a) BERT based and (b) Memory network based models. Rows
correspond to the train set. Columns correspond to the test set.

Table 4 summarises the results averaged across the BERT-based models and
Memory network based models, respectively on the four datasets. The rows and
columns correspond to the train and test sets, respectively. The diagonals corre-
spond to the in-domain experiments (denoted by 0) and each off-diagonal entry
denotes the average drop in model performance for the cross-domain setting
compared to the in-domain combination.

From Table 4 we observe that on an average the models are able to generalize
well across the following combinations, which correspond to a lower drop in the
cross domain experiments: (i) Laptops and Restaurants, and (ii) Men’s T-shirt
and Television. For instance, when testing on the Restaurant dataset, BERT
based and memory network based models respectively show an average of ∼4
and ∼7 point absolute drops in % accuracies, when trained using the Laptop
dataset. The drops are higher for the other two training sets. Interestingly, the
generalization is more pronounced across locales rather than domains, contrary
to what one would have expected. For e.g., we notice better transfer from Men’s
T-shirt → Television (similarity in locale) than in the expected Laptop → Tele-
vision (similarity in domain). Given that our task is that of detecting sentiment
polarities of aspect terms, this observation might be attributed to the similarity
in social/linguistic characteristics of reviews from the same locale.

Further, in the spirit of transferability, we consider the closely related locales
as identified above – {Laptop, Restaurant} and {Men’s T-shirt, Television},
and conduct experiments to understand the incremental benefits of adding in-
domain data on top of cross domain data, i.e., what fraction of the in-domain
training instances can help to cover the gap between purely in-domain and purely
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Table 5. Transferability: Results on including incremental in-domain training data.
The rows correspond to cross-domain performance (0), adding 10%, 25% and 50%
in-domain dataset to the cross-domain. To improve illustration, we repeat in-domain
results. Inflection points for each dataset are boldfaced.

cross-domain performance largely. For each test dataset, we take examples from
the corresponding cross-domain dataset in the same locale as training set and
incrementally add in-domain (10%, 25% and 50%) examples to evaluate the
performance of the models. Table 5 summarises the results from these experi-
ments for the BERT based models (a) and memory network based models (b).
For instance, on the Restaurant dataset, the average cross-domain performance
(i.e., trained on Laptop) across the three BERT-based models is 78.3 (first row),
while the purely in-domain performance is 82.8 (last row). We observe that
among all increments, adding 10% of the in-domain dataset (second row) gives
the maximum improvement, and is accordingly defined as the inflection point,
which is marked in bold. In Table 5(a), we report the accuracy scores (averaged
over 5 runs) for the individual BERT based models (BERT-AEN, BERT-SPC,
LCF-BERT) in brackets, in addition to the average numbers. As we can see, the
variability in the numbers across models is low. For the memory network based
models, on the other hand, the variability is not so low, and the corresponding
scores have been shown in Table 5(b) in the order (ATAE-LSTM, IAN, RAM).

Interestingly, we notice that in most of the cases, the inflection point is
obtained upon adding just 10% in-domain examples and the model performance
reaches within 0.5–2% of purely in-domain performance, as shown in Table 6.
While in a few cases, it happens by adding 25–50% in-domain samples. This is
especially useful from the production readiness perspective since considerably
good performance can be achieved by using limited in-domain labelled data on
top of cross-domain annotated data from the same locale.
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Table 6. Performance scorecard in accordance with the rubric: reproducibility – %
drop in test set accuracy across Laptop and Restaurant, resp.; replicability – rank in
leaderboard for Men’s T-shirt and Television, resp. (rank obtained from avg. test set
accuracy on Laptop and Restaurant); performance – % drop in test set accuracy (aver-
aged across all four datasets) with hard and contrast-set data slices, resp.; transferabil-
ity – % drop in test set accuracy in cross-domain setting, and upon adding in-domain
training instances as per the inflection point, resp. (averaged over the four datasets)

Model Reproducibility Replicability Performance Transferability

ATAE-LSTM (14.67, 5.06) 6, 6 (6) (33.07, 55.31) (4.60, 1.44)

RAM (4.73, 4.82) 3, 4 (4) (17.88, 36.12) (8.06, 2.06)

IAN (3.74, 2.64) 5, 5 (5) (28.64, 48.93) (9.22, 3.55)

BERT-SPC (2.22, 0.27) 1, 2 (2) (13.53, 30.58) (3.83, 1.33)

BERT-AEN (5.28, 3.67) 4, 3 (3) (39.44, 41.88) (2.61, 0.83)

LCF-BERT (0.05, 3.37) 2, 1 (1) (11.75, 27.55) (3.14, 0.64)

7.4 Summary Comparison of the Different Models Under
the Production Readiness Rubrics

We now make an overall comparison across different models considered in this
study under our production readiness rubrics. Table 6 shows the various numbers
across these rubrics. Under reproducibility, we observe a consistent drop in per-
formance even for the BERT-based models, atleast for one of the two datasets,
viz. Laptop and Restaurant. For Memory network based models, while there is
a considerable drop across both the datasets, the drop for the Laptop dataset
is quite noteworthy. Under replicability, we observe that the relative rankings
of the considered models remain quite stable for the two new datasets, which
is a good sign. Under performance, we note a large drop in test set accuracies
for all the models across the two challenging data slices, with a minimum drop
of 11–27% for LCF-BERT. Surprisingly, BERT-AEN suffered a huge drop in
performance for both hard as well as contrast data slices. This is a serious con-
cern and further investigation is needed to identify the issues responsible for this
significant drop. Under transferability, while there is consistent drop in cross-
domain scenario, the drop with the inflection point, corresponding to a meager
addition of 10–25% of in-domain data samples, is much smaller.

7.5 Limitations of the Present Study

While representative of the modern trend in architecture research, memory
network- and BERT-based models do not cover the entire spectrum of the ABSA
literature. Important practical considerations, such as debuggability, simplicity
and computational efficiency, have not been incorporated into the rubric. Lastly,
a numeric scoring system based on the rubric would have made its interpretation
objective. We leave them for a future work.
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8 Conclusion

Despite the limitations, the present study takes an important stride towards
closing the gap between empirical academic research and its widespread adoption
and deployment in production. In addition to further strengthening the rubric
and judging a broader cross-section of published ABSA models in its light, we
envision to replicate such study in other important NLP tasks. We hope the two
contributed datasets, along with the open-source evaluation framework, shall
fuel further rigorous empirical research in ABSA. We make all the codes and
datasets publicly available10.
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Abstract. In this paper, we explore the reproducibility of MetaMF, a
meta matrix factorization framework introduced by Lin et al. MetaMF
employs meta learning for federated rating prediction to preserve users’
privacy. We reproduce the experiments of Lin et al. on five datasets,
i.e., Douban, Hetrec-MovieLens, MovieLens 1M, Ciao, and Jester. Also,
we study the impact of meta learning on the accuracy of MetaMF’s
recommendations. Furthermore, in our work, we acknowledge that users
may have different tolerances for revealing information about themselves.
Hence, in a second strand of experiments, we investigate the robustness
of MetaMF against strict privacy constraints. Our study illustrates that
we can reproduce most of Lin et al.’s results. Plus, we provide strong
evidence that meta learning is essential for MetaMF’s robustness against
strict privacy constraints.

Keywords: Recommender systems · Privacy · Meta learning ·
Federated learning · Reproducibility · Matrix factorization

1 Introduction

State-of-the-art recommender systems learn a user model from user and item
data and the user’s interactions with items to generate personalized recommen-
dations. In that process, however, users’ personal information may be exposed,
resulting in severe privacy threats. As a remedy, recent research makes use of
techniques like federated learning [2,4,6] or meta learning [7,20] to ensure pri-
vacy in recommender systems. In the federated learning paradigm, no data ever
leaves a user’s device, and as such, the leakage of their data by other parties is
prohibited. With meta learning, a model gains the ability to form its hypothesis
based on a minimal amount of data.

Similar to recent work [5,15], MetaMF by Lin et al. [16] combines federated
learning with meta learning to provide personalization and privacy. Besides,
MetaMF exploits collaborative information among users and distributes a private
rating prediction model to each user. Due to MetaMF’s recency and its clear
focus on increasing privacy for users via a novel framework, we are interested
c© Springer Nature Switzerland AG 2021
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in the reproducibility of Lin et al.’s research. Additionally, we aim to contribute
our own branch of research regarding privacy, i.e., MetaMF’s robustness against
strict privacy constraints. This is motivated by a statement of Lin et al. about one
critical limitation of MetaMF, i.e., its sensitivity to data scarcity that could arise
when users employ strict privacy constraints by withholding a certain amount of
their data. In this regard, every user has a certain privacy budget, i.e., a budget
of private data she is willing to share. Thus, in our paper at hand, the privacy
budget is considered a measure of how much data disclosure a user tolerates
and is defined as the fraction of rating data she is willing to share with others.
Thereby, employing small privacy budgets and thus, withholding data, serves as
a realization of strict privacy constraints.

Our work addresses MetaMF’s limitation against data scarcity and is struc-
tured in two parts. First, we conduct a study with the aim to reproduce the
results given in the original work by Lin et al. Concretely, we investigate two lead-
ing research questions, i.e., RQ1a: How does MetaMF perform on a broad body
of datasets? and RQ1b: What evidence does MetaMF provide for personaliza-
tion and collaboration? Second, we present a privacy-focused study, in which we
evaluate the impact of MetaMF’s meta learning component and test MetaMF’s
performance on users with different amounts of rating data. Here, we investigate
two more research questions, i.e., RQ2a: What is the role of meta learning in the
robustness of MetaMF against decreasing privacy budgets? and RQ2b: How do
limited privacy budgets affect users with different amounts of rating data? We
address RQ1a and RQ1b in Sect. 3 by testing MetaMF’s predictive capabilities
on five different datasets, i.e., Douban, Hetrec-MovieLens, MovieLens 1M, Ciao,
and Jester. Here, we find that most results provided by Lin et al. can be repro-
duced. In Sect. 4, we elaborate on RQ2a and RQ2b by examining MetaMF in
the setting of decreasing privacy budgets. Here, we provide strong evidence of
the important role of meta learning in MetaMF’s robustness. Besides, we find
that users with large amounts of rating data are substantially disadvantaged by
decreasing privacy budgets compared to users with few rating data.

2 Methodology

In this section, we illustrate our methodology of addressing RQ1a and RQ1b,
i.e., the reproducibility of Lin et al. [16], and RQ2a and RQ2b, i.e., MetaMF’s
robustness against decreasing privacy budgets.

2.1 Approach

MetaMF. Lin et al. recently introduced a novel matrix factorization framework
in a federated environment leveraging meta learning. Their framework comprises
three steps. First, collaborative information among users is collected and sub-
sequently, utilized to construct a user’s collaborative vector. This collaborative
vector serves as basis of the second step. Here, in detail, the parameters of
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a private rating prediction model are learned via meta learning. Plus, in par-
allel, personalized item embeddings, representing a user’s personal “opinion”
about the items, are computed. Finally, in the third step, the rating of an item
is predicted utilizing the previously learned rating prediction model and item
embeddings. We resort to MetaMF to address RQ1a, RQ1b, and RQ2b, i.e., the
reproducibility of results presented by Lin et al. and the influence of decreasing
privacy budgets on users with different amounts of rating data.

NoMetaMF. In our privacy-focused study, RQ2a addresses the role of meta
learning in MetaMF’s robustness against decreasing privacy budgets. Thus, we
conduct experiments with and without MetaMF’s meta learning component. For
the latter kind of experiments, we introduce NoMetaMF, a variant of MetaMF
with no meta learning. In MetaMF, a private rating prediction model is gen-
erated for each user by leveraging meta learning. The authors utilize a hyper-
network [11], i.e., a neural network, coined meta network, that generates the
parameters of another neural network. Based on the user’s collaborative vector
cu, the meta network generates the parameters of the rating prediction model,
i.e., weights Wu

l and biases bu
l for layer l and user u. This is given by

h = ReLU(W∗
hcu + b∗

h) (1)
Wu

l = U∗
Wu

l
h + b∗

Wu
l

(2)

bu
l = U∗

bul
h + b∗

bul
(3)

where h is the hidden state with the widely-used ReLU(x) = max(0, x) [8,12]
activation function, W∗

h, U∗
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, U∗
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are the weights and b∗
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are the

biases of the meta network. NoMetaMF excludes meta learning by disabling
backpropagation through the meta network in Eqs. 1–3. Thus, meta parameters
W∗

h, U∗
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, U∗

bul
, b∗

h, b∗
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l
, b∗

bul
will not be learned in NoMetaMF. While back-

propagation is disabled in the meta network, parameters Wu
l and bu

l are learned
over those non-meta parameters in NoMetaMF to obtain the collaborative vec-
tor. Hence, the parameters of the rating prediction models are still learned for
each user individually, but without meta learning.

Lin et al. also introduce a variant of MetaMF, called MetaMF-SM, which
should not be confused with NoMetaMF. In contrast to MetaMF, MetaMF-SM
does not generate a private rating prediction model for each user individually, but
instead utilizes a shared rating prediction model for all users. Our NoMetaMF
model generates an individual rating prediction model for each user but operates
without meta learning. Furthermore, we note that in our implementation of
NoMetaMF, the item embeddings are generated in the same way as in MetaMF.
With NoMetaMF, we aim to investigate the impact of meta learning on the
robustness of MetaMF against decreasing privacy budgets, i.e., RQ2a.

2.2 Datasets

In line with Lin et al., we conduct experiments on four datasets: Douban [14],
Hetrec-MovieLens [3], MovieLens 1M [13], and Ciao [10]. We observe that none
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of these datasets comprises a high average number of ratings per item, i.e., 22.6
(Douban), 85.6 (Hetrec-MovieLens), 269.8 (MovieLens 1M), and 2.7 (Ciao). To
increase the diversity of our datasets, we include a fifth dataset to our study, i.e.,
Jester [9] with an average number of ratings per item of 41,363.6. Furthermore,
Lin et al. claimed that several observations about Ciao may be explained by its
low average number of ratings per user, i.e., 38.3. Since Jester exhibits a similarly
low average number of ratings per user, i.e., 56.3, we utilize Jester to verify Lin et
al.’s claims. To fit the rating scale of the other datasets, we scale Jester’s ratings
to a range of [1, 5]. Descriptive statistics of our five datasets are outlined in
detail in the following lines. Douban comprises 2,509 users with 893,575 ratings
for 39,576 items. Hetrec-MovieLens includes 10,109 items and 855,598 ratings of
2,113 users. The popular MovieLens 1M dataset includes 6,040 users, 3,706 items
and 1,000,209 ratings. Ciao represents 105,096 items, with 282,619 ratings from
7,373 users. Finally, our additional Jester dataset comprises 4,136,360 ratings
for 100 items from 73,421 users.

We follow the evaluation protocol of Lin et al. and thus, perform no cross-
validation. Therefore, each dataset is randomly separated into 80% training set
Rtrain, 10% validation set Rval and 10% test set Rtest. However, we highlight
that in the case of Douban, Hetrec-MovieLens, MovieLens 1M, and Ciao, we
utilize the training, validation and test set provided by Lin et al.

Identification of User Groups. In RQ2b, we study how decreasing privacy
budgets influence the recommendation accuracy of user groups with different
user behavior. That is motivated by recent research [1,19], which illustrates dif-
ferences in recommendation quality for user groups with different characteristics.
As an example, [19] measures a user group’s mainstreaminess, i.e., how the user
groups’ most listened artists match the most listened artists of the entire pop-
ulation. The authors split the population into three groups of users with low,
medium, and high mainstreaminess, respectively. Their results suggest that low
mainstream users receive far worse recommendations than mainstream users.

In a similar vein, we also split users into three user groups: Low, Med, and
High, referring to users with a low, medium, and a high number of ratings,
respectively. To precisely study the effects of decreasing privacy budgets on each
user group, we generate them such that the variance of the number of ratings
is low, but yet, include a sufficiently large number of users. For this matter,
each of our three user groups includes 5% of all users. In detail, we utilize the
5% of users with the least ratings (i.e., Low), the 5% of users with the most
ratings (i.e., High) and the 5% of users, whose number of ratings are the closest
to the median (i.e., Med). Thus, each user group consists of 125 (Douban), 106
(Hetrec-MovieLens), 302 (MovieLens 1M), 369 (Ciao), and 3,671 (Jester) users.

2.3 Recommendation Evaluation

In concordance to the methodology of Lin et al., we minimize the mean squared
error (MSE) between the predicted r̂ ∈ R̂ and the real ratings r ∈ R as the



Robustness of MetaMF Against Strict Privacy Constraints 111

objective function for training the model. Additionally, we report the MSE and
the mean absolute error (MAE) on the test set Rtest to estimate our models’
predictive capabilities. Since we dedicate parts of this work to shed light on
MetaMF’s and NoMetaMF’s performance in settings with different degrees of
privacy, we illustrate how we simulate decreasing privacy budgets and how we
evaluate a model’s robustness against these privacy constraints.

Simulating Different Privacy Budgets. To simulate the reluctance of users
to share their data, we propose a simple sampling procedure in Algorithm 1.
Let β be the privacy budget, i.e., the fraction of data to be shared. First, a user
u randomly selects a fraction of β of her ratings without replacement. Second,
the random selection of ratings Rβ

u is then shared by adding it to the set Rβ .
That ensures that (i) each user has the same privacy budget β and (ii) each user
shares at least one rating to receive recommendations. The set of shared ratings
Rβ without held back ratings then serves as a training set for our models.

Algorithm 1: Sampling procedure for simulating privacy budget β.
Input: Ratings R, Users U and privacy budget β.
Result: Shared ratings Rβ , with a fraction of β of each user’s ratings.
Rβ = {}
for u ∈ U do

Rβ
u = {R′

u ⊆ Ru : |R′
u|/|Ru| = β}

Rβ = Rβ ∪ Rβ
u

end

Measuring Robustness. Our privacy-focused study is concerned with dis-
cussing MetaMF’s robustness against decreasing privacy budgets. We quantify a
model’s robustness by how the model’s predictive capabilities change by decreas-
ing privacy budgets. In detail, we introduce a novel accuracy measurement called
ΔMAE@β, which is a simple variant of the mean absolute error.

Definition 1 (ΔMAE@β). The relative mean absolute error ΔMAE@β mea-
sures the predictive capabilities of a model M under a privacy budget β relative
to the predictive capabilities of M without any privacy constraints.

MAE@β =
1

|Rtest|
∑

ru,i∈Rtest

|(ru,i − M(Rβ
train, θ)u,i)| (4)

ΔMAE@β =
MAE@β

MAE@1.0
(5)

where M(Rβ
train, θ)u,i is the estimated rating for user u on item i for M with

parameters θ being trained on the dataset Rβ
train and | · | is the absolute function.

Please note that the same Rtest is utilized for different values of β.
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Table 1. MetaMF’s error measurements (reproduced/original) for our five datasets
alongside the MAE (mean absolute error) and the MSE (mean squared error) reported
in the original paper. The non-reproducibility of the MSE on the Ciao dataset can be
explained by the particularities of the MSE and the Ciao dataset. All other measure-
ments can be reproduced (RQ1a).

Dataset MAE MSE

Douban 0.588/0.584 0.554/0.549

Hetrec-MovieLens 0.577/0.571 0.587/0.578

MovieLens 1M 0.687/0.687 0.765/0.760

Ciao 0.774/0.774 1.125/1.043

Jester 0.856/- 1.105/-

Furthermore, it is noteworthy that the magnitude of ΔMAE@β measure-
ments does not depend on the underlying dataset, as it is a relative measure.
Thus, one can compare a model’s ΔMAE@β measurements among different
datasets.

2.4 Source Code and Materials

For the reproducibility study, we utilize and extend the original implemen-
tation of MetaMF, which is provided by the authors alongside the Douban,
Hetrec-MovieLens, MovieLens 1M, and Ciao dataset samples via BitBucket1.
Furthermore, we publish the entire Python-based implementation of our work
on GitHub2 and our three user groups for all five datasets on Zenodo3 [18].

We want to highlight that we are not interested in outperforming any state-
of-the-art approaches on our five datasets. Thus, we refrain from conducting
any hyperparameter tuning or parameter search and utilize precisely the same
parameters, hyperparameters, and optimization algorithms as Lin et al. [16].

3 Reproducibility Study

In this section, we address RQ1a and RQ1b. As such, we repeat experiments by
Lin et al. [16] to verify the reproducibility of their results. Therefore, we evaluate
MetaMF on the four datasets Douban, Hetrec-MovieLens, MovieLens 1M, and
Ciao. Additionally, we measure its accuracy on the Jester dataset. Please note
that we strictly follow the evaluation procedure as in the work to be reproduced.

We provide MAE (mean absolute error) and MSE (mean squared error) mea-
surements on our five datasets in Table 1. It can be observed that we can repro-
duce the results by Lin et al. up to a margin of error smaller than 2%. Only in

1 https://bitbucket.org/HeavenDog/metamf/src/master/, Last accessed Oct. 2020.
2 https://github.com/pmuellner/RobustnessOfMetaMF.
3 https://doi.org/10.5281/zenodo.4031011.

https://bitbucket.org/HeavenDog/metamf/src/master/
https://github.com/pmuellner/RobustnessOfMetaMF
https://doi.org/10.5281/zenodo.4031011
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the case of the MSE on the Ciao dataset, we obtain different results. Due to the
selection of random batches during training, our model slightly deviates from
the one utilized by Lin et al. Thereby, also, the predictions are likely to differ
marginally. As described in [21], the MSE is much more sensitive to the variance
of the observations than the MAE. Thus, we argue that the non-reproducibility
of the MSE on the Ciao dataset can be explained by the sensitivity of the MSE on
the variance of the observations in each batch. In detail, we observed in Sect. 2.2
that Ciao comprises very few ratings but lots of items. Thus, the predicted rat-
ings are sensitive to the random selection of training data within each batch.
However, it is noteworthy that we can reproduce the more stable MAE on the
Ciao dataset. Hence, we conclude that our results provide strong evidence of
the originally reported measurements being reproducible, enabling us to answer
RQ1a in the affirmative.

Next, we study the rating prediction models’ weights and the learned item
embeddings. Again, we follow the procedure of Lin et al. and utilize the popular
t-SNE (t-distributed stochastic neighborhood embedding) [17] method to reduce
the dimensionality of the weights and the item embeddings to two dimensions.
Since Lin et al. did not report any parameter values for t-SNE, we rely on the
default parameters, i.e., we set the perplexity to 30 [17]. After the dimensionality
reduction, we standardize all observations x ∈ X by x−μ

σ , where μ is the mean
and σ is the standard deviation of X. The rating prediction model of each user
is defined as a two-layer neural network. However, we observe that Lin et al.
did not describe what layer’s weights they visualize. Correspondences with the
leading author of Lin et al. clarified that in their work, they only describe the
weights of the first layer of the rating prediction models. The visualizations of
the first layer’s weights of the rating prediction models on our five datasets are
given in Fig. 1.

In line with Lin et al., we discuss the weights and the item embeddings with
respect to personalization and collaboration. As the authors suggest, personal-
ization leads to distinct weight embeddings and collaboration leads to clusters
within the embedding space. First, we observe that MetaMF tends to generate
different weight embeddings for each user. Second, the visualizations exhibits
well-defined clusters, which indicates that MetaMF can exploit collaborative
information among users. However, our visualizations of the weights deviate
slightly from the ones reported by Lin et al. Similar to the reproduction of the
accuracy measurements in Table 1, we attribute this to the inability to derive
the exact same model as Lin et al. Besides, t-SNE comprises random compo-
nents and thus, generates slightly varying visualizations. However, the weights
for the Ciao dataset in Fig. 1d illustrate behavior that contradicts Lin et al.’s
observations. In the case of the Ciao dataset, they did not observe any form of
clustering and attributed this behavior to the small number of ratings per user
in the Ciao dataset. To test their claim, we also illustrate the Jester dataset
with a similarly low number of ratings per user. In contrast, our visualizations
indeed show well-defined clusters and different embeddings. We note that Jester
exhibits many more clusters than the other datasets due to the much larger
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(a) Douban (b) Hetrec-MovieLens (c) MovieLens 1M

(d) Ciao (e) Jester

Fig. 1. MetaMF’s weights embeddings of the first layer of the rating prediction models.
One observation corresponds to an individual user (RQ1b).

number of users. Overall, we find that both, Ciao and Jester, do not support the
claim made by Lin et al. However, we see the possibility that this observation
may be caused by randomness during training.

Due to space limitations, we refrain from visualizing the item embeddings.
It is worth noticing that our observations on the weights also hold for the item
embeddings. In detail, our visualizations exhibit indications of collaboration and
personalization for all datasets. Overall, we find the visualizations of the weights
and the item embeddings presented by Lin et al. to be reproducible for the
Douban, Hetrec-MovieLens, and MovieLens 1M datasets and thus, we can also
positively answer RQ1b.

4 Privacy-Focused Study

In the following, we present experiments that go beyond reproducing Lin et al.’s
work [16]. Concretely, we explore the robustness of MetaMF against decreasing
privacy budgets and discuss RQ2a and RQ2b. More detailed, we shed light on
the effect of decreasing privacy budgets on MetaMF in two settings: (i) the role
of MetaMF’s meta learning component and (ii) MetaMF’s ability to serve users
with different amounts of rating data equally well.

First, we compare MetaMF to NoMetaMF in the setting of decreasing privacy
budgets. Therefore, we utilize our sampling procedure in Algorithm 1 to generate
datasets with different privacy budgets. In detail, we construct 10 training sets,
i.e., {Rβ

train : β ∈ {1.0, 0.9, . . . , 0.2, 0.1}}, on which MetaMF and NoMetaMF
are trained on. Then, we evaluate both models on the test set Rtest. It is worth
noticing that Rtest is the same for all values of β to enable a valid compari-
son. Our results in Fig. 2a illustrate that for all datasets, MetaMF preserves its
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(a) MetaMF (b) NoMetaMF

Fig. 2. ΔMAE@β measurements on (a) MetaMF and (b) NoMetaMF, in which meta
learning is disabled. Especially for small privacy budgets, MetaMF yields a much more
stable accuracy than NoMetaMF (RQ2a).

predictive capabilities well, even with decreasing privacy budgets. However, a
privacy budget of ≈ 50% seems to be a critical threshold. The ΔMAE@β only
marginally increases for β > 0.5, but rapidly grows for β ≤ 0.5 in the case of
the Douban, Hetrec-MovieLens, and MovieLens 1M dataset. In other words, a
user could afford to withhold ≤ 50% of her data and still get well-suited recom-
mendations. Additionally, the ΔMAE@β remains stable for the Ciao and Jester
dataset. Similar observations can be made about the results of NoMetaMF in
Fig. 2b. Again, the predictive capabilities remain stable for β > 0.5 in the case of
Douban, Hetrec-MovieLens, and MovieLens 1M, but decrease tremendously for
higher levels of privacy. Our side-by-side comparison of MetaMF and NoMetaMF
in Fig. 2 suggests that both methods exhibit robust behavior for large privacy
budgets (i.e., β > 0.5), but exhibit an increasing MAE for less data available
(i.e., β ≤ 0.5). However, we would like to highlight that the increase of the MAE
is much worse for NoMetaMF than for MetaMF. Here, the ΔMAE@β indicates
that the MAE for NoMetaMF increases much faster than the MAE for MetaMF
for decreasing privacy budgets. This observation pinpoints the importance of
meta learning and personalization in settings with a limited amount of data per
user, i.e., a high privacy level. Thus, concerning RQ2a, we conclude that MetaMF
is indeed more robust against decreasing privacy budgets than NoMetaMF, but
yet, requires a sufficient amount of data per user.

Next, we compare MetaMF to NoMetaMF with respect to their ability for
personalization and collaboration in the setting of decreasing privacy budgets.
As explained in Sect. 3, we refer to Lin et al., which suggest that personalization
leads to distinct weight embeddings and collaboration leads to clusters within the
embedding space. In Fig. 3, we illustrate the weights of the first layer of the rat-
ing prediction models of MetaMF and NoMetaMF for the MovieLens 1M dataset
for different privacy budgets (i.e., β ∈ {1.0, 0.5, 0.1}). Again, we applied t-SNE
to reduce the dimensionality to two dimensions, followed by standardization to
ease the visualization. In the case of MetaMF, we observe that it preserves the
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(a) β = 1.0 (b) β = 0.5 (c) β = 0.1

(d) β = 1.0 (e) β = 0.5 (f) β = 0.1

Fig. 3. Weights of the first layer of the rating prediction models for the MovieLens 1M
dataset. (a), (b), (c) depict MetaMF, whereas (d), (e), (f) depict NoMetaMF, in which
meta learning is disabled. No well-defined clusters are visible for NoMetaMF, which
indicates the inability to exploit collaborative information among users (RQ2a).

ability to generate different weights for each user for decreasing privacy budgets.
Similarly, well-defined clusters can be seen, which indicates that MetaMF also
preserves the ability to capture collaborative information among users. In con-
trast, our visualizations for NoMetaMF do not show well-defined clusters. This
indicates that NoMetaMF loses the ability to exploit collaborative information
among users. Due to limited space, we refrain from presenting the weights of the
first layer of the rating prediction models for the other datasets. However, we
observe that MetaMF outperforms NoMetaMF in preserving the collaboration
ability for decreasing privacy budgets on the remaining four datasets, which is
also in line with our previous results regarding RQ2a.

In the following, we elaborate on how the high degree of personalization in
MetaMF impacts the recommendations of groups of users with different amounts
of rating data. In a preliminary experiment, we measure the MAE on our three
user groups Low, Med, and High on our five datasets in Table 2. Except for the
Ciao dataset, our results provide evidence that Low is served with significantly
worse recommendations than High. In other words, users with lots of ratings are
advantaged over users with only a few ratings.

To detail the impact of decreasing privacy budgets on these user groups,
we monitor the ΔMAE@β on Low, Med, and High. The results for our five
datasets are presented in Fig. 4. Surprisingly, Low seems to be much more robust
against small privacy budgets than High. Here, we refer to our observations about
MetaMF’s performance on the Ciao and Jester dataset in Fig. 2a. In contrast
to the other datasets, Ciao and Jester comprise only a small average number of
ratings per user, i.e., 38 (Ciao) and 56 (Jester), which means that they share
a common property with our Low user group. Thus, we suspect a relationship
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Table 2. MetaMF’s MAE (mean absolute error) measurements for our three user
groups on the five datasets. Here, we simulated a privacy budget of β = 1.0. According
to a one-tailed t-Test, Low is significantly disadvantaged over High, indicated by *, i.e.,
α = 0.05 and ****, i.e., α = 0.0001 (RQ2b).

Dataset Low Med High

Douban* 0.638 0.582 0.571

Hetrec-MovieLens**** 0.790 0.603 0.581

MovieLens 1M**** 0.770 0.706 0.673

Ciao 0.773 0.771 0.766

Jester**** 1.135 0.855 0.811

between the robustness against decreasing privacy budgets and the amount of
rating data per user. The most prominent examples of Low being more robust
than High can be found in Figs. 4a, 4b and 4c. Here, the accuracy of MetaMF
on High substantially decreases for small privacy budgets. On the one hand,
MetaMF provides strongly personalized recommendations for users with lots of
ratings, which results in a high accuracy for these users (i.e., High). On the
other hand, this personalization leads to a serious reliance on the data, which
has a negative impact on the performance in settings with small privacy budgets.
Thus, concerning RQ2b, we conclude that users with lots of ratings receive better
recommendations than other users if they can take advantage of their abundance

(a) Douban (b) Hetrec-MovieLens (c) MovieLens 1M

(d) Ciao (e) Jester

Fig. 4. MetaMF’s ΔMAE@β measurements for the (a) Douban, (b) Hetrec-MovieLens,
(c) MovieLens 1M, (d) Ciao, and (e) Jester dataset for all three usergroups. Especially
(a), (b), and (c) illustrate that High is sensitive to small privacy budgets. In contrast,
Low can afford a high degree of privacy, since the accuracy of its recommendations
only marginally decreases (RQ2b).
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of data. In settings where a high level of privacy is required, i.e., a low privacy
budget, and thus, users decide to hold back the majority of their data, users are
advantaged who do not require as much personalization from the recommender
system.

5 Conclusions and Future Work

In our study at hand, we conducted two lines of research. First, we reproduced
results presented by Lin et al. in [16]. Besides, we introduced a fifth dataset,
i.e., Jester, which, in contrast to the originally utilized datasets, has plenty
of rating data per item. We found that all accuracy measurements are indeed
reproducible (RQ1a). However, our reproduction of the t-SNE visualizations of
the embeddings illustrated potential discrepancies between our and Lin et al.’s
work (RQ1b). Second, we conducted privacy-focused studies. Here, we thor-
oughly investigated the meta learning component of MetaMF. We found that
meta learning takes an important role in preserving the accuracy of the recom-
mendations for decreasing privacy budgets (RQ2a). Furthermore, we evaluated
MetaMF’s performance with respect to decreasing privacy budgets on three user
groups that differ in their amounts of rating data. Surprisingly, the accuracy of
the recommendations for users with lots of ratings seems far more sensitive to
small privacy budgets than for users with a limited amount of data (RQ2b).

Future Work. In our future work, we will research how to cope with incomplete
user profiles in our datasets, as users may already have limited the amount
of their rating data to satisfy their privacy constraints. Furthermore, we will
develop methods that identify the ratings a user should share based on the
characteristics of the data.
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Abstract. Fake news, a deliberately designed news to mislead others, is
becoming a big societal threat with its fast dissemination over the Web
and social media and its power to shape public opinion. Many researchers
have been working to understand the underlying features that help iden-
tify these fake news on the Web. Recently, Horne and Adali found, on
a small amount of data, that news title stylistic and linguistic features
are better than the same type of features extracted from the news body
in predicting fake news. In this paper, we present our attempt to repro-
duce the same results to validate their findings. We show which of their
findings can be generalized to larger political and gossip news datasets.

Keywords: Misinformation detection on the web · Fake news ·
Linguistic analysis

1 Introduction

Social media and online news sources have become the major source of news diet
for the increasingly large population instead of traditional media. In 2019, the
Pew Research Center reported that more than half (55%) of American adults
consume news from online platforms often or sometimes, which is 8% increase
since 2018 [13]. With its increase in popularity, social media have also been
proven to be an effective platform for fake news proliferation due to its lower
cost and convenience of further sharing [16], which has attracted the attention
of researchers, making it a global topic of interest. Several studies have been
carried out to determine the validity of news relying on linguistic cues derived
from the readability and lexical information of the news content [7,11,12].

Horne and Adali [7] conducted a study to understand and analyze the asso-
ciated language patterns of the title and content of fake news. This paper has
gained a lot of attention by the research community, with over 200 citations
according to Google Scholar, and became the reference reading to understand-
ing textual content differences between real and fake news. Horne and Adali
witnessed that the general assumption about fake news that it is written to
camouflage with real news and deceive the reader who does not care about the
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 120–133, 2021.
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news sources’ veracity is actually not true. In fact, they found the fake news is
more similar to satire than to real news, and the focus of fake news is on users
who are unlikely to read beyond the title. This sheds light on the necessity of
research to understand the significant difference between the title of fake and
real news separately from the news body content to mitigate the possible diffu-
sion of the fake news. However, these claims were established based on a small
data used in which labels were assigned according to the credibility of the news
source, instead of fact-checking, which does not consider the fact that a news
source can have mixed credibility and publish both real and fake information.

Thus, we decided to reproduce the paper by Horne and Adali [7] to vali-
date their findings on larger state-of-the-art datasets with labels provided by
professional journalists who have fact-checked the news, namely PolitiFact and
GossipCop [15] and BuzzFeedNews [12]. Because the news trends continuously
evolve, we analyze, similarly to Horne and Adali, news text (from body and
title) by focusing on linguistic style, text complexity, and psychological aspects
of the text, rather than topic-dependent representations of documents (e.g., [3]).
In addition, we expanded the set of emotion features considered in the original
paper to explore this aspect of the text further, given that Ghanem et al. [4]
recently showed emotions play a key role in detecting false information. We also
compare the classification performance of different classifiers beyond linear SVM
(the only model used in [7]), and we discuss textual differences between two news
domains, namely political and gossip news.

Our experiments confirm most of the original paper’s findings regarding title
and body feature differences between fake and real news, e.g., fake political news
packs a lot in the title. However, differently from Horne and Adali, we found
that fake titles contain more stop words than real titles. When using linear SVM
to classify fake vs. real news, we confirm that title features outperform body
features, but we observe the opposite results if we consider a non-linear and
more expressive classifier such as Random Forest.

Furthermore, we show new patterns that were not present in the paper by
Horne and Adali, namely fake news title and body express more negative emo-
tions and sentiment than real news, and real news articles are more descriptive
than fake news ones. Also, we highlight some differences between two different
news domains: political and gossip. For instance, among stylistic, psychology, and
complexity features in the news title, psychology features are the most important
group of features for gossip news, while the most important group for political
news is the one containing stylistic features. This shows how gossip news titles
tend to be more persuasive than other news domains.

2 Overview of the Paper by Horne and Adali

In this section, we provide an overview of the approach, features, and findings
by Horne and Adali [7].
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2.1 Approach

Horne and Adali conducted a content analysis to study fake news by analyzing
three small datasets: (i) a dataset (DS1) created by Buzzfeed leading to the
2016 U.S. elections which contains 36 real news stories and 35 fake news stories;
(ii) a dataset (DS2) created by using Zimdars’ list of fake and misleading news
websites [18] and fact-checking website like snopes.com [7], containing 75 stories
for each category: real, fake and satire sources; (iii) a dataset (DS3) containing
4000 real and 233 satire articles from a previous study [2]. During the experi-
ments, they considered features from both news body and title for determining
the veracity of news and comparing real news vs. fake news vs. satire.

2.2 Features

This research focused on three groups of features, including stylistic features
(syntax, text style, and grammatical elements measured by 2015 Linguistic
Inquiry and Word Count (LIWC) [10] and the Python Natural Language Toolkit
Part of Speech tagger [1]), complexity features to capture details about how com-
plex the article or title is (e.g., words per sentence, syntax tree depth determined
by the Stanford Parser and readability level of text), and psychological features
to capture emotional (positive/negative), social, and cognitive processes incor-
porated in news body or title computed by using the LIWC tool. Sentiment
analysis was done through SentiStrength [17].

Feature Selection and Anaysis. The goal of feature selection is to avoid
overfitting and increase generalizability. Because the datasets were small and
the features generated were large, Horne and Adali performed feature selection
by leveraging the one-way ANOVA test for those normally distributed features
and the Wilcoxon rank-sum test for those that did not pass the normality test.
This feature selection concluded with the selection of top 4 features for news
body (number of nouns, lexical diversity (TTR), word count, and number of
quotes) and news title (percentage of stop words, number of nouns, average
word length, and Flesh-Kincaid Grade Readability Index).

Besides, they also used the above mentioned statistical tests to uncover sta-
tistically significant feature value differences among news with different labels
(fake, satire, and real). If the value of a feature was higher (on average) for real
news articles as compared to fake news articles, they denoted this by R > F
(and F > R vice versa). We used the same notation while reproducing this
experiments in Tables 2 and 3.

2.3 Observation and Evaluation

Horne and Adali’s findings show how real news is different from fake and satire
news and that fake news and satire have a lot in common across several dimen-
sions. Regarding real vs. fake news (which is the scope of our reproducibility
paper), they found that:
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(f1) fake news articles tend to be shorter in terms of content, but use repetitive
language,1 smaller words, less punctuation, and fewer quotes (these results
is consistent between datasets DS1 and DS2);

(f2) fake news articles require a lower educational level to read, use fewer analytic
words, use more personal pronouns and adverbs, but fewer nouns (this result
is not consistent between datasets DS1 and DS2 and it is less significative);

(f3) fake titles are longer, contain shorter words, use more all capitalized words,
fewer stop words, and fewer nouns overall but more proper nouns (these
results is consistent between datasets DS1 and DS2);

(f4) titles are a strong differentiating factor between fake and real news. They
performed a binary classification of real vs. fake news separately on news
body content and title on dataset DS2. They used the top 4 features from
the feature selection process to run a linear SVM model with 5-fold cross-
validation. The classification results show 71% accuracy for news body con-
tent and 78% accuracy for the title. Thus, they argued that the title is more
important in predicting fake vs. real news, and the title and the body of the
news should be analyzed separately.

3 Reproducibility

In this section, we describe in detail our attempt to reproduce and generalize
findings (f1)–(f4) shown by Horne and Adali in their paper [7].

3.1 Datasets

There is generally limited availability of large scale benchmarks for fake news
detection, especially where the ground truth labels are assigned via fact-checking,
which is a time-consuming activity. FakeNewsNet [15] and BuzzFeedNews [12]
are the only publicly available datasets having fact-checked labels. Thus, in this
paper, we use these datasets to conduct our study (Table 1).

FakeNewsNet: PolitiFact and GossipCop. FakeNewsNet consists of two
datasets, PolitiFact and GossipCop, from two different domains, i.e., politics
and entertainment gossip, respectively. Thus, we used these two datasets sepa-
rately in our study. Each of these datasets contains details about news content,
publisher information, and social engagement information. We only used news
content information in this paper.

1 Repetitive language is measured by using the Type-Token Ratio (TTR) which is
the number of unique words in the document by the total number of words in the
document. A low TTR means more repetitive language, while a high TTR means
more lexical diversity. Horne and Adali claim fake news has more repetitive language
but show the opposite result in their paper, i.e., TTR is on average higher for fake
than real news (cf. Table 4 in [7]), indicating more lexical diversity for fake than real
news. Our results confirms more lexical diversity for fake news as shown in Table 2.
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Table 1. Size of datasets used in our study.

Dataset # Total News # Fake News # Real News

PolitiFact 838 378 460

BuzzFeedNews 1,561 299 1,262

GossipCop 19,759 4,734 15,025

PolitiFact contains news with known ground truth labels collected from the
fact-checking website PolitiFact.2 After cleaning the dataset from missing news
bodies or titles, we obtained a total of 838 news articles, 378 fake and 460 real.

The GossipCop dataset contains fake news collected from GossipCop3, which
is a fact-checking website for entertainment stories and real news collected from
E!Online,4 a trusted media website for entertainment stories. After cleaning the
dataset from missing news bodies or title, we obtained a total of 19,759 news
articles, 4,734 fake and 15,025 real.

BuzzFeedNews Dataset. The BuzzFeedNews dataset contains news regard-
ing the 2016 U.S. election published on Facebook by nine news agencies. This
dataset5 contains 1,262 articles that are mostly true, 212 that are a mixture of
true and false, and 87 that are false, after cleaning the dataset from missing
news bodies or titles. Ground truth is derived from professional journalists at
BuzzFeed who have fact-checked the news in the dataset. As also done in the
other datasets, we considered false news and news with a mixture of true and
false as fake news and mostly true news as real news.

3.2 Features

This section describes the set of features we used in the paper to analyze real
vs. fake news. In our implementation, we consider features similar to Horne and
Adali [7], namely stylistic features, text complexity features, and psychology
features. These features are computed for both the title and body text of the
news.

Stylistic Features. We used the subset of LIWC features that represent the
functionality of text, including word count (WC), words per sentence (WPS),
time orientation (e.g., focus on past (focuspast) and focus on future (focusfu-
ture)), number of personal (I, we, you, she/he – one feature each) and impersonal
pronouns, number of quantifying words (quant), number of comparison words

2 https://www.politifact.com/.
3 https://www.gossipcop.com/.
4 https://www.eonline.com/ap.
5 The BuzzFeedNews dataset is available at https://zenodo.org/record/1239675#.

X5riw0JKgXA.

https://www.politifact.com/
https://www.gossipcop.com/
https://www.eonline.com/ap
https://zenodo.org/record/1239675#.X5riw0JKgXA
https://zenodo.org/record/1239675#.X5riw0JKgXA
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(compare), number of exclamation marks (exlam), number of negations (negate),
e.g., no, never, not, number of swear words (swear), number of online slang terms
(netspeak), e.g., lol, brb, number of interrogatives, e.g., how, what, why (inter-
rog), number of punctuation symbols (allPunc), number of quotes (quote).

Regarding the part of speech features, we used the Python Natural Lan-
guage Toolkit part of speech (POS) tagger to compute the number of nouns
(NN), proper nouns (NNP), personal pronouns (PRP), possessive pronouns
(PRP$), Wh-pronoun (WP), determinants (DT), Wh-determinants (WDT), car-
dinal numbers (CD), adverbs (RB), interjections (UH), verbs (VB), Adjective
(JJ), past tense verbs (VBD), gerund or present participle verbs (VBG), past
participle verbs (VBN), non-3rd person singular present verbs (VBP), and third-
person singular present verbs (VBZ).

This stylistic group of features also includes the upper case word count (all
caps) and percent of stop words (per stop).

Psychology Features. We computed these features by using the LIWC tool
and include the number of analytic words (analytic), insightful words (insight),
causal words (cause), discrepancy words (discrep), tentative words (tentat),
certainty words (certain), differentiation words (differ), affiliation words (affil),
power words, reward words, risk words, personal concern words (work, leisure,
religion, money, home, death – one each), anxiety-related words (anx), emo-
tional tone words (tone), and negative (negemo) and positive (posemo) emo-
tional words. This group of features also includes positive (pos) and negative
(neg) sentiment metrics as computed by the VADER sentiment analysis tool [5].
We also investigated the importance of features describing emotions expressed
through the text, as Ghanem et al. [4] recently showed emotions play a key role
in deceiving the reader and can successfully be used to detect false informa-
tion. Thus, in addition to some emotion features provided by the LIWC tool
(as described above), we computed additional emotion features such as anger,
joy, sadness, fear, disgust, anticipation, surprise, and trust by using the Emotion
Intensity Lexicon (NRC-EIL) [9] and the approach proposed in [8].

Complexity Features. The complexity of text in natural language processing
depends on how easily the reader can read and understand a text. We used pop-
ular readability measures as complexity features in our analysis: Flesh Kincaid
Grade Level (FK), Gunning Fog Index (GI), Simple Measure of Gobbledygook
Index (SMOG). Higher scores of these readability measures indicate that the
text is easier to read. This group of features also includes lexical diversity or
Type-Token Ratio (TTR) and the average length of each word (avg wlen).

3.3 Analysis

Considering all the features from each group, we have a total of 68 features,
which can still be too many for the size of the considered datasets (PolitiFact,
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BuzzFeedNews, and GossipCop) to perform a real vs. fake news articles classi-
fication. Therefore, we used the same statistical tests (ANOVA and Wilcoxon
rank-sum) used by Horne and Adali to perform feature selection and analysis.
For each dataset, features are sorted by F-value in descending order to deter-
mine the importance, and only features where the two averages (real vs. fake)
were significantly different according to the statistical test (p-value < 0.05) were
considered. Among these features, we selected a number of features up to the
square root of the training set size (rule of thumb) for both news body and title
to feed the classification algorithm.

Instead of just using the linear SVM classifier as done by Horne and Adali, we
compared the performances of different classification algorithms, namely Logistic
Regression (LR) classifier with L2 regularization, linear Support Vector Machine
(SVM), and Random Forest (RF), with default parameters. As the datasets we
considered are not balanced, we used class weighting to deal with class imbalance,
stratified 5-fold cross-validation, and results are reported by using AUROC and
average precision (AvgP).

3.4 Results

Feature Statistical Analysis. We start our analysis by checking whether
Horne and Adali’s findings (f1), (f2), and (f3) reported in Sect. 2.3 are con-
firmed in the three larger datasets we considered, namely PolitiFact and Buz-
zFeed (political news datasets), and GossipCop (gossip news dataset). To analyze
these findings we refer to the results reported in Table 2 for news body text and
Table 3 for news title.

Regarding finding (f1) (cf. Table 2), we confirm that fake news articles have a
shorter content (WC) and use less punctuation (allPunc) than real news articles
in all the three datasets we considered, and fake political articles have more
lexical diversity (TTR) than real political articles. Our analysis does not allow
us to generalize the finding that fake news articles use smaller words (avg wlen)
and fewer quotes (true in BuzzFeedNews, but not in Politifact and GossipCop).

Regarding finding (f2) (cf. Table 2), we can generalize the finding that fake
news articles use fewer analytic words (true in BuzzFeedNews and GossipCop).
We found that fake news articles require a lower educational level to read (as
measured by FK, GI, and SMOG readability indexes) only in one dataset (Buz-
zFeedNews) while the opposite trend holds for GossipCop dataset; the use of
more personal pronouns (PRP), adverbs (RB), and proper nouns (NNP) in fake
news articles is not confirmed in our analysis. We observe fake titles containing
more proper nouns (NNP) in all the three datasets considered.

Regarding finding (f3) (cf. Table 3), we confirm that fake titles have more
proper nouns (NNP) than real titles in all the three datasets we considered and
have fewer nouns (NN) in BuzzFeedNews and GossipCop. Also, we confirm that
fake political titles are longer (WC and WPS), use more capitalized words (all
caps) (they also use more possessive pronouns – PRP$), and contain shorter
words (avg wlen). Our analysis does not confirm the fact that fake titles contain
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Table 2. Features that differ in body of news content. All differences are statistically
significant (p < 0.05).

Features PolitiFact BuzzFeed GossipCop Features PolitiFact BuzzFeed GossipCop

allPunc R > F R > F R > F analytic F > R R > F R > F

exclam F > R F > R F > R quote F > R R > F F > R

tone R > F R > F R > F WC R > F R > F R > F

WPS R > F R > F affect F > R R > F

affil R > F F > R cause F > R F > R

certain F > R F > R all caps R > F R > F R > F

differ R > F F > R F > R discrep R > F F > R F > R

FK R > F focusfuture F > R

GI R > F F > R i R > F

insight F > R interrog R > F

leisure F > R R > F TTR F > R F > R

money R > F negate F > R F > R

netspeak R > F JJ R > F R > F R > F

RB R > F R > F CD R > F R > F R > F

DT R > F R > F R > F UH R > F

NN R > F R > F R > F NNP R > F R > F R > F

PRP R > F R > F R > F PRP$ R > F R > F

VBD R > F R > F R > F VBG R > F R > F

VBN R > F R > F VBP R > F R > F R > F

VBZ R > F R > F VB R > F R > F R > F

WP R > F R > F R > F WDT R > F R > F R > F

per stop F > R F > R F > R power R > F R > F

quant R > F relig F > R F > R R > F

reward R > F risk F > R

sheshe F > R F > R SMOG R > F F > R

swear F > R F > R tentat F > R F > R

we R > F R > F avg wlen R > F

work R > F R > F you R > F F > R R > F

compare R > F focuspast F > R F > R

neg F > R F > R F > R surprise F > R

disgust F > R F > R F > R negemo F > R F > R F > R

pos R > F R > F fear F > R F > R

posemo R > F R > F anx F > R F > R F > R

sadness F > R F > R F > R anger F > R F > R

trust F > R joy F > R

fewer stop words (per stop). Similarly, we observe that fake news articles contain
more stop words.

Furthermore, our results in Tables 2 and 3 highlight new patterns that were
not present in the analysis performed by Horne and Adali. Specifically, we found
that real news articles use a more positive tone and more nouns (NN), deter-
minants (DT), wh-determinants (WDT), verbs (VB), past tense verbs (VBD),
Wh-pronouns (WP), and adjectives (JJ) in all the three datasets considered.
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Table 3. Features that differ in the title of news content. All differences are statistically
significant (p < 0.05).

Features PolitiFact BuzzFeed GossipCop Features PolitiFact BuzzFeed GossipCop

WC F > R F > R avg wlen R > F R > F F > R

quote F > R F > R F > R allPunc R > F F > R

exclam F > R F > R F > R tone R > F R > F R > F

WPS F > R F > R R > F affect F > R R > F

affil F > R compare F > R R > F

differ F > R discrep F > R F > R

focusfuture F > R F > R focuspast F > R F > R

insight F > R interrog R > F

leisure R > F TTR F > R F > R

money R > F negate F > R

netspeak R > F R > F JJ R > F R > F

UH F > R GI F > R F > R

FK F > R F > R SMOG F > R F > R

analytic R > F R > F all caps F > R F > R

NN R > F R > F NNP F > R F > R F > R

PRP F > R F > R PRP$ F > R F > R R > F

DT R > F RB F > R F > R

VBD F > R VBG F > R F > R

VBN F > R VBP F > R F > R

VBZ F > R R > F VB F > R F > R

WP F > R per stop F > R F > R

quant R > F relig F > R F > R

reward R > F risk F > R

work R > F R > F i F > R R > F

you R > F shehe F > R F > R

CD R > F fear F > R F > R F > R

neg F > R F > R F > R sadness F > R F > R F > R

surprise F > R R > F anger F > R F > R F > R

negemo F > R F > R trust R > F R > F

disgust F > R F > R F > R pos R > F

posemo R > F anx F > R

joy R > F

This indicates that real news articles are more descriptive than fake news arti-
cles. Also, fake news titles and bodies use more exclamation marks (exclam)
than real news titles (true in all the three datasets considered).

In addition, we observe that fake titles express more negative emotions
(anger, sadness, fear, and disgust) and negative sentiment (neg) than real titles
consistently across all the three considered datasets. This pattern is also true
for fake news body. In contrast, real titles tend to express more positive emo-
tions (trust, posemo, joy) and positive sentiment (pos), but this is less consistent
across datasets. When selecting information, people have a sensitivity to nega-
tive information [6]. This negativity bias induces people to pay more attention
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Table 4. News title vs. news body features for detecting fake news on the PolitiFact,
BuzzFeedNews, and GossipCop datasets: stylistic, psychology, and complexity features.
Best results for both news title and body are in bold. Best overall results between news
title and body are shaded.

PolitiFact BuzzFeedNews GossipCop

Features AUROC AvgP AUROC AvgP AUROC AvgP

News body (SVM) 0.583 0.466 0.614 0.257 0.623 0.327

News body (LR) 0.855 0.809 0.728 0.351 0.703 0.437

News body (RF) 0.911 0.878 0.785 0.417 0.782 0.630

News Title (SVM) 0.833 0.804 0.669 0.317 0.588 0.309

News Title (LR) 0.849 0.813 0.787 0.423 0.663 0.380

News Title (RF) 0.867 0.823 0.812 0.424 0.715 0.490

Table 5. News title vs. news body features for detecting fake news on the PolitiFact,
BuzzFeedNews, and GossipCop datasets: same four features as in Horne and Adali [7]
– NN, TTR, WC, and Quote for news body and FK, NN, per stop, and avg wlen for
title. Best results for both news title and body are in bold. Best overall results between
news title and body are shaded.

PolitiFact BuzzFeedNews GossipCop

Features AUROC AvgP AUROC AvgP AUROC AvgP

News Body (SVM) 0.544 0.445 0.678 0.292 0.500 0.232

News Body (LR) 0.754 0.663 0.691 0.297 0.534 0.251

News Body (RF) 0.861 0.803 0.708 0.342 0.631 0.42

News Title (SVM) 0.649 0.531 0.713 0.342 0.528 0.250

News Title (LR) 0.643 0.530 0.716 0.342 0.530 0.251

News Title (RF) 0.735 0.612 0.706 0.330 0.582 0.332

to negative news, hence fake news tiles, bodies, and even associated images [14]
express negative emotions to be catchier and circulate more among people.

Furthermore, there are some differences between political and gossip news.
We found that fake political news articles have more religion-related words
(relig) than real political news articles, while fake gossip news articles have fewer
religion-related words; fake political news titles contain shorter words (avg wlen),
and more words per sentence (WPS) and possessive pronouns (PRP$) than real
political news titles, while this is the opposite for gossip news titles.

Real vs. Fake News Classification. Finding (f4) by Horne and Adali claims
that title features are more informative (i.e., achieve higher accuracy) than news
body features in classifying fake vs. real news with a linear SVM. Table 4 shows
our classification results by comparing three classifiers, and when we used a
number of features up to the square root of the training set size. We observe



130 A. Shrestha and F. Spezzano

Table 6. Feature group ablation for news title and body when the best classifier
(Random Forest) is used on the PolitiFact, BuzzFeedNews, and GossipCop datasets.
Best results for both news title and body are in bold.

Features PolitiFact BuzzFeedNews GossipCop

AUROC AvgP AUROC AvgP AUROC AvgP

News body

Stylistic (RF) 0.882 0.838 0.753 0.382 0.752 0.590

Psychology (RF) 0.723 0.662 0.681 0.319 0.713 0.509

Complexity (RF) 0.804 0.708 0.630 0.285 0.000 0.000

News title

Stylistic (RF) 0.819 0.729 0.805 0.433 0.634 0.365

Psychology (RF) 0.791 0.691 0.645 0.320 0.651 0.407

Complexity (RF) 0.583 0.486 0.555 0.257 0.553 0.287

that when we consider the linear SVM classifier, finding (f4) is confirmed, i.e.,
AUROC and average precision scores are higher for the title than the news body.
However, Random Forest is the best classifier for both news body and title and
outperforms linear SVM. When we consider Random Forest as the classifier,
finding (f4) is reversed, i.e., AUROC and average precision scores are higher
for news body than news title (this is true for two out of three of the datasets
considered). We observe a similar trend also when we consider only the four
features chosen by Horne and Adali to perform the classification (see results
reported in Table 5). Of course, considering more than four features as we did in
Table 4 results in better AUROC and average precision in all the three datasets.

Thus, our experiments reveal that whether or not the title is more informative
than the news body depends on the chosen classifier. A non-linear classifier such
as Random Forest has higher expressive power and outperforms linear SVM.
Thus, if we choose the best classifier, namely Random Forest, finding (f4) does
not hold in the larger datasets we considered. Having more information helps
the Random Forest classifier to increase classification performances.

In addition, we performed feature ablation by feature group (style, psychol-
ogy, and complexity) when the best classifier (Random Forest) is used. Results
are reported in Table 6. We observe that stylistic features are the most impor-
tant features in both title and news body for political news. For gossip news,
stylistic features are the most important news body features, while psychology
features are the most important features in title. Interestingly, this validates the
definition of gossip as “small talk” that is originated from evolutionary psychol-
ogy and has the basic intent to share information about third persons to indulge
people in some discussion. Also, the reason people like gossip is because it is
tempting and fun. Thus, the news title of gossip stories are written with more
psychological words like tone and affect, e.g., “Angelina Jolie Can’t Get Over
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Heartbreak Of Losing Brad Pitt—Real Reason For Fury, Says Source” to catch
readers attention even though the body text is not that engaging.

4 How to Reproduce Our Experiments

For reproducibility propose, we made our code available in a GitHub reposi-
tory.6 Because we did not directly collect the datasets, we are not uploading
them in our repository, but we provide instructions on finding and downloading
them. In our repository, we make our code available for extracting the features
that are considered in this paper, including complexity, stylistic and psychology
features extracted using NLTK part-of-speech, VADER Sentiment Analyser and
the Emotion Intensity Lexicon (NRC-EIL),7 except LIWC features as the LIWC
tool has proprietary dictionaries whose licence should be purchased. LIWC fea-
tures can be computed in two ways: (1) by using the software tool to compute
the features, or (2) by downloading the dictionary provided by the tool for which
we have provided code to extract features using the dictionary. In addition, we
also provide code for the statistical test performed in this paper to reproduce
Tables 2 and 3. Likewise we also provide code for the classification to reproduce
Tables 4, 5 and 6.

5 Conclusions

In this paper, we reproduced the study by Horne and Adali [7] of the relative
importance of news body and title in detecting fake news. We extended their
experimental setting by using larger real and fake news datasets with ground
truth at the news level, considering additional features describing emotions
expressed through the text, comparing different classification algorithms, and
highlighting differences between political and gossip news domains. Our exper-
iments have shown that some of the original paper’s observations are not the
same as the trend of news writing is continuously evolving. For instance, the
finding that the news title is more informative and plays an important role in
discerning the news’s veracity is confirmed if we use the same classifier, linear
SVM, as in [7], but using a non-linear classifier such as Random Forest reverses
the finding. Finally, we provide evidence that fake news title and body attract
readers’ attention with more negative emotions and sentiment, while real news
articles are more descriptive.

Acknowledgements. This work has been supported by the National Science Foun-
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providing us the code used in their paper [8] to compute emotional features.

6 https://github.com/shresthaanu/ECIR21TextualCharacteristicsOfFakeNews.
7 The NRC-EIL lexicon should be downloaded at https://www.saifmohammad.com/

WebPages/AffectIntensity.htm.
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Abstract. Online Learning to Rank (OLTR) optimizes ranking mod-
els using implicit users’ feedback, such as clicks, directly manipulating
search engine results in production. This process requires OLTR meth-
ods to collect user queries and clicks; current methods are not suited to
situations in which users want to maintain their privacy, i.e. not sharing
data, queries and clicks.

Recently, the federated OLTR with evolution strategies (FOLtR-ES)
method has been proposed to provide a solution that can meet a number
of users’ privacy requirements. Specifically, this method exploits the fed-
erated learning framework and ε-local differential privacy. However, the
original research study that introduced this method only evaluated it on
a small Learning to Rank (LTR) dataset and with no conformity with
respect to current OLTR evaluation practice. It further did not explore
specific parameters of the method, such as the number of clients involved
in the federated learning process, and did not compare FOLtR-ES with
the current state-of-the-art OLTR method. This paper aims to remedy
to this gap.

Our findings question whether FOLtR-ES is a mature method that can
be considered in practice: its effectiveness largely varies across datasets,
click types, ranker types and settings. Its performance is also far from
that of current state-of-the-art OLTR, questioning whether the main-
tained of privacy guaranteed by FOLtR-ES is not achieved by seriously
undermining search effectiveness and user experience.

Keywords: Online learning to rank · Federated machine learning ·
Differential privacy

1 Introduction

Online learning to rank (OLTR) exploits users queries and interactions with
search engine result pages (SERPs) to iteratively train and update a ranker
in production [16]. In particular, OLTR relies on implicit user feedback from
interactions on SERPs, e.g., clicks, rather than editorial relevance labels. Several
methods for OLTR exist that attempt to address the specific challenges of online
c© Springer Nature Switzerland AG 2021
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learning [7,9,16,30]: from making sense of the implicit feedback, to exploring the
space of feature weights, accounting for biases in the click signal, reducing the
impact of the online learning process on user experience, among others.

An aspect that has not been received wide attention in OLTR is how the
privacy of users could be guaranteed. Current OLTR methods in fact assume
that a central server collects all queries and interactions of all users of the search
system, and it is this central server that is responsible for the indexing of the
collection, the training of the ranker and the production of the SERPs. A recent
work by Kharitonov, however, has attempted to provide a mechanism for OLTR
that preserves the privacy of users [10]. The method, called FOLtR-ES, relies on
the federated learning paradigm [27], in which data (collection, queries, interac-
tions) is maintained at each client’s side along with a copy of the ranker, and
updates to the rankers that are learned from the interaction on the client side
are shared to the central server, which is responsible for aggregating the update
signal from clients and propagate the aggregated ranker update. In this specific
case, all users observe and act on the same feature space; each user however
retains control of their own data, which includes the collection, the queries and
the interactions. FOLtR-ES uses evolutionary strategies akin to those in genetic
algorithms to make client rankers explore the feature space, and a parametric
privacy preserving mechanism to further anonymise the feedback signal that is
shared by clients to the central server.

This paper aims to replicate and then reproduce the experiments from the
original work of Kharitonov [10], investigating the effect different configura-
tions of that federated OLTR method have on effectiveness and user experience,
extending and generalising its evaluation to different settings commonly used in
OLTR and to different collections. Specifically, we address the following research
questions:

RQ1: Does the performance of FOLftR-ES generalise beyond the MQ2007/2008
datasets? The original method was only evaluated using MQ2007/2008
[18], while current OLTR practice is to use larger datasets that are feature
richer and that contain typical web results.

RQ2: How does the number of clients involved in FOLtR-ES affect its per-
formance? FOLtR-ES was previously evaluated using a set number of
clients involved in the federated OLTR process (n = 2, 000), and it was
left unclear whether considering more or less client would impact perfor-
mance.

RQ3: How does FOLtR-ES compare with current state-of-the-art OLTR meth-
ods? Compared to OLTR methods, FOLtR-ES preserves user privacy, but
it is unclear to what expense in terms of search performance: the original
work compared FOLtR-ES to rankers in non-federated settings, but the
rankers used in there were not the current state-of-the-art in OLTR.

RQ4: How does FOLtR-ES performance generalise to the evaluation settings
commonly used for OLTR evaluation, i.e. measuring offline and online
performance, with respect to nDCG and with relevance labels? The orig-
inal evaluation of FOLtR-ES considered an unusual setting for OLTR,
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consisting of using MaxRR [19] as evaluation measure in place of nDCG,
computed on simulated clicks instead of on relevance labels.

The results of our empirical investigation of FOLtR-ES help understanding the
specific settings in which this technique works, and the trade-offs between user
privacy and search performance (in terms of effectiveness and user experience).
They also unveil that more work is require to devise effective federated meth-
ods for OLTR that can guarantee some degree of user privacy without sensibly
compromising search performance.

2 Federated OLTR with Evolution Strategies

We provide a brief overview of the FOLtR-ES method, which extends online LTR
to federated learning; this is done by exploiting evolution strategies optimization,
a widely used paradigm in Reinforcement Learning. The FOLtR-ES method con-
sists of three parts. First, it casts the ranking problem into the federated learning
optimization setting. Second, it uses evolution strategies to estimate gradients
of the rankers. Finally, it introduces a privatization procedure to further protect
users’ privacy.

2.1 Federated Learning Optimization Setting

The federated learning optimization setting consists in turn of several steps, and
assumes the presence of a central server and a number of distributed clients.
First, a client downloads the most recently updated ranker from the server.
Afterwards, the client observes B user interactions (search queries and exam-
ination of SERPs) which are served by the client’s ranker. The performance
metrics of these interactions are averaged by the client and a privatized message
is sent to the centralized server. After receiving messages from N clients, the
server combines them to estimate a single gradient g and performs an optimiza-
tion step to update the current ranker. Finally, the clients download the newly
updated ranker from the server.

2.2 Gradient Estimation

The method assumes that the ranker comes from a parametric family indexed
by vector θ ∈ Rn. Each time a user u has an interaction a, the ranking quality
is measured; this is denoted as f . The goal of optimization is to find the vector
θ∗ that can maximize the mean of the metric f across all interactions a from all
users u:

θ∗ = arg max
θ

F (θ) = arg max
θ

EuEa|u,θf(a; θ, u) (1)

Using Evolution Strategies (ES) [20], FOLtR-ES considers a population of
parameter vectors which follow the distribution with a density function pφ(θ).
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The objective aims to find the distribution parameter φ that can maximize the
expectation of the metric across the population:

Eθ∼pφ(θ) [F (θ)] (2)

The gradient g of the expectation of the metric across the population (Eq. 2)
is obtained in a manner similar to REINFORCE [24]:

g = ∇φEθ[F (θ)] = ∇φ

∫
θ

pφ(θ)F (θ)dθ =
∫

θ

F (θ)∇φpφ(θ)dθ

=
∫

θ

F (θ)pφ(θ) (∇φ log pφ(θ)) dθ = Eθ [F (θ) · ∇φ log pφ(θ)]
(3)

Following the Evolution Strategies method, FOLtR-ES instantiates the pop-
ulation distribution pφ(θ) as an isotropic multivariate Gaussian distribution with
mean φ and fixed diagonal covariance matrix σ2I. Thus a simple form of gradient
estimation is denoted as:

g = Eθ∼pφ(θ)

[
F (θ) · 1

σ2
(θ − φ)

]
(4)

Based on the federated learning optimization setting, θ is sampled indepen-
dently on the client side. Combined with the definition of F (θ) in Eq. 1, the
gradient can be obtained as:

g = EuEθ∼pφ(θ)

[(
Ea|u,θf(a; θ, u)

) · 1
σ2

(θ − φ)
]

(5)

To obtain the estimate ĝ of g from Eq. 5, ĝ ≈ g, the following steps are
followed: (i) each client u randomly generates a pseudo-random seed s and uses
the seed to sample a perturbed model θs ∼ N

(
φ, σ2I

)
, (ii) the average of metric

f over B interactions is used to estimate the expected loss f̂ ≈ Ea|u,θs
f(a; θs, u)

from Eq. 5, (iii) each client communicates the message tuple (s, f̂) to the server,
(iv) the centralized server computes the estimate ĝ of Eq. 5 according to all
message sent from the N clients.

To reduce the variance of the gradient estimates, means of antithetic variates
are used in FOLtR-ES: this is a common ES trick [20]. The algorithm of the
gradient estimation follows the standard ES practice, except that the random
seeds are sampled at the client side.

2.3 Privatization Procedure

To ensure that the clients’ privacy is fully protected, in addition to the feder-
ated learning setting, FOLtR-ES also proposes a privatization procedure that
introduces privatization noise in the communication between the clients and the
server.

Assume that the metric used on the client side is discrete or can be discretized
if continuous. Then, the metric takes a finite number (n) of values, f0, f1, ..., fn−1.
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For each time the client experiences an interaction, the true value of the metric
is denoted as f0 and the remaining n − 1 values are different from f0. When the
privatization procedure is used, the true metric value f0 is sent with probability
p. Otherwise, with probability 1 − p, a randomly selected value f̂ out of the
remaining n − 1 values is sent. To ensure the same optimization goal described
in Sect. 2.2, FOLtR-ES assumes that the probability p > 1/n.

Unlike other federated learning methods, FOLtR-ES adopts a strict notion
of ε-local differential privacy [10], in which the privacy is considered at the level
of the client, rather than of the server. Through the privatization procedure,
ε-local differential privacy is achieved, and the upper bound of ε is:

ε ≤ log
p(n − 1)

1 − p
(6)

This means that, thanks to the privatization scheme, at least log[p(m −
1)/(1 − p)]-local differential privacy can be guaranteed. At the same time, any
ε-local differential private mechanism also can obtain ε-differential privacy [3].

3 Experimental Settings

3.1 Datasets

The original work of Kharitonov [10] conducted experiments on the MQ2007 and
MQ2008 learning to rank datasets [18], which are arguably small and outdated.
In our work, we instead consider more recent and lager datasets: MSLR-WEB10k
[18] and Yahoo! Webscope [1], which are commonly-used in offline and online
learning to rank [6,7,16,30]. Compared to MQ2007/2008, both MSLR-WEB10k
and Yahoo! use 5-level graded relevance judgements, ranging from 0 (not rele-
vant) to 4 (perfectly relevant). Each dataset contains many more queries and
corresponding candidate documents than MQ2007/2008: MSLR-WEB10k has
10,000 queries, with each query having 125 assessed documents on average, while
Yahoo! has 29,921 queries with 709,877 documents. In addition, both datasets
have much richer and numerous features. MSLR-WEB10k has 136 features and
Yahoo! 700. For direct comparison with the original FOLtR-ES work, we also
use MQ2007/2008.

3.2 Simulation

It is common practice in OLTR to use LTR datasets and simulate user inter-
actions [6,22]. This is because no public dataset with LTR features and clicks
is available; in addition OLTR methods directly manipulate the rankings that
have to be shown to users, so even if a public dataset with LTR features and
clicks was to be available, this could not be used for OLTR. Thus, we simulate
users and their reaction with the search results using labelled offline learning to
rank datasets, akin to previous work [6,22].
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For the experiment, we follow the same method used by the original FOLtR-
ES work. We sample B queries for each client randomly and use the local per-
turbed model to rank documents. The length for each ranking list is limited to 10
documents. After simulating users clicks, we record the quality metric for each
interaction and perform the privatization procedure with probability p. Next, we
send the averaged metric and pseudo-random seed to optimize the centralized
ranker. Finally, each client receives the updated ranker.

For simulating users’ clicks, we use the Cascade Click Model (CCM) [5],
as in the original FOLtR-ES work. We run instances of CCM using the same
click probabilities and stop probabilities for MSLR-WEB10K and Yahoo!. Under
CCM, the users are assumed to examine a SERP from top to bottom. Each doc-
ument is examined and clicked with click probability P (click = 1|r), conditioned
on the relevance label r. After a click occurs, the user stops with stop proba-
bility P (stop = 1|r), or continues otherwise. It is common practice in OLTR
to consider three instantiations of the CCM: a perfect user with very reliable
feedback, a navigational user searching for reasonably relevant documents, and
an informational user with the noisiest feedback among three instantiations.
Table 1 summarises the parameters of three click models. For simulating clicks
for the MQ2007/2008, we use the same parameter settings from Table 1 in the
original FOLtR-ES paper [10]: these are partially different from those used for
MSLR-WEB10K and Yahoo! because relevance labels in these datasets are five-
graded, while they are three-graded in MQ2007/2008.

Table 1. The three click model instantiations used for the MSLR-WEB10K and Yahoo!
datasets.

p(click = 1|R) p(stop = 1|R)

R 0 1 2 3 4 0 1 2 3 4

perf 0.0 0.2 0.4 0.8 1.0 0.0 0.0 0.0 0.0 0.0

nav 0.05 0.3 0.5 0.7 0.95 0.2 0.3 0.5 0.7 0.9

inf 0.4 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5

3.3 Evaluation Metric

For direct comparison with the original FOLtR-ES work, we use the reciprocal
rank of the highest clicked result in each interaction (MaxRR [19]). This metric
is computed on the clicks produced by the simulated users on the SERPs.

The evaluation setting above is unusual for OLTR. In RQ4, we also consider
the more commonly used normalised Discounted Cumulative Gain (nDCG), as
FOLtR-ES is designed to allow optimization based on any absolute measures
of ranking quality. We thus record the nDCG@10 values from the relevance
labels of the SERP displayed to users during interactions. This is referred to as
online nDCG and the scores represent users’ satisfaction [6]. We also record the
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nDCG@10 of the final learned ranker measured a heldout test set: this is refer
to as offline nDCG.

3.4 FOLtR-ES and Comparison OLTR Methods

In all experiments, we adopt the same models and optimization steps used by
Kharitonov [10], and rely on the well document implementation made publicly
available by the author. The two ranking models used by FOLtR-ES are a linear
ranker and a neural ranker with a single hidden layer of size 10. For optimization,
we use Adam [11] with default parameters.

To study how well FOLtR-ES compares with current state-of-the-art OLTR
(RQ3), we implemented the Pairwise Differentiable Gradient Descent (PDGD)
[16]. Unlike many previous OLTR methods that are designed for linear models,
PDGD also provides effective optimization for non-linear models such as neu-
ral rankers. During each interaction, a weighted differentiable pairwise loss is
constructed in PDGD and the gradient is directly estimated by document pairs
preferences inferred from user clicks. PDGD has been empirically found to be
significantly better than traditional OLTR methods in terms of final conver-
gence, learning speed and user experience during optimization, making PDGD
the current state-of-the-art method for OLTR [7,16,30].

4 Results and Analysis

4.1 RQ1: Generalisation of FOLtR-ES Performance Beyond
MQ2007/2008

For answering RQ1 we replicate the results obtained by Kharitonov [10] on the
MQ2007 and MQ2008 datasets; we then reproduce the experiment on MSLR-
WEB10k and Yahoo datasets, on which FOLtR-ES has not been yet investigated,
and we compare the findings across datasets. For these experiments we use anti-
thetic variates, set the number of interactions B = 4 and simulate 2,000 clients,
use MaxRR as reward signal and for evaluation on clicked items.

Figure 1a reports the results obtained by FOLtR-ES on the MQ2007 dataset1

with respect to the three click models considered, various settings for the priva-
tization parameter p, and the two FOLtR-ES methods (linear and neural). Our
results fully replicate those of Kharitonov [10] and indicate the following find-
ings: (1) FOLtR-ES allows for the iterative learning of effective rankers; (2) high
values of p (lesser privacy) provide higher effectiveness; (3) the neural ranker is
more effective than the linear ranker when p → 1 (small to no privacy), while
the linear model is equivalent, or better (for informational clicks) when p = 0.5.

However, not all these findings are applicable to the results obtained when
considering MSLR-WEB10k and Yahoo!, which are displayed in Figs. 1b and 1c.
In particular, we observe that (1) the results for MSLR-WEB10k (and to a lesser
extent also for Yahoo!) obtained with the informational click model are very
1 Similar results were obtained for MQ2008 and are omitted for space reasons.
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(a) Mean batch MaxRR for MQ2007.

(b) Mean batch MaxRR for MSLR-WEB10k.

(c) Mean batch MaxRR for Yahoo!.

Fig. 1. Results for RQ1: performance of FOLtR-ES across datasets under three differ-
ent click models (averaged across all dataset splits).

unstable, and, regardless of the click model, FOLtR-ES requires more data than
with MQ2007/2008 to arrive at a stable performance, when it does; (2) the neural
ranker is less effective than the linear ranker, especially on MSLR-WEB10k. We
believe these findings are due to the fact that query-document pairs in MSLR-
WEB10k and Yahoo! are represented by a larger number of features than in
MQ2007/2008. Thus, more data is required for effective training, especially for
the neural model; we also note that FOLtR-ES is largely affected by noisy clicks
in MSLR-WEB10k.

4.2 RQ2: Effect of Number of Clients on FOLtR-ES

To answer RQ2 we vary the number of clients involved in FOLtR-ES; we inves-
tigate the values {50, 1,000, 2,000}. Kharitonov [10] used 2,000 in the original
experiments, and the impact of the number of clients has not been studied. To
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be able to fairly compare results across number of clients, we fixed the total
number of ranker updates to 2,000,000; we also set B = 4 and p = 0.9. We
perform these experiments on all three datasets considered in this paper, but we
omit to report results for Yahoo! due to space limitations.

(a) Mean batch MaxRR for MQ2007.

(b) Mean batch MaxRR for MSLR-WEB10k.

Fig. 2. Results for RQ2: performance of FOLtR-ES with respect to number of clients
(averaged across all dataset splits).

The results of these experiments are reported in Fig. 2, and they are mixed.
For MQ2007, the number of clients have little effect on the neural ranker used in
FOLtR-ES, although when informational clicks are provided this ranker is less
stable, although often more effective, if very few clients (50) are used. Having
just 50 clients, instead, severally hits the performance of the linear ranker, when
compared with 1,000 or 2,000 clients. The findings on MSLR-WEB10k, however,
are different. In this dataset, a smaller number of clients (50), is generally better
than larger numbers, both for linear and neural ranker. An exception to this is
when considering navigational clicks: in this case the linear ranker obtains by
far the best performance with a small number of clients, but the neural ranker
obtains the worst performance. This suggest that the number of clients greatly
affects FOLtR-ES: but trends are not consistent across click types and datasets.

4.3 RQ3: Comparing FOLtR-ES to State-of-the-Art OLTR Methods

The original study of FOLtR-ES did not compared the method with non-
federated OLTR approaches. To contextualise the performance of FOLtR-ES
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and to understand the trade-off between privacy and performance when design-
ing FOLtR-ES, we compare this method with the current state-of-the-art OLTR
method, the Pairwise Differentiable Gradient Descent (PDGD) [16]. For fair
comparison, we set the privatization parameter p = 1 (lowest privacy) and
the number of clients to 2,000. In addition note that in normal OLTR set-
tings, rankers are updated after each user interaction: however in FOLtR-ES,
rankers are updated in small batches. For fair comparison, we adapt PDGD to
be updated in batch too. Instead of updating the ranker after each interaction
(batch size 1), we accumulate gradients computed on the same batch size as for
FOLtR-ES. Specifically, with 2000 clients for FOLtR-ES, the batch size of each
update is 8,000 iterations (4 × 2,000). We then compute the updated gradients
for PDGD on 8,000 interactions too. We perform these experiments on all three
datasets considered in this paper, but we omit to report results for Yahoo! due
to space limitations.

(a) Mean batch MaxRR for MQ2007.

(b) Mean batch MaxRR for MSLR-WEB10k

Fig. 3. Results for RQ3: performance of FOLtR-ES and PDGD across datasets with
privatization parameter p = 1 and 2,000 clients (averaged across all dataset splits).

Results are shown in Fig. 3: regardless of linear or neural ranker, FOLtR-ES
is less effective than PDGD. The gap in performance is greater in larger datasets
like MSLR-WEB10k than in the smaller MQ2007/2008. This gap becomes even
bigger, especially for the first iterations, if the PDGD ranker was updated after
each iteration (not shown here), rather than after a batch has been completed.
This highlights that FOLtR-ES has the merit of being the first privacy preserving
federated OLTR approach available; however, more work is needed to improve
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the performance of FOLtR based methods so as to close the gap between privacy-
oriented approaches and centralise approaches that do not consider user privacy.

4.4 RQ4: Extending FOLtR-ES Evaluation to Common OLTR
Practice

In the original work and in the sections above, FOLtR-ES was evaluated using
MaxRR computed with respect to the clicks performed by the simulated users
(click models). This is an unusual evaluation for OLTR because: (1) usually
nDCG@10 is used in place of MaxRR as metric, (2) nDCG is computed with
respect to relevance labels, and not clicks, and on a withheld portion of the
dataset, not on the interactions observed – this is used to produce learning curves
and is referred to as offline nDCG, (3) in addition online nDCG is measured from
the relevance labels in the SERPs from which clicks are obtained, and either
displayed as learning curves or accumulated throughout the sessions – these
values represent how OLTR has affected user experience. We then consider this
more common evaluation of OLTR next, where we set the number of clients
to 2,000 and experiment with p = {0.5, 0.9, 1.0}; we omit to report results for
Yahoo! due to space limitations.

(a) Mean batch nDCG@10 for MQ2007.

(b) Mean batch nDCG@10 for MSLR-WEB10k.

Fig. 4. Results for RQ4: performance of FOLtR-ES in terms of online nDCG@10 com-
puted using relevance labels and the SERPs used for obtaining user iterations (averaged
across all dataset splits).

Results are reported in Fig. 4. It is interesting to compare these plots with
those in Fig. 1, that relate to the unusual (for OLTR) evaluation setting used
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(a) Mean batch nDCG@10 for MQ2007.

(b) Mean batch nDCG@10 for MSLR-WEB10k.

Fig. 5. Results for RQ4: performance of FOLtR-ES and PDGD in terms of offline
nDCG@10 with privatization parameter p = 1 and 2,000 clients (averaged across all
dataset splits).

in the original FOLtR-ES work. By comparing the figures, we note that for
MQ2007, FOLtR-ES can effectively learn rankers for perfect and navigational
clicks. However, when the clicks become noisier (informational clicks), then
FOLtR-ES learning is effective for the linear ranker but no learning occurs for
the neural ranker: this is unlikely in the evaluation settings of the original work
(Fig. 1). We note this finding repeating also for MSLR-WEB10k, but this time
this affects both linear and neural rankers; we also note that the online per-
formance in MSLR-WEB10k on navigational clicks is also quite unstable and
exhibits little learning for specific values of p and ranker type. The online per-
formance on MSLR10k for informational clicks (noisiest clicks) even exhibits a
decreasing trend as iterations increase.

We further investigate the performance of FOLtR-ES with respect to offline
nDCG@10. Results are shown in Fig. 5, and are plotted along with the offline
nDCG@10 of PDGD for additional context. Also the offline performance confirm
that FOLtR-ES does not provide stable learning across click settings, datasets
and ranker types. We also note that the performance of PDGD are sensibly
higher than that of FOLtR-ES, apart for the neural ranker on MQ2007 when
perfect and navigational clicks are considered.

These findings suggest that FOLtR-ES is yet far from being a solution that
can be considered for use in practice, and more research is required for devising
effective federated, privacy-aware OLTR techniques.
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5 Related Work

Learning to rank (LTR) consists of the application of supervised machine learn-
ing techniques to learn a ranking function from a set of labelled query-document
pair examples, represented by features. A key limitation of LTR is the reliance
on explicit relevance annotations (labels), which require substantial effort and
cost to collect [1,18]. Editorial labelling also poses ethical issue when needing
labels for private data [23], e.g., emails; in addition user preferences may not
agree with that of annotators [21] and these labels cannot reflect evolving user
preferences and search intents [15].

The use of implicit feedback in the form of, e.g., clicks has been suggested
as a way to go beyond the above limitations [8]; this is the type of signal that
the methods studied in this paper consider. This setting however presents a
number of challenges: clicks are affected by a number of biases and noise, e.g.,
position bias and noisy clicks [4,9,17]. Approaches that exploit click feedback can
be divided into counterfactual learning to rank (CLTR) [9] and online learning
to rank (OLTR) [28]. CLTR relies on historical click through logs, treated as
pure binary relevance labels, and commonly inverse propensity scoring (IPS)
is used to re-weight clicks to minimise the impact of biases. Rankers are then
trained in an offline manner and deployed online after training. OLTR instead,
interactively updates rankers after each user interaction, in an online manner,
and rankers explicitly manipulate SERPs to guide the learning process. This is
the setup we consider in this paper, where rankers are iteratively updated in
an online fashion following user interactions. A key aspect of OLTR is that the
online interventions performed by rankers to guide the learning process carry
the risk of displaying non optimal SERPs directly to the user, thus hurting user
experience. It is important then for OLTR to rapidly learn a high quality ranker
so as to not displaying low quality SERPs to a large number of users.

Little attention has been put on the fact that OLTR requires the search
engine to monitor and collect user behaviour, thus not being appropriate when
users want to preserve their privacy. In fact, current OLTR methods consider
a central server that produces SERPs, collects queries and implicit user feed-
back, and updates a central ranker. An exception is the work of Kharitonov [10],
considered in this paper, that instead exploits federate learning to de-centralise
the collection of user data and computation of gradient updates to the ranker;
a central server is still required, but this only observes the federated gradient
updates, which are then applied to the central ranker which is then distributed to
the clients at each update iteration (more details in Sect. 2). Federated (machine)
learning was recently introduced by Konecny et al. [12,13]; in this framework
models are learnt based on datasets distributed across different locations (clients)
without the need to share the actual data, and with mechanisms to guarantee
data leakage [27]. Privacy preservation is a topic of growing interest in infor-
mation retrieval, with related workshops and tutorials being held in relevant
venues [25,26], but its main focus so far has been on query log anonymisation
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and privacy-preservation when sharing logs [2,14,29], rather than on integrating
privacy preservation mechanisms within the ranking algorithms, as the work of
Kharitonov instead does [10].

6 Conclusions

In this paper we considered the federated online learning to rank with evolution-
ary strategies (FOLtR-ES) method recently proposed by Kharitonov [10]. This
is an interesting method because privacy requirements have been so far ignored
in OLTR, and FOLtR-ES represents the first method of its kind.

We set to explore four research questions related to FOLtR-ES. RQ1 aimed to
investigate the generalisability of the original results obtained by FOLtR-ES on
the MQ2007/2008 dataset to other datasets used in current OLTR practice. Our
experiments on MQ2007/2008 show consistent findings with that of Kharitonov
[10]. However, when larger LTR datasets are considered, results change. In par-
ticular, the neural ranker used in FOLtR-ES is less effective than the linear
ranker, especially on MSLR-WEB10k.

RQ2 aimed to investigate the effect varying the number of clients involved in
FOLtR-ES has on the effectiveness of the method. Our experiments show mixed
results with respect to the number of clients: the effect largely varies depending
on dataset, ranker type and click settings.

RQ3 aimed to compare FOLtR-ES with current OLTR state-of-the-art meth-
ods to understand the gap required to be paid for maintaining privacy. Our
experiments show that FOLtR-ES lags behind the current OLTR state-of-the-
art in terms of ranking performance: differences become more substantial when
noisy clicks or larger datasets are considered.

RQ4 aimed to investigate the generalisability of the original results obtained
for FOLtR-ES to common evaluation practice in OLTR. Our experiments show
that if the common evaluation settings used in OLTR are used to evaluate
FOLtR-ES, then thee method shows high variability in effectiveness across
datasets, rankers and clicks types – and overall that FOLtR-ES is unreliable
on large datasets and noisy clicks. This finding suggests that more research and
improvements are needed before a federated OLTR method, and FOLtR-ES in
particular, can be used in practice.

Code, experiment scripts and further results are provided at https://github.
com/ielab/foltr.
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Abstract. While BERT has been shown to be effective for passage
retrieval, its maximum input length limitation poses a challenge when
applying the model to document retrieval. In this work, we reproduce
three passage score aggregation approaches proposed by Dai and Callan
[5] for overcoming this limitation. After reproducing their results, we
generalize their findings through experiments with a new dataset and
experiment with other pretrained transformers that share similarities
with BERT. We find that these BERT variants are not more effective
for document retrieval in isolation, but can lead to increased effective-
ness when combined with “pre–fine-tuning” on the MS MARCO passage
dataset. Finally, we investigate whether there is a difference between fine-
tuning models on “deep” judgments (i.e., fewer queries with many judg-
ments each) vs. fine-tuning on “shallow” judgments (i.e., many queries
with fewer judgments each). Based on available data from two different
datasets, we find that the two approaches perform similarly.

1 Introduction

In the context of text retrieval, pretrained transformers such as BERT [6] have
been shown to substantially improve ranking effectiveness across many domains,
tasks, and settings [10]. Adapting BERT to passage retrieval is straightforward:
it can be used as a classifier to predict the relevance of a passage with respect to
a query, and such a relevance prediction model can be used to rerank candidate
passages retrieved by an efficient first-stage keyword-based ranking method like
BM25. However, BERT’s maximum length limitation of 512 tokens prevents this
approach from directly being applied to longer input texts like full-length doc-
uments. Several solutions have been proposed to address this issue by breaking
a document into passages and then aggregating passage-level relevance to arrive
at a document relevance score [1,5,9,12].

In this paper, we reproduce one such approach proposed by Dai and Callan
[5]. Their approach segments documents into passages that can each be scored
independently. At inference time, Dai and Callan [5] use one of three approaches
to aggregate passage-level scores, called FirstP, MaxP, and SumP, which either
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 150–163, 2021.
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takes the score of the first passage as the document score, the score of the
maximum passage, or the sum of all passage scores, respectively. Dai and Callan
[5] considered title and description queries on the Robust04 and ClueWeb09 test
collections, finding that taking the maximum passage score as the document
score (i.e., MaxP) was the most effective approach except when using description
queries on ClueWeb09. However, the differences between MaxP and SumP were
small in all settings.

Instead of replicating these results using the code1 provided by Dai and
Callan [5], we first independently reproduce their findings on Robust04 by imple-
menting their approach with the Capreolus toolkit [18]. Note that our focus here
is not to exactly obtain the same ranking metrics as their paper, but to attempt
to reproduce their findings about the relative effectiveness of the various score
aggregation approaches. Our Tensorflow v2 implementation is completely inde-
pendent from the original code, which used Tensorflow v1 with an entirely dif-
ferent pipeline. In addition to the three approaches proposed in the paper, we
introduce a new aggregation approach, AvgP, to compare with SumP and inves-
tigate the impact of document length. Our results show that the original findings
are reproducible, though we observe much larger differences between MaxP and
SumP than in the original work. In our results, MaxP consistently and signifi-
cantly outperforms FirstP, SumP, and AvgP. As in the original work, we also find
that BERT is more effective with description queries than with keyword queries.

Given that we are able to reproduce the results of Dai and Callan [5] on
Robust04, we omit experiments on the ClueWeb09 collection. Instead, to further
generalize the above findings and to provide a reference for the community,
we apply the four aggregation approaches to the GOV2 test collection.2 While
we continue to observe a larger gap between MaxP and SumP than previously
reported, our findings on GOV2 are consistent with those on Robust04: (1) MaxP
is more effective than FirstP, SumP, and AvgP, and (2) description queries are
more effective than keyword queries.

Since Dai and Callan [5] first demonstrated the effectiveness of MaxP for
document retrieval, several BERT variants have been proposed that claim to
improve BERT’s effectiveness on NLP tasks by making architectural changes,
e.g., sharing the same weights across all transformer layers [8] and changes to
the pretraining setup such as removing the next sentence prediction task [11]. It
is natural to ask whether retrieval can benefit from these model improvements
and, if so, how much of an increase in effectiveness can be provided by using an
improved variant. To answer this question, we repeated the above experiments
with MaxP, the most effective aggregation approach, with different pretrained
neural language models: RoBERTa [11], ALBERT [8], and ELECTRA [4].

In addition to the finding that pretrained language models improve effective-
ness on ranking tasks, Dai and Callan [5] found that “pre–fine-tuning” BERT
on Bing search log data further improves effectiveness (i.e., fine-tuning BERT
on Bing data before further fine-tuning on the target dataset). Li et al. [9] pro-

1 https://github.com/AdeDZY/SIGIR19-BERT-IR.
2 http://ir.dcs.gla.ac.uk/test collections/gov2-summary.htm.

https://github.com/AdeDZY/SIGIR19-BERT-IR
http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm
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vide further support for the benefit of pre–fine-tuning, and found that the MS
MARCO passage dataset is more effective for this task than the Bing search logs.
Furthermore, Zhang et al. [20] found that pre–fine-tuning BERTBase improves
effectiveness regardless of the amount of data used to fine-tune for the down-
stream task. To validate these findings and to compare the impact of pretraining
and pre–fine-tuning, we additionally consider whether the effectiveness of MaxP
increases with pre–fine-tuning on MS MARCO.

Finally, we investigate the impact of different strategies for gathering rele-
vance judgments on the effectiveness of MaxP. Traditionally, the Text REtrieval
Conferences (TRECs) build test collections with “deep” judgments, in which a
large number of judgments are obtained for a relatively small number of queries
(typically, around 50). However, neural models are often trained on relevant
query–document pairs or triples (queries with positive and negative instances),
so it is unclear whether the “deep” approach of TREC is preferable to using
many more queries but with fewer judgments per query (i.e., a “shallow” judg-
ment approach). The recent MS MARCO dataset takes this shallow approach by
providing a large number of queries that are associated with only one relevant
document on average [3]. This dataset has become popular for training neural
models. Similarly, the TREC 2007 Million Query dataset [2] provides shallow
judgments and has also been used to train neural models for this reason [7,14].
To provide a more comprehensive view of how to best apply the BERT–MaxP
model, we investigate the effectiveness of these two types of training data. Inter-
estingly, based on available data from two different datasets, we find that the
two approaches perform similarly (unlike Yilmaz and Robertson [19]).

In summary, the contributions of this work are:

1. We reproduce and confirm the findings of Dai and Callan [5] on Robust04
and further generalize the findings to the GOV2 test collection.

2. We investigate two approaches to obtaining “free” improvements in ranking
effectiveness: using improved BERT variants or “pre–fine-tuning” on another
retrieval dataset. The different BERT variants we examined bring no signifi-
cant improvements, but pre–fine-tuning with MS MARCO data does improve
effectiveness.

3. We investigate the impact of “deep” vs. “shallow” judgments on BERT–MaxP.
At least for the datasets and sample sizes we explore, both approaches obtain
similar levels of effectiveness.

2 Related Work

2.1 Passage Aggregation

Prior work has investigated several approaches for overcoming BERT’s maximum
length limitation by segmenting long documents into shorter passages. However,
no consensus has been reached on how per-passage results should be aggregated.
Dai and Callan [5] were the first to propose and evaluate different strategies
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for aggregating document scores. To do so, Dai and Callan [5] segment each
document into N overlapping passages; each passage receives the relevance label
of the document at training time. They compared three approaches to aggregate
passage-level scores at inference time: FirstP, MaxP, and SumP. Given N passage
scores from the same document, FirstP uses the score of the first passage as the
document score, MaxP uses the highest passage score, and SumP uses the sum
of all passage scores. Even though FirstP only uses the first passage from the
document when computing document scores, it is not identical to truncating all
documents in the corpus since the model is trained using all passages from the
document. That is, although most passages do not directly contribute to the
document score, they contribute to model fine-tuning.

Birch [1], another approach for aggregating passage scores, improves effec-
tiveness by interpolating the top-k sentence-level scores, where k ∈ 1, 2, 3. To
train the Birch model, datasets with passage-level judgments are used (e.g., MS
MARCO and tweets). The model is then adapted for a target domain with
longer documents by learning only the weights for the top-k scores as well as an
interpolation weight for the first-stage ranker. Note that before these approaches,
monoBERT [13] considered passage datasets where all “documents” were shorter
than the model length limit, and thus the entire text can be fed into BERT at
both training and inference time.

Rather than aggregating passage scores, MacAvaney et al. [12] concatenate
the term representations BERT produces for each passage in order to form a
document vector. This document vector is then used to construct a similarity
matrix, which is used to compute a relevance score. Some variants of this app-
roach additionally include the average of BERT’s [CLS] representation of each
passage. Li et al. [9] investigate additional approaches for aggregating passage
representations instead of aggregating passage scores directly. They find that
several strategies can improve over score aggregation.

In this work, we reproduce and extend the experiments in Dai and Callan
[5] on different aggregation approaches. Note that since we apply other BERT
variants to initialize this model (see Sect. 2.2), we use MaxP when referring to
the general model architecture to avoid ambiguity and only use BERT–MaxP
when the model is initialized with BERTBase.

2.2 BERT Variants

While Devlin et al. [6] proposed several BERT variants with different model
sizes (e.g., 110M weights with BERTBase and 330M weights with BERTLarge),
additional variants have been proposed that purport to improve the model in
different ways. RoBERTa [11] found that BERT’s effectiveness on NLP tasks can
be improved by modifying the training data and tuning pretraining hyperparam-
eters. Additionally, RoBERTa eliminates the Next Sentence Prediction (NSP)
objective as it was found to be ineffective for improving downstream tasks.

ALBERT [8] proposed to reduce BERT’s parameters by factorizing word
embedding into smaller matrices and sharing the parameters of each BERT layer.
They found that, while these strategies compress the model size and accelerate
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pretraining given the same model configuration, the pretrained model still per-
forms roughly on par with BERTBase. This work additionally replaced the NSP
task with Sentence Ordering Prediction (SOP), where the model is given two
segments from the same document and learns to discriminate whether the two
segments have been swapped. They found that the SOP task improves effective-
ness on most of the downstream NLP tasks considered.

ELECTRA [4] improved representation learning efficiency by replacing the
Masked Language Modeling (MLM) task with a new task called replaced token
detection. In this task the model classifies whether each output token was gener-
ated by another small “generator” model or was the original token. The generator
is a small two-layer BERT model that predicts masked tokens. While this app-
roach requires training the generator model as well as the ELECTRA model, the
new objective enables the model to learn from the output at all the positions,
rather than just the 15% of the positions that are randomly masked in BERT’s
pretraining.

3 Experimental Setup

In this section, we describe in detail the BERT score aggregation approaches
in our study, our approach for experimenting with other BERT variants, our
methodology for generating deep and shallow judgments, and finally the exper-
iment configurations.

3.1 BERT with MaxP, FirstP, SumP, and AvgP Aggregation

To apply BERT as a relevance classifier for text ranking, Nogueira and Cho
[13] proposed feeding a query q and passage p to BERT to obtain a vector ECLS
representing the interactions between them. To do so, a special [CLS] token is
prepended to the input sequence, and a special [SEP] token is placed before
and after the passage. This usage of the [CLS] vector follows the approach for
applying a pretrained BERT model to classification tasks proposed by Devlin et
al. [6]. This [CLS] vector is then fed to a fully-connected layer with two outputs
followed by a softmax. The score of the positive class serves as the relevance
score s used to rank the passages.

This approach is referred to as monoBERT. BERT’s maximum input length
limitation of 512 tokens3 prevents this strategy from being directly applied to
longer documents, however. In the work we are reproducing, Dai and Callan [5]
proposed overcoming this limitation by converting a document d into a series of
passages pi, applying BERT as a relevance classifier to each passage pi to obtain
a series of relevance scores si, and then applying a score aggregation approach

3 The length of BERT’s inputs cannot exceed 512 tokens. This includes the query,
the passage, and the three special tokens. This limitation comes from the fact that
position embeddings are used to encode BERT’s input; these position embeddings
were only pretrained for sequences up to length 512.
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to arrive at a final document relevance score sd. To generate the passages, Dai
and Callan [5] used a sliding window of 150 terms with a stride of 75.

Given this sequence of passages, one of three aggregation approaches was
applied: taking the maximum passage score as the document score (MaxP), tak-
ing the first passage’s score (FirstP), or taking the sum of all passage scores
(SumP). We additionally consider an AvgP variant in which the sum of scores is
divided by the number of passages in the document.

3.2 BERT Variants

In the original work, Dai and Callan [5] used BERTBase as a relevance classifier
to obtain the scores si for aggregation. In addition to conducting experiments in
this setting, we also experiment with using the larger BERTLarge model provided
by Devlin et al. [6], as well as the RoBERTa [11], ALBERT [8], and ELECTRA
[4] models in their “base” sizes. Apart from the general-purpose pretrained mod-
els, we fine-tune BERTBase and ELECTRABase using the MS MARCO passage
dataset and add these pre–fine-tuned weights into our comparisons. These mod-
els can be viewed as drop-in replacements for BERT; to use them, we simply
replace BERTBase with a different variant when computing ECLS.

In the experiments investigating each pretrained model, we use the mod-
els available in the HuggingFace model hub [15], with names bert-base-uncased,
bert-large-uncased, google/electra-base-discriminator, albert-base-v2 and roberta-
base. For the experiment investigating the impact of MS MARCO pre–fine-
tuning, we use the BERTBase weights provided by Nogueira and Cho [13] and
the ELECTRABase weights provided by Li et al. [9].

3.3 Deep and Shallow Sampling

In order to investigate whether it is preferable to use “deep and narrow” or
“shallow and wide” judgments for training, we sample judgments from an exist-
ing test collection to simulate both cases. To accomplish this, we prepare ten
smaller datasets from each of the Robust044 and GOV25 datasets by sampling
the relevance judgments in a “shallow” or “deep” manner with a sampling rate
r, described below.

Given the same number of judgments, the shallow setting contains more
queries and fewer labeled documents per query, whereas the deep setting con-
tains fewer queries with more labeled documents per query. The shallow setting
is used in MS MARCO [3], whereas the deep setting is traditionally used in
TREC evaluations. Shallow and deep sampling are two sampling schemes that
we adopted to simulate these two labeling styles, respectively. The sampling app-
roach we adopted in previous work [20] can be viewed as deep sampling, which
provides a reference point for this paper.

4 https://trec.nist.gov/data/robust/04.guidelines.html.
5 http://ir.dcs.gla.ac.uk/test collections/gov2-summary.htm.

https://trec.nist.gov/data/robust/04.guidelines.html
http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm
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Specifically, given a dataset with Q queries, D documents per query, and M
judgments in total, where M = Q · D, the r-sampled dataset always contains
r·D judgments. Deep sampling accomplishes this by dropping queries with higher
priority, while shallow sampling only drops the documents associated with each
query and always preserves the original number of queries.

We achieve this with a two-step process. In the first step, deep sampling ran-
domly preserves around �r ·Q� queries, and shallow sampling randomly preserves
�r · D� documents per query. At this point, both sampling mechanisms should
produce slightly more than r · M judgments. In the second step, we eliminate
the extra judgments by looping over the queries and randomly dropping one of
its labeled documents until exactly r · D judgments are left.

Note that we use cross-validation in our experiments and the sampled
datasets are only used in the training and validation folds. Test folds always
contain the original judgments. That is, while the model is trained and vali-
dated on sampled data, it is evaluated with all available judgments to make fair
comparisons.

3.4 Experimental Details

All the configurations are run on both the Robust04 and GOV2 datasets.
Robust04 is a TREC collection with documents from the news domain that the
original work [5] used in their evaluation. GOV2 contains documents crawled
from .gov websites, which forms a different domain from Robust04. As in the
original work, we use 5-fold cross-validation for Robust04 collection, with three
folds for training, one fold for validation, and the other fold for evaluation.
While Dai and Callan [5] did make their Robust04 folds available,6 we opted
to instead use the folds from Yang et al. [17] in order to ensure that the choice
of folds does not affect the original findings. We randomly assign the queries in
GOV2 into three groups and applied 3-fold cross-validation, with one fold for
training, one fold for validation, and the other fold for evaluation.

We implement our experiments with the Capreolus toolkit [18]. To produce
candidate documents for reranking, we use the Anserini BM25 implementation
[16] with default parameters k1 = 0.9 and b = 0.4 (i.e., the first-stage ranker).
At training time we construct training instances from the top 1000 documents
retrieved by BM25. We consider the top 100 documents at inference time since
this setting is substantially more efficient (i.e., reranking 1000 documents takes
ten times longer). This setting differs from the original work, which used a query-
likelihood model as the first-stage ranker. As with the change in folds used, this
allows us to provide evidence that the original work’s findings are robust to
minor changes in the experimental setup.

Following the original work, we generate passages from each document using
a 150-term sliding window with a 75-term stride. The maximum number of
passages per document is set to 30. During training, passages after the first

6 http://boston.lti.cs.cmu.edu/appendices/SIGIR2019-Zhuyun-Dai/.

http://boston.lti.cs.cmu.edu/appendices/SIGIR2019-Zhuyun-Dai/
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passage are randomly preserved with probability 0.1.7 We use pairwise hinge
loss and fine-tune the models over 36 epochs, with each epoch containing 256
batches of 16 training triples (i.e., a query, a positive document, and a negative
document). We run validation every 4 epochs and preserve the best model in
terms of nDCG@20 to mitigate overfitting. All experiments are fine-tuned using
the Adam optimizer with lr = 10−3 for non-BERT parameters and lr = 10−5

for BERT parameters. The dropout rate for all fully-connected layers8 is set to
0.1 except for ALBERT, where the dropout rate is set to 0.

For the reproduction and BERT variant experiments, we consider both key-
word queries (title field) and description queries (desc field) on both datasets
and report mAP, P@20, and nDCG@20, whereas for experiments comparing
sampling mechanisms, we only report nDCG@20 on keyword queries. Our code
and instructions are available on GitHub.9

4 Results and Discussion

4.1 Reproduction and Generalization of Aggregation Approaches

We report results from our attempts to reproduce Dai and Callan [5] in Table 1,
which consist of the FirstP, MaxP, SumP, and AvgP score aggregation approaches
with both keyword and description queries on the Robust04 and GOV2 datasets.
All models are initialized from BERTBase. Table 1a shows the Robust04 results
copied from the original paper; Table 1b presents our results.

The nDCG@20 column under Robust04 in Table 1b shows that the original
work’s finding that MaxP outperforms FirstP on Robust04 is reproducible. In
fact, we achieve slightly higher results for both methods, which confirms the
correctness of our implementation. While MaxP continues to outperform SumP,
the difference between these two methods is greater than in the original work.
That is, Table 1a shows a tiny difference between the two with both approaches
outperforming FirstP. However, in our results, SumP is not more effective than
FirstP. Given that the implementation differences between these approaches are
very small,10 we attribute this finding to changes in our experimental setup
(e.g., different folds and a different first-stage ranker). This suggests that MaxP
is a more robust approach. In our results, MaxP almost always significantly
outperforms the other approaches regardless of the query type or the dataset.

4.2 MaxP with BERT Variants

Results when initializing MaxP from different pretrained and pre–fine-tuned
(denote “pFT”) checkpoints are shown in Table 2. From the table, it can be

7 https://github.com/AdeDZY/SIGIR19-BERT-IR/blob/master/run qe classifier.
py#L468-L471.

8 The hidden dropout prob configuration in HuggingFace’s library.
9 https://github.com/crystina-z/MaxP-Reproduction.

10 See line 58 of tools/bert passage result to trec.py in the original code.

https://github.com/AdeDZY/SIGIR19-BERT-IR/blob/master/run_qe_classifier.py#L468-L471
https://github.com/AdeDZY/SIGIR19-BERT-IR/blob/master/run_qe_classifier.py#L468-L471
https://github.com/crystina-z/MaxP-Reproduction
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Table 2. Results of MaxP models initialized with various pretrained or pre–fine-tuned
weights. The † symbol indicates the score is significantly higher than the corresponding
BERTBase score (p < 0.01) after Bonferroni correction. The best results among all
pretrained models are underlined, and the best among all are in bold. Note that the

Base subscript is omitted when there is no ambiguity.

Robust04 GOV2

mAP@100 P@20 nDCG@20 mAP@100 P@20 nDCG@20

Title BERTBase 0.2384 0.4068 0.4767 0.1855 0.6030 0.5175

BERTLarge 0.2424 0.4120 0.4875 0.1865 0.5990 0.5161

ELECTRA 0.2437 0.4253 0.4959 0.1810 0.5718 0.4841

RoBERTa 0.2425 0.4259 0.4938 0.1696 0.5591 0.4679

ALBERT 0.2326 0.4006 0.4632 0.1925 0.6114 0.5354

BERTBase (pFT) 0.2401 0.4207 0.4857 0.1958 0.6322 0.5473

ELECTRA (pFT) 0.2575 0.4482† 0.5225† 0.1998 0.6466 0.5624

Desc BERTBase 0.2646 0.4504 0.5303 0.1942 0.6292 0.5480

BERTLarge 0.2672 0.4655 0.5448 0.1968 0.6272 0.5420

ELECTRA 0.2726 0.4584 0.5480 0.1895 0.6081 0.5152

RoBERTa 0.2692 0.4671 0.5489 0.1928 0.6195 0.5370

ALBERT 0.2637 0.4542 0.5400 0.1977 0.6309 0.5459

BERTBase (pFT) 0.2719 0.4624 0.5476 0.2046† 0.6550 0.5788

ELECTRA (pFT) 0.2865† 0.4779† 0.5741† 0.2100† 0.6822† 0.6062†

observed that although each BERT variant can achieve an improvement over
BERT, such improvements are neither significant nor consistent across datasets
or query types. On Robust04, BERTLarge, ELECTRA, and RoBERTa show some
improvement over BERTBase for both query types, but their results on GOV2
are only on par with or even worse than BERTBase. On the other hand, ALBERT
is less effective than BERT on Robust04 with keyword queries and GOV2 with
description queries, but improves over BERTBase in the other settings.

Compared with the inconsistent improvements brought by different BERT
variants, the benefits of pre–fine-tuning on MS MARCO are much more stable.
While the differences are significant only on GOV2, the pre–fine-tuned BERTBase

numerically outperforms the vanilla BERTBase across different query types and
datasets. Moreover, the pre–fine-tuned ELECTRA yields an improvement with
significant increases in a variety of settings.

4.3 Deep vs. Shallow Relevance Judgments

Table 3 shows the training effectiveness of MaxP across a spectrum of training
and validation data sizes. Table 3a shows several baselines to put the results in
context, including a BERT-MaxP model fine-tuned on only the MS MARCO
collection (i.e., the pre–fine-tuned setting without further fine-tuning on the
target domain) and the BERT-MaxP scores previously reported by Dai and
Callan [5] and Li et al. [9]. Table 3b shows the BERT-MaxP metrics obtained
by fine-tuning with each deep or shallow sampled dataset at different sampling
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Fig. 1. Plots of baselines and our experiments with deep and shallow sampling.

rates r. As mentioned in Sect. 3.4, we report the median nDCG@20 of the five
experiments under the same settings.

By plotting the scores in Fig. 1, it can be observed that while effectiveness
benefits from more training and validation labels, there is no clear trend in
terms of the superiority of the two schemes. It is not the case that one judgment
scheme consistently yields better effectiveness than the other. This observation
applies regardless of whether the model is pre–fine-tuned on MS MARCO. This
is an interesting finding that differs from the results of Yilmaz and Robertson
[19], who conducted similar experiments, but in a feature-based learning-to-rank
context. Note that an important caveat here is that our sampling schemes apply
only to sampling training data—in all cases, our test data are “complete”. We
have not explored the case where the test data are also sampled, in which case
there may be differences between the two schemes for evaluating effectiveness.



162 X. Zhang et al.

5 Conclusion

In this work, we reproduced the three passage score aggregation approaches
proposed in Dai and Callan [5]. We found that the MaxP aggregation approach
is the most effective, and furthermore, the differences between MaxP and AvgP
are larger than in the original work. We generalized this finding by conducting
the same experiments on the GOV2 dataset and reaching the same conclusion.
We found that MaxP can further benefit from pre–fine-tuning the model on the
MS MARCO passage dataset, but does not necessarily benefit from replacing
BERT with a newer variant. While none of the general-purpose pretrained models
consistently improved over BERT, the pre–fine-tuned ELECTRA model achieved
significant improvements under many settings. Finally, we explored the impact
of fine-tuning BERT with shallow or deep judgments via sampling, finding that
the model performed similarly regardless of which judgment scheme was used.
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Abstract. The task of identifying emotions from a given music track has
been an active pursuit in the Music Information Retrieval (MIR) commu-
nity for years. Music emotion recognition has typically relied on acoustic
features, social tags, and other metadata to identify and classify music
emotions. The role of lyrics in music emotion recognition remains under-
appreciated in spite of several studies reporting superior performance of
music emotion classifiers based on features extracted from lyrics. In this
study, we use the transformer-based approach model using XLNet as the
base architecture which, till date, has not been used to identify emotional
connotations of music based on lyrics. Our proposed approach outper-
forms existing methods for multiple datasets. We used a robust method-
ology to enhance web-crawlers’ accuracy for extracting lyrics. This study
has important implications in improving applications involved in playlist
generation of music based on emotions in addition to improving music
recommendation systems.

Keywords: Music emotion recognition · Lyrics · Valence-arousal ·
Transformers

1 Introduction

Information retrieval and recommendation, be it related to news, music, prod-
ucts, images, amongst others, is crucial in e-commerce and on-demand content
streaming applications. With the staggering increase in paid subscribers for
music streaming platforms over the years, and especially in these Covid times
[1], MIR systems have increased need and relevancy. Music Emotion Recognition
has gained prominence over the recent years in the field of MIR, albeit relying
on acoustic features [11,29] and social tags [6] to identify and classify music
emotions. Lyrics have been largely neglected despite the crucial role they play in
especially eliciting emotions [14], a vital factor contributing to musical reward
[25], in addition to reflecting user traits and tendencies [34] which in turn are
related to musical preferences [26]. Despite a handful of studies reporting the
superior performance of music emotion classifiers based on features extracted
from lyrics than audio [16,38], the role of lyrics in music emotion recognition
remains under-appreciated.
c© Springer Nature Switzerland AG 2021
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Analyzing lyrics and its emotional connotations using advanced Natural Lan-
guage Processing (NLP) techniques would make for a natural choice. However,
NLP in MIR has been used for topic modelling [20], identifying song structure
via lyrics [13], and mood classification [16]. In the context of Music emotion
recognition [23,38], typically traditional NLP approaches have been used, which
are limited to word-level representations and embeddings, as opposed to more
modern NLP techniques that are based on context and long-term dependencies
such as transformers [10,40]. Lyrics can be treated as narratives rather than inde-
pendent words or sentences, which therefore renders the use of transformers a
natural choice in mining affective connotations. In this study, we use transformer
model which, till date, has not been used for identifying emotional connotations
of music based on lyrics.

2 Related Work

Analyzing affective connotations from text, that is, sentiment analysis, has been
actively attempted in short contexts like reviews [4,30], tweets [3,7], news arti-
cles [35] amongst others with limited application to lyrics. Sentiment analy-
sis has come a long way from its inception based on surveys and public opin-
ions [21] to use of linguistic features like character n-grams [15], bag-of-words [4]
and lexicons like SentiWordNet [27] to state-of-the-art that employ context-
based approaches [10,33] for capturing the polarity of a text. The task of sen-
timent analysis has been approached using several deep learning techniques like
RNN [7,31], CNN [7], and transformers [10,18] and have shown to perform
remarkably better than traditional machine-learning methods [19].

Music emotion classification using lyrics has been performed based on tradi-
tional lexicons [16,17]. The lexicons not only have very limited vocabulary but
also the values have to be aggregated without using any contextual informa-
tion. In recent years the use of pre-trained models like GloVe [32], ELMO [33],
transformers [10,37] are fast gaining importance for large text corpus has shown
impressive results in downstream several NLP tasks. Authors in [2,9] perform
emotion classification using lyrics by applying RNN model on top of word-level
embedding. The MoodyLyrics dataset [5] was used by [2] who report an impres-
sive F1-score of 91.00%. Recurrent models like LSTMs work on Markov’s princi-
ple, where information from past steps goes through a sequence of computations
to predict a future state. Meanwhile, the transformer architecture eschews recur-
rence nature and introduces self-attention, which establishes longer dependency
between each step with all other steps. Since we have direct access to all the
other steps (self-attention) ensures negligible information loss. In this study, we
employ Multi-task setup, using XLNet as the base architecture for classifica-
tion of emotions and evaluate the performance of our model on several datasets
that have been organized by emotional connotations solely based on lyrics. We
demonstrate superior performance of our transformer-based approach compared
to RNN-based approach [2,9]. In addition, we propose a robust methodology for
extracting lyrics for a song.
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3 Methodology

3.1 Datasets

MoodyLyrics [5]: This dataset comprises 2595 songs uniformly distributed
across the 4 quadrants of the Russell’s Valence-Arousal (V-A) circumplex model
[36] of affect where emotion is a point in a two-dimensional continuous space
which has been reported to sufficiently capture musical emotions [12]. Valence
describes pleasantness and Arousal represents the energy content. The authors
used a combination of existing lexicons such as ANEW, WordNet, and WordNet-
Affect to assign the V-A values at a word-level followed by song-level averaging
of these values. These were further validated by using subjective human judg-
ment of the mood tags from AllMusic Dataset [24]. Finally, the authors had
retained songs in each quadrant only if their Valence and Arousal values were
above specific thresholds, thereby rendering them to be highly representative of
those categories.

MER Dataset [24]: This dataset contains 180 songs distributed uniformly
among the 4 emotion quadrants of the 2-D Russell’s circumplex model. Sev-
eral annotators assigned the V-A values for each song solely based on the lyrics
displayed without the audio. The Valence and Arousal for each song were com-
puted as the average of their subjective ratings. Also, this dataset was reported
to demonstrate high internal consistency making it highly perceptually relevant.

3.2 Lyrics Extraction

Due to copyright issues, the datasets do not provide lyrics, however, the URLs
from different lyric websites are provided in each of the datasets. In order to mine
the lyrics, one approach is to write a crawler for each of the websites present
in the datasets. However, some of those URLs were broken. Hence, in order to
address this concern, we provide a robust approach for extracting lyrics using
the Genius website. All the existing APIs, including Genius API require the
correct artist and track name for extracting the lyrics. However, if the artist or
track names are misspelled in the dataset, the API fails to extract the lyrics. We
handled this issue by introducing a web crawler to obtain the Genius website
URL for the lyrics of the song instead of hard-coding the artist and track name
in Genius API. Using the web crawler, we were able to considerably improve the
number of songs extracted from 60%–80% for the different datasets to ∼99% for
each dataset.

3.3 Proposed Architecture

We describe a deep neural network architecture that, given the lyrics, outputs the
classification of Emotion Quadrants, in addition to Valence and Arousal Hemi-
spheres. The entire network is trained jointly on all these tasks using weight-
sharing, an instance of multi-task learning. Multi-task learning acts as a regu-
larizer by introducing inductive bias that prefers hypotheses explaining all the
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tasks. It overcomes the risk of overfitting and reduces the model’s ability to
accommodate random noise during training while achieving faster convergence
[41]. Figure 1 displays the architecture of our proposed method.

We use XLNet [40] as the base network, which is a large bidirectional trans-
former that uses improved training methodology, larger data and more computa-
tional power. XLNet improves upon BERT [10] by using the Transformer XL [8]
as its base architecture. The added recurrence to the transformer enables the
network to have a deeper understanding of contextual information.

Fig. 1. Overview of our method

The XLNet transformer Model outputs raw hidden states, which are then
passed on to SequenceSummary block, which computes a single vector summary
of a sequence of hidden states, followed by one more hidden Fully-Connected
(FC) layer which encodes the information into a vector of length 8. This layer
finally branches out into three complementary tasks via a single FC layer on
top for classification of Quadrant, Valence, and Arousal separately. As we feed
input data, the entire pre-trained XLNet model and the additional untrained
classification layers are trained for all three tasks. We use the following loss
function to train our network.

L = (λ1 ∗ LQ) + (λ2 ∗ LV ) + (λ3 ∗ LA) (1)

where LQ, LV , and LA represents the classification loss on Quadrants, Valence,
and Arousal, respectively.

Implementation Details. We use the AdamW optimizer [22] with an initial
learning rate of 2e−5 and a dropout regularization with a 0.1 discard probability
for the layers. We use Cross-Entropy Loss for calculating loss. A batch size of
8 was used. We also restrict the length of the lyrics to 1024 words. Lyrics of
more than 99% of the songs had less than 1024 words. We leverage the rich
information of pre-trained (XLNet-base-cased) model as they are trained on
big corpora. As the pre-trained model layers already encode a rich amount of
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information about language, training the classifier is relatively inexpensive [37].
We also run our network on single-task classification and compare the results as
part of our ablation study in a later section.

4 Experiment and Results

4.1 Evaluation Measures

For evaluating the effectiveness of our proposed model, we use the standard
recall, precision, and F1 measures. We provide results for both macro-averaged
F1 and micro-averaged F1. The micro-average F1 is also the classifier’s overall
accuracy. We use Macro-averaged F1(F1-score) [39] as given in Eq. 2. The scores
are first computed for the binary decisions for each individual category and then
are averaged over categories.

F1x = 2
PxRx

Px + Rx
; F1 =

1
n

∑

x

F1x (2)

where F1x, Px, Rx denote F1-score, precision and recall with respect to class x.
This metric is significantly more robust towards the error type distribution as
compared to the other variants of the Macro-averaged F1 [28].

4.2 Results

We use multi-task setup to compare our performance on various datasets. For a
fair evaluation of our method, we use the data splits for respective datasets, as
mentioned in respective studies. All the results reported hereon are the average
of multiple data splits. Tables 1 and 2 compares the results of our approach
on MoodyLyrics and MER dataset respectively. These results demonstrate the
far superior performance of our method when compared to studies that have
attempted the same task.

We also compare the performance of our approach by validating on an addi-
tional dataset, the AllMusic dataset comprising 771 songs provided by [24]. We
follow the same procedure of training on the MER dataset and evaluating on
the AllMusic dataset as mentioned by the authors. We get an improved F1-
score of 75.40% compared to their reported 73.60% on single-task Quadrant
classification in addition to improved Accuracy of 76.31% when compared to

Table 1. Results of classification by Quadrants on MoodyLyrics dataset.

Approach Accuracy Precision Recall F1-score

Naive Bayes [2] 83.00% 87.00% 81.00% 82.00%

BiLSTM + Glove [2] 91.00% 92.00% 90.00% 91.00%

Our method 94.78% 94.77% 94.75% 94.77%
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Table 2. Results of classification on MER dataset.

Classification Approach Accuracy Precision Recall F1-score

Quadrant CBF + POS tags, Structural
and Semantic features [24]

– – – 80.10%

Quadrant Our method 88.89% 90.83% 88.75% 88.60%

Valence CBF + POS tags, Structural
and Semantic features [24]

– – – 90.00%

Valence Our method 94.44% 92.86% 95.83% 93.98%

Arousal CBF + POS tags, Structural
and Semantic features [24]

– – – 88.30%

Arousal Our method 88.89% 90.00% 90.00% 88.89%

Table 3. Ablation study on MoodyLyrics

Classification Accuracy F1-score

Multi-task Single-task Multi-task Single-task

Quadrant 94.78% 95.68% 94.77% 95.60%

Valence 95.73% 96.51% 95.67% 96.46%

Arousal 94.38% 94.38% 94.23% 94.35%

the reported Accuracy of 74.25%, albeit on a subset of the AllMusic dataset, in
[5]. Our Multi-task method demonstrated comparable F1-score and accuracy of
72.70% and 73.95% when compared to our single-task Quadrant classification.

Ablation Study: Owing to its large size and quadrant representativeness of the
MoodyLyrics dataset, we perform extensive analysis with different architecture
types and sequence lengths. In the initial set of experiments, we aimed to find
the best model where we compared our baseline model with BERT transformer
with same sequence length of 512, which resulted in inferior performance of an
F1-score down by around 1.3%. We also compare the performance of our baseline
model with our multi-task setup. Table 3 shows that we perform similar to our
baseline method, but we saw a huge improvement in training speed as the latter
converge faster. This also requires training different tasks from scratch every
time, which makes it inefficient.

5 Conclusion

In this study, we have demonstrated the robustness of our novel transformer-
based approach for music emotion recognition using lyrics on multiple datasets
when compared to hitherto used approaches. Our multi-task setup helps in faster
convergence and reduces model overfitting, however, the single-task setup per-
forms marginally better albeit at the expense of computational resources. This
study can help in improving applications like playlist generation of music with
similar emotions. Also, hybrid music recommendation systems, which utilize
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predominantly acoustic content-based and collaborative filtering approaches can
further benefit from incorporating emotional connotations of lyrics for retrieval.
This approach can be extended in future to multilingual lyrics.
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Abstract. In this paper, we present BiGBERT, a deep learning model
that simultaneously examines URLs and snippets from web resources to
determine their alignment with children’s educational standards. Prelim-
inary results inferred from ablation studies and comparison with base-
lines and state-of-the-art counterparts, reveal that leveraging domain
knowledge to learn domain-aligned contextual nuances from limited
input data leads to improved identification of educational web resources.

Keywords: Web classification · BERT · Educational standards

1 Introduction

Web resource classification is a well-explored area in Information Retrieval [15].
Recently, the field has seen an influx of research related to domain-specific clas-
sification, especially within the legal, financial and medical domains [11,18,36].
Classification in the domain of education, however, remains relatively unexplored.
As a broad term, education applies to a variety of classification tasks. Prior
work includes classifying educational resources based on “the strength of the
educative resource [as] a property evaluated cumulatively by the target audience
of the resource (e.g., students or educational experts)” using a Support Vector
Machine (SVM) [16]. This model, however, relies heavily on manually-annotated
data and is applicable only to computer science education. Xia [32] also uses an
SVM to classify resources supporting instruction, whereas EduBERT [7] detects
college-level forum posts written by struggling students. In general, efforts in
this area classify resources for unspecified age groups, adult students, limited
subject areas, instructors or institutional-level insights. There is a gap in the lit-
erature regarding recognizing educational web resources for children ages 6–18
in grades Kindergarten-12 (K-12). Educational standards, such as the United
States’ Common Core State Standards (CCSS) and the Next Generation Science
Standards (NGCS), provide learning outcomes for K-12 students. For example,
a grade 1 learning outcome from CCSS states “Identify the main topic and retell
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 176–184, 2021.
https://doi.org/10.1007/978-3-030-72240-1_13
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Fig. 1. BiGBERT architecture (RU and RS denote the URL and snippet, resp.).

key details of a text” [19]. We posit that domain knowledge obtained from these
standards can inform the classification of children’s educational web resources.

Regardless of the domain, classifiers tend to rely on features inferred from
HTML page content [9,28]. Processing full web pages requires high computa-
tional power, large data storage, and time to retrieve [25] as web pages are
often dynamic and contain pictures, videos, or scripts in addition to text [26].
To address some of these constraints, state-of-the-art approaches examine only
URLs [14,26]. Unfortunately, URLs are not always comprised of meaningful
tokens (i.e., valid terms), which may cause misclassifications. Consider the URL
https://www.youtube.com/watch?v=pX3V9hoX1eM for a YouTube video by
National Geographic For Kids related to animals. In this case, meaningful tokens
include “youtube” and “watch,” neither of which indicates the corresponding
resource is child-friendly.

Mindful of the aforementioned limitations, in this paper, we introduce BiG-
BERT, a Bidirectional Gated Recurrent Unit (BiGRU) with BERT that rec-
ognizes educational web resources for children. In particular, we focus on edu-
cational resources that inform on subjects for grades K-12, such as language
arts, science and social studies, described in CCSS, NGCS, and Idaho Content
Standards (ICS). As illustrated in Fig. 1, BiGBERT has two main components:
a URL and a snippet vectorizer. To vectorize URLs, we combine the domain-
specific embeddings from Edu2Vec [3] with a BiGRU and a self attention layer.
Shen et al. [27] show that using summaries instead of full page content results
in comparable classification performance, thus we use snippets in place of full
content. To vectorize snippets, we fine tune the transformer model BERT [8]
using educational standards. Last, we concatenate the snippet and URL vectors
and apply a softmax function to determine the class of a web resource.

With our work, we seek to answer these research questions: RQ1: Do URLs
provide sufficient indication that resources are educational?; RQ2: Do snippets
along with URLs help identify educational resources?; and RQ3: Does domain-
specific knowledge affect identification of educational resources? Our main con-
tribution is a hybrid strategy that simultaneously considers resource URL and
snippet, while informing domain-dependent learning with minimal educational
data for determining resource alignment to K-12 educational standards. We envi-
sion BiGBERT (https://github.com/BSU-CAST/BiGBERT) as groundwork to
support other Information Retrieval tasks, e.g., easing access to online resources
supporting K-12 curriculum-related information discovery tasks.

https://www.youtube.com/watch?v=pX3V9hoX1eM
https://github.com/BSU-CAST/BiGBERT
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2 BiGBERT

In this section, we detail how BiGBERT simultaneously leverages features from
the URL (RU ) and snippet (RS) of a web resource R for classification purposes.
BiGBERT is trained using a batch size of 128, binary cross-entropy loss function,
and RMSProp optimizer [30] with momentum=0.2 and learning rate=0.001.

URL Vectorizer. BiGBERT tokenizes RU into a sequence of terms T by split-
ting on non-alphanumeric symbols (e.g., periods, dashes and forward slashes)
and using SymSpell [13] to perform word segmentation as URLs tend to com-
pound words together (e.g., changing stackoverflow to stack overflow). Each
token ti ∈ T is mapped to its corresponding word embedding. If ti is not part of
the embedding dictionary, we attribute this to a possible misspelling or spelling
variation, and thus attempt a correction using a single edit distance operation
(i.e., replacing, adding, or removing a character). If ti is still not in the dictionary,
we discard it to ensure only meaningful tokens remain.

To learn a representation of RU , BiGBERT uses the Edu2Vec word embed-
dings dictionary [3] as it incorporates domain knowledge from NGCS, CCSS,
and ICS. These standards serve as structured knowledge sources to identify
terms, topics, and subjects for K-12 grades, enabling BiGBERT to emphasize
K-12 curriculum concepts in RU that may be overlooked by general-purpose
pre-trained embeddings. Rather than analyzing independent embeddings, we
design BiGBERT to scrutinize context-sensitive indications from T . Inspired
by Rajalakshmi et al. [24] and in response to URLs not following traditional
language syntax, we examine groups of embeddings (i.e., trigrams) using a Con-
volutional Neural Network (CNN)–a fast, effective, and compact method [20] to
generate feature vectors from trigrams. The convolution results in a feature map
Fmap = <F1, F2, ..., Fx>, ∀f=1..x Ff = relu(w.xi:i+m−1+bu), where the rectified
linear function relu is applied to the dot product of a kernel w with a window of
embeddings xi:i+m−1 in T of size m= 3; bu is a bias term. To explore long term
dependencies of features that may appear far apart BiGBERT uses a BiGRU
network, as it captures context information in a forwards and backwards direc-
tion. A self-attention layer then determines the importance of features identified
by the CNN and BiGRU. This is followed by a flatten and dense layer that yields
a single feature vector representation of RU of size 128, denoted BiGvec .

Snippet Encoding. As snippets are a few sentences long, unlike URLs which
are at most a few words, we require a model that can scrutinize each snippet as
a whole. Hence, we incorporate the state-of-the-art transformer model BERT [8]
into BiGBERT’s design. BERT’s ability to process sequences up to a maximum
size of 512 tokens enables BiGBERT to exploit the sequential, contextual infor-
mation within RS in its entirety. Additionally, BERT’s architecture consisting of
12 transformer blocks and self-attention heads ensures the learning of rich con-
textual information from each snippet. As such, we tokenize RS into a sequence
of sentences, encode it to BERT’s specifications, and use BERT to attain an
aggregate feature vector representation of size 768, denoted BERTvec .
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On domain-dependent tasks like the one we address here, BERT benefits from
fine-tuning [29]. Thus, we adjust traditional BERT to our definition of educa-
tion by exploiting established educational standards. We perform fine-tuning as
described in [29], training1 BERT embeddings as an educational text classifier
by adding a linear classification layer which uses binary cross entropy as loss and
the Adam optimizer with learning rate = 1e−5.

Classification. To leverage evidence of educational alignment inferred from
RU and RS , we concatenate BiGvec with BERTvec as BBvec. BiGBERT then
invokes a fully connected layer on BBvec that uses a softmax activation function
to produce a probability distribution ŷ over each class, educational and not, such
that ŷ ∈ [0, 1]. This function ensures that the sum of the probabilities per class
adds up to one. The class predicted for R is the one with the highest probability.

3 Experiments and Discussion

We conducted empirical explorations to answer the research questions that
guided our work. Below we discuss our experimental set up and results.

Set-up. There is no dataset2 we can use to assess the proposed task. Thus, we
build one using URLs (with text in English) from Alexa Top Sites [2]–based on
the well-known Open Directory Project (ODP) [6,22]. We treat as educational the
1,273 URLs in subcategories Pre-School and School Time from Kids & Teens. We
also randomly select 3,998 non-educational URLs uniformly distributed among
Adult, Business, Recreation, and Games. To validate that dataset labels align (or
not) with our definition of educational, an education expert annotated a repre-
sentative sample (n = 527). As in [23], we calculate the accuracy between the two
annotations (Alexa vs. expert) per sample, obtaining an inter-annotator agree-
ment of 94.7%. For performance assessment, we useAccuracy, a common classifi-
cation metric, along with False Positive (FPR) and False Negative (FNR) ratios,
to offer insights on the type of misclassified resources.

To the best of our knowledge, there are no domain-specific classifiers that we
can use to contextualize BiGBERT’s performance. Thus, we optimize and adapt
several classifiers to detect K-12 web resources: (i) BoW3 [14], a bag-of-words
model that computes cosine similarity between a vectorized resource URL and
ODP category descriptions to determine the resource’s respective category (note
that we use the text of learning outcomes from educational standards in lieu of
category descriptions); (ii) BGCNN [26], a model based on a BiGRU with a
CNN which identifies child-friendly URLs; (iii) BERT4TC [35], a text classifier
that uses a BERT encoder to perform topic and sentiment classification, and (iv)

1 For fine-tuning we use 2,655 text passages from NGCS, CCSS, and ICS along with
2,725 from the Brown corpus [5,12].

2 Due to Terms of Use for Alexa Top Sites, we are unable to share this dataset.
3 We explored SVM as an additional baseline, which performed similarly to BoW and

is excluded for brevity.



180 G. Allen et al.

Table 1. Experimental results. U and S applied to URL and snippet only; E aug-
mented with educational data. * and † significant w.r.t. BiGBERT and non-educational
counterpart, resp. Significance determined with McNemar’s test, p< 0.05.

Row Type Models Accuracy FPR FNR

1 Baseline BoW .7205 * .115 .796

2 State-of the-art BGCNN .8399 * .073 .432

3 BERT4TC .9353 * .041 .140

4 Hybrid-NB .8600 * .145 .123

5 Ablation study BiGBERT-U .8276 * .073 .484

6 BiGBERT-U-E .8287 * † .072 .483

7 BiGBERT-S .9374 * .027 .175

8 BiGBERT-S-E .9334 * .038 .155

9 BiGBERT-U-S .9381 * .035 .146

10 BiGBERT .9533 † .027 .106

Hybrid-NB [1], a hybrid model which examines both URL and content of web-
sites to determine their target audience (i.e., Algerian users). Reported results
for BGCNN and BERT4TC are the average of 5-fold cross validation. Addi-
tionally, we explore variations of BiGBERT where U, S, and E indicate when
BiGBERT examines only URLs, snippets, and infuses educational information,
respectively. Finally, through an ablation study, we showcase the contributions of
the URL and snippet vectorizers towards the overall architecture of BiGBERT.

Results and Discussion. We summarize our results in Table 1.

Do URLs provide sufficient indication that resources are educational? Reports
in [26] showcase the effectiveness of only examining URLs to identify sites as
child-friendly. This motivates us to study the applicability of the approach for
detecting educational web resources targeting K-12 populations. The accuracy
of BoW does not surpass the 75% mark attained via a naive baseline (one
always predicting non-educational due to the unbalanced nature of our dataset).
BGCNN, BiGBERT-U, and BiGBERT-U-E outperform more traditional models
with accuracies in the low 80 percentile. We attribute the increase in performance
to the fact that state-of-the-art models do not assume URL token independence,
unlike BoW. Results from our analysis indicate that when semantic and context-
rich information is available, URLs are a valuable source to inform classification.
The number of misclassified educational resources in this case, however, is high
as nearly half of educational samples, which comprise 25% of our data, are being
labelled non-educational (see respective FNR). This leads us to investigate addi-
tional information sources that can contribute to the classification process.

Do snippets along with URLs help identify educational resources? As content
analysis is a staple of classification, it is logical to consider knowledge inferred
from snippets to better support the classification of K-12 educational web
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resources. This is demonstrated by significant performance improvements of
Hybrid-NB, BiGBERT-U-S, and BiGBERT over counterparts solely looking at
URLs (BoW and BGCNN). In fact, BiGBERT significantly outperforms hybrid
models in accuracy and FPR. Fewer false positives means lower likelihood for
potentially inappropriate sites being labelled educational, which is of special
importance given the domain and audience of our work. The results suggest
that snippets, combined with URLs, do help identify educational resources. How-
ever, the higher FNR of BiGBERT-U-S compared to Hybrid-NB, again points
to the misclassification of educational resources. This can be seen on samples
like www.sesamestreet.org, recognized as educational by Hybrid-NB but over-
looked by BiGBERT-U-S. This would suggest that the lack of explicit domain
knowledge is a detriment to BiGBERT-U-S.

Does domain-specific knowledge affect identification of educational resources?
BiGBERT’s accuracy increases when using Edu2Vec and fine-tuned BERT
embeddings (rows 9 vs 10 in Table 1). To determine whether the improvement is
the result of explicitly infusing educational knowledge into the classification pro-
cess, we compare BiGBERT-U and BiGBERT-S with educationally-augmented
counterparts. Our experiments reveal a significant decrease in FPR and FNR
between BiGBERT-U and BiGBERT-U-E; non significant between BiGBERT-
S and BiGBERT-S-E. Unlike for URL variations, BiGBERT-S-E’s performance
improved only in FNR after augmentation. We attribute this to the relatively
small training set used for fine-tuning in comparison to the initial pre-training
set for BERT, leading to less new contextual information learned by the stan-
dard transformer model. Nonetheless, the significant increases in accuracy and
decreases in FPR and FNR for BiGBERT when compared to BiGBERT-U-S
suggest that domain-specific knowledge can have a positive effect on the classifi-
cation of educational resources. This is illustrated by the URL www.xpmath.com,
a site to support math education in grades 2–9, that is labelled non-educational
by BiGBERT-U-S, yet it is correctly recognized as educational by BiGBERT.

4 Conclusion and Future Work

In this paper, we focused on a relatively unexplored area: identification of educa-
tional web resources for K-12 populations. We introduced BiGBERT based on
a hybrid, deep learning architecture that relies on contextual analysis strategies
alongside educational knowledge sources to capture features that best showcase
resource alignment with K-12 subjects. Results from our experiments demon-
strate that classifiers of educational K-12 web resources benefit from concurrently
accounting for snippets and URLs. Further, via an ablation study we validate
BiGBERT’s design; specifically the need for the infusion of educational domain
knowledge. Outcomes from our work align with [21], regarding leveraging scarce
labelled data to better support classification.

Our findings can help improve how children can access educational content
online. In particular, we will explore the effectiveness of BiGBERT when applied

www.sesamestreet.org
www.xpmath.com
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to re-ranking search results on educational alignment as a step toward support-
ing search as learning among K-12 students [17,31,33]. BiGBERT provides a
foundation to support research in other Information Retrieval areas, e.g., iden-
tification of resources that teachers may use in the classroom [10], automatic
curation of resources for educational search engines similar to Infotopia [4], and
identification of educational questions on question answering sites [34].

Acknowledgments. Work funded by NSF Award # 1763649. The authors would like
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7. Clavié, B., Gal, K.: Edubert: pretrained deep language models for learning analyt-
ics. arXiv preprint arXiv:1912.00690 (2019)

8. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: Bert: Pre-training of deep bidirec-
tional transformers for language understanding. arXiv preprint arXiv:1810.04805
(2018)

9. Eickhoff, C., Serdyukov, P., de Vries, A.P.: Web page classification on child suit-
ability. In: Proceedings of the 19th ACM International Conference on Information
and Knowledge Management, pp. 1425–1428 (2010)

10. Ekstrand, M.D., Wright, K.L., Pera, M.S.: Enhancing classroom instruction with
online news. Aslib J. Inf. Manag. 72(5), 725–744 (2020)

11. Elnaggar, A., Gebendorfer, C., Glaser, I., Matthes, F.: Multi-task deep learning
for legal document translation, summarization and multi-label classification. In:
Proceedings of the 2018 Artificial Intelligence and Cloud Computing Conference,
pp. 9–15 (2018)

12. Francis, W.N., Kucera, H.: Brown corpus manual. Lett. Editor 5(2), 7 (1979)
13. Garbe, W.: Symspell (2020). https://github.com/wolfgarbe/SymSpell
14. Geraci, F., Papini, T.: Approximating multi-class text classification via automatic

generation of training examples. In: Gelbukh, A. (ed.) CICLing 2017. LNCS, vol.
10762, pp. 585–601. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-
77116-8 44

https://www.alexa.com/topsites/category
https://wwww.infotopia.info
https://doi.org/10.1007/s11704-018-7283-x
https://doi.org/10.1007/s11704-018-7283-x
http://arxiv.org/abs/1912.00690
http://arxiv.org/abs/1810.04805
https://github.com/wolfgarbe/SymSpell
https://doi.org/10.1007/978-3-319-77116-8_44
https://doi.org/10.1007/978-3-319-77116-8_44


BiGBERT 183

15. Hashemi, M.: Web page classification: a survey of perspectives, gaps, and future
directions. Multimedia Tools Appl. 79, 11921–11945 (2020)

16. Hassan, S., Mihalcea, R.: Learning to identify educational materials. ACM Trans.
Speech Lang. Process. (TSLP) 8(2), 1–18 (2008)

17. Hoppe, A., Holtz, P., Kammerer, Y., Yu, R., Dietze, S., Ewerth, R.: Current chal-
lenges for studying search as learning processes. In: Proceedings of Learning and
Education with Web Data (2018)

18. Hughes, M., Li, I., Kotoulas, S., Suzumura, T.: Medical text classification using
convolutional neural networks. Stud. Health Technol. Inf. 235, 246–50 (2017)

19. Initiative, CCSSO: Common core state standards for English language arts & liter-
acy in history/social studies, science, and technical subjects (2020). http://www.
corestandards.org/wp-content/uploads/ELA Standards1.pdf

20. Kastrati, Z., Imran, A.S., Yayilgan, S.Y.: The impact of deep learning on document
classification using semantically rich representations. Inf. Process. Manag. 56(5),
1618–1632 (2019)

21. Liu, G., Guo, J.: Bidirectional LSTM with attention mechanism and convolutional
layer for text classification. Neurocomputing 337, 325–338 (2019)

22. Nimmagadda, S.L., Zhu, D., Rudra, A.: Knowledge base smarter articulations for
the open directory project in a sustainable digital ecosystem. In: Companion Pro-
ceedings of the International Conference on World Wide Web, pp. 1537–1545 (2017)
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Abstract. A product search on an e-commerce site can return zero hits
for several reasons. One major reason is that a user’s query may not be
appropriately expressed for locating existing products. To enable suc-
cessful product purchase, an ideal e-commerce site should automatically
revise the user query to avoid zero hits. We investigate what kinds of
query revision strategies turn a zero-hit query into a successful query,
by analyzing data from a major Japanese e-commerce site. Our analysis
shows that about 99% of zero-hit queries can be turned into success-
ful queries that lead to product purchase by term dropping (27%), term
replacement (29%), rephrasing (17%), and typo correction (26%). The
results suggest that an automatic rewriter for avoiding zero-hit product
queries may be able to achieve satisfactory coverage and accuracy by
focusing on the above four revision strategies.

Keywords: E-commerce search · Zero hits · Revision strategy

1 Introduction

According to a McKinsey report from July 2020, after the advent of COVID-
19, more people are relying on online shopping, and plan to continue to do
so1. However, while shopping sites provide product search capabilities for users,
product searches often result in zero hits. There are several reasons behind this
failure, such as the site not selling the product being sought or the product
being out of stock. Among them, the most serious situation for the shopping
sites is that the user’s query may not be appropriately expressed for locating
existing relevant products; this means that vendors lose customers’ business
even though they have the products to sell. Therefore, our final goal is to resolve
this situation by automatically rewriting the user’s query to avoid zero hits. To
build an automatic query rewriter, the first and the most crucial step is to learn
how users revise zero-hit queries to yield successful ones that lead to an actual

1 https://www.mckinsey.com/business-functions/marketing-and-sales/our-insights/
a-global-view-of-how-consumer-behavior-is-changing-amid-covid-19.
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purchase. However, there is no comprehensive work that covers effective revision
strategies and addresses zero-hit queries in the e-commerce search realm.

In light of this, we investigate what kinds of query revision strategies turn a
zero-hit query into a successful query, by analyzing data from a major Japanese
e-commerce site. Our analysis shows that about 99% of zero-hit product queries
can be turned into successful queries that lead to product purchase by term
dropping (27%), term replacement (29%), rephrasing (17%), and typo correc-
tion (26%). The results suggest that an automatic rewriter for zero-hit product
queries may be able to achieve satisfactory coverage and accuracy by focusing
on the above four revision strategies.

Section 2 discusses previous work related to the present study. Section 3
describes how we collected zero-hit queries and the corresponding successful
queries with similar intents for our analysis. Section 4 describes the four major
query revision strategies we have identified by analysing the pairs of zero-hit and
successful queries. Section 5 analyzes the distribution of zero-hit queries over the
four strategies. Finally, Sect. 6 concludes this paper.

2 Related Work

Understanding and rewriting zero-hit product queries is not a new problem. For
example, Singh et al. [13] reported that zero-hit queries tend to be long, and one
cause of zero hits is vocabulary mismatch between buyers and sellers. Parikh
et al. [11] built a semantic query network to recover from zero-hit queries. Singh
et al. [12] developed a system that drops some unimportant terms from the
query and uses temporal feedback to rewrite zero-hit queries. Yang et al. [15]
built a classifier to delete unimportant query terms, while Tan et al. [14] pro-
posed term dropping and term replacement algorithms for query rewriting. Maji
et al. [9] proposed a supervised classification method that rewrites queries into
semantically similar ones with a high click-through rate. Manchanda et al. [10]
proposed a query refinement approach that can suggest effective query terms
that are not present in the original query. However, most of the above studies
focus on a particular revision strategy or two for zero-hit queries.

Query refinement taxonomies help us understand queries and serve as the
basis for automatic query reformulation. Huang et al. [3] developed a taxon-
omy for query refinement, which featured 13 reformulation types. Manchanda
et al. [10] also divided e-commerce query transitions into five categories, including
transition from a general to a specific intent and transition from an incomplete
to a complete query. Hirsch et al. [2] analyzed the characteristics of the three
reformulation types for e-commerce queries: add, remove, and replace. Unlike the
above studies, we specifically focus on the problem of turning a zero-hit query
into a successful one to enable product purchase.

Table 1 presents a comparison of our revision strategies for zero-hit product
queries and query reformulation types in previous studies. Although we relied
on Japanese queries to analyze revision strategies for zero-hit product queries,
we believe that the strategies are language-independent, as they are a subset



How Do Users Revise Zero-Hit Product Search Queries? 187

of existing generic query reformulation types (that are not specific to zero-hit
product queries).

Table 1. A comparison of our revision strategies for zero-hit product queries and query
reformulation types in previous studies

Present study Hirsch et al. [2] Yang et al. [15] Tan et al. [14] Jones et al. [5] Hasan et al. [1]

Zhou et al. [16]

Huang

et al. [3]

Term dropping Remove Query term

deletion

Query term

dropping

– – Remove

words

Term

replacement

Replace – Query term

replacement

Phrase

substitution

– Word sub-

stitution

Rephrasing – – – –

Typo

correction

– – – – Spelling

correction

Spelling

correction

3 Collecting Zero-Hit and Successful Queries
with Similar Intents

For analyzing which revision strategies are effective for turning zero-hit queries
into successful ones, we used a two-month search log of the Yahoo! JAPAN Shop-
ping site. The queries used for the analysis include human-performed searches
and exclude those from query suggestions or web crawlers.

We first extracted user sessions from the query logs. Following previous
work [7,8], we limit the user session length to 30 min and break up sessions
that are longer than this threshold because search intents may change within
long sessions. From the user sessions, we extracted query pairs q and q′, where
q is a zero-hit query and q′ is a successful query, which is defined as a query
obtained by rewriting q in the same user session and resulting in an actual pur-
chase. For privacy concerns, we ensured that both q and q′ were observed in the
data for at least two users, respectively. Henceforth, we denote a query transition
from the zero-hit query q to the successful query q′ as q �→ q′. We thus obtained
3,438 query pairs.

To identify effective revision strategies for zero-hit product queries, we first
filtered the aforementioned 3,438 query pairs (q, q′) to ensure that q (zero-hit
query) and q′ (successful query) have the same or similar intent. To this end,
we hired crowd workers on the Yahoo! JAPAN Crowdsourcing site and let three
assessors independently label query pairs as either “similar” or “not similar.”
We showed each query pair (q, q′) to the assessors. We instructed the assessors
to label it as “similar” if it is likely that q and q′ will return at least one product
in common, assuming that neither of them returns zero hits. The final label
was obtained by majority voting. Consequently, we obtained 1,922 query pairs,
where q and q′ are considered to have similar intents.

It should be noted that our Japanese queries were processed by morpholog-
ical analysis (MeCab2) before they were shown to the crowd workers in all of
2 http://taku910.github.io/mecab/.

http://taku910.github.io/mecab/
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our experiments. This is because Japanese texts do not contain white spaces
between words [4]: after morphological analysis, we can identify query terms
and thereby consider existing query revision strategies such as term dropping
and term replacement, as described below.

4 Four Revision Strategies for Zero-Hit Product Queries

By analyzing the above query pairs, we first observed that many users utilized
the following two revision strategies for their zero-hit queries at the term level.

(1) Term dropping

In term dropping, a successful query q′ is generated when any number of terms is
removed from the zero-hit query q; that is, the terms included in the successful
query q′ are a subset of those included in the zero-hit query q.

Example (translated): smartphone grip chick �→ smartphone grip

(2) Term replacement

In term replacement, a successful query q′ is generated by replacing at least one
term in the zero-hit query q with a new term.

Example (translated): CASIO keyboard leg �→ CASIO keyboard stand

We conducted a preliminary analysis of how term dropping and term replace-
ment actually occur as follows. First, from the 1,922 query pairs mentioned in
Sect. 3, we automatically extracted pairs that are likely to have gone through
term dropping and term replacement by comparing the set of query terms from
the zero-hit query with that from the corresponding successful query for each
pair. We thus obtained 364 and 787 query pairs that are likely to be term drop-
ping and term replacement cases, respectively. We then examined the positions
of query terms that were dropped or replaced; if multiple query terms within
a zero-hit query were dropped or replaced, all of these were recorded. Figure 1

Fig. 1. Positions of query terms dropped (left) or replaced (right) from zero-hit queries.
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visualizes the counts of query term positions summed across the aforementioned
query pair sets where term dropping or replacement occurred, for original query
lengths 2–5. It is clear that when the query length is between 2 and 4, term
dropping and replacement tend to occur near the end of the original zero-hit
query. Interestingly, this trend does not hold when the query length is 5.

Another query revision strategy we frequently observed in our query pairs is
when the user modifies the entire query, as defined below.

(3) Rephrasing

In rephrasing, a successful query q′ is generated by replacing all the terms in the
zero-hit query q with other words. Rephrasing is similar to term replacement,
but there is no term overlap between q and q′.

Example (translated): enekeep �→ dry cell type portable battery charger

The fourth revision strategy we frequently observed in our query pairs was
revision at the character level rather than term level. There are several reasons
that this type of revision occurs, as discussed below.

(4)Typo correction

In typo correction, the user corrects a query that was not originally spelt correctly
for some reason. The reasons include misspellings and typos, omitting white
spaces between English terms, and inadvertently entering an incomplete query.

• Misspellings and typographical errors

Example: wearoot �→ webroot

• Omitting white spaces between English terms

Example: edfir �→ edfir

• Inadvertently entering an incomplete query

Example: cnstor �→ cnstore

Because the typo correction category occurs at the character level, automat-
ically classifying zero-hit queries based on term-level comparisons as we have
done for Fig. 1 is not sufficient if we want to classify our query pairs based on all
four categories that we have mentioned. For example, given an instance CASIO
keyboard legg �→ CASIO keyboard leg, we would like to consider this as a typo
correction rather than term replacement. Hence in Sect. 5, we manually classify
our query pairs using the four revision strategies.
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5 Coverage of the Four Revision Strategies

In this section, we analyze how many zero-hit queries can be remedied by the four
revision strategies formulated in Sect. 4. To this end, we also used Yahoo! JAPAN
Crowdsouring to label each of the 1,922 query pairs as one of term dropping,
term replacement, rephrasing, typo correction, or others. The fifth category is
to ensure that we capture all query revision phenomena. In this experiment,
five workers independently classified each query pair into the five categories,
and the final gold category was determined based on majority voting. The four
categories are not strictly mutually exclusive: for example, there was an actual
query pair seven lens seed disposable �→ 7 lens (translated), where two terms
were dropped, while one term was replaced (from seven to 7 ). However, we let
assessors choose exactly one revision strategy for each query pair, as mutually
exclusive categories are more convenient for analysing the distribution of queries
over them. We ensured that at least three assessors agreed for each query pair;
consequently, we were left with 1,530 pairs. The inter-assessor agreement in terms
of Krippendorff’s α [6] for nominal labels was 0.337, which we find satisfactory.

Table 2 shows the distribution of the 1,530 pairs over the five categories. It
can be observed that the query pairs are reasonably evenly spread across term
dropping, term replacement, rephrasing, and typo correction. To be more specific,
term dropping, term replacement, and typo correction each cover about 26–29%
of the zero-hit queries, while rephrasing covers about 17%. As rephrasing is sub-
stantially less frequently occurring than the other three revision strategies, we
can say that users (who adhere to their original search intents) tend to reuse
parts of their original queries rather than to completely rewrite them. Together,
the four revision strategies cover 99% of our zero-hit queries and turn them
into successful queries. As for the others category, we found that many of the
instances are artifacts of morphological analysis applied to the Japanese queries.
For example, we had a query pair btsdvd �→ bts dvd. However, after morpholog-
ical analysis, both the zero-hit and the successful queries became bts dvd and
therefore the crowd workers were shown a pair of seemingly identical queries.

Table 2. The results of labeling each of the query pairs with the gold revision strategy

Strategy # of zero-hit queries Percentage

Term dropping 405 26.5%

Term replacement 438 28.6%

Rephrasing 261 17.1%

Typo correction 404 26.4%

Others 22 1.4%

Total 1,530 100%
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6 Conclusions and Future Research

By analyzing query pairs consisting of zero-hit and successful queries based on a
query log from the Yahoo! JAPAN Shopping site, we investigated what kinds of
query revision strategies turn a zero-hit query into a successful query that lead
to product purchase. Our analysis shows that about 99% of zero-hit product
queries can be turned into successful queries by term dropping (27%), term
replacement (29%), rephrasing (17%), and typo correction (26%). The results
suggest that an automatic rewriter for zero-hit product queries may be able
to achieve satisfactory coverage and accuracy by focusing on the above four
strategies. We also found that term dropping and term replacement tend to occur
near the end of the zero-hit query. For future research, we plan to construct an
automatic zero-hit query rewriter that incorporates these four revision strategies.
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Abstract. Post-retrieval Query Performance Prediction (QPP) meth-
ods benefit from the characteristics of the retrieved set of documents
to determine query difficulty. While existing works have investigated
the relation between query and retrieved document spaces, as well as
retrieved document scores, the association between the retrieved doc-
uments themselves, referred to as coherency, has not been extensively
investigated for QPP. We propose that the coherence of the retrieved
documents can be formalized as a function of the characteristics of a net-
work that represents the associations between these documents. Based on
experiments on three corpora, namely Robust04, Gov2 and ClueWeb09
and their TREC topics, we show that our coherence measures outperform
existing metrics in the literature and are able to significantly improve the
performance of state of the art QPP methods.

1 Introduction

The task of predicting the performance of a retrieval method is often known
as Query Performance Prediction (QPP). A class of QPP methods, known as
post-retrieval QPP, relies on the characteristics of the retrieved set of documents
by the retrieval method to determine query performance. Existing post-retrieval
QPP methods mainly rely on the relationship between the query and document
spaces based on some measure of association such as the distribution of the doc-
ument retrieval scores [1–6,14], or the degree of divergence between the char-
acteristics of the retrieved documents and those of the entire corpus [7,8]. The
intuition for such methods is that a higher association between query, retrieved
document, and corpus spaces would be an indication of a query that is easier
to satisfy. There are also QPP methods that capitalize on retrieval robustness
[7]. These methods inject noise into the original query and measure retrieval
robustness despite the noise. Furthermore, embeddings have also been used to
incorporate semantics for estimating query performance [9–13].

We address QPP by considering the association between the retrieved set of
documents. While the literature has extensively considered associations between
the query and the retrieved documents [1–4], as well as the relation between
the corpus and the retrieved documents [7,8], to the best of our knowledge,
the association among the retrieved set of documents themselves has not been
extensively explored. Motivated by the Cluster hypothesis [20], we put forth that
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 193–200, 2021.
https://doi.org/10.1007/978-3-030-72240-1_15
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the coherency of the retrieved set of documents can be an indication of query
difficulty. In other words, a coherent set of retrieved documents shows that the
retrieval method has been able to discriminate between relevant and non-relevant
documents. [15] is among the only works that use coherence-based measures for
QPP, by considering each query term as an aspect of the query. They find the
coherence of the top-k documents retrieved for each query term by their three
proposed coherence measures, namely QC1-3, separately, and count the number
of the document pairs that have a similarity value above a threshold.

We propose a framework for defining a host of coherence measures based
on the graphical modeling of the retrieved documents. We build a weighted
undirected document association network that captures the retrieved documents
and their similarities. We propose that query coherence can be measured as a
function of the characteristics of the document association network. The novelty
of our work is that it gives way to a host of coherence measures, among which
the QC1-3 metrics [15] are special cases of the proposed coherence framework.

Our experiments are structured around four Research Questions (RQs):
(RQ1) Would the consideration of network characteristics lead to the devel-
opment of coherence measures with better performance compared to existing
coherence measures; (RQ2) From existing QPP methods, which, if any, experi-
ence the most significant performance improvement as a result of incorporating
the proposed coherence measures; (RQ3) Among the set of proposed coher-
ence measures, which would lead to a significant and consistent improvement
on QPP; (RQ4) Would the interpolation of coherence measures with base QPP
methods lead to statically significant improvements over the state of the art QPP
methods.

2 Proposed Approach

Fig. 1. Document association network for
easy query (Left) vs hard query (Right).

Our objective is to develop a predic-
tor such as μ(q,Dk

q , C) that would
predict the performance of query q
against corpus C by considering the
top-k documents retrieved denoted as
Dk

q . we define a Document Associa-
tion Network based on Dk

q as follows:
For a given q, the Document Asso-
ciation Network G for a list of doc-
uments Dk

q is a weighted undirected
graph G(q,Dk

q ) = {VG,EG,W} where VG = {d ∈ Dk
q } and EG = {edidj

:
∀di, dj ∈ VG}. The function for edge weights is defined as EG → [0, 1] where the
edge weight between two nodes di and dj denotes similarity between documents
di and dj .

Document Association Network is a fully connected graph that finds all pair-
wise document similarities in Dk

q . We define our coherence measures over the doc-
ument association network based on network measures. Given the fact that some
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Table 1. Coherence based on document association network where node neighbour-
hood is defined as Ndi = {dj |edidj ∈ EG} and ki is the number of neighbours of di.

Method name Description Formula

Average Clustering

Coefficient (ACC)

Average completeness of each node’s

neighborhood in the network

1
n

n∑

i=1

2|{edjdk
|dj,dk∈Ndi

;edjdk
∈EG}|

ki(ki−1)

Average Degree

Connectivity (ADC)

Average nearest neighbor degree of

nodes with specific degree

1
n

n∑

i=1
( 1
degree(vdi

)
∑

j∈Ndi

wdidj
kj)

Average Neighbour

Degree (AND)

Average degree of the neighborhood of

each node generalized over the whole

network

1
n

n∑

i=1
( 1
ki

∑
j∈Ndi

kj)

Density (D) The number of observed edges over the

number of possible edges in a fully

connected graph

2|EG|
|VG|(|VG|−1)

network measures are agnostic to edge weights and consider edges equally regard-
less of the edge weight, we prune the network through thresholding. As suggested
in [16], adopting an adaptive thresholding strategy is quite useful where edges
below the overall average edge weights in the graph are pruned. This produces a
sparser network that does not consist of document associations with negligible
similarities. We visualize the document association network of two queries from
TREC topics in Fig. 1. Each network consists of the top-5 documents related
to the query where edges are adaptively pruned as explained earlier. The net-
work for the easier query has higher edge weights and enjoys a higher number
of document associations. In contrast, the more difficult query is disconnected,
has a sparse edge set and the edge weights are quite low. This example shows
that network density metrics could be suitable coherence measures for QPP.
Therefore, we focus on network density metrics introduced in Table 1 to define
coherence measures [17]: (1) Average Clustering Coefficient (ACC) (2)
Average Degree Connectivity (ADC) (3) Average Neighbour Degree
(AND) and, (4) Density (D). It is also possible to consider edge weights
when computing ACC, ADC, AND and D and hence develop WACC, WADC,
WAND, and WD measures. We further note that the QC metrics, QC1-3 [15]
can be considered a special case of the D measure when applied over the docu-
ment association network. However, He et al. assume that each multi-term query
with n terms can be broken down into n separate terms for each of which top-
k documents containing that term will be retrieved. The QC metrics are then
defined as the count of number of edges weighted above a threshold averaged
over n query terms. In contrast, we do not see each query as a decomposable unit
and rather build the document association network over one set of top-k docu-
ments retrieved for the full query. The downside of QC1-3 is that they assume
queries that are composed of hard query subsets will essentially translate into
hard multi-term queries, which may not be the case in practice. For instance,
consider the query ‘apple corporation’. The query consists of two hard terms
‘apple’ and ‘corporation’. The term ‘apple’ is a hard query as it is ambiguous
with multiple senses and ‘corporation’ is also a hard query as it is non-specific
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Table 2. Comparison of our coherence measures to the baselines based Pearson cor-
relation. All results statistically significant at α = 0.05 compared to actual AP values.

Baseline coherence metrics Unweighted Weighted

QC-1 QC-2 QC-3 ACC AND ADC D WACC WAND WADC WD

Robust04 0.205 0.188 0.181 0.253 0.286 0.326 0.233 0.149 0.300 0.284 0.221

ClueWeb09 0.222 0.194 0.269 0.184 0.183 0.215 0.239 0.236 0.290 0.163 0.296

GOV2 0.222 0.233 0.256 0.206 0.291 0.345 0.369 0.275 0.248 0.260 0.325

[13]. However, when used in conjunction, the multi-term query ‘apple corpo-
ration’ turns into an easy query since the two query terms qualify each other
and become quite discriminative. Our approach is able to discern between the
difficulty of the two individual terms and the multi-term query.

Furthermore, recent work suggest that the interpolation of measures that
compute complementary aspects of a query can lead to improved QPP [13].
Hence, to investigate the complementarity of our proposed coherence measures
to the baselines, we apply min-max normalization and then interpolate our coher-
ence measures defined over G, denoted by Coh(G), and existing QPP methods
as follows where λ is an interpolation weight in {0, 0.1, ..., 1}:

μ(q,Dk
q , C) = λQPP (q,Dk

q , C) + (1 − λ)Coh(G) (1)

3 Experiments

Experimental Setup: We employed three corpora, namely, Robust04, Gov2,
and ClueWeb09 and their TREC topics: 301–450 and 601–700 for Robust04,
1–200 for Clueweb09 and 701–850 for Gov2. We predict the Average Precision
of each topic computed using Query Likelihood (QL) implemented in Anserini
[19]. Edge weights are computed based on tf-idf similarities. For performance
evaluation, we compute correlation coefficients between the list of queries (1)
ordered by their difficulty for the retrieval method, and (2) ordered by the QPP
metric. Hyper-parameters are set using 10-fold cross-validation optimized for
Pearson ρ.

Baselines: For all the baselines as well as our proposed methods, we selected k ∈
{5, 10, 25, 50, 100, 250, 500, 750, 1000} using 10-fold cross-validation. In terms of
the selected baselines, some focus on the divergence between the top-K retrieved
documents and the Corpus. Among which the WIG method [7] predicts query
difficulty by measuring the divergence between the mean retrieval score of top-K
documents and the corpus. The Clarity method [8] also measures the divergence
between the language model of the retrieved documents and the corpus. The
Query Feedback (QF) method [7] is proposed based on the robustness of the
result list. QF measures the number of common documents between the top
retrieved documents from the original query and a revised query, formed based on
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terms with the highest contribution to Clarity. We selected the cut-off parameter
of QF from n ∈ {5, 10, 25, 50, 100} through 10-fold cross-validation.

Another group of metrics targets the standard deviation between the retrieval
score of top-K documents. NQC [2], σK [1], n(σX%) [6], SMV [3] and RSD
[4] belong to this group of metrics and each use an alternative form of the
standard deviation of the retrieval scores of the top-K retrieved documents.
Among these metrics, the bootstrapping-based approach RSDWIG has a number
of parameters to be tuned. We selected the sample size and the number of samples
as suggested in [4], i.e., the number of bootstrap samples N = 100 and we
select each document sample size l ∈ {30, 50, 100, 150, 200} through 10-fold cross
validation. We also consider the utility estimation framework (UEF) [21], which
operates over baseline QPP methods for which we selected from WIG, Clarity,
QF, and NQC. Finally, we include the work by Roy et al. who proposed Pclarity

based on the idea of clustering neural embeddings based on their vector similarity
[13]. As suggested by the authors, we report Pclarity after interpolation with
NQC. We perform linear interpolation based on 10-fold cross-validation. Finally,
we also compare against existing coherence-based QPP metrics by He et al. [15].
For its threshold, as suggested by the authors, we randomly sampled documents
and calculated the average of the top 5% similarities as the cut-off point.

Findings:1In RQ1, we are interested in finding out whether the proposed coher-
ence metrics are more effective than existing coherence metrics, i.e., QC1-3 by
He et al. We make two important observations in Table 2: (1) Overall, the
proposed host of coherence measures based on the document association network
are more effective than the QC metrics regardless of the adopted network den-
sity metric, and (2) While the QC metrics are essentially similar to the Weighted
Density (WD) metric, they do not show as strong a performance. As mentioned
earlier, we find that this is due to the fact that QC metrics decompose the
query into separate terms while in our work, we consider each query to be non-
decomposable. Now, in RQ2, we are interested in determining the impact of
our coherence metrics on the baseline QPP methods as a result of interpola-
tion. The results of the interpolation per baseline QPP method is reported in
Table 3 (left), which reports the best improvements observed for each baseline
method. Our results report two main findings, namely (1) the interpolation
of the coherence measures with baseline QPP methods will, in the majority of
cases, lead to positive improvements; and, (2) most notably, baseline QPP meth-
ods that are based on the standard deviation of the retrieved document scores
enjoy consistent improved performance when interpolated with our proposed
coherence measure. Specifically, the SMV baseline reports the highest improve-
ment percentage compared to all methods while n(σX%) shows the best overall
performance after being interpolated with our coherence measures.

Further, we study the performance of the different coherence measures when
interpolated with the different QPP baselines in RQ3. Table 3 (right) reports
the best performance observed by each coherence measure for the different cor-
pora. While not all coherence measures can always show improved performance
1 https://github.com/Narabzad/QPP-Retrieval-Coherency.

https://github.com/Narabzad/QPP-Retrieval-Coherency
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Table 3. The best Pearson correlation obtained after interpolation with coherence
measures reported by (left) QPP method, (right) coherence measure. * indicates sta-
tistically significance at α = 0.05.

Robust04 ClueWeb09 Gov2

value %Δ value %Δ value %Δ

WIG 0.57 13.6%* 0.41 26.5%* 0.55 1.6%

Clarity 0.51 –2.1% 0.35 10.9%* 0.49 8.7%

QF 0.41 –6.2% 0.28 47.6%* 0.55 23.9%*

NQC 0.55 20.3%* 0.36 68.7%* 0.46 –4.4%

σK 0.53 4.9%* 0.33 43.0% 0.50 8.9%*

n(σX%) 0.60 7.8% 0.32 18.5%* 0.62 8.6%*

SMV 0.54 22.8%* 0.33 15.4%* 0.55 45.6%*

Robust04 ClueWeb09 Gov2

value %Δ value %Δ value %Δ

U
n
W

e
ig

h
te

d ACC 0.56 1.6%* 0.25 –7.0% 0.47 –17.0%

ADC 0.56 0.7%* 0.35 29.5%* 0.57 –1.1%

AND 0.57 3.6%* 0.26 –3.3% 0.54 –4.5%

D 0.54 –2.0% 0.35 28.4%* 0.59 2.8%*

W
e
ig

h
te

d WACC 0.55 –0.2% 0.40 48.7%* 0.43 –24.3%

WADC 0.54 –2.0% 0.35 27.3%* 0.55 –3.3%

WAND 0.60 7.8%* 0.32 18.4%* 0.62 8.6%*

WD 0.57 3.3% 0.43 58.7%* 0.58 1.6%*

Table 4. Comparison between baselines and the interpolation of our coherence mea-
sures. Bold values are the best in each column. † is statistically significant improvement
over the best baseline; * denotes statistically significant correlation with AP (α = 0.05).

Pearson Rho Kendall Tau

RB04 CW09 GOV2 RB04 CW09 GOV2

WIG 0.500* 0.324* 0.545* 0.350* 0.257* 0.398*

Clarity 0.524* 0.312* 0.450* 0.371* 0.227* 0.285*

NQC 0.458* 0.214* 0.478* 0.364* 0.115* 0.343*

QF 0.435* 0.187* 0.443* 0.339* 0.120* 0.306*

UEF 0.528* 0.270* 0.500* 0.402* 0.187* 0.339*

SMV 0.439* 0.286* 0.377* 0.320* 0.221* 0.316*

σK 0.507* 0.230* 0.459* 0.327* 0.180* 0.347*

n(X%) 0.552* 0.271* 0.571* 0.373* 0.219* 0.393*

PClarity 0.541* 0.337* 0.547* 0.3937* 0.216* 0.364*

RSDWIG 0.433* 0.211* 0.486* 0.356* 0.118* 0.356*

WAND[n(X%)] 0.595*† 0.321* 0.620*† 0.408*† 0.192* 0.465*†

WD[n(X%)] 0.570* 0.430*† 0.580*† 0.376* 0.270*† 0.451*†

WAND[SMV)] 0.495*† 0.218* 0.493*† 0.376*† 0.132* 0.391*†

WD[SMV)] 0.539*† 0.330*† 0.549*† 0.390*† 0.288*† 0.369*†

over the baseline methods, our main observation is that the weighted ver-
sion of the AND (WAND) and Density (WD) measures are the ones that show
consistent positive improvement over the baselines regardless of the dataset. In
other words, these two proposed coherence measures will consistently improve
their baseline QPP methods after interpolation. Finally, in RQ4, we are inter-
ested in the overall impact of our proposed coherence measures on post-retrieval
QPP. We would like to investigate whether the consideration of coherence
measures would significantly outperform existing QPP methods. For this pur-
pose, we report the results of the interpolation of the best performing baseline
QPP method identified in RQ2, i.e., n(σX%), and the best proposed coherence
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measures in RQ3, i.e., WAND and WD, in Table 4. We find that both interpo-
lations, lead to improved performance compared to the state of the art. More
specifically, WAND[n(σX%)] is statistically-speaking significantly better than
the best baseline on both Pearson and Kendall correlations for Robust04 and
Gov2. Furthermore, WD [n(σX%)] is significantly better than the best baseline
on both correlation measures on CW09. When not the best, both interpolations
are competitive with the best baseline QPP method. Overall, our main finding
from Table 4 is that our best performing coherence measures are able to improve
the base QPP methods and lead to significantly better performing predictors. It
should be noted that in our experiments λ was never determined to be at 1, i.e.,
no impact by the coherence measures (please see http://bit.ly/35zmTTr).

4 Concluding Remarks

We define coherence as a function of density metrics computed over a document
association network. Our experiments performed on three TREC corpora identify
impactful findings: (1) our proposed coherence measures show a consistently
better performance compared to existing coherence measures in the literature;
(2) standard deviation-based predictors experience a consistent positive impact
when interpolated with our proposed coherence measures; (3) there are two of
our coherence measures that consistently improve all baseline methods; (4) the
interpolation of two of our coherence measures with standard deviation-based
methods leads to significant improvement over the state of the art QPP methods.
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Abstract. Session-based recommender systems consider the evolution
of user preferences in browsing sessions. Existing studies suggest as next
item the one that keeps the user engaged as long as possible. This point
of view does not account for the providers’ perspective. In this paper, we
highlight side effects over the providers caused by state-of-the-art mod-
els. We focus on the music domain and study how artists’ exposure in
the recommendation lists is affected by the input data structure, where
different session lengths are explored. We consider four session-based
systems on three types of datasets, with long, short, and mixed playlist
length. We provide measures to characterize disparate treatment between
the artists, through a systematic analysis by comparing (i) the exposure
received by an artist in the recommendations and (ii) their input repre-
sentation in the data. Results show that artists for which we can observe
a lot of interactions, but offering less items, are mistreated in terms of
exposure. Moreover, we show how input data structure may impact the
algorithms’ effectiveness, possibly due to preference-shift phenomena

Keywords: Session-based recommender systems · Provider exposure

1 Introduction

Recommender systems (RS) are key tools to support users in online plat-
forms [16]. Recent literature has focused on monitoring the users in their brows-
ing sessions, to generate adaptive recommendations in so called session-based
RS [14]. Instead of considering only the historical interactions between users
and items, session-based systems adapt in real time to user preferences.
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While session-based systems focus on user effectiveness as their main goal,
recently a multi-stakeholder perspective has become central, for both recom-
mender and ranking systems [1,17]. RS can support this paradigm and consider
providers’ needs, by giving them a certain exposure when their items are recom-
mended. However, recommendation technologies do not consider the provider
perspective, thus overexposing popular providers [7,13], often leading to unfair
outcomes [5,12]. In addition, the exposure in a ranking does not always match
the expected one [4,15]. Despite the growing interest on fairness in recommen-
dation, session-based RS received less attention [7] and no study tackled the
exposure generated by a given data distribution.

Contribution. In this work, we analyze how the input data distribution impacts
over RS quality, focusing also on the final exposure given to providers. As use-
case, we consider the music streaming scenario, considering data coming from
user-song interactions in Last-FM [18]. We sample three datasets, characterized
by short, long, and mixed session lengths. Inspired by recent studies compar-
ing the effectiveness of neural and non-neural approaches [11], we also focus on
these two classes, considering four session-based systems, two for each class. In
our study, we go beyond provider popularity, trying to understand if the repre-
sentation of an artist (i.e., how many items they have in their catalog) affects the
exposure they are given. Our results show that size of input representation plays
an important role, with big providers in terms of representation (e.g., number of
items in the catalog) being exposed not only more than unpopular ones, but also
more than popular-but-smaller ones. We quantify this effect showing a system-
atic bias against providers having less items, which get lower chances of being
recommended, despite being very popular. In other words, new but very popular
artists like Billie Eilish, with billions of streams in music platforms, would be
recommended less than very popular but bigger acts in terms of representation,
such as The Beatles.

In a summary, (i) we characterize the effectiveness of session-based RS, com-
paring different algorithms and datasets, (ii) we provide a measure of expected
exposure and characterize its connection with provider representativeness and
relevance, (iii) we delve into the causes behind disparate exposure.

2 Metrics and Algorithms

Nowadays, streaming music services process user-item interactions as time-
framed sequences, known as sessions. Considering a session sn as an ordered
list of user-item interactions of length n, a RS tries to predict the interaction
in+1 at time n + 1, suggesting a top-k list of most likely future interactions.

Performance assessment. In addition to traditional metrics, such as precision
(P@K), recall (R@K), and mean average precision (MAP@K), metrics such as
mean reciprocal rank (MRR@K) and hit rate (HR@K) have been introduced
to focus only on the single highest-ranked relevant item [8,14]. These metrics
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optimize model performances in terms of user preferences, without accounting for
the other stakeholders, such as the item providers. For this reason, we introduce
a metric to quantify the goodness of the tested models w.r.t. the artist’s utility.

Provider Exposure. Provider exposure assesses the quality of the models from
the perspective of the searched/recommended individuals [19]. We consider each
session sn of length n as a query, q(sn), submitted to the RS; each query is
processed by the recommendation algorithm that returns a top-k list of items L,
ordered by interaction probability. Hence, we can define the probability distribu-
tion of interactions as

∑
i∈I p(i|q(sn)), with I as the set of items, and p(i|q(sn))

as the probability that the user will interact with the item i, defined as:

p(i|q(sn)) =
1/ log2(posi + 1)

∑
j∈L 1/ log2(posj + 1)

Where posj is the position of the item j in the list L. After processing a
relevant number of queries Q, it is possible to aggregate all the probabilities
involving the item i, defining the related expected exposure:

ei(Q) =
∑

q∈Q
p(i|q(sn))

This measure is inspired by the one by Diaz et al. [19]; in presence of a relevant
number of queries, it expresses the expected amount of interactions for an item.

Assuming to group items by providers, where Ip ⊆ I is the subset of items
sold by the provider p, we can define the expected provider exposure as:

ep(Q) =
∑

i∈Ip

∑

q∈Q
p(i|q(sn))

For brevity, since we consider the same set of queries for each dataset, we use
ep. The expected provider exposure can be compared with the one in the input
data, indicated as e∗

p, which is the number of times items from a provider p have
been selected within the test-set. In the next section, we explore how these new
exposure measures differ, depending on different input data and |Ip|.

3 Experiments

3.1 Data and Algorithms

We analyze listening events of the last.fm platform. The dataset contains 1B
listening events, 32M items, and 3M providers [18]. Since listenings come with a
timestamp, we can aggregate them in sessions, fixing a threshold to split them
in ordered lists. Initial tests led us to choose 15 min as cut-off. We extract three
samples from the dataset. In each case, we randomly sample 200k sessions and
keep those with at least 3 listenings. We obtain the following datasets (details
in Table 1): (i) LFM-S is composed by short sessions, with length in the range
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Table 1. Summary of sampled listenings data with dataset name, number of listenings,
number of distinct items and number of providers

Name Events |S| |I| Providers

LFM-S 1,087,808 154,452 148,591 18,464

LFM-L 4,846,552 95,672 477,991 46,310

LFM-M 2,451,790 171,341 278,195 30,311

[5, 25]; (ii) LFM-L contains long sessions, with length in the range [40, 200];
(iii) LFM-M does not show differences in terms of session length.

As algorithms, we considered two neural and two non-neural approaches [11].
Association rules (AR), a non-neural one, considers co-occurrences at pairwise
level. The second non-neural approach is a nearest-neighbour algorithm at ses-
sion level (S-KNN). One of the neural approaches is based on recurrent neural
networks (GRU4REC) [9]. The other, (NARM) (supposedly an improvement
of GRU4REC), uses attention mechanisms [10]. The last 20% of the sessions of
each dataset is used as test set and we generate top-20 lists. Hyperparameters
are tuned as in the last benchmark paper [11].

3.2 Results

Algorithms’ Evaluation. We look at both accuracy metrics and our new expo-
sure metrics. The distribution of the expected exposure (ep) generated by the
recommendations, is normalized by the real one (e∗

p). This metric is assumed to
be constant and close to 1 in the best scenario, where the recommender is able
to predict in the long run the exposure of each artist. Table 2 summarizes our
findings. For each dataset and column, we indicate in bold the best model. The
last two columns show the average of ep/e∗

p and the relative standard deviation.
As the first three columns show, S-KNN is the most effective approach in all

datasets, minus the long-session one (LFM-L), which shows slightly better MAP
and R values with the AR algorithm. Our results confirm recent findings, with
the neural-based approaches outperformed by the memory-based ones. Indeed,
neural approaches are optimized to predict the next item. Surprisingly, also con-
sidering the metrics coherent with their neural approaches’ optimisation (HR@20
and MRR@20), the neural approaches do not always outperform the other meth-
ods. When comparing the datasets, the short-session one (LFM-S) produces the
most effective predictions. Hence, when sessions get longer, algorithms cannot
capture users’ interests and understand what might be relevant for them. These
results can be better understood by considering the metrics referred to the ratio
between expected and real exposure, in the last two columns. Long sessions
present the worst disparate exposure, confirming the algorithms are not able to
catch drifts in user interests along the session. This leads to unstable exposure
along the providers, leading to the highest values for μ(ep/e∗

p) and σ(ep/e∗
p).

Another interesting phenomenon in the last two columns is that NARM returns
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a distribution of providers exposure closest to the test, thus creating a trade-off
between recommendation effectiveness and distribution of providers.

Table 2. Performance for four algorithms tested on three different datasets, in terms
of accuracy and providers exposure.

Name Algorithm MAP@20 P@20 R@20 HR@20 MRR@20 μ(ep/e∗
p) σ(ep/e∗

p)

LFM-S
|S| = 154,452
s̄l = 7.04

AR 0.0421 0.0848 0.3769 0.4630 0.1789 0.8907 0.6952

S-KNN 0.0446 0.0905 0.4110 0.5153 0.1410 0.7679 0.5787

GRU4Rec 0.0254 0.0588 0.2882 0.4328 0.3262 1.1792 1.4163

NARM 0.0301 0.0680 0.3234 0.4505 0.2641 0.8909 0.9757

LFM-L
|S| = 95,672
s̄l = 50.66

AR 0.0243 0.1418 0.1332 0.3349 0.0915 1.1913 2.4121

S-KNN 0.0226 0.1460 0.1174 0.2747 0.0663 0.6277 1.1023

GRU4Rec 0.0084 0.0672 0.0665 0.3130 0.2292 1.7210 16.9100

NARM 0.0129 0.0976 0.0789 0.1936 0.0537 1.0195 4.2379

LFM-M
|S| = 171,341
s̄l = 14.31

AR 0.0302 0.1098 0.2258 0.3743 0.1219 1.0840 3.5950

S-KNN 0.0339 0.1295 0.2481 0.3974 0.1019 0.5953 0.6412

GRU4Rec 0.0186 0.0796 0.1802 0.3770 0.3262 1.2481 1.8928

NARM 0.0261 0.1064 0.2116 0.3740 0.1540 0.9506 4.6853

Impact of Provider Representativeness. Since the last two columns in Table 2
showed a clear instability of the algorithms to connect consistently expected
artists’ exposure with the ground truth, we investigate the possible sources of
this effect. We look at the impact of the provider representativeness Ip and input
relevance relp = log10(|Ep|), where Ep is the number of events within the training
data, which involve an item of a provider p. We generate, for each use-case, a
scatter plot, where each point presents on the x-axis the logarithm of provider
representativeness, log10(|Ip|), and on the y-axis the ratio of expected and real
exposure, log10(ep/e∗

p). The dots are colored by the provider relevance relp and
logarithmic scale is needed for the two axes, so that we can have an homogeneous
representation, including also the possible outliers in the analysis. From Fig. 1,
a common pattern emerges: artists with a higher value of |Ip|, are also the most
relevant. Interesting is also the fact that providers with bigger |Ip| (right side
of the plots) present a fair value of ep/e∗

p and are not overexposed. However,
being a relevant provider, but not having many items in the market |Ip| (like
emerging artists) may impact negatively on the ep/e∗

p value. This means that a
small provider representativeness affects the ability to return a fair value of ep/e∗

p

(i.e., in the plot, it is fair when close to 0). The left part of all the scatters shows
how blurry are the sections of dots involving relevant and non-relevant artists,
revealing how all the algorithms are unable to catch differences in relevance
among artists having small |Ip|. The neural approaches, which present higher
σ(ep/e∗

p) in Table 2, confirm to be the most challenged. Among them, S-KNN is
the most stable along the datasets and GRU4REC the worst.
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Impact of Session Length. The three datasets, characterized by different ranges
of session length, raise concerns on the limitations and common issues of state-
of-the-art session-based algorithms. Longer-session data (LFM-L), reveals that
longer sequences of interactions increase the unpredictability for the user, leading
to a precarious artists representation. All the models present higher range of
ep/e∗

p if compared with the other two datasets. On the other hand, shorter-session
data (LFM-S) helps the model to provide more stable recommendations, where
representativeness is consistently decoupled from relevance in all the approaches.

Fig. 1. Scatter plot, capturing the relationship between exposure, representativeness,
and relevance of each provider. Over the x-axis the number of items produced by the
provider p, over the y-axis the ratio between exposure by recommendations and one
by test-set; each dot is colored with the relevance of the provider in the training set.

4 Conclusions

In this paper, we analyzed session-based RS, uncovering performance limita-
tions due to different input data characteristics. Our findings align with recent
work that sheds light on the limited progress of state-of-the-art models; in addi-
tion, we introduce the role of data distribution in this conversation. For the
consumer-side, if we do not account for distribution of longer and shorter ses-
sions, the effectiveness evaluation may be misleading. In addition, optimizing
the accuracy leads to mistreatment and disparate exposure for providers. This
finding connects our work to algorithmic fairness, by showing the incapability
of models to calibrate the output, given the provider input relevance and rep-
resentativeness. In the future, we will consider group-based scenarios, for both
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providers and consumers. We will also consider different datasets and session-
based domains [2,3,6], with multiple definitions of exposure. From the algorith-
mic fairness perspective, we expect to design new session-based algorithms to
meet exposure policies based on statistical parity or disparate treatment.
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Abstract. IR test collections make use of human annotated judgments.
However, new systems that surface unjudged documents high in their
result lists might undermine the reliability of statistical comparisons
of system effectiveness, eroding the collection’s value. Here we explore
a Bayesian inference-based analysis in a “high uncertainty” evaluation
scenario, using data from the first round of the TREC COVID 2020
Track. Our approach constrains statistical modeling and generates cred-
ible replicates derived from the judged runs’ scores, comparing the rela-
tive discriminatory capacity of RBP scores by their system parameters
modeled hierarchically over different response distributions. The resul-
tant models directly compute risk measures as a posterior predictive
distribution summary statistic; and also offer enhanced sensitivity.

1 Introduction

TREC COVID [20] is the first IR evaluation track to use the residual collection
scoring pooling methodology described by Salton and Buckley [17]. The track
judged multiple rounds of runs, with shallow judgments made available after
each round, to allow tuning of systems in subsequent rounds. Several participants
raised concerns about the generalizability of the first round judgment set, after
the RBP φ = 0.5 [13] residuals were found to be unacceptably high for systems
not included in the judgment pool. Voorhees [19] investigated the effect that
further judgments had on the system orderings between the complete set and
the first round set, finding that a small portion of systems had significant changes
– the worst being RMITBFuseM2 which rose 33 ranks on P@5. Shallow judgments
are also used for the MS MARCO [14] runs, a collection with so many topics that
deep judgment coverage would be very costly. When system scores are uncertain,
practitioners might decide to only evaluate pooled systems.

In general, when attempting to ascertain whether a ranker outperforms one
or many others, a statistical test is employed to mitigate against sampling error.
Sakai [15] notes that the most popular statistical test at present is the Student
t-test. However, it (and all other frequentist tests) assumes that the sample of
scores are one of many repeated samples from a population of score differences.
Hence, using a t-test, even if the systems were both pooled, might produce
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overconfident confidence intervals, as an entire population of unseen topics are
inferred against based on scores derived from low-fidelity judgments. Conversely,
Bayesian inference allows the predicted score replicates to be conditioned on the
measured pooled system-topic scores only.

In this paper, we adapt models initially described by Carterette [3] to infer
graded RBP φ = 0.8 scores over multiple systems hierarchically [1], and analyze
the relative power of the resulting models using the pooled TREC COVID first
round submissions and judgments, finding increased sensitivity. Other recent
work [1] has also investigated Bayesian “risk” overlays which penalize systems
for relative effectiveness loss against a baseline by a linear scalar r. We explore
a similar summary statistic using the posterior predictive distribution (PPD).

2 Related Work

Carterette [2] was the first to use Bayesian inference as an alternative to frequen-
tist statistical testing for IR effectiveness scores. Carterette [3] then empirically
evaluated the outcomes of these models on the TREC-8, Robust04, and TREC
Web 2012 track datasets. Sakai [16] shows that Bayesian Markov Chain Monte
Carlo (MCMC) simulation can also be used to generate complementary infor-
mation about the effect size of different systems, by calculating Glass’ Δ and
expected a posteriori (EAP) values for one-to-one system comparisons.

In early work on risk measures, Collins-Thompson [4] explored methods
to measure the risk of query drift in query expansion. Similarly, Wang et al.
[21] defined URisk as a learning-to-rank objective function. Dinçer et al. [6]
then extended the URisk measure to be an inferential risk measure using the
t-distribution, calling the result TRisk. Dinçer et al. [7] noted that in this one-
to-one risk evaluation setting, experimental system comparisons will be biased
to the baseline ranking; prompting the development of ZRisk and GeoRisk [5].

Benham et al. [1] recently combined Bayesian inference and risk-adjusted
score overlays at the system-topic level on multiple systems. However, they did
not compare the relative system effectiveness inferences over statistical models
that consider system-topic-rank gain scores in the way that was proposed by
Carterette [2]. That gap is targeted in this work.

3 Statistical Models

Our primary goal is to understand how increasingly sophisticated models affect
assessment as to which ranker is the most effective. Bayesian inference techniques
effectively reverse-engineer the parameters required to generate the underlying
score observations in a parametric way, conditioned on a set of priors. Those
parameters can be inferentially evaluated directly using a hierarchical model,
such as a system effect parameter, to infer which system(s) are better [12]. We
use the brms front-end to the Stan statistical programming language, in the R

programming language to specify the models.1 In our simulations, we use the
1 Code to reproduce available at: https://github.com/rmit-ir/bayesian-shallow.

https://github.com/rmit-ir/bayesian-shallow
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default weakly-informative priors in brms, which are auto-scaled with MCMC to
be credible fits against the observed score values. Benham et al. [1] explain the
process of generating Bayesian inferences in greater detail.

Using the pooled runs submitted to 2020 TREC COVID Track, we compare
statistical outcomes when treating observed RBP score values, assuming either
Gaussian or Zero-One Inflated Beta (ZOiB) distributions. Additionally, we model
the RBP gain values directly on a per-document basis (cutting each system-topic
ranking to the pooling depth of 7 documents), similar to Carterette [3], and
compare against a Gaussian approach. The Gaussian method is a useful reference
point, as it is similar in response distribution to t-distributed values [2]. Note that
it is the differences in per-topic effectiveness scores between two systems that are
studentized – beyond those score pairs for multiple system comparisons, many
pairs of tests are run and corrected for. Therefore this exercise cannot guarantee
that one approach gives inferences that are more “truthful” than others, as such
a proof does not exist. The bottom 25% of pooled systems were discarded, to
avoid comparisons being performed against erroneous runs.

Linear Model. The first model, Gaussian, simplistically assumes that the under-
lying distribution of RBP values is normally distributed, and is a function of a
system and topic effect2:

yij ∼ N(α̂i + β̂j , σ
2
y)

α̂i = ωα,αi
μα + (1 − ωα,αi

)αi

β̂j = ωβ,βj
μβ + (1 − ωβ,βj

)βj

σ{y,α,β,αi,βj} ∼ t(3, 0, 2.5)

μα ∼ N(0, σ2
α); αi ∼ N(0, σ2

αi
)

μβ ∼ N(0, σ2
β); βj ∼ N(0, σ2

βj
) ,

where yij is an RBP effectiveness score parameterized by topic j and system i.
The topic and system effects, βj and αi respectively, are moderated by partial
pooling in the corresponding β̂j and α̂i [11], where ωY,y is the pooling factor
that measures the simulated strength of the population Y versus the observed
group effect y (topics for example, β is the topic population parameter averaged
from all other topics in the model, and βj is the specific topic effect for the yij

observation, for example, topic 3)

ωY,y = 1 − σ2
Y

σ2
Y + σ2

y

.

The parameters provided to the standard deviation three-parameter Student t-
distribution prior and hyperpriors correspond to the non-informative defaults
in brms for the Gaussian family. The above approach is related to the Model
2 specified by Carterette [3], with marginally more informative priors than the
Jeffreys prior (σ ∼ log (1/σ)).

ZOiB Model. Inspection of the PPD of the Gaussian model (top of Fig. 1a) indi-
cates that the MCMC simulation converges towards a distribution that describes
some characteristics of the underlying effectiveness data. However, as Gaussian

2 This amends Benham et al. [1, Eqn. 3], which omitted the partial pooling notation.
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values are in the range (−∞,∞), the replicate effectiveness scores are frequently
invalid. A Beta distribution can be used to model a rate in the range (0, 1), and
a ZOiB distribution extends that range to [0, 1].3 We thus model RBP scores
with the ZOiB parameters

yij ∼

⎧
⎪⎨

⎪⎩

π0 if yij = 0
(1 − π0)(1 − π1)β(μijφ, (1 − μij)φ) if 0 < yij < 1
π1 if yij = 1

logit μij ∼ N(α̂i + β̂j , σ
2
y)

α̂i = ωα,αi
μα + (1 − ωα,αi

)αi

β̂j = ωβ,βj
μβ + (1 − ωβ,βj

)βj

σ{y,α,β,αi,βj} ∼ t(3, 0, 2.5)

π0, π1 ∼ β(1, 1)
φ ∼ γ(0.01, 0.01)

μα ∼ N(0, σ2
α); αi ∼ N(0, σ2

αi
)

μβ ∼ N(0, σ2
β); βj ∼ N(0, σ2

βj
) ,

where φ is the precision parameter of the Beta distribution β to be modeled
with a Gamma distribution (another brms default), π0 and π1 are the Bernoulli
probabilities that a score will be zero or one, and μij is logit transformed to link
the linear parameterization (described in Gaussian) to the Beta distribution.

ZOiB-Rank. The ZOiB model can be extended to model yijk per-position RBP
gain scores by including k as a rank parameter, modeled as a population effect.
ZOiB-Rank is therefore a small modification: logit μijk ∼ N(α̂i + β̂j + k, σ2

y).
(Carterette [3] used the very similar Quasi-Binomial distribution to model RBP
gain scores, a response family that is not available in brms.) Of interest is com-
paring the properties of the system effect inferences of this gain-based approach
against traditional RBP scores.

Posterior Predictive Risk. The URisk overlay with a challenger system
against a champion computes the value:

URiskr = −(1/n) ·
[∑

Wins − r ·
∑

Losses
]

. (1)

Benham et al. [1] inferentially evaluate risk-adjusted scores using a Bayesian
approach, with increasing r resulting in increased uncertainty according to their
system effects. That uncertainty stems from attempting to predict instances
where an experimental system would outperform the baseline (also known as
the model selection problem). Here, we note that risk measures are essentially
a summary statistic. As we can predict scores from experimental and baseline
systems in a joint statistical model that has already been implicitly corrected for
multiple comparisons in the Bayesian way (via hierarchical modeling [9], noting
that the technique and any other correction approach is not flawless [10]), the
PPD of what is judged to be the best fitting measure can be used to analyze
the spread of the URisk values [8]. That is, for each draw from the posterior
θi ∼ p(θ | data), the set of point parameter estimates from that draw θi is used
to form a posteriori replicate scores supplied to URisk: data′

i ∼ p(data | θi) [12].
3 https://rdrr.io/cran/brms/man/brmsfamily.html, accessed October 29, 2020.

https://rdrr.io/cran/brms/man/brmsfamily.html


Bayesian System Inference on Shallow Pools 213

Fig. 1. RBP with φ = 0.8: Bayesian analysis of system effects for three different models,
with 95% credible intervals. The top graphs are described in the text. Numbers to
the left of each system corresponds to the ordering the Gaussian model invoked as a
reference. (Color figure online)

4 Analysis

Figure 1 plots the parametric inferences of the system effect for 95% credible
intervals for the three models. The density plot above each column contains RBP
topic scores amalgamated over all systems (blue solid line) or RBP gain scores
combining all system-topic-rank scores (red solid line). Faint lines plotted behind
these distributions are draws from the PPD which graphically indicates model
fit – lines closer to the original distribution are preferable. As can be seen, the
two ZOiB distributed models have a better fit than the Gaussian model. The best
system can be distinguished from 17 other (poor) systems, and the worst system
from 23 (good) systems with the Gaussian model; with the corresponding numbers
being 17 and 29 for the ZOiB model, and 20 and 31 using the ZOiB-Rank model.
For ZOiB-Rank, the 12th best system from the Gaussian model (dmis-rnd1-run3)
moved up to 2nd place with ZOiB-Rank, and the run xj4wang run1 moved from
1st to 10th. These shifts occur because ZOiB-Rank preferences systems more likely
to report an RBP gain at any observed rank, rather than top-heavy systems that
may return fewer relevant outcomes at the φ = 0.8 expected viewing depth of
5 documents. Given that ZOiB visually fits the score distribution better than
the Gaussian counterpart and does not draw unexpected predictions as in the
ZOiB-Rank approach, the ZOiB model provides the most accurate description of
system ranking dominance of the three tested, on the first round TREC COVID
dataset.
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Fig. 2. RBP φ = 0.8 EAP risk, URisk with two risk values r against the bm25 baseline

run, 95% credible intervals, and with wins (blue), losses (orange), and run aggregates
(yellow) plotted. (Color figure online)

Using the ZOiB model, Fig. 2 compares risk-free (r = 1) against risk-sensitive
(r = 2) evaluation using EAP values. In Fig. 2a only UB NLP RUN 1 (truncated)
is able to be discriminated from the bm25 baseline run as the interval excludes
zero, which is consistent with the extended parameter inference plot (without
omitted systems) in Fig. 1b. In Fig. 2b, more challengers are statistically separa-
ble, while still being constrained to the observed outcomes in the pooled set. This
EAP approach is therefore an improvement over the Benham et al. [1] approach,
as it does not subsume the increased variance from the other challenger systems
into the champion baseline system – providing more discriminative inferences in
terms of the original URisk units.

5 Conclusion

Using the first round of the TREC COVID track, we modeled RBP scores via
three separate distributions inspired by Carterette [3], and observed outcomes
for many-to-many inferential system comparisons using a Bayesian hierarchical
model. We found that the ZOiB method worked well for the corpus and smooth
evaluation metrics considered, noting that further work is required to ascertain
its applicability to other datasets (indeed, Urbano and Nagler [18] show that
a one-size-fits-all model is rarely preferable). We also modeled risk inferentially
using the PPD, which is more discriminative than modeling risk scores directly.

We posit that Bayesian hierarchical modeling may complement traditional
IR statistical tests, and particularly recommend their use when there are fidelity
concerns about the judgments used to form the evaluation scores. While these
Bayesian methods are also amenable to more generalizing collection-based com-
parisons, they are not without limitations: they are orders of magnitude slower
than traditional IR tests; and, in our observations to date, tend to require at least
five systems to simulate the system parameters without divergent iterations.
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5. Dinçer, B.T., Macdonald, C., Ounis, I.: Risk-sensitive evaluation and learning to
rank using multiple baselines. In: Proceedings of the SIGIR, pp. 483–492 (2016)
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Abstract. Recent studies in information retrieval have shown that gen-
der biases have found their way into representational and algorithmic
aspects of computational models. In this paper, we focus specifically
on gender biases in information retrieval gold standard datasets, often
referred to as relevance judgements. While not explored in the past, we
submit that it is important to understand and measure the extent to
which gender biases may be presented in information retrieval relevance
judgements primarily because relevance judgements are not only the pri-
mary source for evaluating IR techniques but are also widely used for
training end-to-end neural ranking methods. As such, the presence of
bias in relevance judgements would immediately find its way into how
retrieval methods operate in practice. Based on a fine-tuned BERT model,
we show how queries can be labelled for gender at scale based on which
we label MS MARCO queries. We then show how different psychological
characteristics are exhibited within documents associated with gendered
queries within the relevance judgement datasets. Our observations show
that stereotypical biases are prevalent in relevance judgement documents.

1 Introduction

Extensive research in the psychology and sociology literature has shown that
gender stereotypes can affect an individual’s life descriptively and prescriptively
[1,2]. These gender stereotypes not only affect the expectations of women and
men about their behaviour, qualities, priorities, and personal needs implicitly,
but can also influence the way they process information [3,4]. Besides, gender
stereotypes can influence an individual’s judgements, leading to unfair treatments
and outcomes [5]. While individuals’ perception of gender differences might be
aligned with reality in certain cases, such perceptions often originate from gender
stereotypes [6]. Recently, the impact of various biases has been a topic of interest
among researchers in a variety of domains, including Information Retrieval (IR).
[7–13]. For instance, given the wide adoption of neural embeddings in IR, various
researchers have already begun investigating the impact of implicit biases that are
embedded in neural embeddings. In [9], Bolukbasi et al. highlighted the fact that
sexism implicit within pre-trained neural embeddings has the potential to pose the
risk of introducing different types of biases in practically deployed applications;
hence, reflecting gender stereotypes in real time.
c© Springer Nature Switzerland AG 2021
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Given the impact of biases when seeking information, Rekabsaz et al. [7] have
examined the degree of gender bias among several neural retrieval methods. They
found that the utilization of already biased pre-trained embeddings considerably
amplifies gender biases among the retrieved documents. In another important
study [12], Fabris et al. proposed a word genderedness measure to detect and
quantify how various types of information retrieval methods respond to gendered
queries by retrieving documents that are inclined towards similar gender stereo-
types. As a result of their experiments, the authors found that lexical, semantic,
and neural models reinforce gender stereotypes in their results.

While biases among different retrieval methods and neural embeddings have
been generally studied in IR, to the best of our knowledge, potential biases within
gold standard benchmark datasets (often known as relevance judgements, aka
qrels) have not yet been explored. We believe that it is important to study
whether biases may have been introduced in gold standard datasets, which in
essence govern how retrieval methods are trained and evaluated. An inclination
towards a specific gender or the ascription of implicit biases towards them can
result in a biased retrieval method. As such, the objective of this paper is to
study potential stereotypical gender biases in information retrieval relevance
judgements. The other distinguishing aspect of our work is that unlike earlier
work [7,12], we do not propose a certain computational metric for measuring
gender biases, but rather we measure various psychological characteristics of
document content associated with gendered queries. This way, we quantify, if and
when, systematic differences are exhibited between queries of different genders.

In summary, our work distinguishes itself from the literature by (1) offering
an accurate and well-validated query gender classifier that can be used to label
queries based on gender at scale; (2) studying potential biases at the level of gold
standard relevance judgements through widely adopted psychological character-
istics; and (3) revealing systematic biases aligned with perceptual stereotypes
within query relevance judgements.

2 Methodology

We follow a three-staged methodological process in this paper: (1) In order to be
able to determine query gender at scale, we benefit from the dataset of gendered
queries provided by [7] to train a contextualized classifier to predict query gender.
Subsequently, the trained model is used to label MS MARCO queries [14] (c.f.
Sect. 2.2). (2) Based on these classified gendered queries from MS MARCO, we
identify the associated relevant documents for each query and quantitatively mea-
sure various psychological characteristics of each such document using the well-
established Linguistic Inquiry and Word Count (LIWC) toolkit (c.f. Sect. 2.3). (3)
We report on gender stereotypical biases in information retrieval gold standards
(query relevance judgements, i.e., qrels), which align with well-documented per-
ceived biases in the psychological literature (c.f. Sect. 3). We note that all of our
data, code, and results are made publicly accessible1.
1 https://github.com/aminbigdeli/gender-bias-in-relevance-judgements.

https://github.com/aminbigdeli/gender-bias-in-relevance-judgements
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2.1 Datasets

Dataset for Query Gender Identification. We employed the publicly avail-
able gender-annotated dataset released by [7] that consists of queries labeled
by one of the following classes: 1) non-gendered (neutral), 2) female, 3) male,
and 4) other or multiple genders. The dataset consists of 742 female, 1,202 male
and 1,765 neutral queries. We removed the 41 queries related to the ‘Other or
Multiple Genders’ class as there were not sufficient instances to train a classifier.
We also benefited from 32 pairs of gendered terms released by the same authors.

Dataset for Measuring Bias. For the purpose of measuring bias in relevance
judgements, we adopted the queries in MS MARCO Dev set [14] that had at
least one related human-judged relevance judgement document – equivalent to
51,827 queries. Note that, the queries from [7] were removed from this dataset
to avoid unintended leakage.

Table 1. The accuracy and F1 score of each classifier by gender.

Category Classifier Accuracy F1-Score

Female Male Neutral

Dynamic
embeddings

BERT (base uncased) 0.856 0.816 0.872 0.862

DistilBERT (base uncased) 0.847 0.815 0.861 0.853

RoBERTa 0.810 0.733 0.820 0.836

DistilBERT (base cased) 0.800 0.730 0.823 0.833

BERT (base cased) 0.797 0.710 0.805 0.827

XLNet (base cased) 0.795 0.710 0.805 0.826

Static Word2Vec 0.757 0.626 0.756 0.809

embeddings fastText 0.750 0.615 0.759 0.792

2.2 Query Gender Identification and Labeling

As the first step and in order to be able to label gendered queries at scale, we
employ the dataset released by [7] to train relevant classifiers. We adopt two
recent yet widely adopted techniques for this purpose, namely dynamic embed-
dings and static embeddings. More specifically, dynamic embeddings include
models such as BERT [15], DistilBERT [16], RoBERTa [17], and XLNet [18], which
are pre-trained models that have been trained on large corpora. For our work,
we used the sequence classification class of BERT, DistilBERT, RoBERTa, and
XLNet that have a linear layer over the pooled output, which is used to compute
class likelihood scores. We used this fine tuning capability of these models with
a batch size of 16 and the Adamw optimizer with learning rate 2e−5. We set the
number of epochs to 10 for BERT, DistilBERT, RoBERTa and 20 for XLNet.
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Unlike dynamic embeddings, static embeddings such as fastText [19] and
Word2Vec [20] create a single vector representation per token without regard
for context. In order to train a fastText model, we used pre-trained vectors
based on the Common Crawl dataset2 and fine-tuned them based on the pair
of gendered terms and the queries from [7]. As another model, we employed
the pretrained Google News Word2Vec model and adopted the average of each
query’s term vectors to represent the query. Based on this, an SVM classifier with
a polynomial kernel function was applied to classify the queries.

In order to evaluate the performance of the classifiers, we adopt a 5-fold
cross-validation strategy. As shown in Table 1, the uncased fine-tuned BERT
model shows the best performance for query gender identification. Now, using
the uncased fine-tuned BERT model, we labeled all of the 51,827 queries in the
MS MARCO query set. In total, we ended up with 48,200 neutral queries, 2,222
male queries, and 1,405 female queries. To have a balanced setup, we retained all
1,405 female queries and randomly selected 1,405 queries from each of the other
two classes. We utilized 1,405 queries in each class and their associated relevance
judgement documents to investigate the presence of stereotypical gender biases.

Fig. 1. (a) Percentage of female and male affiliations in relevant documents for each of
the female, male and neutral query groups. (b) and (c) Differences between affective
processes of relevance judgements for different gendered queries. The y-axis shows the
percentage of each characteristic across female, male and neutral query sets.

2.3 Quantifying Psychological Characteristics

Our approach for quantifying bias is based on measuring different psychologi-
cal characteristics of the relevance judgement documents associated with each
query. We expect the measures of psychological characteristics across genders
to align with findings from well-founded psychological experiments and not to
exhibit behavior consistent with stereotypical biases associated with gender. To
investigate this, we employ Linguistic Inquiry and Word Count (LIWC) [21] text

2 https://bit.ly/3oBFTJ0.

https://bit.ly/3oBFTJ0
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analytics toolkit to compute the degree to which different psychological charac-
teristics are observed in relevance judgement documents. We consider stereotyp-
ical biases relating to affective processes, cognitive processes, drive, and personal
concerns.

Before we present our findings, we benefit from LIWC to validate the per-
formance of our BERT-based gender classifier. LIWC can be used to measure the
male or female affiliation of a document. We measure such gender affiliations
through LIWC for all relevance judgement documents and report the percentage
of gender affiliations related to each query gender type in Fig. 1(a). This figure
asserts the efficiency of the BERT-based gender classifier as it shows that female
queries are primarily associated with female affiliated documents, while male
queries are related to male affiliated documents. Furthermore, neutral queries
do not show affiliation with either gender. We consider the consistent behavior
between LIWC and the gender classifier as a sign of the utility of the gender
classifier as well as appropriateness of LIWC to be applied to such documents.

3 Findings

During information processing, individuals might make observations that are
compatible with their stereotypical mental presumptions [3]. We are interested
in exploring if such stereotypical biases are incorporated into gold standard rel-
evance judgments, as they might pass biases onto retrieval methods.

Affective Processes are defined as the expression of positive and negative
emotions by an individual. We visualize the degree of positive and negative
emotions expressed in relevance judgement documents associated with gendered
queries in Fig. 1(b). As shown, the documents present a similar degree of positive
emotions regardless of the gender type of the query they are associated with.
However, when considering negative emotions, documents that are related to
female queries exhibit a higher degree of negativity compared to male and neutral

Fig. 2. Differences between the three psychological processes of relevance judgements
for different gendered queries. The y-axis is similar to Fig. 1.
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queries. To further understand this, we explore the three sub-characteristics
of negative emotions as described in [21], namely anxiety, anger, and sadness.
We find that relevance documents associated with male queries exhibit higher
rates of anger whereas higher degrees of anxiety and sadness are observed for
documents associated with female queries. This implies that stereotypical biases
can be observed in gold standard relevance judgements with regards to negative
emotions of affective processes. Psychological studies [22,23] have already shown
that there are no systematic differences between males and females as it relates
to affective processes such as the experience or expression of anger. Gao et al.
[24] also reported that there were no significant gender differences in average
depression and stress levels among female and male students. While the study
did find significant gender differences in stress problems, it did report higher
levels of anxiety for females consistent with the observations in Fig. 1(c).

Cognitive Processes are the higher-level functions of the brain and are rep-
resented through characteristics such as insight, causation, discrepancy, tenta-
tiveness, certainty, and differentiation within the LIWC toolkit. As shown in
Fig. 2(a), documents associated with female queries show superior degrees of
cognitive capacity compared to those related to male queries. However, based
on psychological literature, males and females share similar cognitive abilities
on most of cognitive functions [25]. Various researchers have argued that poten-
tially observable differences between the sexes relating to intellectual and cog-
nitive functions can be attributed to patterns of abilities as opposed to overall
intellectual function of each gender [26–28]. Our observations show that there
are implicit biases encoded within the relevance judgment documents associated
with gendered queries in terms of psychological expression of cognitive processes.

Personal Concerns such as work, leisure, home, money, religion, and death
are investigated and the findings presented in Fig. 2(b), reveal that relevance
judgement documents associated with male queries have a higher degree of focus
on personal concerns compared to female queries. This finding is aligned with
the literature when it comes to personal concerns for leisure. The literature [29]
reports that distribution of leisure time is significantly impacted by gender, espe-
cially for time allocated over the weekend. However, social psychology research
has shown that such differences do not exist in other aspects of personal con-
cern such as death, anxiety, and religiosity [30–33]. Furthermore, the literature
reports that although the number of females has increased in the workplace and
their presence in traditionally male-dominated professions has grown, there are
still descriptive gender stereotypes in environments [34–38]. In another study [4],
Heilam discussed that prescriptive and descriptive gender stereotypes result in
gender bias in the workplace, which are unfounded. We find that such stereo-
typical biases do exist in relevance judgement documents and reflect biases that
have been reported in the literature in the past.
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Drives focus on characteristics of individuals that guide them towards achieving
goals or accomplishing milestones. They can be defined with five key character-
istics including affiliation, achievement, power, reward, and risk avoidance [21].
We find, as shown in Fig. 2(c), that relevance judgement documents associated
with male queries express higher degrees of affiliation, achievement, and power
compared to female queries, while the inverse is observed for reward and risk
avoidance. These findings are supported by the literature that males seek for
power and achievement more than females, but contradict studies that report
higher degrees of affiliation for the female gender [39]. In addition, Byrens et al.
have shown that males are more likely to take greater risks compared to females
[40], which is compatible with our observations on degrees of risk avoidance.

Similar to other psychological characteristics, we find that differences can
be observed regarding different personal drive characteristics between relevance
documents associated with female and male queries. However, in this case, the
differences are not due to stereotypical differences and have already been shown
in the related literature that such personal drive characteristics are observed in
practice for reasons such as physiological differences in gender.

4 Concluding Remarks

This paper investigated gender biases in gold standard IR relevance judgement
datasets. We found that gender biases are prevalent in relevance judgements
across a range of psychological processes. While some of the biases are expected
as a result of physiological differences between genders, most gender biases are
a result of the stereotypical perception of gender differences. We submit that
regardless of the source of gender bias, be it stereotypical or physiological, IR
relevance judgement documents should not show significant differences across
various psychological processes based on the gender of the submitted query.
Unbiased gold standards will ensure that gender biases do not get translated
into representation and algorithmic aspects of retrieval methods.
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Abstract. Our work aimed at experimentally assessing the benefits of
model ensembling within the context of neural methods for passage re-
ranking. Starting from relatively standard neural models, we use a pre-
vious technique named Fast Geometric Ensembling to generate multi-
ple model instances from particular training schedules, then focusing
or attention on different types of approaches for combining the results
from the multiple model instances (e.g., averaging the ranking scores,
using fusion methods from the IR literature, or using supervised learning-
to-rank). Tests with the MS-MARCO dataset show that model ensem-
bling can indeed benefit the ranking quality, particularly with supervised
learning-to-rank although also with unsupervised rank aggregation.

Keywords: Model ensembling · Rank fusion · Passage re-ranking

1 Introduction

Ensemble methods are known to typically perform better than individual sys-
tems. In the field of information retrieval, several rank aggregation techniques
have for instance been proposed to combine the results of different ranking meth-
ods [1,7,12,13], with previous studies showing that ensembles indeed lead to
superior results. Ensemble methods are also common in the machine learning
literature. Specifically within the context of learning with deep neural networks,
ensembling algorithms such as Fast Geometric Ensembling (FGE) have recently
been proposed and successfully applied to multiple tasks [11], using particu-
lar learning rate updating schedules to create multiple neural networks with no
additional training cost, which can afterwards be combined (e.g., by averaging
the scores from the resulting models) for improved performance.

In this paper, we assess the benefits of ensemble approaches within the
context of neural models for passage re-ranking. We specifically leverage the
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FGE approach together with relatively standard neural retrieval models [14],
corresponding to re-ranking approaches based on recurrent neural networks, or
instead based on Transformer-based models like RoBERTa [15]. With ensembles,
we focused our attention on different approaches for combining the results, and
we compared strategies based on (a) averaging the scores (i.e., the relevance esti-
mates) produced by the multiple models, (b) combining the rankings from the
multiple models with rank fusion approaches, or (c) using supervised learning-
to-rank as a meta-learning strategy to combine the model scores.

We evaluated the different approaches on the well-known MS-MARCO pas-
sage re-ranking task [2]. The obtained results show that model ensembling indeed
leads to improvements over individual neural ranking models, particularly with
supervised learning-to-rank and/or in the case of RoBERTa models.

2 Passage Re-ranking with Neural Ensembles

Within our general approach, we first train a neural ranking model with the
Fast Geometric Ensembling (FGE) technique, which outputs N different model
checkpoints, saved at different phases of the training process. The different check-
points are used to re-rank initial lists with the top 1000 passages for each test
query, resulting in the generation of N ranked lists. For the initial rankings,
we used the DeepCT first-stage retrieval algorithm, which extends BM25 with
context-aware term weights derived from a BERT model [8]. Finally, the N dif-
ferent ranked lists are used as input to a fusion method, which combines the
scores to produce a final re-ranked list. The following sub-sections describe the
FGE technique and the different fusion methods that were considered.

2.1 Fast Geometric Model Ensembling

Fast Geometric Ensembling (FGE) consists of an ensembling technique for deep
neural networks that generates multiple points in the weight space (i.e., multiple
model instances, resulting from different checkpoints during training), that share
a similar low test error [11]. The approach is inspired on the observation that
the optima for the loss functions being optimized while training neural models
are often connected by simple curves, over which the training/test accuracy are
nearly constant. FGE uses a training procedure that leverages this geometric
intuition, discovering points (i.e., model checkpoints) within the high-accuracy
pathways through a particular learning rate update schedule.

The FGE algorithm starts with model weights corresponding to an initial
training of the neural network, and resumes the training with a cyclical learning
rate defined as follows, where α1 and α2 are the minimum and maximum values
for the learning rate, while α(i) represents the learning rate at iteration i.

α(i) =

{
(1 − 2 × t(i)) × α1 + 2 × t(i) × α2 0 < t(i) ≤ 0.5
(2 − 2 × t(i)) × α2 + (2 × t(i) − 1) × α1 0.5 < t(i) ≤ 1

(1)
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Each iteration corresponds to processing one mini-batch. The parameter t(i) can
be defined with basis on the number of iterations c corresponding to a cycle.

t(i) =
1
c

× (mod(i − 1, c) + 1) (2)

In the middle of each cycle, when the learning rate reaches its minimum value
α2, the model weights are collected to form a checkpoint. After training, the
checkpoints can be individually evaluated on a test set, and the corresponding
results can afterwards by combined to form ensemble predictions.

2.2 Rank Fusion Methods

Multiple methods for fusing lists into a final consensus ranking have been pro-
posed in the information retrieval literature [1]. As a simple approach, one can
for instance rank instances according to the average of the scores associated to
the different lists. Other approaches often leverage instead the ranking positions.

One example is Reciprocal Rank Fusion [7], which is based on summing the
multiplicative inverse of the original rankings. Given a set of instances P (i.e.,
the passages to be retrieved) and multiple rankings R for a given query, the
instances can be sorted according to the following score:

RRFscore(p ∈ P ) =
∑
r∈R

1
k + r(p)

(3)

In Eq. 3, k is a smoothing constant often set to the constant value of 60 [7],
and r(p) is the rank of passage p in the ranked list r(). A simple variation,
named MAP Fusion, was proposed by Lillis et al. [13] and involves weighting the
contribution of each ranked list according its Mean Average Precision (MAP)
score, as measured over a held-out set of queries:

MAPFscore(p ∈ P ) =
∑
r∈R

1 × MAPr

k + r(p)
(4)

Previous studies have also advanced probabilistic data fusion techniques,
using training queries to estimate the probability that a resource is relevant to
a given query, and leveraging those probabilities in order to create new ranking
scores. One of those probabilistic techniques is SlideFuse [12], which first esti-
mates the probability that a passage p, occurring in position i of a ranked list
produced through a procedure r, is relevant. This can be computed according
to the following equation, where Qp is the set of training queries for which at
least i instances were returned in lists produced through procedure r, and where
Rel(pi, q) is 1 if pi is relevant to query q, and 0 otherwise.

P(pi|r) =

∑
q∈Qi

Rel(pi, q)
Qi

(5)
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The final aggregated score for each document also considers a sliding window
around each position of the rankings to be merged:

SlideFscore(p ∈ P ) =
∑
r∈R

P(pi,w|r) (6)

In the previous equation, P(pi,w|r) is the probability of relevance of passage p
in position i, this time considering a window of w documents around each side
of i. This can be estimated as follows, where the values a and b correspond to
the window limits for every position i, considering N as the total number of
documents for each query.

P(pi,w|r) =

∑b
j=a P(pj |r)
b − a + 1

, with

a =

{
i − w i − w ≥ 0
0 i − w < 0

and b =

{
i + w i + w < N

N − 1 i + w ≥ N

(7)

Variations on SlideFuse, weighting the contribution of individual ranked lists,
are also possible. For instance Eq. 6 can be adapted in the same way as Eq. 4
extends from Eq. 3, weighting each system by the corresponding MAP score, and
resulting in a MAP SlideFuse approach.

Besides rank aggregation methods we also experimented with a supervised
learning-to-rank approach, specifically the LambdaRank [5] implementation
from the XGBoost1 package. In this case, for each training query, we collected the
relevant passage and two other passages in the top 1000 list, ranked according
to DeepCT. The LambdaRank model was trained on this data, using as fea-
tures the DeepCT scores plus those from the FGE snapshots, together with the
average and standard deviation, and attempting to optimize the MAP metric.

Still on what regards experimental settings, the SlideFuse method considered
a window size of 6, and the LambdaRank algorithm used the default parameters
from the XGBoost library, except in the choice of MAP as the optimized metric.

3 Neural Ranking Models

We experimented with two distinct types of neural ranking models, respectively
leveraging recurrent neural networks, and Transformer-based language models.

The first model is inspired on a previous proposal for encoding and match-
ing textual contents [4]. A sentence encoder is used to compute fixed-size vector
representations for input sequences, leveraging pre-trained FastText [3] word
embeddings together with two layers of bi-directional LSTM units with short-
cut connections between them, and a max-pooling operation over the sequence
produced by the second bi-LSTM. The query is processed through the aforemen-
tioned encoder, which outputs the corresponding representation. In turn, each
sentence that composes the passage is also processed through the same encoder,
1 https://github.com/dmlc/xgboost.

https://github.com/dmlc/xgboost
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generating a sequence of representations. This sequence of sentence representa-
tions is then fed as input to a different encoder, using a similar structure (except
for the initial FastText embedding layer) to produce a single fixed-size repre-
sentation for the passage. The representations for the query and the passage
are combined through different operations (i.e., vector concatenation, difference,
and element-wise product), and the result is feed into a final feed-forward layer,
which outputs the relevance score of the passage towards the query.

For the second neural ranking approach, we fine-tune RoBERTa-base [15] to
our ranking problem, passing as input to the model the concatenation of the
query and the passage text, separated by a special [SEP] token. We concatenate
the vector representation of the special [CLS] token, together with the result
of a max-pooling operation over the last sequence of hidden states output by
RoBERTa-base, feeding the result to a final feed-forward layer which outputs
the relevance score of the passage towards the query.

When training our models, we first use a fast approach (i.e., DeepCT [8]) to
retrieve the top 1000 passages for the provided training queries. The loss function
takes as input the scores between a query and a relevant passage, a non-relevant
passage sampled from the top 25 passages retrieved for the query, and a negative
passage sampled from the remaining 975 passages in the top 1000. The loss is
formally defined as follows, where p is the score between the query and a positive
passage, n25 is the score between the query and the passage sampled from the
top 25, and n975 is the score between the query and the passage sampled from
the remaining 975 passages.

loss = hinge(p, n25) + hinge(p, n975) + 0.25 × hinge(n25, n975), with
hinge(p, n) = max(0, 1 − p + n)

(8)

For our RNN-based model, we used a dimensionality of 300 in the repre-
sentations produced by the recurrent units. For RoBERTa-base, we used the
default base parameters as defined in the Huggingface Transformers library2.
We trained our models for a total of 15 epochs with the AdaMod [10] optimizer.
The first five epochs produced the initial weights for the Fast Geometric Ensem-
bling (FGE) technique. In the remaining ten epochs with FGE, we used cycles of
c = 4 epochs, with a cyclic learning rate between α1 = 2 ·10−5 and α2 = 2 ·10−7,
hence generating five different checkpoints.

4 Experimental Evaluation

Our experiments relied on the passage ranking data from MS-MARCO [2]. For
each test query, a first-stage ranker (in our case, DeepCT [8]) retrieves a set of
possibly relevant passages from the whole collection, and the top k results are
then re-ranked through a second more expensive model.

Table 1 presents a comparison between the different alternatives described in
Sects. 2 and 3, with results measured over the development portion of the MS-
MARCO dataset. We specifically measured the Mean Average Precision (MAP),
2 https://github.com/huggingface/transformers.

https://github.com/huggingface/transformers
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Table 1. Results over the MS-MARCO development dataset. Statistical significance
tests were used to compare ensembles against individual models for re-ranking the
DeepCT results, both for RNN (†) and RoBERTa-base (‡) models, as well as to compare
the learning-to-rank ensembles against the second best ensemble (∗). The methods
whose difference is statistically significant, for a p-value of 0.05, are marked on the table.
Although this is not reported on the table, not including DeepCT scores in the FGE
ensembles is consistently worse (i.e., approx. 0.01 points lower in terms of MRR@10
for RoBERTa-base ensembles, and up to 0.1 points lower for RNN ensembles).

Method MAP MRR MRR@10

BM25 0.1835 0.1867 0.1758

DeepCT 0.2506 0.2546 0.2425

RNN 0.2127 0.2160 0.2010

RoBERTa-base 0.3356 0.3403 0.3311

RNN + DeepCT 0.2888 0.2936 0.2821

RoBERTa-base + DeepCT 0.3326 0.3378 0.3285

RNN FGE + DeepCT + Average† 0.3000 0.3056 0.2952

RNN FGE + DeepCT + RRFuse 0.2845 0.2891 0.2769

RNN FGE + DeepCT + MAPFuse 0.2847 0.2893 0.2771

RNN FGE + DeepCT + SlideFuse 0.2738 0.2781 0.2645

RNN FGE + DeepCT + MAPSlideFuse† 0.2741 0.2784 0.2649

RNN FGE + DeepCT + Learning-to-Rank†∗ 0.3131 0.3181 0.3080

RoBERTa-base FGE + DeepCT + Average‡ 0.3354 0.3411 0.3324

RoBERTa-base FGE + DeepCT + RRFuse‡ 0.3819 0.3879 0.3813

RoBERTa-base FGE + DeepCT + MAPFuse‡ 0.3818 0.3874 0.3806

RoBERTa-base FGE + DeepCT + SlideFuse‡ 0.3787 0.3844 0.3774

RoBERTa-base FGE + DeepCT + MAPSlideFuse‡ 0.3789 0.3844 0.3774

RoBERTa-base FGE + DeepCT + Learning-to-Rank‡∗ 0.3856 0.3913 0.3846

Mean Reciprocal Rank (MRR), and MRR@10. The first two lines of Table 1
compare two first-stage retrieval approaches, returning 1000 possibly relevant
passages for each development query. DeepCT outperformed BM25 in this initial
task, and the remaining experiments focused on re-ranking the top 100 passages
retrieved by DeepCT. A separate round of tests, not detailed in this paper,
showed that re-ranking the top 100 passages lead to consistently better results
than re-ranking the entire set of 1000 passages per query.

The second group of rows in Table 1 compares the results for both types of
neural models, trained for a total of 15 epochs. The model based on RoBERTa-
base clearly outperformed the RNN-based model, which even failed to outper-
form DeepCT. We also attempted to combine the rankings from each of these
models and DeepCT, through the MAPFuse strategy. The results, given in the
third group of rows, showed that the combination improved results for the RNN
model, but not for the RoBERTa-base model.

The remaining rows from Table 1 show the results achieved with FGE ensem-
bles, leveraging different types of techniques for combining the rankings. The
results show that model ensembling has clear benefits for RoBERTa-base mod-
els, with mixed results for RNN models. Few differences were measured between
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the alternative rank aggregation approaches, and significantly better results were
obtained with learning-to-rank. We expect that similar benefits from ensembling
can be expected for larger models than RoBERTa-base.

5 Conclusions and Future Work

We tested the use of Fast Geometric Ensembling (FGE) with neural passage
re-ranking models, comparing different fusion methods to combine the rankings
from FGE checkpoints. Results over MS-MARCO show that model ensembling
indeed leads to consistent improvements over individual models, thus constitut-
ing a viable approach to further improve state-of-the-art approaches.

For future work, we plan to conduct similar tests with other datasets, includ-
ing TREC CAR [9] and WikiPassageQA [6], in addition to testing different
ensembling methods, such as the Auto-Ensembling approach from Jun et al. [16].
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Abstract. Event detection involves the identification of instances of
specified types of events in text and their classification into event types.
In this paper, we approach the event detection task as a relation extrac-
tion task. In this context, we assume that the clues brought by the entities
participating in an event are important and could improve the perfor-
mance of event detection. Therefore, we propose to exploit entity infor-
mation explicitly for detecting the event triggers by marking them at dif-
ferent levels while fine-tuning a pre-trained language model. The exper-
imental results prove that our approach obtains state-of-the-art results
on the ACE 2005 dataset.

Keywords: Information extraction · Event extraction · Event
Detection

1 Introduction

Event detection (ED) aims to identify the instances of specified types of events
in text. An event is represented by an event mention (a text that contains an
event of a specific type and subtype), an event trigger (the word that expresses
the event mention), an event argument (a participant in the event of a specific
type), and an argument role (the role of the entity in the event). For instance,
according to the ACE 2005 annotation guidelines1, in the sentence “She’s been
convicted of obstruction of justice .”, an event detection system should be able
to recognize the word convicted as a trigger for the specific event type Convict.

A main challenge intervenes when the same event might appear in the form
of various trigger expressions and an expression might represent different event
types in different contexts. For example, transfer could refer to transferring
ownership of an item, transferring money, or transferring personnel from one
location to another. Each sense of the word is linked with an event type. In the
same manner, fired can correspond to an attack type of event as in “an American
tank fired on the street” or it can express the dismissal of an employee from
a job as in “Hillary Clinton was fired from the House Judiciary Committee’s
Watergate investigation”.
1 https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/files/english-events-guide-
lines-v5.4.3.pdf.
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Therefore, we would assume that, in such cases, significant clues can be given
by the context of a candidate trigger and by the presence of the participants at
the event in this context, e.g. named entities. For analyzing the importance of
these indicators of the existence of an event in a sentence, we adopt a relation
extraction model to perform event detection by taking advantage of the partic-
ipants in the event (event arguments).

2 Related Work

Most current state-of-the-art systems perform event detection individually
[2,6,17], where the entities are either ignored or considered helpful in joint mod-
els.

Some works made use of gold-standard entities in different manners. Higher
results can be obtained with gold-standard entity types [17], by concatenat-
ing randomly initialized embeddings for the entity types. A graph neural net-
work (GNN) based on dependency trees [18] has also been proposed to perform
event detection with a pooling method that relies on entity mentions aggregat-
ing the convolution vectors. Arguments provided significant clues to this task in
the supervised attention mechanism proposed to exploit argument information
explicitly for event detection [11], while also using events from FrameNet.

Although some joint learning-based methods have been proposed, which tack-
led event detection and argument extraction simultaneously, these approaches
usually only make significant improvements on the argument extraction, but
insignificant to event detection. These methods usually combine the loss func-
tions of these two tasks and are jointly trained under the supervision of annotated
triggers and arguments. Event triggers and their arguments are predicted at the
same time in a joint framework [15] with bidirectional recurrent neural networks
(Bi-RNNs) and a convolutional neural network (CNN) and systematically inves-
tigate the usage of memory vectors/matrices to store the prediction information
during the course of labeling sentence features.

The architecture adopted in [12] was to jointly extract multiple event trig-
gers and event arguments by introducing syntactic shortcut arcs derived from
the dependency parsing trees to enhance the information flow in an attention-
based graph convolution network (GCN) model. The gold-standard entity types
are embedded as features for trigger and argument prediction. The argument
information was also exploited in [11] explicitly for event detection by experi-
menting with different strategies for adding supervised attention mechanisms.
The authors exploit the annotated entity information by concatenating the token
embeddings with randomly initialized entity type embeddings.

Recently, different approaches that include external resources and features
at a sub-word representation level have been proposed. Thus, generative adver-
sarial networks (GANs) have been applied in event detection [8,24]. Besides,
reinforcement learning (RL) is used in [24] for creating an end-to-end entity and
event extraction framework. The approach attempted in [23] based on the BERT
model with an automatic generation of labeled data by editing prototypes and
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filtering out the labeled samples through argument replacement by ranking their
quality. A similar framework is proposed by [22] but information is encoded by
BERT or a CNN suggesting a growing interest in adversarial models. Simul-
taneously, an integration of a distillation technique to enhance the adversarial
prediction was explored in [13].

Although recent advances are focused on multiple techniques, several BERT-
based architectures have been proposed [21–23]. In this work, we demonstrate
that the advantages of BERT can be improved by adding extra information by
explicitly marking the entities in the input text. We continue with the presen-
tation of our proposed model in Sect. 3. The experimental setup and the results
are detailed in Sect. 4 and we finalize with some conclusions and perspectives in
Sect. 5.

3 Approach

We implemented the BERT-based model with EntityMarkers2 We adapt the
method presented in [19] applied for relation classification, to perform event
detection. First, our model extends the BERT [3] model applied to sequential
data. BERT itself is a stack of Transformer layers [20]. We refer the readers to the
original paper for a more detailed description. We modify BERT by adding a con-
ditional random fields (CRF) layer instead of the dense one, which is commonly
used in other works on sequential labeling [9,14] to ensure output consistency.
Next, the EntityMarkers model [19] consists in augmenting the input data with a
series of special tokens. Thus, if we consider a sentence x = [x0, x1, . . . , xn] with
n tokens, we augment x with two reserved word pieces to mark the beginning
and the end of each event argument mention in the sentence.

Fig. 1. The BERT-based model with Entity Position Markers and a CRF top layer.

In the ACE 2005 dataset, an event argument is defined as an entity men-
tion, a temporal expression or a value (e.g. Crime, Sentence, Job-Title) that is
2 We only used the input type representation and consider a complex output based
on tokens which is not considered in [19].
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involved in an event (as participants or attributes with a specific role in an event
mention). An event argument has an entity type and a role. For example, in a
Conflict.Attack event type, one event argument can be an Attacker with three
possible types: PER, ORG, GPE (Person, Organization, Geo-political Entity).
Thus, we introduce three types of markers: (1) Entity Position Markers, e.g.
[Estart] and [Eend] where E represents an entity of any type, (2) Entity Type
Markers, e.g. PERstart and PERend where PER represents an entity of type Per-
son, and (3) we also test that, in the case of the event argument roles are known
beforehand, the Argument Role Markers, e.g. [Defendantstart], [Defendantend]
where Defendant is an event argument role. We modify x to give:

x = [x0, x1, . . . , [MARKERstart]xi . . . xj−1[MARKERend], . . . , xn] and we
feed this token sequence into BERT instead of x. We also update the entity
indices E = (i + 1, j + 1) to account for the inserted tokens, as shown in Fig. 1
for the model with Entity Position Markers.

As an example, in the sentence “She’s been convicted of obstruction of
justice .”, where She has the argument role of a Defendant and obstruction of
justice is an argument of type Crime, the sentence is augmented as follows:

(1) [Estart] She [Eend]’s been convicted of [Estart] obstruction of jus-
tice [Eend].

(2) [PERstart] She [PERend]’s been convicted of [Crimestart] obstruction of
justice [Crimeend].

(3) [Defendantstart] She [Defendantend]’s been convicted of [Crimestart]
obstruction of justice [Crimeend].

For the Argument Role Markers, if an entity has different roles in different
events that are present in the same sentence, we mark the entity with all the
argument roles that it has.

4 Experiments and Results

The evaluation is conducted on the annotated data ACE 2005 corpus. For com-
parison purposes, we use the same test set with 40 news articles (672 sentences),
the same development set with 30 other documents (863 sentences), and the
same training set with the remaining 529 documents (14,849 sentences) as in
previous studies of this dataset [15,17].

The ACE 2005 corpus has 8 types of events, with 33 subtypes (e.g. the
event type Conflict has two subtypes Attack, Demonstrate) that, along with one

Table 1. Evaluation of the BERT-based models on the blind test data.

Models Precision Recall F1

BERT-base-uncased 71.6 68.4 70.0

BERT-base-cased 71.3 72.0 71.6

BERT-large-uncased 72.0 72.9 72.5

BERT-large-cased 69.3 77.1 73.0
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Table 2. Evaluation of our models and comparison with state-of-the-art systems
for event detection on the blind test data. +with gold-standard arguments. Change
improvements w.r.t. our models are showed in columns “F1 Improvement (%)”.
Improvements greater than 10% are highlighted with background color. Statistical sig-
nificance is measured with McNemar’s test. * denotes a significant improvement at
p ≤ 0.01.

F1 Improvement (%)

Models Precision Recall F1 (1) (2) (3)

CNN [17] 71.9 63.8 67.6 12.72% 16.12% 17.75%

CNN+[17] 71.8 66.4 69.0 10.43% 13.77% 15.36%

Dynamic multi-pooling CNN [2] 75.6 63.6 69.1 10.27% 13.60% 15.20%

Joint RNN [15] 66.0 73.0 69.3 9.96% 13.28% 14.86%

CNN with document context [6] 77.2 64.9 70.5 8.09% 11.35% 12.91%

Non-Consecutive CNN [16] N/A N/A 71.3 6.87% 10.10% 11.64%

Attention-based+ [11] 78.0 66.3 71.7 6.28% 9.48% 11.02%

GAIL [24] 74.8 69.4 72.0 5.83% 9.03% 10.56%

Gated Cross-Lingual Attention [10] 78.9 66.9 72.4 5.25% 8.43% 9.94%

Graph CNN [18] 77.9 68.8 73.1 4.24% 7.39% 8.89%

Seed-based [1] 80.6 67.1 73.2 4.10% 7.24% 8.74%

Hybrid NN [7] 84.6 64.9 73.4 3.81% 6.95% 8.45%

Attention-based GCN [12] 76.3 71.3 73.7 3.39% 6.51% 8.01%

Δ-learning [13] 76.3 71.9 74.0 2.97% 6.08% 7.57%

DEEB-RNN3y [25] 72.3 75.8 74.0 2.97% 6.08% 7.57%

BERT-base-uncased+LSTM [21] N/A N/A 68.9 10.60% 13.93% 15.53%

BERT-base-uncased [21] N/A N/A 69.7 9.33% 12.63% 14.20%

BERT-base-uncased [5] 67.1 73.2 70.0 8.86% 12.14% 13.71%

BERT-QA [5] 71.1 73.7 72.3 5.39% 8.58% 10.10%

DMBERT [22] 77.6 71.8 74.6 2.14% 5.23% 6.70%

DMBERT+Boot [22] 77.9 72.5 75.1 1.46% 4.53% 5.99%

BERT-large-cased 69.3 77.1 73.0 4.38% 7.53% 9.04%

BERT-large-cased+Entity Position Markers+ (1) 75.9 76.6 76.2* – 3.02% 4.46%

BERT-large-cased+Entity Type Markers+ (2) 79.3 77.8 78.5* – – 1.40%

BERT-large-cased+Argument Role Markers+ (3) 78.9 80.4 79.6* – – –

class “O” for the non-trigger tokens, constitutes a 34-class classification problem.
Following the same line of works, we consider that a trigger is correct if its event
type, subtype, and offsets match those of a reference trigger. We use precision
(P), recall (R), and F-measure (F1) to evaluate the overall performance.

We first consider four baselines based on the BERT language model, applied
in a similar way to [4] for the named entity recognition (NER) task, with the
recommended hyperparameters. We test four widely used pre-trained English
language models, two based on BERT-base and two based on BERT-large, cased
(trained on the original words) and uncased (trained on lowercased words). tion
is connected to the recognition of named entities, that are usually considered
important to detect event mentions.

We compare our proposed models with markers with several state-of-the-
art neural-based models proposed for event detection, that do not use external
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resources, more specifically with the following models based on CNNs and RNNs:
the CNN-based model [17] with and without the addition of gold-standard enti-
ties, the dynamic multi-pooling CNN model [2], the bidirectional joint RNNs
[15], the non-consecutive CNN in [16], the hybrid model [7], the GAIL model
[24], the gated cross-lingual attention model [10], and the graph CNN [18]. We
also compare our approach with recent proposed BERT-based models, the fine-
tuned baseline BERT-base-uncased [5], the QA-BERT [5] where the task has
been approached as a question answering task, the two models with adversarial
training for weakly supervised event detection [22], and the BERT and LSTMs
approaches [21] that models text spans and captures within-sentence and cross-
sentence context.

Between the BERT-based baseline models presented in Table 1, it is worth
noticing that the cased models perform better than the uncased ones, which
could confirm that named entities that are usually capitalized are an important
clue for the event detection task3. Moreover, the results are similar to the BERT-
base-uncased in [5] (the same F1 value and similar precision and recall scores)
and [21].

Full results of our model and its comparison against state of the art is pre-
sented in Table 2. There is a significant gain with the trigger classification of
9.04% higher over the stand-alone BERT-based model and 5.99% to the best
reported previous models. These results demonstrate the effectiveness of our
method to incorporate the argument information.

Moreover, the improvements are consistent regardless of the type of encoder
(BERT or other) used to represent the inputs. For our first model (Entity Posi-
tion Markers), where the entities are surrounded by a general marker that does
not depend on the entity type, the results are improved with three percentage
points revealing that the position of the entities is relevant for the trigger detec-
tion task. Furthermore, when we mark the entities with their argument roles
(Argument Role Markers), the recall and F1 increase with around one absolute
percentage point. However, this case is substantially optimistic as it assumes
that argument roles were correctly identified and typed.

5 Conclusions and Perspectives

We presented an approach for integrating entity information for the event detec-
tion task by adding different levels of entity markers, their positions, their types,
and finally, their argument roles. Considering the results, we can conclude that
marking entities in a sentence can significantly improve the F1 scores and obtain
state-of-the-art values. Further analysis remains to be done in order to under-
stand in which cases the markers bring informative features. As future work,
we propose to tackle the drawbacks of our current model by introducing the
recognition and typing of the entities in our model.

3 An amount of around 30% of the entities and 3% of the event triggers have the first
token capitalized.
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Abstract. Despite the effectiveness of utilizing the BERT model for
document ranking, the high computational cost of such approaches limits
their uses. To this end, this paper first empirically investigates the effec-
tiveness of two knowledge distillation models on the document ranking
task. In addition, on top of the recently proposed TinyBERT model, two
simplifications are proposed. Evaluations on two different and widely-
used benchmarks demonstrate that Simplified TinyBERT with the pro-
posed simplifications not only boosts TinyBERT, but also significantly
outperforms BERT-Base when providing 15× speedup.

Keywords: Document retrieval · BERT · Knowledge distillation

1 Introduction

Contextual pre-trained model, like BERT [3], demonstrates its effectiveness in
ranking tasks [2,11,19]. However, the vast number of parameters in BERT make
it expensive or even infeasible for serving [6,8], which is especially important
when the model is used to re-rank thousands of search results. In the mean-
time, studies [7,13–18] have demonstrated that knowledge distillation (KD) can
be used to learn smaller BERT models without compromising effectiveness too
much, wherein a full-sized BERT model, like BERT-Base, is used as the teacher
model and a small student model is trained to imitate it. More specifically, Tiny-
BERT [7] is proposed to distill on both prediction layer and intermediate layers
in a two-stage distillation method, and has achieved effectiveness that is close to
the teacher model on multiple NLP tasks. However, it is unclear whether such
distillation models are still effective on the document ranking task.

To bridge this gap, in this work, we first investigate the uses of the standard
knowledge distillation model [5] and the more recent TinyBERT [7] on the doc-
ument ranking task. In addition, we propose two simplifications for TinyBERT,
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hoping to further improve the effectiveness of the distilled ranking models. To
this end, on the document ranking task in MS MARCO [10] and TREC 2019 DL
Track [1], we demonstrate the potentials in employing knowledge distillation for
document retrieval, and also confirm the superior effectiveness of the proposed
Simplified TinyBERT which will be described in Sect. 3.

The contributions of this work are twofold. (1) To the best of our knowl-
edge, this is the first effort to employ knowledge distillation for the document
ranking task, by empirically investigating the effectiveness of standard knowl-
edge distillation model [5] and TinyBERT [7] on two document ranking bench-
marks; and, (2) Two simple but effective modifications have been proposed
on top of TinyBERT. The student model distilled with the proposed Simpli-
fied TinyBERT not only can boost TinyBERT, but also significantly outper-
form BERT-Base when providing 15× speedup. The source code is available at
https://github.com/cxa-unique/Simplified-TinyBERT.

2 Background

Passage-Level BERT-Based Document Re-ranking. Given a query and a
document, the document is first split into overlapping passages, before a BERT
model consumes the concatenation of query and passage through multiple trans-
former layers, and ultimately generates a score to indicate the relevance of the
passage relative to the query. After that, the score of a document can be produced
by its best passage (BERT-MaxP [2]), which is used to re-rank the documents.

Knowledge Distillation (KD). Due to the expensive computation cost of
BERT during inference, some KD methods on BERT have been proposed, such
as DistilBERT [13], BERT-PKD [14], TinyBERT [7], and MiniLM [18]. Early
KD method [5] relies on the soft label from the teacher model, wherein a loss
function is designed to make the student model directly simulate the output of
the teacher model. In the meantime, the actual annotations are also considered
in the loss function as in [5,14,16]. These two kinds of cross-entropy losses are
coined as the soft loss, denoted as Lsoft, and the hard loss, denoted as Lhard,
respectively.

In TinyBERT [7], the pre-training and fine-tuning knowledge is distilled
from a pre-trained BERT and the fine-tuned BERT on target tasks in the gen-
eral stage and the task-specific stage, respectively. It employs three MSE losses
to make the student model learn from three kinds of internal weights of the
teacher model, namely, the attention weights, the hidden state weights, and
the embedding weights in different layers, which are correspondingly denoted as
Lattn, Lhidn and Lemb, in addition to Lsoft. The intermediate layers are distilled
with Lattn, Lhidn and Lemb in both stages, and the prediction layer is distilled
with Lsoft only in the task-specific stage.

https://github.com/cxa-unique/Simplified-TinyBERT
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3 Simplified TinyBERT for Ranking

In this Section, we propose two simplifications for the TinyBERT model, hoping
to achieve better performance on the document ranking task.

3.1 Method

Merge Two Steps in the Task-Specific Stage into One Step. As described
in Sect. 2, TinyBERT involves two stages, and there are two steps in the second
stage, wherein the training process is time-consuming. Through our empirical
investigations, however, we find that the two steps could be merged into one
step by simply optimizing all losses at once as described in Eq. (1). This sim-
plification not only brings down the training time, but also boosts the ranking
performance as can be seen in Table 1. This implies that the student model could
learn the prediction layer together with the intermediate layers more effectively.
Actually, we also find that one could further simplify TinyBERT distillation
process by merging two stages into one, namely, employing a pre-trained BERT
model, if available, and using its first k layers to initialize the student model in
place of the general distillation stage. For example, the student model coined as
L6 H768 in Table 1 could also be distilled with only one stage by initializing the
student model with the first six layers from BERT-Base, without compromising
performance. We will leave further investigations on this part in future work.

L = Lattn + Lhidn + Lemb + Lsoft (1)

Include Hard Label in the Loss Function. Inspired by existing models
from [5,14,16], we conjecture that the hard labels could help to distinguish the
relevant and non-relevant documents better. Therefore, we include the hard loss
during distillation by adding it into Eq. (1), ending up with Eq. (2).

Lh = Lattn + Lhidn + Lemb + Lsoft + Lhard (2)

3.2 Implementation Details

Use BERT-Base as the Teacher Model. In BERT-PKD [14], it has been
demonstrated that the uses of BERT-Base model are as effective as when using
the three-times larger BERT-Large model. Thereby, we employ BERT-Base as
the teacher model in this work, wherein the checkpoint which is trained on MS
MARCO passage dataset from [11] is used to initialize the model as in [20].
The teacher model can be further fine-tuned on MS MARCO document dataset,
but is omitted in our experiments, as both teacher models with or without the
further fine-tuning step produce similar student models.

TinyBERT and Simplified TinyBERT. For the general distillation, we use
3.5G raw text from English Wikipedia, where the losses for distilling the inter-
mediate layer, namely, Lattn, Lhidn, and Lemb, are used. The hyper-parameter
temperature T is fixed as 1 for both TinyBERT and the Simplified TinyBERT
in the task-specific distillation stage, akin to the configuration in [7].
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Table 1. The results for different distilled models. L and H refer to the number of
layers and the dimension of hidden states, respectively. Statistical significance at p-
value <0.01 (0.05) is marked with T (t) and B(b) for comparisons to TinyBERT and
the teacher model BERT-Base (L12 H768), respectively. Note that MS MARCO Dev
and TREC 2019 DL Test contain 4466 and 43 queries, respectively.

Model (Size) MS MARCO Dev TREC 2019 DL Test FLOPs

MRR MRR@10 MRR NDCG@10 MAP (Speedup)

L12 H768 (109M) 0.3589 0.3523 0.9341 0.6644 0.2861 22.9G (1×)

L6 H768 (67M) 11.5G (2×)

Standard KD 0.3570T 0.3498T 0.9341 0.6408 0.2783

TinyBERT 0.3711B 0.3646B 0.9380 0.6627 0.2821

+ hard label 0.3767tB 0.3701tB 0.9380 0.6659 0.2777

+ use one step 0.3701B 0.3634B 0.9496 0.6620 0.2843

Simplified TinyBERT 0.3908TB 0.3848TB 0.9496 0.6774 0.2847

L3 H384 (17M) 1.5G (15×)

Standard KD 0.3234TB 0.3148TB 0.9225 0.6042B 0.2567B

TinyBERT 0.3527 0.3453 0.8973 0.6230b 0.2755

+ hard label 0.3544 0.3470 0.9263 0.6361t 0.2721B

+ use one step 0.3630T 0.3560T 0.9263 0.6479t 0.2776b

Simplified TinyBERT 0.3683Tb 0.3614Tb 0.9554 0.6698T 0.2804

Training. The models are trained on up to four TITAN RTX 24G GPUs with
Mixed Precision Training [9], using Adam optimizer with a weight decay of
0.01. In the general stage, we train for three epochs, setting learning rate 1e−6
and batch size 128. In the task-specific stage, we perform distillation up to two
epochs. We train with batch size equaling to 128, and learning rate to 1e−6 for
Standard KD and the second step of TinyBERT, meanwhile using 64 and 5e−5
for Simplified TinyBERT and the first step of TinyBERT. We do model selection
according to MRR@10 on validation set, apart from the general stage and the
first step in the task-specific stage of TinyBERT, for which the last model is
chosen for further distillation.

4 Experiments

4.1 Experimental Setup

Dataset. According to our experiments, a relatively huge amount of training
data is required to distill a small but effective BERT re-ranker. Meanwhile, recent
work [4] also demonstrates that about 5-10M training examples are required to
distill a model that is comparable to BERT-Base on the passage ranking task.
Thus, we employ MS MARCO document ranking dataset due to its largest avail-
able number of training samples, which contains 367,013 training queries, 5,193
development (dev) queries and 5,793 test queries (for leaderboard). In addition,
TREC 2019 DL Track [1] provides 43 test queries with more annotated relevant
documents (compared with MS MARCO) based on the manual judgments from
NIST assessors. We report our experiment results on the above two benchmarks.
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Data Preprocessing. For training, after splitting the documents, we use the
teacher model to filter passages from relevant documents, and reserve the five
top-ranked passages as positive samples. Meanwhile, a negative passage is ran-
domly sampled from irrelevant documents for every positive sample, to balance
the positive and negative samples. Thereby, the actual training set includes about
3.3M query-passage pairs. For evaluation, due to the lack of annotations for test
queries, we randomly reserve 727 dev queries for validation, and use the remain-
ing 4,466 dev queries as our test set (but also denoted as MS MARCO Dev).
The max length of the input tokens in BERT re-ranker is set as 256. Statistical
significance in terms of paired two-tailed t-test is reported.

Models in Comparison. The distilled models are compared under two con-
figurations, namely, distilling BERT-Base (L12 H768) into a medium-size model
(L6 H768) which provides 2× speedup relative to BERT-Base; and into a even
smaller model (L3 H384) with only three layers, which provides 15× speedup.
Several distillation models are included in Table 1 for comparisons. Standard
KD distills the teacher model only using the prediction layer, namely, train-
ing the student model with αLsoft + (1 − α)Lhard. We perform grid search
on validation set over temperature T = {1, 5, 10} and α = {0.2, 0.5, 0.7} on a
parameters-fixed student model as in [14]; TinyBERT distills the teacher model
following a two-stage method as in [7], Simplified TinyBERT is the modified
TinyBERT as described in Sect. 3. In addition, + hard label and + use one
step in Table 1 indicate the results when applying one simplification on top of
TinyBERT.

4.2 Results

In this section, we discuss the re-ranking performance of Standard KD, Tiny-
BERT, and our Simplified TinyBERT.

Distilled Models Perform Well on Document Ranking Task. We first
examine the performance of Standard KD and TinyBERT. For L6 H768, from
Table 1, it can be seen that TinyBERT outperforms BERT-Base (L12 H768)
significantly on our MS MARCO Dev set, and behaves on par with BERT-Base
on TREC 2019 DL Test set, when providing 2× speedup. For L3 H384, with 15×
speedup, TinyBERT performs significantly worse than BERT-Base on shallow
pool, and is comparable with BERT-Base on deep pool. Compared with Stan-
dard KD, TinyBERT improves almost all metrics consistently, highlighting the
strength of the distillation framework in TinyBERT. Overall, according to our
experiments, we confirm that both TinyBERT and Standard KD could dramat-
ically reduce the model size meanwhile preserving most of the effectiveness.

Simplified TinyBERT Provides Better Re-ranking Effectiveness and
15× Speedup at the Same Time. We further examine the performance of
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the proposed Simplified TinyBERT, by comparing it with BERT-Base and Tiny-
BERT. From Table 1, on our MS MARCO Dev set, our Simplified TinyBERT
could consistently outperform both BERT-Base and TinyBERT significantly
under both model configurations. On TREC 2019 DL Test set, when distill-
ing a medium-size student model (L6 H768), Simplified TinyBERT performs on
par with BERT-Base and TinyBERT; meanwhile, it outperforms TinyBERT on
shallow pool in terms of NDCG@10, whereas TinyBERT performs significantly
worse than BERT-Base, when the student model is very small (L3 H384).

Table 2. Re-ranking the documents at different depth using distilled L3 H384 models.
The MRR@10 on our MS MARCO Dev set (4466 queries) is reported. The superscripts
for statistical significance test are the same as in Table 1.

Depth L12 H768 TinyBERT Simplified TinyBERT

10 0.2896 0.2892 0.2970Tb

20 0.3195 0.3188 0.3288TB

50 0.3395 0.3359 0.3509TB

100 0.3523 0.3453 0.3614Tb

Table 3. Training time of the second stage in TinyBERT and Simplified TinyBERT.

Model TinyBERT (two steps) Simplified TinyBERT (one step)

L6 H768 29.95 h (2.08×) 14.37 h (1×)

L6 H384 20.45 h (1.81×) 11.30 h (1×)

L3 H768 18.93 h (1.88×) 10.05 h (1×)

L3 H384 15.87 h (1.72×) 9.22 h (1×)

Robustness at Different Re-ranking Depth. We also examine the effec-
tiveness of the 3-layer student model (L3 H384) at different re-ranking depth,
namely, top-10, 20, 50, and 100 documents. As shown in Table 2, the original
TinyBERT behaves on par with BERT-Base, whereas our Simplified TinyBERT
can outperform BERT-Base significantly at all re-ranking depth. This further
confirms the superior effectiveness of the proposed simplifications.

Ablation Study on Two Simplifications. As shown in Table 1, both the sim-
plifications could boost the metric scores, meanwhile two simplifications together
gain even higher ranking performance. Thus, training using Eq. (2) could bring
significant boost, wherein both simplifications contribute.
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Simplified TinyBERT can be Trained Faster. As described in Sect. 2,
the training of TinyBERT is decomposed into two stages, and the second stage
further includes two steps. In our Simplified TinyBERT, as described in Sect. 3,
we merge the two steps in the second stage. The training time of the second
stage in the original TinyBERT and our Simplified TinyBERT is summarized
in Table 3, where the proposed one-step simplification could save around 42–
52% training time. This is important when training on large datasets, like MS
MARCO dataset used in this work.

5 Conclusion

In this paper, we demonstrated that the BERT-Base re-ranker model can be
compressed using knowledge distillation technique, without compromising too
much ranking effectiveness. Furthermore, a simplified TinyBERT is proposed,
the student model from whom could outperform the more expensive teacher
model significantly. For the future work, we would like to study the distillation
of more advanced ranking models like T5 [12] using the proposed knowledge
distillation method.
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Abstract. Optimization-based meta-learning has been applied in cold-
start recommendations, where a good initialization of meta learner is
obtained from past experiences and then reused for fast adaptation to
new tasks. However, when dealing with various users with diverse pref-
erences, meta-learning with a single prior might fail in cold-start recom-
mendations due to its insufficient capability for adaptation. To address
this problem, a multi-prior meta-learning (MPML) approach is proposed
in this paper and applied in cold-start recommendations. More con-
cretely, we integrate a novel accuracy-based task clustering scheme with
double gradient to learn multiple priors. Experiments demonstrate the
effectiveness of MPML.

1 Introduction

Recommender systems commonly deal with a variety of distinct datasets that
contain highly personalized historical data of users. Collaborative filtering based
systems estimate user response by collecting the preference information of
numerous users [1,16,17]. This kind of prediction for a target user is built upon
the existing rating of other users. However, such recommendation is incapable of
dealing with cold-start scenarios where the information of user-item interaction
is lacking.

Content-based systems are introduced [10] to solve the cold-start problem.
These systems utilize user profile information (e.g. gender, nationality and reli-
gion) and the contents of items to make recommendations. Each item is recom-
mended to new users who own similar profile information [2,8]. Nevertheless,
collecting personal profile information is difficult due to privacy issues [18]. To
alleviate this cold-start problem, many systems take advantage of evidence can-
didates for recommendations [12], where only a few items and corresponding
ratings are required to achieve fast adaptation of the recommendation model.
Recently, deep learning methods are also applied to make recommendations in
this scenario to improve performance [3,8]. However, the cold-start problem still
remains unsolved for new users who have rated on only a few items.

Optimization-based meta-learning algorithms learn to efficiently solve new
tasks by exploiting prior experiences [7], which have been recently considered
c© Springer Nature Switzerland AG 2021
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in recommendations to overcome cold-start problem [5,12,14]. As the first try,
Vartak et al. [14] propose a model-agnostic meta-learning (MAML) based recom-
mendation for binary-item cases, which results in comparatively large limitations
in real applications. Du et al. [5] combine scenario-specific learning with MAML
to mitigate the cold-start problem in online recommendations. Once more, by
utilizing MAML as a meta learner to estimate the preference of cold-start users,
Lee et al. [12] propose the MeLU method, which can rapidly predict a new user’s
preference with a few consumed items. All these works above provide a single
prior of meta learner for cold-start recommendations.

Although a single common prior of meta learner is good for tasks that are
drawn from a fixed distribution, it is not sufficient to attain fast learning for
a wide range of potential tasks that require multi-modality [15]. Specifically,
in recommender systems, owing to the difference of users’ nationality, religion,
education, past experience, location and so on, a single model might not be suf-
ficient to characterize diverse preferences of different users [4,11,13]. Koren [11]
proposes a combined model, which estimates ratings based on the combination
of both global and local models. Lee et al. [13] propose a method that calcu-
lates the rating by a weighted combination of multiple estimated local models.
Christakopoulou et al. [4] propose to assign the users into different subsets based
on their rating patterns and then estimate specific local models using the sub-
set of users. Inspired by these works above, we aim to learn multiple priors in
meta learner to support multi-modality recommendation tasks, where each prior
corresponds to a single but different recommendation model for each subset of
users.

Only one existing work [15] considers multi-modality meta learning but never
deals with the recommendation problem. Differently, we propose a multi-prior
meta-learning (MPML) approach for cold-start recommendations by integrating
a novel task-clustering scheme with MAML. Without task-identity information,
the challenge is how to identify a category of tasks and how to associate it with
a specific prior. To address this, we propose an accuracy-based task clustering
scheme that estimates the accuracy of a task using each prior. The category to
which a task belongs is labelled by the prior with the highest accuracy. After
task clustering, meta update using double-gradient descent [7], is applied to learn
multiple priors. The MPML alternately clusters tasks and updates each prior in
the meta-learner.

Contribution: Our primary contribution is a novel MPML approach with multi-
ple priors for cold-start recommendations, where we propose an effective task
clustering scheme by measuring the accuracy. Experiments demonstrate the
effectiveness of MPML for fast adaptation to new tasks in wide-range domains.

2 Methodology

2.1 Framework of MPML

In meta-learning based recommendations, the model takes user content and item
content as input, and generates the preference of users for items as output [12]. In
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this paper, MPML can generate multiple priors in a single meta-learner. Meta-
learner M trains recommendation models so that each model can adapt quickly
to new users in a single domain using only small amounts of data. Denote by
M(θ) meta-learner with an prior parameters θ. Suppose that meta-learner learns
K priors θk, k = 1, 2, · · · ,K, the recommendation model associated with M(θk)
is denoted by fθk

.
Figure 1 shows MPML framework providing a general meta-learning solution

for cold-start recommendations, independent of specific model and data format.
As seen, MPML consists of two modules: task clustering and meta update. In
task clustering, a task consists of data from a user, which is models’ input. The
resulting accuracy is taken as a measure for whether the task should be assigned
to a category represented by a prior. Finally, each task is labelled by the prior
with the highest accuracy. In meta update, a double-gradient descent method,
as in MAML [7], is considered for the update of each prior by sampling the
corresponding category of tasks.

Fig. 1. Framework of MPML.

2.2 Accuracy-Based Task Clustering

The optimization-based meta-learner is usually trained by sampling tasks from
the whole dataset to learn a common prior [7]. However, considering tasks mixed
from multiple different domains, sampling the whole dataset cannot generate a
good prior. It can only realize fast adaptation for close tasks rather than all
tasks.

Accuracy-based task clustering is essentially a direct and but effective scheme
to identify tasks in each of different domains. MPML attempts to learn multiple
priors by sampling tasks in diverse distributions. Specifically, the task clustering
module takes each task Ti as input to learn the most suitable prior θ∗. Denote
by T

(i)
sup the support set and T

(i)
que the query set in Ti.

First, the support set T
(i)
sup of task Ti is input into every recommenda-

tion model fθk
, k = 1, 2, · · · ,K, which is optimized by minimizing the loss of
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fθk

(
T

(i)
sup

)
. Secondly, after fast adaptation using one or a few gradient updates,

the model fθk
becomes fθ′

k
to fit query set T

(i)
que. Thirdly, the query set T

(i)
que of

task Ti is input into every recommendation model fθ′
k

for evaluation. We calcu-

late the accuracy of every recommendation model fθ′
k

(
T

(i)
que

)
, where the accuracy

is measured by the following MSE loss: L
T

(i)
que

(
fθ′

k

(
T

(i)
que

))
=

∑
(yi,j − ŷi,j)

2
,

where yi,j is the preference of user i for item j, and ŷij is the preference pre-

dicted by recommendation model fθ′
k

(
T

(i)
que

)
. Finally, the task Ti is assigned

to the cluster represented by prior θ∗ that generates the highest accuracy :
θ∗ = arg minθk

L
T

(i)
que

(
fθ′

k

(
T

(i)
que

))
.

In summary, the procedure is represented as θ∗ = Cluster (Ti, fθk
).

2.3 Meta Update

In training phase, MPML is optimized by a double-gradient descent method
[7]. In test phase, or cold-start recommendation phase, MPML selects the
learned prior to quickly adapt to individual users. The MPML is summarized in
Algorithm 1.

Training Phase. The meta-training process proceeds in an episodic manner.
In each episode, a batch of users are sampled from a large training population
(line 5 in Algorithm 1). After performing task clustering (line 7), the prior θ∗

is updated by minimizing the loss L(·) using the support set T
(i)
sup. So we have

arg min
θ∗

S∑
i=1

L
T

(i)
sup

(
f(θ∗)′

)
=

S∑
i=1

L
T

(i)
sup

(
fθ∗−α∇θ∗ L

T
(i)
sup

(fθ∗ )

)
, (1)

where, α is a step size, S is the number of sampled tasks labelled by θ∗, (θ∗)′ �
θ∗ − α∇θ∗LT (i)

sup
(fθ∗) and the inner gradient ∇θ∗L (·) is calculated based on a

small mini-batch of data from T
(i)
sup.

Then, stochastic gradient descent is used to solve the across-task optimization
[7]. To update each meta parameter θk, k = 1, 2, · · · ,K, we firstly find all tasks
labelled by θk and then aggregate their query sets as Tque,k. The prior θk is
updated using the aggregated query set Tque,k as follows

θk ← θk − β
∑

∇θk
LTque,k

(
fθ′

k

)
, (2)

where β is the meta step size.

Test Phase. Identical task clustering procedure is used for both meta-training
and meta-test. The only difference is that in test phase task clustering C takes
as input Sups and Supq, where Sups and Supq are splits from the support test
set because the query test set remains unknown for evaluation.
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In test phase, firstly, tasks are clustered using Sups and Supq, and a good
prior θm is selected for the test task. Then, for test task Tt, the model fθm

quickly adapts to the objective of support set Tsup,t using Eq. (1). Finally, using
the query set Tque,t, the preference of users for items are calculated by the model
fθ′

m
.

2.4 Complexity Analysis

The computational complexity of MAML is known as O (H ∗ N) [6], where H
is the number of iterations and N is the number of tasks. On this basis, the
complexity of our MPML is obtained as O (I ∗ H ∗ N), where I is the number of
clusters after accuracy-based task clustering. Fortunately, the number of clusters
I is usually comparatively small so MPML approximately lies in the same level
as MAML in terms of complexity.

3 Experiment

3.1 Experimental Setup

Datasets. We evaluate our method on two benchmark datasets: MovieLens
[9] and Bookcrossing [19] that are frequently used for recommendations. Both
datasets provide basic side information, such as user’s age and item’s publication
year. Similar to [12], we divide users into two groups (existing/new) to evaluate
the performance under user-cold-start condition. The same grouping is used for
items.

Baselines. In order to evaluate the performance, we consider the following base-
lines in our experiments: Wide & Deep (WD) [3]: predicts whether a user likes
an item. We use it as a regression model to estimate preferences; DeepFM [8]:
combines deep learning and factorization machines to learn features in a new
network architecture; MeLU [12]: applies MAML in the user preference estima-
tor to predict cold-start user preference. Please be noted that we do not consider
collaborative-filtering based approaches as baselines because they fail to estimate
preferences for new users or new items.

3.2 Experimental Results

Performance Comparison: We conducted experiments on three scenarios:
regular recommendation with existing items and users, new-user recom-
mendation with existing items, and new-item recommendation with exist-
ing users, and compare our MPML with baselines. Table 1 shows RMSE, MAE
and NDCG@10, which demonstrates that MPML achieves the best performance
for all cases.

Visualization of Task Clustering: We use MovieLens to show the effect of
task clustering in MPML. As observed, four categories of tasks can be learned
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Table 1. Recommendation results.

Type Method MovieLens Bookcrossing

MAE RMSE NDCG MAE RMSE NDCG

Recommendation of

existing items for existing

users

WD 0.7206 0.9107 0.4577 0.9976 1.3904 0.4195

DeepFM 0.7244 0.9152 0.4592 0.9894 1.3824 0.4177

MeLU 0.7137 0.9082 0.4654 0.9807 1.3624 0.4288

MPML 0.7068 0.8953 0.4759 0.9752 1.2997 0.4357

Recommendation of

existing items for new users

WD 0.9385 1.1520 0.4252 1.3863 1.7623 0.3996

DeepFM 0.9530 1.1666 0.4217 1.3824 1.7673 0.3916

MeLU 0.9080 1.0767 0.4357 1.4663 1.6352 0.4011

MPML 0.8643 1.0654 0.4476 1.3727 1.5872 0.4168

Recommendation of new

items for existing users

WD 0.9515 1.1720 0.3796 1.5440 1.9438 0.3878

DeepFM 0.9497 1.1723 0.3726 1.5464 1.9438 0.3807

MeLU 0.9275 1.1006 0.3878 1.5303 1.7273 0.3923

MPML 0.8758 1.0307 0.3988 1.4538 1.6645 0.4017

in MPML, denoted as cluster k, k = 1, 2, 3, 4. For fair comparison, we consider
the same categories of tasks for MeLU. MeLU generates a single prior for four
categories of tasks while MPML learns four different priors for each of them.
Figure 2 show the t-SNE visualization of the (θ∗)′ in Eq. (1). Compared with
MeLU, the results indicate that our task clustering module are able to effectively
identify the tasks in different clusters.

Ablation Study: In order to further study how MPML improves per-
formance for cold-start recommendations, MPML without task clustering
(MPML w/o TC) is evaluated in terms of MAE. Its performance is shown in
Fig. 3 and compared to MPML.

Similar to Visualization of Task Clustering, four categories of tasks can be
learned in MPML. For fair comparison, we consider four identical categories for
MPML w/o TC. MPML w/o TC generates a single prior for all four categories
while MPML learns four different priors for each of them. It is observed from
Fig. 3 that MPML outperforms MPML w/o TC for all clusters, where we achieve
the most substantial improvement on cluster 2. The reason might be that tasks
in cluster 2 are not close to the common prior in MPML w/o TC while MPML
can provide a customized prior for cluster 2 so that fast adaptation is achieved.

Sensitivity on Number of priors k: Figure 4 shows how the number of priors
affects the performance on two datasets. It is observed that the best performance
on MovieLens is achieved at k = 4, indicating that MovieLens can be thought of
as a dataset containing 4 different domains. Similarly, Bookcrossing dataset can
be thought of as a dataset containing 2 different domains so the best performance
is achieved at k = 2. With k deviating from the best value above, the performance
drops increasingly on both datasets.
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Fig. 2. t-SNE of cluster-
ing

Fig. 3. Ablation study Fig. 4. Number of priors

4 Conclusion

MPML is proposed to learn multiple priors and applied in cold-start recommen-
dations. Experiments show that our proposed MPML and task clustering scheme
do improve the performance of recommendations, in comparison to state-of-the-
art baselines.
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Abstract. Transformer-based models are nowadays state-of-the-art in
adhoc Information Retrieval, but their behavior are far from being under-
stood. Recent work has claimed that BERT does not satisfy the classical
IR axioms. However, we propose to dissect the matching process of Col-
BERT, through the analysis of term importance and exact/soft match-
ing patterns. Even if the traditional axioms are not formally verified, our
analysis reveals that ColBERT (i) is able to capture a notion of term
importance; (ii) relies on exact matches for important terms.

Keywords: Information retrieval · Term matching · Transformer ·
BERT

1 Introduction

Over the last two years, Natural Language Processing has been shaken by the
release of large pre-trained language models based on self-attention, like BERT
[4]. Ranking models based on BERT are currently state-of-the-art in adhoc IR,
ranking first on leaderboards1 of the MSMARCO passage and document (re-
)ranking tasks by a large margin [11], as well as on more standard IR datasets
such as Robust04 [3,10,12]. It is thus interesting to understand better what is
happening inside those models, and what phenomena are captured. Some works
have been conducted in this direction [2,13], but focused on whether IR axioms
are respected – or not – by neural and transformer-based models. In [2], BERT
has been shown to not fully respect axioms that have proved to be important for
standard IR models, such as the axiom stating that words occurring in more doc-
uments are less important (IDF effect). [9] extended the diagnosis to properties
like word order or fluency. Instead of investigating whether these models behave
like standard ones, we make a step towards understanding how they manage to
improve over traditional models through their specific matching process.

There exists a wide variety of BERT-based ranking models, as summarized in
the recent overview [8]. Canonical BERT models are difficult to analyse because
they require a thorough analysis of attention mechanisms, which is a complex

1 https://microsoft.github.io/msmarco/.
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task [1]. We rather choose to focus on contextual interaction models [6,7,10],
where query and document are encoded independently. Among such models,
ColBERT [7] exhibits the best trade-off between effectiveness and efficiency,
with performance on par with standard BERT, suggesting that the power of
these models comes from learning rich contextual representations, rather than
modeling complex matching patterns. Moreover, the structure of ColBERT (sum
over query terms of some similarity scores) is similar to standard IR models like
BM25, and makes the analysis easier, as the contribution for each term is explicit.

In this paper, we hence focus on ColBERT, and look at two research ques-
tions. In Sect. 3, we investigate the link between term importance as computed
by standard IR models, and the one computed by (Col)BERT. In Sect. 4, we
look at how (Col)BERT is dealing with exact and soft matches as this is known
to be critical for IR systems.

2 Experimental Setting

Dataset. For our analysis, we use the passage retrieval tasks from TREC-DL
2019 and 2020 [15] (400 queries in total). We consider a re-ranking setting,
where for a given query q, the model needs to re-rank a set of documents Sq

selected by a first stage ranker. Following the MSMARCO setting, we consider
candidates from BM25, and |Sq| ≤ 1000. In order to study the model properties,
we are interested in how it attributes scores to each query token, for documents
in Sq.

ColBERT. We now introduce the variant of ColBERT [7] we used to simplify
the analysis – we checked each time that the drop in performance was minor. In
particular, we did not include query/document specific tokens, since they could
bias the term representations. Second, while query augmentation has been shown
to be beneficial in [5,7], we omit this component to avoid the analysis of the
induced implicit query expansion mechanism. We however keep the compression
layer, that projects token representations from the BERT space (d = 768) to the
ColBERT space (d = 128). By fine-tuning our model in a similar fashion to [7], we
obtain a MRR@10 of 0.343 on MSMARCO dev set (versus 0.349). This shows
that the above simplifications are negligible performance-wise, and would not
invalidate our analysis. In order to understand what is learned during training,
we also consider a non fine-tuned version of the model (without compression
layer), that relies on the output of a pre-trained BERT model.

The formal definition of ColBERT, given the BERT embeddings Eq = (Eqi
)i

for the query q (after WordPiece tokenization) and Ed = (Edj
)j for the document

d, is given by the following relevance score:

s(q, d) =
∑

i∈q

max
j∈d

cos(Eqi
, Edj

) =
∑

i∈q

max
j∈d

Cij =
∑

i∈q

C�
id (1)

In the following, we say that a query token i matches the document token j∗

if Cij∗ = C�
id. We denote this token j∗ by d�

i .
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3 ColBERT Term Importance

Our first research question focuses on comparing term importance in standard
IR models (e.g. BM25) with term importance as determined by ColBERT. With
respect to the former, given that documents are small passages, term frequency
is close to 1 for most terms (avg(tf) ≈ 1.1). Moreover, passage length does not
vary much, and is caped at 512 tokens. Hence, we can reasonably assume that
a term BM25 score roughly corresponds to its IDF – this might not be true for
terms with low IDF, but it is a good enough approximation for other terms.

For ColBERT, it is difficult to measure the importance of a term, as it
depends on both document and query contexts. We hence resort to an indirect
mean, by measuring the correlation between the original ColBERT ranking and
the ranking obtained when we remove from the sum in Eq. (1) all the contribu-
tions of subwords that compose the corresponding term. Another option would
be to directly mask the input term, but we would loose the query structure.
Finally, to compare rankings, we use AP-correlation2 τAP [16], which is akin to
Kendall rank correlation, but gives more importance to the top of the ranking.
Values close to 1 indicate a strong correlation, meaning that the two rankings
are similar, implying a low contribution of the term in the ranking process. Note
that such measure of importance is query dependent: when the term appears in
several queries, we consider the average as a final measure of importance.

Fig. 1. ColBERT term importance (as computed using τAP ) with respect to IDF.

In Fig. 1, we show how IDF and τAP are connected. There is a linear negative
correlation between both metrics (Pearson correlation coefficient r = −0.4),
showing that (Col)BERT implicitly captures IDF. Note that words with higher
2 using the Python implementation provided by [14].
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IDF tend to be longer, and hence to be split into multiple subwords more often –
increasing the importance of such terms.

We also observe that the link between IDF and term importance is not so
direct for high IDF values (>8). We believe that there are three reasons explain-
ing this behavior: (i) ColBERT has correctly learned that this term was not so
important; (ii) as most of the documents contain the term, the effect on τAP

might not be high; (iii) another query term (with no semantics) is bearing the
same semantics as the target one. The first hypothesis is probably true since
ColBERT improves over BM25. As for the second one, this is a more general
observation regarding the re-ranking setting, where IR axioms might not fully
apply. Finally, to investigate (iii), we looked, for each query token, at the fre-
quency of exact matching (i.e. the max similarity is obtained with the same
token in a document) and at the frequency with which it matches in documents
other query terms. We observed that stopwords (the, of, etc.) did indeed match
terms in the documents that were other query terms. For instance, in the query
(and associated τAP ) “the (0.94) symptoms (0.87) of (0.93) shingles (0.88)”,
the word “of” actually mostly matches with “shingles” in documents from Sq.

4 Analysis of Exact and Soft Matches

Fig. 2. ΔES with respect to IDF: we observe a moderate correlation (0.667), showing
that the less frequent a term is, the more it is likely to be matched exactly.

After having looked at term importance, we now turn our attention into the
issue of exact matches, i.e. how exact string matching is processed by ColBERT.
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We need to define a measure indicating when ColBERT asserts whether a term
should favor an exact match or not (i.e., soft match). To do so, we compute, for
each query term i, the difference between the average ColBERT scores when i
matches the same term within a document (i.e., when d�

i → t) or not (i.e., when
d�

i �→ t). We then average at the query level, to obtain one measure per term
(for terms appearing in several queries). This measure is formally defined as:

ΔES(t) = mean
i,q/i→t

(
mean

d∈Sq/d�
i →t

{C�
id} − mean

d∈Sq/d�
i �→t

{C�
id}

)
(2)

where j → t means that the jth token corresponds to token t.
For a term w composed of several WordPiece components t1, . . . , tn, we

use
∑

t∈w ΔES(t), which corresponds to the way ColBERT operates (summing
over subwords). Then, for each query term w, we plot ΔES(w) with respect to
IDF (w) (Fig. 2). Higher Δ tends to indicate that a match value is higher if the
terms appears in the document (exact match), as the model learns to widen the
gap (in average) between exact and soft scores. We can observe a moderate pos-
itive correlation between terms focusing more on exact matching –larger ΔES–
and IDF (r = 0.667). Interestingly, this effect is already observable for BERT,
but fine-tuning has an important impact for words with an IDF above 8: Col-
BERT thus learns to emphasize on exact matches for such words. For instance,
in the query (and associated ΔES) “causes (0.35) of (0.11) left (0.64) ventric-
ular (1.14) hypertrophy (1.62)”, the model mostly relies on exact match for the
last two terms.

To explain this behavior, our hypothesis is that exact matches correspond
to contextual embeddings that do not vary much: hence, the cosine similar-
ity between the query term and the document term would be closer to 1, and
ColBERT will tend to select this term. On the contrary, terms that carry less
“information” are more heavily influenced by their context (they act as some
sort of reservoirs to encode concepts of the sequence), and thus their embed-
dings vary a lot. To check this hypothesis, we conducted a spectral analysis of
contextual term embeddings. More specifically, we use an SVD decomposition
of the matrix composed of all the contextual representations for a given term
t, on the test documents, and look at the relative magnitude of the singular
values λ1 ≥ ... ≥ λd where d is the dimension of the embedding space. If the
magnitude of λ1 is much larger than the others, it means that all the contextual
representations point to the same direction in the embedding space. In Fig. 3,
we report the ratio of the first eigenvalue λ1 with respect to

∑
k λk for terms

that appear in the test queries. It confirms the above hypothesis, as the ratio
increases with the subword IDF (correlation r = 0.77). Moreover, this effect is
much stronger when fine-tuning, indicating that training on relevance indeed
promotes exact matches in ColBERT. By looking at the distribution of singular
values (not shown here), we can confirm this trend. In particular, words with a
low IDF tend to point in different directions, showing that what they capture is
more about their context. For instance, in the query “when did family feud come
out ?” (a TV show), the term “come”, for all the documents in Sq, matches 97%



262 T. Formal et al.

Fig. 3. Ratio of the first eigenvalue to the sum of the eigenvalues with respect to IDF
(subword level). The less frequent the term is, the higher the ratio is, showing that the
contextualized embeddings for a rare term are concentrated in the same direction.

of the time to terms that are not in the query, but are synonyms (in a broad
sense) e.g. {july, happen, item, landing, released, name, en, going, it, rodgers}.

5 Conclusion

While the axiomatic approach is appropriate to analyze traditional IR models, its
application to BERT-based models remains limited and somehow inadequate. To
the best of our knowledge, our study is one of the first to shed light on matching
behavior of BERT, through the analysis of a simpler counterpart, ColBERT. We
showed that (i) even if the IDF effect from the axiomatic theory is not enforced,
(Col)BERT does have a notion of term importance; (ii) exact matching remains
an important component of the model, especially for important terms; (iii) our
analysis gave some hints on the properties of frequent words which tend to
capture the contexts in which they appear.

Although this work is a first step towards understanding matching properties
of BERT in IR, we believe there is much more to uncover by either analyzing a
wider range of models, or by extending our analysis of ColBERT to first stage
ranking, where retrieval axioms might be more critical.
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Abstract. In this work, we focus on retrieving relevant arguments for
a query claim covering diverse aspects. State-of-the-art methods rely on
explicit mappings between claims and premises and thus cannot utilize
extensive available collections of premises without laborious and costly
manual annotation. Their diversity approach relies on removing dupli-
cates via clustering, which does not directly ensure that the selected
premises cover all aspects. This work introduces a new multi-step app-
roach for the argument retrieval problem. Rather than relying on ground-
truth assignments, our approach employs a machine learning model to
capture semantic relationships between arguments. Beyond that, it aims
to cover diverse facets of the query instead of explicitly identifying dupli-
cates. Our empirical evaluation demonstrates that our approach leads to
a significant improvement in the argument retrieval task, even though it
requires fewer data than prior methods. Our code is available at https://
github.com/fromm-m/ecir2021-am-search.

Keywords: Argument similarity · Argument clustering · Argument
retrieval

1 Introduction

Argumentation is a paramount process in society, and debating on socially rele-
vant topics requires high-quality and relevant arguments. In this work, we deal
with the problem of argument search, which is also known as argument retrieval.
The goal is to develop an Argument Retrieval System (ARS) which organizes
arguments, previously extracted from various sources [4,8,15,17], in an accessi-
ble form. Users then formulate a query to access relevant arguments retrieved
by the ARS. The query can be defined as a topic, e.g. Energy in which case the
ARS retrieves all possible arguments without further specification [10,15,17].
Our work deals with a more advanced case, where a query is formulated in the
form of a claim, and the user expects premises attacking or supporting this query
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claim. An example of a claim related to the topic Energy could be “We should
abandon Nuclear Energy” and a supporting premise, e.g., “Accidents caused by
Nuclear Energy have longstanding negative impacts”. A popular search method-
ology to find relevant premises is a similarity search, where the representations
of the retrieved premises are similar to the representation of the (augmented)
query claim [1,3,9,16]. However, as noted by [6,7], the relevance of a premise
does not necessarily coincide with pure text similarity. Therefore, the authors of
[6] advocate to utilize the similarity between the query claim and other claims in
an ARS database and retrieve the premises assigned to the most similar claims.
However, such ARS requires ground truth information about the premise to
claim assignments and therefore has limited applicability: Either the informa-
tion sources are restricted to those sources where such information is already
available or can automatically be inferred, or expensive human annotations are
required. To mitigate this problem and keep the original system’s advantages, we
propose to use a machine learning model to learn the relevance between premises
and claims. Using this model, we can omit the (noisy) claim-claim matching step
and evaluate the importance of (preselected) candidate premises directly for the
query claim. Since the relevance is defined on the semantic level, we have to
design an appropriate training task to enable the model to learn semantic dif-
ferences between relevant and non-relevant premises. Furthermore, an essential
subtask for an ARS is to ensure that the retrieved premises do not repeat the
same ideas. Previous approaches [6] employ clustering to eliminate duplicates.
However, clustering approaches often group data instances by other criteria than
expected by the users [12], as also observed in Argument Mining (AM) applica-
tions [13]. For our method, we propose an alternative to clustering based on the
idea of core-sets [14], where the goal is to cover the space of relevant premises
as well as possible.

2 Preliminaries

In our setting, the query comes in the form of a claim, and an answer is a sorted
list of relevant premises from the ARS database. A premise is considered relevant
if it attacks or supports the idea expressed in the claim [11,19]. We denote the
query claim by cquery and the list of premises retrieved by ARS by A, with the
length being fixed to |A| = k. Besides relevance, another vital requirement for the
ARS is that premises in A should have diverse semantic meaning. We consider
a two-step retrieval process. First, in the pre-filtering, the system selects a set
of candidate premises T with |T | > k. This step should have a relatively high
recall, i.e., find most of the relevant premises. For a fair comparison to previous
approaches, we leave the pre-filtering step from [6] unchanged. We note that
the current version of pre-filtering requires ground-truth matchings of premises
to claims restricting its applicability and improving it in future work. The pre-
filtering process described in [6] has several steps. When a query claim arrives,
the system first determines claims from the database which have the highest
Divergence from Randomness [2] similarity to the query claim. Next, the system
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receives the corresponding claim clusters of the claims found in the previous
step, and all premises assigned to all claims from these clusters are collected in a
candidate seed set Tseed. Each premise p ∈ Tseed is then used as a query to obtain
the most similar premises using the BM25 score, which are accumulated in a set
Tsim. The complete candidate set is then given as the union T = Tseed ∪ Tsim.

3 Our Approach for Candidate Refinement

Our work’s primary focus is the second step in the retrieval process or the can-
didate refinement/ranking procedure. The candidates are analyzed more thor-
oughly in the refinement step, and non-relevant or redundant premises are dis-
carded. Our refinement process comprises two components. The relevance filter
component determines each premise’s relevance from the candidate set T using
an advanced machine learning model that keeps only the most relevant ones. The
relevance filter thus maps the candidate set T to a subset thereof, denoted by
Tfiltered ⊆ T . The subsequent premise ranker selects and orders k premises from
Tfiltered to the result list A. An essential requirement for the premise ranker is
that A does not contain semantically redundant premises. In the following, we
describe both components in more detail.

3.1 Relevance Filter

Inference Given a set of candidate premises T and the query claim cquery, the
relevance filter determines the relevance score of each candidate p ∈ T denoted
as r(p | cquery). We keep only the most relevant candidates in the filtered candi-
date set Tfiltered = {p ∈ T | r(p | cquery) > τ} with a relevance threshold τ . We
interpret the relevance prediction as a binary classification problem and train
a Transformer [18] model to solve this classification task given the concatena-
tion of the candidate premise and the query claim. At inference time, we use
the predicted likelihood as the relevance score and evaluate the model on the
concatenation of each candidate premise with the query claim.

Training Task. For the training part, we assume that we have access to a (sep-
arate) dataset D = (P ′, C′,R+) containing a set of premises P ′, a set of claims
C′ and a set of relevant premise-claim pairs R+ ⊆ P ′ × C′. In fact, several
datasets fulfill this requirement, e.g., [7,20]. Since the relevance filter receives
as input the remaining candidate premises after the pre-filtering, we assume
that the non-relevant premises appear similar to the relevant ones. Therefore,
the training task must be designed very carefully to enable the model to learn
semantic differences between relevant and non-relevant premises. We use the
ground truth premise-claim pairs R+ as instances of the positive class (i.e., an
instance of matching pairs). For each positive instance (p+, c) ∈ R+, we generate
L instances of the negative class (p−

i , c) ∈ R−. For p−
i , we choose the L most sim-

ilar premises according to a premise similarity psim, which do not co-occur with
c in the database. We use the cosine similarity psim(p, p′) = cos(φ(p), φ(p′))
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Algorithm 1: Biased Coreset
Data: candidates T , relevances R, similarity psim, k ∈ N, α ∈ [0, 1]
Result: premise list A
for i = 1 to k do

if |A| = 0 then a = argmax
p∈T

α · R[p];

else a = argmax
p∈T

α · R[p] − (1 − α) · max
a∈A

psim(a, p);

A.append(a); T = T \ {a}
end

between the premise representations φ(p) obtained from a pre-trained BERT
model without any fine-tuning as premise similarity.1 The transformer model,
which predicts the premise-claim relevance, is initialized with weights from a
pre-trained BERT model [5].

3.2 Premise Ranker

The premise ranker receives a set of relevant premises with the correspond-
ing relevance scores and makes the final decision about the premises and the
order they are returned to the user. Since the two relevance filtering steps have
been applied, we assume that most remaining candidates are relevant. Thus,
the main task of this component is to avoid semantic duplicates. While related
approaches [6] advocate for the utilization of clustering for the detection of dupli-
cates and expect that premises with the same meaning end up in the same
clusters, we pursue a different idea. Instead of explicitly detecting the dupli-
cates, we aim to identify k premises that adequately represent all premises in
Tfiltered. Therefore, we borrow the idea of core-sets from [14] and aim to select
k premises from the final candidate set Tfiltered such that for each candidate
premise p ∈ Tfiltered there is a similar premise in the result A. More formally, we
denote Q(p,A) = maxa∈A psim(p, a) as a measure of how well p is represented
by A, using the premise similarity psim. Thus, Q̄(A) = minp∈Tfiltered

Q(p,A)
denotes the worst representation of any premise p ∈ Tfiltered by A. Hence, we
aim to maximize Q̄ such that every premise p is well represented. This min-max
objective ensures that every premise is well-represented at not only the major-
ity of premises. To solve the selection problem, we adopt the greedy approach
from [14]. Since our goal is not only that the selected premises represent the
remaining candidates well, but also that the selected premises have high rele-
vance, we start with the most relevant premise and also consider the relevance
score r for the next assignments, with a weighting parameter α ∈ [0, 1]. α = 0
scores only according to the coreset criterion, while α = 1 uses only the relevance.
The full algorithm is presented in Algorithm 1.

1 Using average pooling of the second-to-last hidden layer over all tokens.
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Premise Representation. The premise ranker requires a meaningful similarity
measure to compare premises with each other. As also noted in [6], semantically
similar premises might often be expressed differently. Therefore, an essential
requirement for the similarity function is that it captures semantic similarities.
We investigate two approaches to obtain vector representations on which we
compute similarities using l1, l2, or cos similarity. Previous works demonstrated
that BERT models pre-trained on language modeling can capture argumentative
context [10]. Thus, our first BERT similarity function employs a BERT model
without fine-tuning to encode the premises. We abbreviate these representations
with BERT. As an alternative, we propose representing each premise by a vector
of relevance scores to selected claims in the database. While we can use randomly
selected claims or cluster all claims in the database, many databases already con-
tain topic information about the claims, such as e.g., “Energy.” Thus, we restrict
the selection of claims for each premise to the same high-level topic of interest.
In this case, all premises retrieved for a single query belong to the same topic.
We do not consider it a substantial restriction since arguments always exist in
some context, and it rarely makes sense to retrieve premises from different topics
for the same query. We utilize our relevance filter model to compute relevance
scores for the premise and each of the selected claims. We call the resulting
vector of stacked similarities CLAIM-SIM representation. We hypothesize that
a similar relationship to the selected claims is a good indicator of semantically
similar premises.

4 Evaluation

Experimental Setting. The training dataset of the relevance filter is a subset of
160,000 positive (relevant) claim-premise sentence pairs of the dataset described
in [7]. Additionally, we generated 320,000 negatives (not-relevant) claim-premise
pairs as described in Sect. 3.1. For the evaluation of our approach and com-
parison with the baselines, we utilize the dataset from [6]. The evaluation set
consists of 1,195 triples (cquery, cresult, presult) each labeled as “very relevant”
(389), “relevant” (139) or “not relevant” (667). The 528 “very relevant” and
“relevant” premises were assigned to groups with the same meaning by human
annotators. In contrast to [6] we do not utilize the ground truth assignments
of cresult ↔ presult in our approach. Therefore our method can utilize newly
arriving premises without an assignment to cresult. To select the optimal hyper-
parameters for our approach and avoid test leakage, we use leave-one-out cross-
validation: For each query claim with corresponding premises, we use the rest

Table 1. Modified NDCG score for k = 5 and k = 10.

k [6] top-k k-means Biased coreset

First Sent Sliding Zero-shot Same topic Ours BERT CLAIM-SIM BERT CLAIM-SIM

5 .399 .378 .455 .437 .373 .447 .428 .465 .437 .475

10 .455 .429 .487 .476 .448 .502 .515 .513 .520 .526
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of the evaluation dataset to select the hyperparameters and then evaluate this
hold-out query. To obtain a final score, we average over all splits. As an evalua-
tion metric, we use the modified nDCG from [6]: Only the first occurrence from
a premise ground truth cluster yields positive gain; duplicates do not give any
gain. In Table 1, we summarize the results of the argument retrieval task. The
numbers represent the modified NDCG scores for k = 5 and k = 10. The first
three columns show the evaluation results for the methods from [6].2 In the next
three columns denoted as top-k, we present the results when premises with the
highest score are returned directly, without de-duplication. With the zero-shot
approach, we investigate the assumption that similarity between query and claim
is not a sufficient indicator for relevance. Thus, we use the similarity between
representations obtained from a pre-trained BERT model without training on
claim-premise relevance. The second column, same topic, denotes the perfor-
mance of the relevance model trained in the same setting as our approach with
the only difference that negative instances for the training are selected from the
same topic. Finally, ours denotes the setting, where k instances have the highest
probability to be relevant estimated by our model (more precisely, the relevance
filter). Given these results, we observe a strong performance of the zero-shot app-
roach, which comes close to the approaches by [6]. We emphasize that this is even
though this baseline approach neither uses ground truth premise-claim relevance
data as [6], nor any other external premise-claim relevance data. Moreover, we
observe that we can achieve good performance in terms of the modified NDCG
despite not filtering duplicates. At the same time, we observe that our model
can still improve the similarity-based approach by several points. In contrast,
the model learned with negatives instances from the same topic performs much
worse than zero-shot, which underlines the correct task’s importance. Finally,
the columns denoted as Biased Coreset present our final results. The results
are from the premise ranker applied to the different premise representations of
the most relevant premises selected by relevance filter. For comparison, we also
report the results, where k-means is used as premise ranker on the same rep-
resentations, where we select at most one premise per cluster according to the
similarity. The claim-sim premise representation always outperforms bert and
our biased-coreset premise ranker is better than the k-means clustering.

5 Conclusion

In this work, we have presented a novel approach for the retrieval of relevant
and original premises for the query claims. Our new approach can be applied
more flexibly than previous methods since it does not require mappings between
premises and claims in the database. Thus, it can also be applied in an inductive

2 For the evaluation, we have used interim results provided by the authors of the
original publication. Since we had obtained deviations from the originally reported
results, we have contacted the authors and came together to the conclusion that our
numbers are correct. We thank the authors for their help.
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setting, where new premises can be used without the need first to associate them
with relevant claims manually. At the same time, it achieves better results than
approaches that make use of this information.
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patzis, A., et al. (eds.) CLEF 2020. LNCS, vol. 12260, pp. 384–395. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-58219-7 26

4. Chernodub, A., et al.: Targer: neural argument mining at your fingertips. In: Pro-
ceedings of the 57th Annual Meeting of the Association for Computational Lin-
guistics: System Demonstrations, pp. 195–200 (2019)

5. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of deep
bidirectional transformers for language understanding. In: Proceedings of the 2019
Conference of the North American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies, Volume 1 (Long and Short
Papers), pp. 4171–4186. Association for Computational Linguistics, Minneapo-
lis (June 2019). https://doi.org/10.18653/v1/N19-1423, https://www.aclweb.org/
anthology/N19-1423

6. Dumani, L., Neumann, P.J., Schenkel, R.: A framework for argument retrieval.
In: Jose, J.M., et al. (eds.) ECIR 2020. LNCS, vol. 12035, pp. 431–445. Springer,
Cham (2020). https://doi.org/10.1007/978-3-030-45439-5 29

7. Dumani, L., Schenkel, R.: A systematic comparison of methods for finding good
premises for claims (2019)

8. Ein-Dor, L., et al.: Corpus wide argument mining-a working solution. In: AAAI,
pp. 7683–7691 (2020)

9. Feger, M., Steimann, J., Meter, C.: Structure or content? Towards assessing argu-
ment relevance. In: Proceedings of the 8th International Conference on Computa-
tional Models of Argument (COMMA 2020), p. 135 (2020)

10. Fromm, M., Faerman, E., Seidl, T.: TACAM: topic and context aware argument
mining. In: Barnaghi, P.M., Gottlob, G., Manolopoulos, Y., Tzouramanis, T.,
Vakali, A. (eds.) 2019 IEEE/WIC/ACM International Conference on Web Intel-
ligence, WI 2019, Thessaloniki, Greece, October 14–17, 2019, pp. 99–106. ACM
(2019). https://doi.org/10.1145/3350546.3352506

https://doi.org/10.1007/978-3-030-58219-7_26
https://doi.org/10.18653/v1/N19-1423
https://www.aclweb.org/anthology/N19-1423
https://www.aclweb.org/anthology/N19-1423
https://doi.org/10.1007/978-3-030-45439-5_29
https://doi.org/10.1145/3350546.3352506


Diversity Aware Relevance Learning for Argument Search 271

11. Habernal, I., Gurevych, I.: Which argument is more convincing? Analyzing and
predicting convincingness of web arguments using bidirectional LSTM. In: Pro-
ceedings of the 54th Annual Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pp. 1589–1599. Association for Computational
Linguistics, Berlin (August 2016). https://doi.org/10.18653/v1/P16-1150, https://
www.aclweb.org/anthology/P16-1150
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Abstract. Existing Supervised Query Expansion (SQE) spends much
time in term feature extraction but generates sub-optimal expanded
terms. In this paper, we introduce Generative Adversarial Nets (GANs)
and propose a GAN-based SQE method (SQE-GAN) to get helpful query
expansion terms. We unify two types of models in query expansion: the
generative model and the discriminative one. The generative (resp., dis-
criminative) model focuses on predicting relevant terms (resp., relevancy)
given a query (resp., a query-term pair). We iteratively optimize both
models with a game between them. Besides, a BiLSTM layer is adopted
to encode the utility of a term with respect to the query. As a result,
the costly feature calculation in SQE schemes is avoided, such that the
efficiency can be significantly improved. Moreover, by introducing GAN
into expansion, the expanded terms are possible to be more effective
with respect to the eventual needs of the user. Our experimental results
demonstrate that SQE-GAN can be 37.3% faster than state-of-the-
art SQE solutions while outperforming some recently proposed neural
models in the retrieval quality.

Keywords: Supervised Query Expansion · GAN · Word embedding

1 Introduction

The query words entered by the user are often short, unclear or even ambiguous
and cannot fully express his needs, resulting in the fact that the retrieved
documents can’t be sorted according to his true intent. Query Expansion (QE)
is designed to solve this problem, which expands or reconstructs original queries
with extra terms to be more in line with the user’s actual query needs [15].

Existing work in QE can be categorized into two groups, Unsupervised Query
Expansion (UQE) and Supervised Query Expansion (SQE). Many classical
algorithms [1,18] belong to the first group. However, recent studies [3,11] show
that a large portion of expansion terms selected by UQE algorithms are proved
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as noisy or even harmful. SQE is proposed to solve the problem with the power
of supervised learning, which has recently become the state-of-the-art in the QE
literature. Most SQE solutions [3,6,11,14] utilize the classical machine learning
algorithms and conduct carefully designed term feature engineering to improve
the effectiveness. Although SQE can provide more effective expanded terms,
they have to sacrifice much response time comparing to UQE. Recently, due to
recent research achievements in word embedding [16] and deep neural networks,
there are new opportunities for many information retrieval tasks, including QE.
In particular, word embedding may help us avoid the time-consuming feature
extraction phase in SQE. Besides, recent progress in deep learning may help
us encode the correlation between an arbitrary pair of query and expanded
term. [7] proposed a neural network architecture for classifying terms based on
their effectiveness in query expansion. [21] applied seq2seq [13] model in query
expansion for the first time, showing the feasibility, flexibility and scalability of
the generative model in QE tasks. Moreover, it is possible for us to learn the
underlying true relevance distribution of terms with respect to a query.

Learning the underlying distribution of some variables is a general task
in traditional machine learning. There are plenty of solutions in this field,
among which GAN (Generative Adversarial Nets) shows the most promising
performance in many areas (e.g., computer vision [10]) by modeling the
learning task as a game between a pair of discriminator and generator. Inspired
by GAN, we found that QE task can also be decomposed into a pair of
discriminative model and generative model. The former one can be described as
fφ(query, term), and learns a expansion term ranking function implicitly from
labeled data. The latter one can be described as p(term|query), and is in charge
of obtaining useful features from the massive unlabeled data. Based on that,
we present a novel SQE framework, SQE-GAN. The experimental results show
that for the same dataset, our framework outperforms the latest neural SQE
solutions in retrieval quality and response time in the benchmarking dataset.

2 Framework

In traditional pseudo relevance feedback (PRF) scenario [4], let C denote the
target corpus upon which retrieval is performed. Assuming a retrieval algorithm
(e.g. TFIDF) is utilized, then the typical procedure of QE in retrieval is
summarized into three steps: (1) retrieve original query q on corpus C; (2)
select expanded terms {te} from the top k documents returned; (3) obtain the
final results by performing an expanded query qe over corpus C. Depending on
whether the model to select expanded terms {te} (in Step (2)) is supervised
or not, QE can be classified as SQE and UQE. Generally, Algorithm 1 shows a
common pipeline of SQE that have been followed by a series of works [3,6,11,22].

According to the general procedure of SQE, we have a set of original queries
{q1, ..., qn}, and a set of terms {t1, ..., tM}, which are generated by UQE (e.g.,
KL [1]). For an arbitrary query qi, the expanded terms may be classified
as positive and negative. The underlying true relevance distribution can be
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expressed as the conditional probability ptrue(t|q, r), which describes the query
preference term distribution. In this work, we follow Pointwise-based Learning
to rank (LTR) framework [2,8], which contains a pair of models as follows.

Generative Model. pθ(t|q, r) tries to select top k relevant terms from the
candidate ones given a query q. We denote the task of generative model as
q → t, where q, t refer to the original query and the relevant term, respectively.

Algorithm 1: General
SQE Procedure

� Training SQE model �

1: For training query q, record its
retrieval accuracy rq .

Select M candidate terms
{ti

c|i = 1 : M} via UQE.
2: Each time, a single candidate
term tc is appended to q,

i.e., qc = q ∪ tc ; record its
retrieval accuracy rq

c ; then
�rq

c = rq
c − rq is the label for

tc .
3: Process data and train a
specific model using the labels
� Testing
1: For testing query q, use UQE
to select M candidate terms
2: Use � (the trained model) to
get top m terms

Algorithm 2: SQE-GAN Algorithm
Require: generator pθ(t|q, r); discriminator fφ(t, qn);

training dataset S;
1: Initialize pθ(t|q, r),fφ(t, qn) with random weights.
2: Pre-train pθ(t|q, r),fφ(t, qn) using S.
3: repeat
4: for g-steps do
5: pθ(t|q, r) generates K term pairs for each

query
6: Update generator parameters via policy

gradient.
7: end for
8: for d-steps do
9: Use the current pθ(t|q, r) to generates

negative term pairs and combine with the
positive term pairs

10: Train discriminator fφ(t, qn)
11: end for
12: until the two models converge

Discriminative Model. fφ(q, t), in contrary, tries to discriminate well-matched
query-term tuples (q, t) from ill-matched ones, where the goodness of matching
given by fφ(q, t) depends on the relevance of t with respect to q. We denote the
task of discriminative model as q ⊕ t → r, where r and ⊕ refers to the relevancy
and combination of features, respectively. It’s obvious that terms and queries are
jointly fed into the model as features, then the discriminative model is inferred
and their relevancy prediction is produced.

Model Definition. We then construct a game between them: the generative
model would try to generate relevant expanded terms that look like the ground-
truth ones in order to fool the discriminative model. In the contrary, the
discriminative model would try to draw a clear distinction between the ground-
truth relevant terms and the generated ones. The score given by the discriminator
will be used as a criterion to judge generator’s current performance, providing
necessary information to train the generator. It is proportional to the similarity
between the generated terms and the ground-truth ones. The overall loss function
of SQE-GAN is defined as follows:

J
G∗,D∗

= min
θ

max
φ

∑N

n=1
(Et∼ptrue(t|qn,r)[logD(t|qn)] + Et′

∼pθ(t′|qn,r)[log(1 − D(t
′|qn))])

(1)
where the generative model G is denoted as pθ(t|qn, r), and the discriminative
model D(t|qn) estimates the probability of t being relevant to query qn, which
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is given by the sigmoid function of the discriminator score. t and t′ refer to the
true and the generated term with respect to query qn, respectively.

The probability that a term t being correctly ranked (i.e., D(t|qn)) can be
estimated by the discriminative model through a sigmoid function of fφ(t, q).
Besides, the generative model pθ(t|q, r) is defined as a softmax function of gθ(q, t),
which reflects the chance of the term t being generated from q.

Training the Discriminator. With the observed relevant terms, and the ones
sampled from pθ(t|q, r), one can then obtain the optimal parameters for the
discriminator D(t|q) by maximizing the following objective:

φ
∗
= arg max

φ

∑N

n=1
(Et∼ptrue(t|qn,r)[logσ(fφ(t, qn))] + Et′

∼pθ(t′|qn,r)[log(1 − σ(fφ(t
′
, qn)))])

(2)
We can use stochastic gradient descent (SGD) to train the discriminative model
if the function fφ is differentiable with respect to φ.

Training the Generator. On the other hand, pθ(t|q, r) intends to minimize
the objective. Specifically, while keeping the discriminator fφ(q, t) fixed after its
minimization in Eq. 1, we learn the generative model via minimizing:

θ
∗
= arg min

θ

∑N

n=1
(Et∼ptrue(t|qn,r)[logσ(fφ(t, qn))] + Et′

∼pθ(t′|qn,r)[log(1 − σ(fφ(t
′
, qn)))])

= arg max
θ

∑N

n=1

Et′
∼pθ(t′|qn,r)[log(1 + exp(fφ(t

′
, qn)))]

︸ ︷︷ ︸
JG(qn)

(3)
As the sampling of t is discrete, it cannot be directly learned by SGD. We

propose to use policy gradient based reinforcement learning [19,20] as follows.

∇θJ
G
(qn) = ∇θEt∼pθ(t′|q,r)[log(1 + exp(fφ(t

′
, qn)))]

=
∑M

i=1
∇θpθ(ti

′|qn, r)log(1 + exp(fφ(ti
′
, qn)))

=
∑M

i=1
pθ(ti

′|qn, r)∇θlogpθ(ti
′|qn, r)log(1 + exp(fφ(ti

′
, qn)))

= Et∼pθ(t′|qn,r)[∇θlogpθ(t
′|qn, r)log(1 + exp(fφ(t

′
, qn)))]

�
∑K

i=1
∇θlogpθ(tk

′|qn, r)log(1 + exp(fφ(tk
′
, qn)))

(4)

Lastly, we sample the top k terms from the generator pθ(t′|qn, r). It’s obvious
that the parameter update of G is not from the data sample itself (i.e., not to
infer the likelihood of data), but from a back propagation gradient of discrim-
inant model D. With reinforcement learning, the term log(1 + exp(fφ(t′|qn)))
acts as the reward for the policy taking an action d in the environment qn. The
overall logic of our proposed SQE-GAN model is summarized in Algorithm 2.

3 Applying SQE-GAN in the Query

In this section, we will illustrate the process of applying SQE-GAN in retrieval
task. As formulated in Eq. 3, the generator G’s conditional distribution pθ(t|q, r)
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fully depends on the scoring function gθ(q, t). In the sampling stage, the
parameter τ is incorporated in Eq. 3 as: pθ(t|q, r) = exp(gθ(q,t)/τ)∑

t exp(gθ(q,t)/τ) .
The discriminator’s ranking of terms, i.e., Eq. 2, is fully determined by the

scoring function fφ(t, qn).The implementation of these two scoring functions,i.e.,
gθ(q, t) and fφ(t, qn), can be different. In spite of that, in order to focus more on
adversarial training, we choose the same scoring function (with different sets of
parameters) in SQE-GAN: gθ(q, t) = sθ(q, t), fφ(q, t) = sφ(q, t).

We employ a BiLSTM encoder [12] to compute the score between a query
and an expanded term. Herein, the word embedding1 of t (L2-normalized) and qi

are fed into the encoder, which can be then denoted as Ua = [−→ua;←−ua], where −→ua =−−−−→
LSTM(ua−1, [qa; qa ∗ ta; |qa − ta|]) and ←−ua =

←−−−−
LSTM(ua+1, [qa; qa ∗ ta; |qa − ta|]).

Herein, ua−1 denotes the LSTM hidden state, the size of which is set to 50,
at time step a − 1. Ua is the concatenated representation of the forward and
backward process. An affine layer projects Ua to a space with fixed length (e.g.,
20). After that, the output of BiLSTM is then fed into a fully connected layer.
Depending on whether it is the generator or discriminator, a softmax layer or
a sigmoid layer is employed then. The output of the softmax layer refers to the
probability distribution about the chance of term t being generated from q, while
that of the sigmoid reflects the probability of t being relevant to query q.

4 Experiments

Datasets and Settings. We use TREC Robust 2004 for evaluating our model,
which contains approximately 528,000 high-quality documents and provides 250
queries (301–450 and 601–700) for experiments. We use Terrier V 4.2, one of
the academic search systems, to index all corpora in the form of inverted index.
Porter stemmer is applied for stemming, and standard InQuery stopwords are
removed. We use Word2Vec’s Continuous Bag-of-Words (CBOW) approach [16]
that represents terms in a vector space based on their co-occurrence in windows
of text. The dimension of query and expansion term are both set to 100. Learning
rate is set to 0.001. For all the approaches, the number of candidate terms
generated by UQE are set as M = 100, from which 20 terms are finally selected
as expansion ones. For all the query sets, we randomly select 40% queries to
train the models, 10% to validate, while the remaining 50% are used for testing.

We use TFIDF as the basic retrieval model for all the experiments below.
For response time, state-of-the-art SQE schemes, namely SQE-TFS [22] and
traditional UQE method (i.e., KL divergence) are used as baselines. For
the retrieval effect, we compare SQE-GAN with UQE [1], RankSVM [9] and
some recently proposed competitive neural networks [7,21]. In addition, we
have also designed a neural-network-based discriminative model using different
score functions as the baselines (i.e., LSTM(DIS): BiLSTM is used in the
discriminative model. ATTEN(DIS): “Query-to-Term Attention”, aiming at
calculating which term are most relevant to each query word.). We evaluate the

1 Any embedding technique can be adopted, e.g., BERT [5], ELMo [17], Word2Vec [16].
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query performance in terms of MAP (Mean Average Precision), Precision@k,
NDCG and time cost (in seconds). In experimental comparison, for all the
baselines, we adopt their best performance in terms of query efficacy and
efficiency.

Table 1. Retrieval performance on TREC dataset

MAP % Prec@5 % Prec@10 % NDCG %

UQE (KL divergence) 0.2544 0 0.4458 0 0.3992 0 0.5284 0

SQE-RankSVM 0.2595 +2.00% 0.4613 +3.48% 0.4016 +0.60% 0.5334 +0.95%

LSTM (DIS) 0.2540 −0.16% 0.4919 +10.34% 0.4194 +5.06% 0.5257 −0.51%

ATTEN (DIS) 0.2563 +0.75% 0.4903 +9.98% 0.4250 +6.46% 0.5354 +1.32%

DEC [7] 0.2358 −7.31% – – 0.4057 +1.63% – –

AAAI2019 [21] 0.2581 +1.45% – – – – – –

SQE-GAN 0.2618 +2.91% 0.4919 +10.34% 0.4274 +7.06% 0.5410 +2.38%

Effectiveness and Efficiency. Table 1 shows the query performance over all
approaches. SQE-GAN with BiLSTM as the score model in both discriminator
and generator achieves the best performance across all metrics. For the variants
of the score model of SQE-GAN, they also perform better than UQE method and
SQE-RankSVM in both Precision@5 and NDCG. The phenomenon also indicates
that simply adding attention mechanism into SQE-GAN may not necessarily
improve the query performance, which has also been justified in [21].

[22] reported that the main time cost of applying SQE algorithms comes
from term feature extraction and SQE-TFS can significantly reduce the time
cost for SQE-RankSVM, while maintaining its good effectiveness. We evaluate
the major inefficient part (i.e., term feature extraction for SQE-RankSVM, Word
embedding for SQE-GAN, [7] and [21]) for different SQE models. Through the
test, UQE, SQE-TFS and SQE-GAN spends 0.302, 1.76 and 1.104 s in average,
respectively. Comparing with SQE-TFS, SQE-GAN has a 37.3% improvement
in major time cost. The reason is easy to interpret, we do not need to perform
feature calculation but word embedding, which is much more efficient. Taking
into account that the BiLSTM setting exhibits the best query performance, we
are happy to find that SQE-GAN with BiLSTM for both discriminator and
generator is superior to the state-of-the-art SQE models. Moreover, given a
corpus, we can pre-compute and index word embeddings for all terms that may
be generated from UQE as candidates. In that case, the efficiency can be further
significantly improved for SQE-GAN.

5 Conclusions

In this paper, we propose a novel SQE scheme, namely SQE-GAN, based on word
embedding and GAN such that the costly feature calculation can be avoided.
It firstly employs UQE to get expanded terms. After that, word embedding
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technique is used to fill the score of GAN, where we propose a generative model
and a discriminative model. Both models iteratively optimize each other as a
game. Empirical studies show that the proposed framework can significantly
improve the efficiency of SQE solutions. In addition, SQL-GAN also improves
the result quality compared with the latest deep learning-based QE solutions.
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Abstract. Pre-trained deep language models (LM) have advanced the
state-of-the-art of text retrieval. Rerankers fine-tuned from deep LM esti-
mates candidate relevance based on rich contextualized matching signals.
Meanwhile, deep LMs can also be leveraged to improve search index,
building retrievers with better recall. One would expect a straightfor-
ward combination of both in a pipeline to have additive performance
gain. In this paper, we discover otherwise and that popular reranker
cannot fully exploit the improved retrieval result. We, therefore, propose
a Localized Contrastive Estimation (LCE) for training rerankers and
demonstrate it significantly improves deep two-stage models (Our codes
are open sourced at https://github.com/luyug/Reranker.).

1 Introduction

Recent state-of-the-art retrieval systems are pipelined, consisting of a first-stage
heuristic retriever such as BM25 that efficiently produces an initial set of can-
didate results followed by one or more heavy rerankers that rerank the most
promising candidates [11]. Neural language models (LM) such as BERT [7]
have had a major impact on this architecture by providing more effective index
terms [12] and term weights [5] for heuristic retriever and providing rich contex-
tualized matching signals between query and document for rerankers [4,10].

Intuitively, a better initial ranking provides later stage neural rerankers with
more relevant documents to pull up to the top of the final ranking. In a perfect
world, a neural reranker recognizes the relevant documents in its candidate pool,
inheriting all of the successes of previous retriever. However, simply forming the
pipeline by appending a BERT reranker to an effective first-stage retriever does
not guarantee an effective final ranking. An improved candidate list sometimes
causes inferior reranking. When the candidate list improves, false positives can
become harder to recognize as they tend to share confounding characteristics
with the true positives. A discriminative reranker should be able to handle the
top portion of retriever results and avoid relying on those confounding features.

In this paper, we introduce Localized Contrastive Estimation (LCE) learning.
We localize negative sample distribution by sampling from the target retriever
top results. Meanwhile, we use a contrastive form loss which penalizes signals

c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 280–286, 2021.
https://doi.org/10.1007/978-3-030-72240-1_26
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generated from confounding characteristics, preventing the reranker from col-
lapsing.

Experiments on the MSMARCO document ranking dataset show that LCE
can better exploit the LMs capability. With the same BERT model, LCE achieves
significantly higher accuracy without incurring training or inference overhead.

2 Background

Separation of retrieval into stages was introduced naturally due to efficiency-
effectiveness trade-off among different ranking models: fast but less accurate
model (e.g. BM25) retrieves from the entire corpus while slower but more accu-
rate ones (e.g. BERT) refines ranking in the top candidate list.

Heuristic retrievers like BM25 use matching signals exclusively from exact
match and therefore can use inverted list data structure for low latency full
corpus retrieval. They are limited by document statistics for scoring. As a fix,
deep language models can be leveraged to re-estimate term weights in search
index [5,6]. An alternative is adding probable query terms to document [12].

Pre-trained deep LMs [7,14] have demonstrated strong supervised transfer
performance on reranking tasks. Popular recent works [4,10] fine-tune BERT [7]
with binary classification objective and show it significantly outperforms earlier
models. In this paper, we however question if this simple paradigm is sufficient
to realize BERT’s full potential, especially for high performance deep retrievers
that generate candidates consisting of harder negatives.

Alternatives to binary classification objective are the contrastive learning
objectives that directly take negatives into account [8]. The popular NCE loss
computes scores of a positive instance and several negatives instances, normalize
them into probabilities and train the model to give higher probability to the
positive instance [16]. The incorporation of negatives in loss prevents the model
from collapsing. While contrastive loss has been widely studied in representation
learning [2,16], there are few prior works adopting it to train deep LM rerankers.

3 Methodologies

Preliminaries. We aim to train a BERT reranker to score a query document
pair,

s = score(q, d) = vᵀ
p cls(BERT(concat(q, d))) (1)

where cls extracts BERT’s [CLS] vector and vp is a projection vector. We refer to
the training technique popularly adopted [4,10] as the Vanilla method. It samples
query document pairs independently and compute on each individual query-
document pair using binary cross entropy (BCE) based on query q document d
and corresponding label (+/−),

Lv :=

{
BCE(score(q, d),+) d is positive
BCE(score(q, d),−) d is negative

(2)
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Vanilla method treats reranker training as a general binary classification prob-
lem. However, reranker is unique in nature; it deals with the very top portion of
retriever results, each of which may contain many confounding signatures. The
reranker is expected to,

– Exile at handling top portion of retriever results.
– Avoid collapsing onto matching with confounding features.

To this end, in this section, we introduce Localized Contrastive Estima-
tion (LCE) loss. The contrastive loss prevents collapsing and localized negative
samples focus the reranker on top retriever results.

Localized Negatives from Target Retriever. Given a target initial stage
retriever and a set of training queries, we use the retriever to retrieve from the
entire corpus, generating a set of document rankings for the queries. For each
query q then sample from the set Rm

q of top ranked m documents, n non-relevant
documents as negatives examples. All sampled documents together form the
negative training set. As will be shown in Sect. 6, re-building training set based
on the specific target retriever is critical to ensure robust training.

Contrastive Loss. After aggregating all negatives sampled from target
retriever, we form for each query q a group Gq with a single relevant positive
d+q and sampled non-relevant negative documents from Rm

q . We treat the BERT
scoring function as a deep distance function,

dist(q, d) = score(q, d) = vᵀ
p cls(BERT(concat(q, d))) (3)

with which we define the contrastive loss for one query q as,

Lq := −log
exp(dist(q, d+q ))∑
d∈Gq

exp(dist(q, d))
(4)

Importantly, here loss and gradient condition not only on the relevant pair but
also the retrieved negatives. This effectively helps prevent collapsing onto simple
confounding matchings.

LCE Batch Update. Putting it all together, we can define the Localized Con-
trastive Estimation (LCE) loss on a training batch of a set of query Q as,

LLCE :=
1
|Q|

∑
q∈Q,Gq∼Rm

q

−log
exp(dist(q, d+q ))∑
d∈Gq

exp(dist(q, d))
(5)

Compared to a standard noise contrastive estimation (NCE) loss, LCE uses the
target retriever to localize negative samples and focus learning on top portion
instead of randomly sampled noisy negatives.
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Table 1. Document ranking performance measured on MSMARCO dev (left table)
and eval set (right table). † indicates statistical significance over Vanilla using a t-test
with p < 0.05. As the leaderboard eval set only reports aggregated metrics, we cannot
report statistical significance.

Method
MSMARCO Dev

MRR@100

Indri BM25 BM25* HDCT

Vanilla 38.34 36.97 39.28 40.84

LCE 39.55† 39.66† 42.23† 43.38†

Method
MSMARCO Eval

MRR@100

PROP (ensemble)a 40.1

BERT-m1 (ensemble)6 39.8

Indri + Vanilla 33.8

HDCT + LCE (single) 38.2

HDCT + LCE (ensemble) 40.5 (1st place)

‘

a PROP step400K base (ensemble v0.1)
b BERT-m1 base + classic IR + doc2query (ensemble)

4 Experiment Methodologies

Dataset and Tasks. We use the MSMARCO [1] document ranking dataset.
The dataset contains 3 million documents. A document consists of 3 fields (title,
URL, and body) with around 900 words. Models are trained on the train set of
0.37M training pairs. As recommended by MSMARCO organizers, we use the
dev set for analysis.

Initial Stage Retriever. We experimented with four initial retrievers: Indri,
un-tuned BM25, tuned BM25 (denoted as BM25*), and HDCT [5]. The Indri
search results come from MSMARCO organizers1. We build BM25 indices with
the Anserini toolkit [17], from which we produce two sets of search results with
the toolkit’s default BM25 parameters and a set of tuned parameters suggested
by the toolkit authors2. HDCT is the SOTA method for augmenting document
search indices with term weights re-estimated with BERT; we use the rankings
provided by the authors 3. We input top 100 candidate lists to rerankers.

Implementation. Following [4]’s BERT-FirstP setup, we input the concatenated
document title, url and body’s first 512 queries to the rerankers. Our rerankers
are built and trained in mixed precision with PyTorch [13] and based on Hug-
gingface’s BERT implementation [15]. We sample negatives from the target
retriever’s top ranked m = 100 documents similar to reranking depth. We train
on 4 RTX 2080 ti GPUs, each with a batch of 8 documents. We train for 2
epochs, with a 1e−5 learning rate and a warmup portion 0.1.

5 Document Ranking Performance

In Table 1, we summarize ranking performance on MSMARCO document rank-
ing Dev and Eval (leaderboard) queries. Here, both vanilla and LCE use nega-
tives from target retriever. On the dev set, we test rerankers trained with vanilla
1 https://microsoft.github.io/msmarco/.
2 https://github.com/castorini/anserini.
3 http://boston.lti.cs.cmu.edu/appendices/TheWebConf2020-Zhuyun-Dai/.

https://microsoft.github.io/msmarco/
https://github.com/castorini/anserini
http://boston.lti.cs.cmu.edu/appendices/TheWebConf2020-Zhuyun-Dai/
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and LCE loss on each type of the first-stage retriever. We see LCE significantly
improves performance with all retrievers. Meanwhile, we see that gain using LCE
enlarges as the retriever grows stronger, suggesting it can capture more compli-
cated matching in the improved candidate list, while not being confused by the
harder negatives.

The leader board results confirmed the effectiveness of LCE. HDCT+LCE
pipeline outperformed the vanilla basline by a large margin. Following other
recent leaderboard submissions, we further incorporate model ensemble. Our
ensemble entry uses an LCE trained ensemble of BERT, RoBERTa [9] and
ELECTRA [3] to rerank HDCT top 100. This submission got first place, achiev-
ing the state-of-the-art performance4.

6 Analysis

In this section, we first analyze the effect of number of sampled documents per
query in LCE, then the influence of the negative sample localization.

Fig. 1. Effect of LCE sample size We plot MRR@100 against sizes.

Effect of LCE Sample Size. In Fig. 1, we study the effect of varying the
number of sampled documents per query in the LCE loss. We observe a big
improvement from size 2 (1 positive, 1 negative) that compute loss scale with
a single negative, to size 4 where loss weights are computed with 3 negatives.
Further increase in sample size can generate some additional improvements.

Influence of Negative Localization. LCE samples negatives from top ranked
documents retrieved by target retriever. Here we quantitatively evaluate its
importance. Denote retriever used in training for negative sampling train
retriever and in testing for candidate generation test retriever. We use all
rerankers from Sect. 5 to rank candidate lists generated by all retrievers and
plot results in a heat map Fig. 2. We plot rerankers using different train retriev-
ers on the horizontal axis and test retrievers on the vertical axis. Each 4 × 4
sub-grid corresponds to a training strategy, and sub-grid diagonals correspond to
Sect. 5 results. We observe localization benefits both LCE and vanilla methods.
The performance of the Vanilla trained reranker drops severely when negatives
are not localized by test retriever but from a weaker train retriever. Similarly,

4 On the camera ready date (January 20th, 2021).
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LOW MRR HIGH 
30 32 34 36 38 40 42 44

Vanilla LCE
BM25 Indri BM25* HDCT BM25 Indri BM25* HDCT

B
M

25 36.97 37.30 36.09 35.80 39.66 38.41 39.49 38.10

In
dr

i

37.39 38.34 37.46 37.17 40.42 39.55 40.86 39.95

B
M

25
*

34.21 34.60 39.28 39.47 40.73 39.78 42.29 41.81

H
D

C
T

28.98 30.27 37.69 40.84 40.78 39.83 41.92 43.38

Fig. 2. Effects of Train Retriever. The horizontal axis is the retriever that generates
negatives for training (train retriever); the vertical axis is the retriever that generates
candidates for testing (test retriever).

rerankers trained with LCE loss also perform better with localization. Interest-
ingly, we do find that the LCE loss can bring some degrees of adaptability to
the reranker, making it robust when the test retriever is different from the train
retriever.

7 Conclusion

Recent research shows promising results on using deep LMs to improve initial
retrievers. However, we discovered that previous BERT rerankers could not fully
exploit the improved initial rankings. We propose Localized Contrastive Estima-
tion (LCE) learning, to localize training negatives with target retriever, and to
use a contrastive loss to penalize matching with confounding characteristics.

Experimental results demonstrate that reranker trained with LCE signifi-
cantly outperforms its vanilla method trained counterpart using the same LM.
Our analysis shows that localizing negatives and having an expressive loss with
multiple contrastive negatives are both critical for the success of LCE.

The positive results show that, instead of adopting more advanced LM, it is
also possible to improve the performance of existing deep LMs with better learn-
ing methods. Meanwhile, before this work, there are few existing work study-
ing the interaction between different deep retrievers and reranker in pipelined
retrieval systems. We believe this paper will encourage the community to con-
duct more systematic research on pipelined IR systems.
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Abstract. Although several automatic itinerary generation services
have made travel planning easy, often times travellers find themselves
in unique situations where they cannot make the best out of their trip.
Visitors differ in terms of many factors such as suffering from a disabil-
ity, being of a particular dietary preference, travelling with a toddler,
etc. While most tourist spots are universal, others may not be inclusive
for all. In this paper, we focus on the problem of mining inclusion and
exclusion phrases associated with 11 such factors, from reviews related
to a tourist spot. While existing work on tourism data mining mainly
focuses on structured extraction of trip related information, personal-
ized sentiment analysis, and automatic itinerary generation, to the best
of our knowledge this is the first work on inclusion/exclusion phrase
mining from tourism reviews. Using a dataset of 2000 reviews related to
1000 tourist spots, our broad level classifier provides a binary overlap
F1 of ∼80 and ∼82 to classify a phrase as inclusion or exclusion respec-
tively. Further, our inclusion/exclusion classifier provides an F1 of ∼98
and ∼97 for 11-class inclusion and exclusion classification respectively.
We believe that our work can significantly improve the quality of an
automatic itinerary generation service.

1 Introduction

Hundreds of millions of visitors travel across the globe every year resulting into
trillions of dollars of spending. Number of international tourist arrivals has seen a
steady increase over the past few decades1. Thanks to the availability of multiple
online services like web maps, travel and stay booking, and automatic planning,
tourism has become a lot comfortable in recent years.

Automated itinerary planning systems2 provide a holistic solution enabling
transportation, lodging, sights, and food recommendations. However such rec-
ommendation systems cannot incorporate subtle user constraints like a claustro-
phobic user, visitors travelling with a toddler, visitors of a particular ethnicity

1 https://data.worldbank.org/indicator/ST.INT.ARVL.
2 http://itineree.com/top-online-travel-planners/.

c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 287–294, 2021.
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with visa restrictions, etc. Indeed, many of them, do not even incorporate tourist
spot specific properties like what time of day is best to visit, temporary ad
hoc closures due to local vacations or maintenance work, visitor height/gender
restrictions, vegetarian friendly or not, etc.

Tourist review websites are a gold mine of data related to very subtle restric-
tions (or exclusions) associated with a tourist spot. In this work, we focus on the
following 11 different factors regarding inclusion or exclusion nature of tourist
spots. (1)Age/Height: Disallow visitors of a particular age/height group: too
old, or too young, too short. (2) Claustrophobia: Some spots consist of a lot
of confined spaces and hence unsuitable for claustrophobic visitors. (3) Cou-
ples/Family: Some spots are family/kids friendly versus not. (4) Crowd: Some
spots are often heavily crowded, which may be repulsive to some visitors. (5)
Food: Some spots may serve low quality food, non-vegetarian food only, may not
serve any food, may not allow any external food, may not allow alcoholic drinks,
etc. (6) Handicap: Some spots may not allow facilities for disabled folks like lifts,
ramps, etc. The terrain may not be wheel-chair or stroller friendly. (7) Hygiene:
Some spots may be filthy, e.g., unclean toilets, littered beaches, etc. (8) Parking:
Unavailability and ease of parking. (9) Price: Some spots may be very expensive
for tourists. (10) Queues: Some spots may exhibit large queues leading to long
wait times. Visitors on a tight schedule may want to avoid such places, or visit
them in low wait time durations. (11) Time: Various spots have a preferred visit
timings, such as early morning, late evening, on Wednesdays, from Sep-Dec, etc.
This category also includes ad hoc closures due to maintenance or other reasons.

In this paper, we focus on two related tasks: (1) Task 1 pertains to min-
ing inclusion/exclusion phrases from tourism reviews. A phrase which pertains
to any of the exclusions as mentioned above is labeled as an exclusion phrase,
while a phrase related to inclusion of the above factors is labeled as an inclu-
sion phrase. (2) Task 2 is about fine-grained classification of inclusion/exclusion
phrases into one of the above 11 categories. “I had my kids who loved this
museum” and “elevators for those whom stairs are problematic” are examples of
age and handicap inclusion phrases. “place was very crowded”, “would not rec-
ommend the area for young children” are examples of crowd and age exclusion
phrases.

We are the first to propose the problem of extracting inclusion/exclusion
phrases from tourism review data. The problem is challenging: (1) There can be
many types of exclusions as discussed above. (2) These factors can be expressed
in lots of different ways. (3) There could be multiple indirect references (e.g. if
the place allows gambling, likely kids are not allowed) or unrelated references
(e.g., a review talking about a tour guide’s “family” rather than if “families” are
allowed at the spot).

Overall, we make the following contributions in this paper: (1) We propose a
novel task of mining inclusion/exclusion phrases from online tourist reviews, and
their fine-grained classification. (2) We model the first task as a sequence label-
ing problem, and the second one as a multi-class classification. We investigate
the effectiveness of CRFs (Conditional Random Fields), BiLSTMs (Bidirectional
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Long Short-Term Memory networks), and Transformer models like BERT (Bidi-
rectional Encoder Representations from Transformers). (3) We make the code
and the manually labeled dataset (2303 phrases mined from ∼2000 reviews)
publicly available3. Our experiments show that the proposed models lead to
practically usable classifiers.

2 Related Work

Tourism Data Mining: Work on tourism data mining has mostly focused
on structured extraction of trip related information [18], mining reviews (per-
sonalized sentiment analysis of tourist reviews [15], establishing review credibil-
ity [1,7]), and automatic itinerary generation [2,3,5,8]. Popescu et al. [18] extract
visit durations or information like “what can I visit in one day in this city?” from
Flickr data. Pantano et al. [15] predict tourists’ future preferences from reviews.
Ayeh et al. [1] examine the credibility perceptions and online travelers’ attitude
towards using user-generated content (UGC). Filieri et al. [7] study the impact
of source credibility, information quality, website quality, customer satisfaction,
user experience on users’ trust towards UGC. The automatic itinerary generation
problem has been studied extensively from multiple perspectives. Friggstad et
al. [8] model the problem as an orienteering problem on a graph of tourist spots.
Chang et al. [2] weigh different factors like spot name, popularity, isRestau-
rant, isAccomodation, etc. based on user interactions to optimize the process of
trip planning. De et al. [5] aggregate across geo-temporal breadcrumbs data for
multiple users to construct itineraries. Clearly, our system can be an important
sub-module to generate automated itineraries which are exclusion-sensitive.

Sequence Labeling: Sequence labeling involves predicting an output label
sequence given an input text sequence. A label is generated per input token. Pop-
ular sequence labeling models include CRFs [13], LSTMs [9], LSTM-CRFs [11],
and Transformer models like BERT [6]. Many NLP tasks can be modeled as
sequence labeling tasks including opinion mining [12], part-of-speech tagging,
etc. The labels for such tasks are typically encoded using BIO (begin, inside,
outside) labeling. In this paper, we investigate the effectiveness of such sequence
labeling approaches for the inclusion/exclusion phrase mining task.

Aspect Extraction: Aspect extraction has been studied widely in the past
decade, mainly for product reviews, using supervised [19], semi-supervised [14]
as well as unsupervised [10] methods. In this work, we study aspect extraction
for reviews in the tourism domain.

3 Proposed Approach

3.1 Dataset

We first obtained a list of top 1000 tourist spots from lonelyplanet.com (a popular
tourist website). Next, we obtained a maximum of 2000 reviews corresponding to
3 https://github.com/omkar2810/Inclusion Exclusion Phrase Mining.

https://github.com/omkar2810/Inclusion_Exclusion_Phrase_Mining
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each of these spots from tripadvisor.com. Further, we broadly filtered out reviews
(and then sentences) that could be potentially related to the eleven factors men-
tioned in Sect. 1 using a manually produced keyword list for each category. We
provide the full keyword list per category as part of the dataset. These ∼2000
reviews were then manually labeled for inclusion/exclusion phrases using the
BIO tagging, as well as their fine categorization into one of the 11 categories. A
total of 2303 phrases were labeled with one of the 11 categories. The distribution
across the categories is as follows: Age/Height: 324, Claustrophobia: 217, Cou-
ples/Family: 151, Crowd: 307, Food: 313, Handicap: 204, Hygiene: 95, Parking:
65, Price: 351, Queues: 185, and Time: 91. For the inclusion/exclusion phrase
mining task, a total of 2303 phrases from 2154 sentences were labeled. Phrases in
these sentences which are not inclusion/exclusion are marked as others. Across
these phrases, the word label distribution is as follows: B EXC: 1176, B INC:
1223, EXC: 5713, INC: 5455, O: 29976, where INC and EXC denote inclusion and
exclusion respectively. We make the code and the manually labeled dataset pub-
licly available3. On a small set of 115 instances, we measured the inter-annotator
agreement and found the Cohen’s Kappa to be 0.804 and 0.931 for the first and
the second tasks respectively, which is considered as very good.

3.2 Methods

We experiment with two different word embedding methods: GloVe (Global
Vectors for Word Representation) [16] and ELMo (Embeddings from Language
Models) [17]. We use CRFs, BiLSTMs, BiLSTM-CRFs and BERT for the first
sequence labeling task. We use traditional machine learning (ML) classifiers like
XGBoost and Support Vector Machines (SVMs) and deep learning (DL) models
like BiLSTMs, LSTM-CNN and BERT for the multi-class classification task.

CRFs [13]: Conditional Random Fields (CRFs) are prediction models for tasks
where contextual information or state of the neighbors affect the current predic-
tion. They are a type of discriminative undirected probabilistic graphical model.

BiLSTMs [9]: Bidirectional LSTMs are the most popular traditional deep learn-
ing models for sequence modeling. They model text sequences using recurrence
and gate-controlled explicit memory logic. Bidirectionality helps propagate infor-
mation across both directions leading to improved accuracies compared to uni-
directional LSTMs.

BiLSTM-CNNs [4]: BiLSTM-CNNs use character-based CNNs to first gener-
ate the word embeddings. These word embeddings are further used by the LSTM
to generate the embedding for the text sequence. This is then connected to a
dense layer and then finally to the output softmax layer.

BiLSTM-CRFs [11]: We combine a BiLSTM network and a CRF network to
form a BiLSTM-CRF model. This network can efficiently use past input features
via a LSTM layer and sentence level tag information via a CRF layer.

BERT [6]: BERT is a Transformer-encoder model trained in a bidirectional way.
BERT has been shown to provide very high accuracies across a large number
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of NLP tasks. For the sequence labeling task, we connect the semantic output
for each position to an output softmax layer. For multi-class classification, we
connect semantic representation of CLS token to the output softmax layer.

4 Experiments

For BiLSTM experiments, we used three layers, ReLU activation for hidden
layers and softmax for output, SGD optimizer (with momentum = 0.7, learning
rate = 1e−5, batch size = 8), and cross-entropy loss. We trained for 50 epochs. We
used GloVe 200D word vectors. For BERT, we used the pretrained BERT BASE
model with 12 Transformer layers, Adam optimizer with learning rate = 3e−5,
max sequence length = 128, batch size = 8, and categorical cross entropy loss.

4.1 Results

Table 1 shows results for the inclusion/exclusion phrase mining task. As discussed
in [12], we use two metrics: (1) Binary Overlap which counts every overlapping
match between a predicted and true expression as correct, and (2) Proportional
Overlap which imparts a partial correctness, proportional to the overlapping
amount, to each match. BERT based method outperforms all other methods.
This is because the 12 layers of self-attention help significantly in discovering the
right inclusion/exclusion label for each word. Also, precision values are typically
lower than recall, which means that our models can detect that the text implies
some inclusion or exclusion but find it difficult to differentiate between the two.

Table 1. Inclusion/exclusion phrase mining accuracy results

Model Inclusion Exclusion

Precision Recall F1 Precision Recall F1

Prop Bin Prop Bin Prop Bin Prop Bin Prop Bin Prop Bin

CRF + GloVe 0.354 0.417 0.531 0.758 0.425 0.538 0.372 0.392 0.524 0.728 0.435 0.512

BiLSTM + GloVe 0.456 0.590 0.573 0.643 0.508 0.615 0.506 0.638 0.570 0.668 0.536 0.650

BiLSTM CRF + GloVe 0.490 0.625 0.613 0.714 0.545 0.666 0.516 0.649 0.654 0.788 0.577 0.712

BiLSTM + ELMo 0.580 0.645 0.604 0.770 0.590 0.701 0.602 0.678 0.566 0.738 0.579 0.703

BERT 0.677 0.748 0.765 0.869 0.718 0.804 0.664 0.756 0.801 0.908 0.726 0.825

We present the results of our 11-class phrase classification in Table 2. We
observe that typically the accuracy is better for inclusion phrases rather than
exclusion phrases. Deep learning based methods like LSTMs and BERT are
better than traditional ML classifiers. BERT outperforms all other methods by
a large margin for both the inclusion and exclusion phrases.

Further, we performed an end-to-end evaluation of our system. For each
sentence in the test set, we first obtained BIO predictions using our phrase
mining system. Then, we perform 11-class classification on these mined phrases.
Golden label for our predicted inclusion/exclusion phrase is set to the ground
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truth label for the phrase with maximum intersection. For predicted phrases
which have no intersection with any golden phrase, we assume them to belong
to a special “sink” class, and they count towards loss in precision. Golden phrases
not detected by our system count towards loss in recall. Such an evaluation leads
to an overall F1 of 0.748 (P = 0.695, R = 0.812), inclusion F1 of 0.739 (P = 0.691,
R = 0.795) and an exclusion F1 of 0.759 (P = 0.700, R = 0.830).

Table 2. 11-class categorization accuracy results

Model Total Inclusion Exclusion

Precision Recall F1 Precision Recall F1 Precision Recall F1

SVM 0.725 0.631 0.626 0.759 0.635 0.649 0.665 0.626 0.604

XGBoost 0.802 0.796 0.797 0.802 0.785 0.786 0.817 0.806 0.806

BiLSTM + GloVe 0.890 0.885 0.884 0.921 0.917 0.916 0.862 0.852 0.853

BiLSTM-CNN + GloVe 0.895 0.892 0.891 0.903 0.900 0.900 0.889 0.883 0.883

BiLSTM Attn + GloVe 0.914 0.911 0.911 0.938 0.934 0.934 0.894 0.887 0.889

BERT 0.978 0.978 0.978 0.983 0.982 0.982 0.975 0.973 0.973

Next, we present two examples of the output from our system. Consider
the sentence: “The wheelchair wouldn’t go through the turnstile which was
disappointing”. Our inclusion/exclusion phrase mining BERT classifier outputs
“B EXC EXC EXC EXC EXC EXC EXC O O O” while our 11-class classifier
labels this as “Handicap”. Our system was able to smartly associate “wheelchair
wouldn’t go through” with “handicap” category. Consider another example, “We
came to Eiffel Tower to celebrate twenty five years of togetherness”. Our two clas-
sifiers predict “O O O O O O O INC INC INC INC INC” and “Couples/Family”.
Interestingly, it can relate “togetherness” with “Couples/Family”.

4.2 Error Analysis

We performed a manual analysis of some of the errors made by our best model.
We found the following interesting patterns. (1) It is difficult to predict the right
label when the phrase can be provided multiple labels. E.g. “If you don’t like
crowds or feel claustrophobic being on narrow walkways full of groups of people ...”
can be labeled into either of the Crowd or Claustrophobia categories. (2) Conflict-
ing opinions mentioned in same review. “... Well worth the $25 ... The cost of the
day was very expensive compared to Australian water parks.” In this review, from
a price perspective, it is difficult to figure out whether the spot is cheap or expen-
sive. Similarly, consider another review: “Wednesday night is bike night in Beale
Street so a lot of noise from at least 1000 bikes many highly decorated. It was fun
and the usual bar street of many cities.” Can’t really make out whether one should
visit during the night or not. (3) References to other unrelated things: Consider
this review: “... I was lucky enough to have a descendant who gave the garden tour
and tell about the family (more than you might usually get) ...” The word “fam-
ily” here does not indicate anything about inclusion/exclusion wrt families for the
spot.



Inclusion and Exclusion Phrase Mining from Reviews 293

5 Conclusion

In this paper, we proposed a novel task for mining of inclusion/exclusion phrases
and their detailed categorization. We investigated the effectiveness of various
deep learning methods for the task. We found that BERT based methods lead
to a binary overlap F1 of ∼80 and ∼82 for the sequence labeling task, and an F1
of ∼98 and ∼97 for 11-class inclusion and exclusion classification respectively. In
the future, we plan to integrate this module as a part of a personalized automated
itinerary recommendation system.
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Abstract. In this paper, which focuses on the supervised detection of
event mentions in texts, we propose a method to exploit a large context
through the representation of distant sentences selected based on coref-
erence relations between entities. We show the benefits of extending a
neural sentence-level model with this representation through evaluation
carried out on the TAC Event 2015 reference corpus.

Keywords: Information extraction · Event detection · Global context

1 Introduction

This study focuses on the supervised event extraction from text, which consists
in identifying in texts the words or the sequences of words, called event mentions,
that mark the presence of a predefined type of events. For instance, the word
pow-wow for an event of type Meet in:

Putin had invited Tony Blair to the pow-wow in Saint Petersburg’s Grand
Hotel Europe.

The best methods for achieving this task are generally based on neural models
and operate at the sentence level, similarly to [13]. However, the sentence level
is not always sufficient to get all the elements for detecting an event mention.
Two main types of studies already explored the possibility to exploit information
at a larger scale: on the one hand, methods that use document level informa-
tion to perform event extraction at a local scale; on the other hand, meth-
ods that achieve event extraction globally at the document level through joint
approaches [3,10,15,18]. Our work takes place among the first type of methods,
which can be broken down into methods using specific information at the docu-
ment scale between events [8,9] or event and entities [6] and methods exploiting
a more global representation of documents, either through generic models such
as Doc2Vec [4] or models specifically trained for the target task as in [19].

In this article, our contribution is a new method for taking into account the
document context for event extraction. More precisely, we exploit the coreference
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links from the entities surrounding a candidate mention to dynamically build its
context from selected event-related distant sentences. The representations of
those sentences are then integrated into a sentence-level model that, similarly to
recent studies [1,11,13,17], is based on Graph Convolution Networks (GCN) [7].

2 Model

Classically, we frame event detection as a multi-class classification task for each
word in a document. The label is either one of the 38 event types of the DEFT
Rich ERE taxonomy [2] or the NONE label for the absence of event mention.

2.1 Intra-sentential GCN

Our intra-sentential model is a GCN relying on syntactic dependencies, simi-
larly to [13]. In this model, we consider as candidate each word wt in a sentence
S = (w1, w2, . . . , wn), where wi is the i-th word in the sentence, associated with
an entity type ei (with ei = O if wi is not an entity head). Each of these words
is represented as a real-valued vector X = x1, x2, . . . , xn built by concatenating
three kinds of embeddings: a word embedding for representing the word itself,
a position embedding for its relative distance to the candidate, and an entity
embedding for its entity type ei. A BiLSTM is applied to the target sentence
S (focused on wt through the position embedding) for producing a first contex-
tual representation of each word. A GCN made of K convolution layers is then
used for producing a contextual representation of each word taking into account
the influence of distant words of S through up to K syntactic dependencies. It
relies on a directed graph G where the nodes are the words of S and each edge
(wi, wj) is associated with a label L(wi, wj) corresponding to a syntactic depen-
dency between wi and wj . The last step consists in aggregating the sequence
hK
w1

, hK
w2

, . . . hK
wn

at the last convolution layer into a final representation pt of
the target word wt that can be fed to a dense layer with a softmax for the clas-
sification. [13] introduces a new pooling strategy that focuses on entities, with
the assumption that entities carry a special interest for the task.

With a similar goal, we propose syntactic pooling, which also considers mul-
tiple specific words in the sentence while not requiring a prior annotation of
named entities. In this case, the pooling is focused on the target word and all
nouns (n), verbs (v), and adjectives (a) in the sentence:

pt = maxpool({hK
wt

} ∪ {hK
wi,1�i�n : pos(wi) ∈ {n, v, a}}) (1)

2.2 Cross-Sentential Context Representation

Contrary to work integrating a global representation of the document [4,19], we
chose to take into account the context of a target sentence in a more selective way,
both for improving the disambiguation of candidate event mentions and limiting
the parameters of the model. For the task of event extraction, the presence
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of common named entities is a good indicator of the contextual association of
the sentences since they are typically possible arguments of similar events (for
instance, different legal events concerning the same person), related events in a
chronological succession (an injure event followed by a die event) or even two
mentions of the same event. In the example given in the introduction, pow-wow
is not a frequent word for a Meet event but the event is also mentioned with
less ambiguous occurrences in the same document, in sentences sharing common
entities, such as Saint Petersburg :

But the Saint Petersburg summit ended without any formal declaration
on Iraq.

Context Representation. Our context representation relies on the integration
of a contextual representation of each entity mention eji of the target sentence
Sj . For selecting the context linked to eji , we define the function links(Sj , Sk, i),
that gives the set of positions l in a context sentence Sk of its entity mentions
that are in a coreference relation with the considered entity mention eji :

links(Sj , Sk, i) = {l : E(eji ) = E(ekl )} 1�l�n (2)

where E(e) denotes the entity referred by the mention e. The context of eji is
then built from the set of pairs (context sentence, mention of E(eji )) defined as:

Links(Sj , i) =
{
(Sk, l) : l ∈ links(Sj , Sk, i)

}
1�l�n, k �=j (3)

For each pair (Sk, l) of this context, we produce an input representation, noted
Xk,l = xk,l

1 , xk,l
2 , . . . , xk,l

n , similar to the one in Sect. 2.1, except for the position
embeddings: in this case, the position vector of each word of Sk represents the
distance to the position l of the entity mention ekl . A BiLSTM is then applied
to this input representation. Two extraction methods for the representation of
each pair (Sk, l) are considered: the Final mode (Eq. 4), which concatenates the
final representations of the two LSTMs, and the Mention mode (Eq. 5), which
extracts the representations at the position of the entity mention ekl .

Final: hcontext(Sk, l) = [hforward(xk,l
n );hbackward(x

k,l
1 )] (4)

Mention: hcontext(Sk, l) = [hforward(x
k,l
l );hbackward(x

k,l
l )] (5)

Context Integration. The context representation of the entity mention eji is
then integrated into the local context at two possible levels, as illustrated by
Fig. 1: either as an additional embedding in the local input representation of the
entity mention, or as an additional node in the graph, associated with the node
of the entity mention by a specific relation. For both integration modes, the
expected representation is a vector that we obtain by aggregating the vectors of
all contextual entity mentions through max-pooling:

context(eji ) = maxpool({hcontext(Sk, l) : (Sk, l) ∈ Links(Sj , i)}) (6)
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Fig. 1. Two solutions for integrating the context representation (in red) of an entity
mention into the GCN model: at the input level or by adding a node to the graph.
(Color figure online)

For the integration as a node, we modify the dependency graph G by adding
a node cnj

i merging all the context representations of eji and having h0
cnj

i

=

context(eji ) as initial representation. We then define a new Context edge type
between the local entity mentions and their context representation and add the
corresponding edge (wj

i , cn
j
i ) in G. For the integration at the embedding level,

the context representation is concatenated to the other embeddings. For the
words having no context representation, a default representation cdefault is used,
initialized randomly, and modified during training. The context vector defined
in (6) is then generalized to all the words of the sentence with:

cji =

{
context(eji ) if |Links(Sj , i)| > 0
cdefault otherwise

(7)

and the input sequence is redefined as Xj = ([xj
0, c

j
0], [x

j
1, c

j
1], . . . , [x

j
n, c

j
n]).

3 Experiments

3.1 Data and Preprocessing

Our training dataset is composed of 58 documents from the TAC 2015 train-
ing dataset and 288 documents from the DEFT Rich ERE (R2 V2 and V2)
dataset. The validation set is composed of the remaining 100 documents from
the TAC 2015 training dataset. We evaluate our proposed model on the test set
of TAC 2015 to compare it with the graph model of [13].

We use the Stanford CoreNLP tool [12] for named entity recognition (NER),
coreference resolution, and syntactic analysis to produce dependency graphs from
its Basic dependencies. At the document level, an entity is defined as a group of
mentions in coreference. For increasing the coverage of the automatic coreference
system, we merge entities mentions of which are identical.

Example Generation. To facilitate access to content-bearing words in the
graph convolution, we filter some categories of words: punctuations, symbols,
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numbers, determiners, prepositions, conjunctions, or interjections. We also use
a prediction mask: only nouns, verbs, and adjectives are associated with a pre-
dicted category; the other words are associated with the NONE class.

Hyperparameters. The word embeddings are initialized with pretrained GloVe
embeddings [14]. The position and the entity type embeddings are of size 50
while the dimensions of the local BiLSTM layer and the two graph convolution
layers are 400 and 300 respectively. The embeddings for the words, entities, and
distances are the same for the target sentences and the context sentences. The
model is trained using SGD with momentum and batches of 10 examples. All
average performances are computed on 10 runs with the same parameters.

3.2 Study of Model’s Parameters

We first evaluate the influence of the different choices for the model’s parameters:

– Intra-sentential pooling: Syntactic/Entity
– Context representation extraction: Final/Mention
– Context representation integration: Embedding/Node

We searched for the best values of these parameters on the validation set together
with the values of less specific optimization parameters (learning rate, l2 regu-
larization, dropout, momentum). Concerning the model’s parameters, the best
result is obtained using Syntactic pooling, Final extraction, and Embedding inte-
gration. These parameters are also the best, in general, in each tested configu-
ration, but since we cannot show all results, we present in Table 1 the results for
this best model, noted C-GCN, and the variations of this model when changing
each of the other parameters.

Table 1. Performances on the validation set for the main model’s parameters (Pavg.,
Ravg., Favg.: average values from 10 runs of precision, recall, and F-score; Fσ: F-score
standard deviation; Fmax.: F-score maximal value).

Pavg. Ravg. Favg. Fσ Fmax.

C-GCN 75.6 50.4 60.5 0.6 60.4

Pooling - Entity 74.8 49.2 59.3 0.9 60.2

Extraction - Mention 75.0 48.8 59.1 1.2 58.1

Integration - Node 76.9 48.1 59.1 1.2 59.3

We observe, with a weakly significant difference (p = 0.058), that the entity
pooling is slightly worse than the Syntactic pooling, which indicates that the
use of a larger set of context words benefits to an enriched representation of the
target word. On the contrary, the overall pooling in [13] performs worse than the
entity pooling while it also considers more words than that pooling. However,
this difference may come from the use of different NER tools.
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Concerning the context extraction, the poor results obtained with the Men-
tion mode could also be related to the quality of the entities or to the fact that
the final representations of the context sentences are more informative than the
specific representations of the entity mentions. Finally, the integration of the
context representation as a node does not degrade the results in a significant
way but produces a less balanced performance between precision and recall.

3.3 Comparison with State-of-the-Art

We compare in this section our proposed model to the original model from
[13], noted GCNnguyen, and to the best model of the TAC evaluation campaign,
RPI BLENDER, proposed by [5], based on a MaxEnt classifier using a large set
of lexical, syntactic and entity features. To further prove the interest of having
a specific context for each example, we train a model C-GCNgeneric that uses
all the sentences of the document as context. In this case, there is no position
embedding for the context sentences, and the same representation is used as an
embedding for all the words in the considered sentence.

Table 2. Results on TAC 2015 test set (Fmax./dev: F-score for the best parameters
on the dev. set; for the two reference systems, P and R are max./dev values; average
values for the others).

P R Favg. Fσ Fmax./dev

RPI BLENDER 75.2 47.7 – – 58.4

GCNnguyen 70.3 50.6 – – 58.8

GCNrepro 78.5 47.0 58.7 0.8 59.1

C-GCNgeneric 74.5 48.4 58.6 0.6 59.0

C-GCN 75.6 50.4 60.5 0.6 60.4

The results presented in Table 2 prove the interest of our proposition: our
implementation of the GCN model, noted GCNrepro, achieve results similar to the
ones reported by [13]1 and we obtain a gain of 1.8 F-score on this baseline when
using the context representation (p < 0.0001). We also see that the integration
of the context in C-GCNgeneric does not yield better results, which confirms our
intuition on the interest of defining a context specific to each example.

4 Conclusion and Perspectives

We propose in this article a method allowing a neural model for event extraction
to take into account a cross-sentential context. The approach consists in enriching

1 We note that we do not have exactly the same train/dev datasets because we also
used the DEFT dataset as training, which can explain the slight gain in F-score.
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the representation of entity mentions in a target sentence with a contextual
embedding built using information from distant sentences where these entities
also occur. The evaluation of the approach on the dataset TAC 2015 proves
the interest of the method, with a significant gain over the initial model. One
perspective would be to use an attention mechanism as an alternative to the
max-pooling to aggregate the representations of all the mentions of an entity,
which could lead to better discriminate and filter context sentences. Another one
could be the use of a more elaborated GCN model able to take into account the
type of the relations in the graph, such as Relational GCN [16].
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Canada, pp. 70–79 (2012)

16. Schlichtkrull, M., Kipf, T.N., Bloem, P., van den Berg, R., Titov, I., Welling,
M.: Modeling relational data with graph convolutional networks. In: Gangemi, A.,
et al. (eds.) ESWC 2018. LNCS, vol. 10843, pp. 593–607. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-93417-4 38

17. Yan, H., Jin, X., Meng, X., Guo, J., Cheng, X.: Event detection with multi-order
graph convolution and aggregated attention. In: 2019 Conference on Empirical
Methods in Natural Language Processing and the 9th International Joint Confer-
ence on Natural Language Processing (EMNLP-IJCNLP 2019), Hong Kong, China,
pp. 5766–5770 (2019)

18. Yang, B., Mitchell, T.M.: Joint extraction of events and entities within a document
context. In: 2016 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies (NAACL HLT 2016),
San Diego, California, pp. 289–299. ACL (2016)

19. Zhao, Y., Jin, X., Wang, Y., Cheng, X.: Document embedding enhanced event
detection with hierarchical and supervised attention. In: 56th Annual Meeting of
the Association for Computational Linguistics (Short Papers) (ACL 2018), Mel-
bourne, Australia, pp. 414–419. ACL (2018)

https://doi.org/10.1007/978-3-319-93417-4_38


Transfer Learning and Augmentation
for Word Sense Disambiguation

Harsh Kohli(B)

SalesKen, Bengaluru, India
harshkohli@salesken.ai

Abstract. Many downstream NLP tasks have shown significant impro-
vement through continual pre-training, transfer learning and multi-task
learning. State-of-the-art approaches in Word Sense Disambiguation
today benefit from some of these approaches in conjunction with infor-
mation sources such as semantic relationships and gloss definitions con-
tained within WordNet. Our work builds upon these systems and uses
data augmentation along with extensive pre-training on various differ-
ent NLP tasks and datasets. Our transfer learning and augmentation
pipeline achieves state-of-the-art single model performance in WSD and
is at par with the best ensemble results.

Keywords: Word Sense Disambiguation · Multi-task training ·
Transfer learning

1 Introduction

Word Sense Disambiguation or WSD is the task of gleaning the correct sense of
an ambiguous word given the context in which it was used. It is a well-studied
problem in NLP and has seen several diversified approaches over the years
including techniques leveraging Knowledge-Based Systems, Supervised learning
approaches and, more recently, end-to-end deep learnt models. WSD has found
application in various kinds of NLP systems such as Question Answering, IR,
and Machine Translation.

WordNet 3.0 is the most popular and widely used sense inventory that con-
sists of over 109k synonym sets or synsets and relationships between them such
as hypernym, anotnym, hyponym, entailment etc. Most training and evalua-
tion corpora used in supervised systems today consist of sentences where words
are manually annotated and mapped to a particular synset in WordNet. We
use these sources in addition to other publicly available datasets to tune our
model for this task. Through transfer learning from these datasets and other
augmentation and pre-processing techniques we achieve state-of-the-art results
on standard benchmarks.
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2 Related Work

Traditional approaches to WSD relied primarily on Knowledge-Based Systems.
Lexical similarity over dictionary definitions or Gloss for each synset was first
used in [10] to estimate the correct sense. Graph based approaches such as
[18] were also proposed which leverage structural properties of lexico-semantic
sources treating the knowledge graph as a semantic network. One major advan-
tage of using such unsupervised techniques was that they eliminated the need
of having large annotated training corpora. Since annotation is expensive given
the large number of fine-grained word senses, such methods were the de facto
choice for WSD systems. Recently, however, approaches for semi-automatic [27]
and automatic [21] sense annotation have been proposed to partially circumvent
the problem of manually annotating a sizeable training set.

Supervised methods, on the other hand, relied on a variety of hand-crafted
features such as a neighbouring window of words and their corresponding part
of speech (POS) tags etc. Commonly referred to as word expert systems, they
involved training a dedicated classifier for each individual lemma [34]. The
default or first sense was usually returned when the target lemma was not seen
during training. While these were less practical in real application, they often
yielded better results on common evaluation sets.

[8] and [24] were the first neural architectures for WSD which consisted of
Bidirectional LSTM models and Seq2Seq Encoder-Decoder architectures with
attention. These architectures optionally included lexical and POS features
which yielded better results. Due to strong performance of contextual embed-
dings such as BERT [3] on various NLP tasks, recent approaches such as [30]
and [5] have used these to achieve significant gains in WSD benchmarks. We
leverage the ideas presented in GlossBERT [5] and improve upon the results
with a multi-task pre-training procedure and greater semantic variations in the
train dataset through augmentation techniques.

3 Data Preparation Pipeline

3.1 Source Datasets

We use the largest manually annotated WSD corpus SemCor 3.0 [17] consisting
of over 226k sense tags for training our models. In keeping with most neural
architectures today such as [14], we use the SemEval-2007 corpus [22] as our dev
set and SemEval-2013 [20], SemEval-2015 [19], Senseval-2 [4], and Senseval-3 [26]
as our test sets.

3.2 Data Preprocessing

GlossBERT [5] utilizes context gloss pairs with weak supervision to achieve state-
of-the-art single model performance on the evaluation sets. We follow the same
pre-processing procedure as GlossBERT. The context sentence along with each
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of the gloss definitions of senses of the target word are considered as a pair.
Thus, for a sentence containing an ambiguous word with N senses, we consider
all N senses with as many sentence pairs. Only the correct sense is marked as a
positive sample while all others are considered negative inputs to our pairwise
sentence classifier. As this formulation relies on the gloss definition of a synset
and not just the synset tag or key, it is more robust to keys that do not occur
or are under-represented in training.

Fig. 1. Context-Gloss Pairs with Weak Supervision

Figure 1 above shows an example of context-gloss pairs for a single context
sentence with the target word - objectives. The highlighted text represent the
weak supervised signals which help identify the target word both in the gloss
definition, as well as in the context sentence. In the context sentence, the target
word may appear more than once, and the signal helps associate each occurrence
with the definition independently.

3.3 Data Augmentation

Given the large number of candidate synsets for each target lemma, the train
dataset has a large class imbalance. The ratio of negative samples to positives
is nearly 8:1. Rather than adopting a simple oversampling strategy, we use data
augmentation through back translation. Back translation is a popular method for
generating paraphrases involving translating a source sentence to one of several
target languages and then translating the sentence back into the source language.
Approaches described in [16,23,32] have successfully leveraged modern Neural
Machine Translation systems to generate paraphrases for a variety of tasks. We
use this technique to introduce greater diversity and semantic variation in our
training set and augment examples in our minority class.

The Transformers library [33] provides MarianMT models [7] for translation
to and from several different languages. Each model is a 6-layer transformer
[29] encoder-decoder architecture. For best results, we select from a number of
high-resource languages such as French, German etc. and apply simple as well
as chained back-translation (e.g. English - Spanish - English - French - English).
From our pool of back-translated sentences, we retain sentences where the target
word occurs exactly once in the original as well as back-translated sentence. This
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way, we generate several paraphrased examples for each positive example in our
train set. We randomly select n augmented samples for each original sample
at train time, where n was treated as a hyper-parameter during our training
experiments. We achieve best results when n = 3.

4 Model

We use the MT-DNN [12] architecture for training our model. The network
consists of shared layers and task-specific layers. Through cross-task training, the
authors demonstrate how the shared layers of the network learn more generalized
representations and are better suited to adapt to new tasks and domains. Multi-
task learning using large amount of labelled data across tasks has a regularization
effect on the network and the model is able to better generalize to new domains
with relatively fewer labelled training examples than simple pre-trained BERT.
It is this property of MT-DNN that we leverage to improve performance on
WSD.

Fig. 2. Pre-training and Tuning methodology

The pre-training procedure for MT-DNN is similar to that of BERT which
used two supervised tasks - masked LM and next sentence prediction. Using
BERT Large model (24 layers, 1024 dim, 335 m trainable parameters) as our
base model, we then tune on all tasks in the GLUE benchmark [31]. While [5]
reported better performance using BERT base (12 layers, 768 dim, 110 m train-
able parameters), we found that the larger BERT model performed significantly
better in our experiments. We attribute this behaviour to our pre-training pro-
cedure which learns better, more generalized representations thus preventing a
larger, more expressive model from overfitting on the train dataset.

Four different task-specific output layers are constructed corresponding to
single sentence classification, pairwise text similarity, pairwise text classification,
and pairwise text ranking. These are illustrated in Fig. 2. Learning objectives
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differ for each task - single-sentence and pairwise classification tasks are opti-
mized using cross-entropy loss, pairwise text similarity is optimized on the mean
squared error between the target similarity value and semantic representations
of each of the sentences in the input pair, and pairwise text ranking follows the
pairwise learning-to-rank paradigm in minimizing the negative log likelihood of
a positive example given a list of candidates [2]. The pairwise text classification
output layer uses a stochastic answer network (SAN) [11] which maintains a
memory state and employs K-step reasoning to iteratively improve upon predic-
tions. We use the same pairwise classification head when tuning the network for
our WSD task. At inference time, we run context-gloss pairs for each sense of
the target lemma and the candidate synset with the highest score is considered
the predicted sense.

5 Implementation Details

Examples from each of the 9 datasets in GLUE are input to the network and
passed to the correct output layer given the task-type. 5 epochs of pre-training
are thus carried out using GLUE data. The best saved checkpoint is then selected
and, thereafter, context-gloss pairs as described above are input to the model for
tuning on WSD. Model weights of shared layers are carried over from multi-task
training on GLUE. Adamax [9] optimizer is used to tune the weights and a low
learning rate of 2e−5 is used to facilitate a slower, but smoother convergence. A
batch size of 256 is maintained and the architecture is tuned on 8x Tesla V100
GPU’s with 16 GB of VRAM each for a total of 128 GB GPU memory.

6 Results

We summarize the results of our experiments in Table 1. We compare our results
against the Most Frequent Sense Baseline as well as different approaches, Knowl-
edge Based - Lesk (ext+emb) [1] and Babelfly [18], Word-Expert Supervised
Systems - IMS [34] and IMS+emb[6], Neural Models - Bi-LSTM [8], Bi-LSTM +
att + lex +pos [24], CAN/HCAN [14], GAS [15], SemCar/SemCor+WNGC,
hypernyms [30] and GlossBERT [5]. We exclude results from ensemble systems
marked in Table 1 as these results were obtained using a geometric mean of pre-
dictions across 8 independent models. We achieve the best results for any single
model across all evaluation sets and POS types.

While [30] supplement their train corpus with the Wordnet Gloss Corpus
(WNGC) and also use 8 different models for their ensemble, our overall results
are at par with theirs on test datasets and slightly better on the dev set. The fact
that such results were achieved with fewer training examples (without the use of
WNGC) further enforces the generalization and domain adaptation capabilities
of our pre-training methodology.
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Table 1. Final Results. * Result excluded from consideration as it uses an ensemble

System SE07 SE2 SE3 SE13 SE15 Noun Verb Adj Adv All

MFS Baseline 54.5 65.6 66.0 63.8 67.1 67.7 49.8 73.1 80.5 65.5

Leskext+emb 56.7 63.0 63.7 66.2 64.6 70.0 51.1 51.7 80.6 64.2

Babelfly 51.6 67.0 63.5 66.4 70.3 68.9 50.7 73.2 79.8 66.4

IMS 61.3 70.9 69.3 65.3 69.5 70.5 55.8 75.6 82.9 68.9

IMS+emb 62.6 72.2 70.4 65.9 71.5 71.9 56.6 75.9 84.7 70.1

Bi-LSTM – 71.1 68.4 64.8 68.3 69.5 55.9 76.2 82.4 68.4

Bi-LSTM+att.+LEX+POS 64.8 72.0 69.1 66.9 71.5 71.5 57.5 75.0 83.8 69.9

GASext(Linear) – 72.4 70.1 67.1 72.1 71.9 58.1 76.4 84.7 70.4

GASext(Concatenation) – 72.2 70.5 67.2 72.6 72.2 57.7 76.6 85.0 70.6

CAN – 72.2 70.2 69.1 72.2 73.5 56.5 76.6 80.3 70.9

HCAN – 72.8 70.3 68.5 72.8 72.7 58.2 77.4 84.1 71.1

SemCor,hyp – – – – – - – – – 75.6

SemCor,hyp(ens)* 69.5 77.5 77.4 76.0 78.3 79.6 65.9 79.5 85.5 76.7

SemCor+WNGC,hyp – – – – – – – – – 77.1

SemCor+WNGC,hyp(ens)* 73.4 79.7 77.8 78.7 82.6 81.4 68.7 83.7 85.5 79.0

BERT(Token-CLS) 61.1 69.7 69.4 65.8 69.5 70.5 57.1 71.6 83.5 68.6

GlossBERT(Sent-CLS) 69.2 76.5 73.4 75.1 79.5 78.3 64.8 77.6 83.8 75.8

GlossBERT(Token-CLS) 71.9 77.0 75.4 74.6 79.3 78.3 66.5 78.6 84.4 76.3

GlossBERT(Sent-CLS-WS) 72.5 77.7 75.2 76.1 80.4 79.3 66.9 78.2 86.4 77.0

MTDNN+Gloss 73.9 79.5 76.6 79.7 80.9 81.8 67.7 79.8 86.5 79.0

7 Conclusion and Future Work

We use the pre-processing steps and weak-supervision over context-gloss pairs as
described in [5] and improve upon the results through simple and chained back-
translation as a means of data augmentation and multi-task training and transfer
learning from different data sources. Better and more generalized representations
achieved by leveraging the GLUE datasets allows us to train a larger model with
nearly thrice as many trainable parameters. Through these techniques we are
able improve upon existing SOTA on standard benchmark.

Additional data from WNGC or OMSTI [27] has shown to aid model per-
formance in various systems and could be incorporated in training. Recent work
such as [28] indicates that cost-sensitive training is often effective when training
BERT when there is a class imbalance. Given the nature of the problem, a triplet
loss function similar to [25] could be used to further improve performance. Online
hard or semi-hard sampling strategies could be experimented with to sample the
negative sysnets. Finally, RoBERTa [13] has shown improved performance on
many NLP tasks and could be used as a base model that is input to our multi-
task pre-training pipeline. All of these techniques could be used in conjunction
with our context-gloss pairwise formulation to improve performance further.
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Abstract. Information in many real-world applications is inherently
multi-modal, sequential and characterized by a variety of missing val-
ues. Existing imputation methods mainly focus on the recurrent dynam-
ics in one modality while ignoring the complementary property from
other modalities. In this paper, we propose a novel method called
cross-modal memory fusion network (CMFN) that explicitly learns both
modal-specific and cross-modal dynamics for imputing the missing values
in multi-modal sequential learning tasks. Experiments on two datasets
demonstrate that our method outperforms state-of-the-art methods and
show its potential to better impute missing values in complex multi-
modal datasets.

Keywords: Multi-modal information · Sequential learning · Missing
value imputation · Recurrent neural networks

1 Introduction and Related Work

1.1 Introduction

In many real-world scenarios, information and data are multi-modal (e.g. hetero-
geneous features collected from multi-typed sensors for air quality surveillance
[1,8,20]; and multi-modal perception for face-to-face communication [16,19]). In
these scenarios, features from different modalities are seamlessly used together
for classification/regression purposes. However, multi-modal sequential data is
often incomplete due to various reasons, such as broken sensors, failed data
transmission or low sampling rate. For example, Fig. 1a shows two time series of
air quality data at Atlanta Fire Station #8, where two-thirds of fine particulate
matter (PM2.5) data is missing while relative humidity data is complete. Rela-
tive humidity data, as shown in Fig. 1a, is promising for improving daily PM2.5

surveillance because of its high correlation and low missing rate. Many previous
studies [2,3,13,15] have been developing models that could impute missing values
in multivariate sequential data by either constructing local statistics or utiliz-
ing local and global recurrent dynamics. Although these methods have achieved
remarkable success in multivariate sequential data of one modality, they can not
c© Springer Nature Switzerland AG 2021
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be naturally adapted to multi-modal sequential data. Specifically, they are not
designed to incorporate the information from modalities with lower missing rates
for imputing the missing values of modalities with higher missing rates.

Fig. 1. Two time series from PM2.5 monitoring station at Atlanta Fire Station #8
(left) and an illustraion of CMFN (right).

Previous studies [9,16,17] in multi-modal sequential learning have been
proved successful in exploring intra-modality and inter-modality dynamics for
more robust and accurate prediction. The strategies for multi-modal sequential
learning can be classified into three categories. The first strategy is early fusion,
which simply concatenates multi-modal features at the input level [10,12]. This
fusion strategy could not efficiently model the intra-modality dynamics because
the complex inter-modality dynamics can dominate the learning process or result
in overfitting. The second strategy is late fusion, which trains unimodal classifiers
independently and performs decision voting [14,19]. This strategy could lead
to inefficient exploration of inter-modality dynamics by relying on the simple
weighted averaging of multiple classifiers. The last strategy is to design models
that could learn both the intra-modality and inter-modality end-to-end [9,16,17].
It has been shown that by exploring the consistency and complementary proper-
ties of different modalities, the third strategy is a more effective and promising
way of multi-modal sequential learning. However, there is few studies examining
the condition when there are missing values in one or more modalities and how
to leverage the intra-modality and inter-modality dynamics for missing value
imputation remains an under-explored problem.

To address the aforementioned problems, we propose a novel cross-modal
memory fusion network (CMFN) for multi-modal sequential learning with miss-
ing values. CMFN extends the memory fusion network [17], where recurrent
neural networks (RNNs) are leveraged for learning intra-modality dynamics and
attention-based modules are leveraged for learning inter-modality dynamics.
Since the original RNN is unable to handle incomplete input, we introduced
a novel variant of gated recurrent units (GRU) [5] called GRU-V to impute the
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missing values by leveraging modal-specific and cross-modal dynamics. The main
contributions of the paper are:

• We study a new problem of multi-modal sequential learning with missing
values by leveraging intra-modality and inter-modality dynamics.

• We propose a novel framework CMFN, with a GRU-V module to impute
missing values in multi-modal sequential learning.

• We conduct experiments on both real-world datasets and synthetic datasets
to validate the proposed approach.

1.2 Related Work

We now briefly review related work to place our contribution in context.

Multivariate Sequential Learning with Missing Values. A variety of
imputation methods such as statistical imputation (e.g., mean, median), EM-
based imputation [11], K-nearest neighborhood [6] and tensor factorization [4]
have been applied to estimate missing values. However, these approaches fail to
model the sequential pattern of data and are independent of the training pro-
cess, which often leads to sub-optimal results. To tackle this issue, recent studies
[2,3,13] propose end-to-end frameworks that jointly estimate missing values and
make the prediction. For example, Che et al. [3] introduced the GRU-D model
to impute missing values in a single modality using the linear combination of
statistical features, which is under strong assumptions that missing values could
be learned by assigning weights between the last observed value and statistical
mean value.

Multi-modal Sequential Learning. Previous studies dealing with multi-
modal sequential data have largely focused on three major types of models as
mentioned in Sect. 1.1. The third category of models [9,17,18] relies on collaps-
ing the time dimension from sequences by learning a temporal representation
for each of the different modalities. Memory fusion network (MFN) [17] is one of
these models, which uses a special attention mechanism called the Delta-memory
Attention Network (DMAN) and a Multi-view Gated Memory to identify the
cross-modal interactions. Experiments show that these models [16–18] achieve
remarkable success on a variety of tasks, including multi-modal sentiment anal-
ysis and emotion recognition; however, none of them can handle input with
missing values in one or more modalities.

2 Methodology

In this section, we first define the problem setting, and then we present the model
architecture in detail.
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2.1 Problem Formulation

The input is multi-modal sequential data with N ≥ 2 modalities. For those N
modalities, we order them from high missing rate to low missing rate as modality
1, modality 2, ..., modality N. For each modality k, the input data is denoted as
Xk =

[
xt

k : t ≤ T, xt
k ∈ Rdxk

]
, where dxk

is the input dimensionality of modality
k. We also input the masking matrix Mk = {m1,m2, . . . ,mt} ,mi ∈ {0, 1}dxk

to denote missing status (m = 0 means missing) and the time interval matrix
Dk = {δ1, δ2, . . . , δt} , δi ∈ Rdxk to denote the number of time steps since last
observation.

2.2 Model Architecture

The Cross-modal Memory Fusion Network (CMFN) is a recurrent model for
multi-modal sequential learning with missing values, which consists of two main
components: 1) A system of RNNs consisting of multiple RNNs for learning intra-
modality dynamics. 2) DMAN and Multi-view Gated Memory [17] for learning
inter-modality dynamics. As shown in Fig. 1b, RNNs such as GRU and long
short-term memory (LSTM) [7] are applied for modalities without missing val-
ues, GRU-V is applied for imputing the missing values with intra-modality and
inter-modality dynamics for modalities with missing values.

GRU-V is inspired by the structure of GRU-D proposed by Che et al. [3]. To
explain the procedure of missing value imputation, we assume that the input for
modality 1 is feature matrix X1, masking matrix M1 and time interval matrix
D1. As shown in Fig. 1b, at time step t, for the N − 1 modalities with lower
missing values, we concatenate their hidden outputs {ht

2, h
t
3, . . . , h

t
N−1} as ht

N...2

to represent cross-modal dynamics. For modality 1, we have the hidden output
ht−1
1 at last time step to represent modal-specific dynamics. We then concatenate

the cross-modal and modal-specific dynamics, denoted as c[h
t−1
1 ,ht

N...2], and pass
the concatenated tensor to a neural network Dv : Rdc �→ Rdx1 to infer the
variance of the missing values from its empirical mean X̃1 in modality 1 as:

V t
X1

= Dv

(
c[h

t−1
1 ,ht

N...2]]
)

(1)

V t
X1

are softmax activated scores, which is then used to infer the missing values
as:

X t
1 = X̃1 + 2K · (V t

X1
− 0.5) (2)

X t
1 are the inferred values, and we rescale V t

X1
from [0, 1] to [−K,K] using

rescale parameter K. Because all the input values are normalized, we set K = 3
to represent the variance of input values. Following GRU-D, we then use a weight
decay function ΓDt

1
to assign weights between the last observed value Xt′

1 and
the inferred value X t

1 and get final imputed value X̂t
1 as:

ΓDt
1

= exp
{

−max
(
Γ̃ ,WΓ Dt

1 + bΓ

)}
(3)
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X̂t
1 = ΓDt

1
Xt′

1 + (1 − ΓDt
1
) · X t

1 (4)

where WΓ and bΓ are model parameters that we train jointly with other parame-
ters of the GRU. Γ̃ is the default weight decay, which is set as a hyper-parameter
in range [0, 1].

3 Experiments

In this section, we describe experiments in four parts. First, we describe the
datasets. Second, we present the baseline models. Then we describe the exper-
imental setup. Last, we summarize experimental results comparing with state-
of-the-art baselines.

3.1 Datasets

Air Quality Dataset. Air Quality dataset is time series of daily measurement
of PM2.5 and meteorological data (i.e. relative humidity and temperature) in
Atlanta Fire Station #8 monitoring site from Jan 1, 2011 to Dec 31, 2018. This
dataset consists of two modalities and it facilitates a regression task of predicting
PM2.5 concentration based on data of the past 7 days.

CMU-MOSI Dataset. Multimodal Opinion Sentiment Intensity (CMU-MOSI)
dataset [19] is a collection of 93 opinion videos from online sharing websites
with three modalities: language, vision, and acoustic. Each video consists of
multiple opinion segments and each segment is annotated with sentiment in
the range [−3, 3]. This benchmark dataset facilitates three prediction tasks: 1)
Binary Sentiment classification 2) Seven-Class sentiment classification 3) Sen-
timent regression in range [−3, 3]. This dataset contains no missing values, so
we synthetically introduce missing values by randomly masking 50% percent of
the values in acoustic modality. We construct the synthetic datasets in two ways
to test our model under different conditions. Synthetic Dataset #1: For 5 fea-
tures in acoustic modality, We randomly mask values separately, which means
this modality is partly masked when selected. Synthetic Dataset #2: We mask
values for all 5 features randomly, which means this modality is masked totally
when selected.

3.2 Baseline Models

Here, we use the following models for baselines and ablation studies.

– EFLSTM: LSTM model using early fusion strategy. The missing values are
simply imputed by the last observed values and all modalities are concate-
nated into a single modality at the input level.

– MFN: State-of-the-art multi-modal learning model that learns the temporal
representation for each modality using an RNN. The missing values are simply
imputed by the last observed values.
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– GRU-D: Baseline for multivariate sequential learning with missing values. All
modalities are concatenated into a single modality using early fusion method
at the input level.

– MFN-GRUD: This model is proposed for the ablation study and the RNNs
in MFN are replaced with the GRU-D. Thus, it is a multi-modal learning
architecture that imputes the missing values based only on intra-modality
dynamics.

3.3 Experimental Setup

For the Air Quality dataset, we split the training (2011–2016), validation (2017)
and testing (2018) sets chronologically. For the CMU-MOSI dataset, there are
1284, 229, and 686 samples in the training, validation, and testing sets respec-
tively. We implement our models using Pytorch1. For all the experiments, the
batch size is set to be 32 and all the parameters are tuned by the validation
dataset.

3.4 Performance Comparison

Table 1. Comparison with state-of-the-art approaches for multi-modal sequential
learning with missing values.

Task Air Quality CMU-MOSI Dataset #1 CMU-MOSI Dataset #2

Metric MAE MSE BA F1 MA(7) MAE r BA F1 MA(7) MAE r

ELLSTM 3.19 15.5 0.726 0.725 0.325 1.051 0.584 0.739 0.735 0.343 1.021 0.623

MFN 3.17 15.35 0.739 0.735 0.322 1.012 0.618 0.749 0.745 0.327 1.008 0.616

GRUD 3.13 15.22 0.739 0.738 0.294 1.037 0.620 0.755 0.750 0.331 0.957 0.652

MFN-GRUD 3.07 14.8 0.736 0.729 0.321 0.996 0.621 0.755 0.753 0.354 0.987 0.626

CMFN 3.04 14.21 0.755 0.751 0.354 1.007 0.615 0.767 0.759 0.353 0.958 0.660

Table 1 summarizes the comparison between CMFN and proposed baselines for
all the multi-modal sequential learning tasks. For the regression tasks, we report
mean absolute error (MAE), mean squared error (MSE) and Pearson’s correla-
tion r. For binary classification, we report binary accuracy (BA) and binary F1
score. For multiclass classification, we report multiclass accuracy MA(k) where
k denotes the number of classes. The results show that CMFN outperforms all
the baseline methods in 8/12 tasks. For the CMU-MOSI dataset, when the fea-
tures in acoustic modality are either partly missing (Dataset #1) or completely
missing (Dataset #2), CMFN can robustly impute the missing values and out-
perform the compared methods. For the ablation study, the difference between
CMFN and MFN-GRUD is that the latter only uses intra-modality dynamics
for missing value imputation. The results show that CMFN outperforms MFN-
GRUD in 9/12 tasks, which suggests that cross-modal dynamics can improve
the missing value imputation performance.
1 https://pytorch.org.

https://pytorch.org
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4 Conclusion

In this paper, we investigate a novel problem of exploring intra-modality and
inter-modality dynamics for multi-modal sequential learning with missing val-
ues. We propose a new framework CMFN, which adopts modality-specific and
cross-modal information for imputing missing values. To validate the frame-
work, we instantiated a setup incorporating real-world data and synthetic data
on benchmark multi-modal learning data. Our result outperforms existing state-
of-the-arts models, with ablation studies to show architectural advantages.
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Abstract. Early prediction of popularity is crucial for recommendation
of planned events such as concerts, conferences, sports events, performing
arts, etc. Estimation of the volume of social media discussions related to
the event can be useful for this purpose. Most of the existing methods
for social media popularity prediction focus on estimating tweet popu-
larity i.e. predicting the number of retweets for a given tweet. There is
less focus on predicting event popularity using social media. We focus
on predicting the popularity of an event much before its start date. This
type of early prediction can be helpful in event recommendation systems,
assisting event organizers for better planning, dynamic ticket pricing,
etc. We propose a deep learning based model to predict the social media
popularity of an event. We also incorporate an extra feature indicating
how many days left to the event start date to improve the performance.
Experimental results show that our proposed deep learning based app-
roach outperforms the baseline methods.

Keywords: Popularity prediction · Event popularity · Twitter

1 Introduction

Identifying which information goes viral or popular in social media is an impor-
tant and challenging task. This information may be tweets, Facebook posts,
images, videos, news articles, etc. Identifying this type of information helps
in many applications (tweet outbreak prediction [9], news popularity [1], viral
videos [11], viral images [8], online petitions [10], advertising, marketing, etc.).
Most of the existing works in this line focus on the popularity of individual posts
or tweets. This may not be sufficient for estimating the popularity of events. By
the word event, we refer to planned events, which are real-world incidents that
happen at a particular place, time, and is of interest to several people. Exam-
ples of planned events are music concerts, conferences, movie launches, product
launches, etc.

In the context of predicting the popularity of planned events, it is useful to
predict the volume of the discussions centered around the event. Such discus-
sions would include new tweets generated as well as the retweets or sharing of
c© Springer Nature Switzerland AG 2021
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the posts. The sizes of such discussion cascades can be used as a proxy to the
popularity of the event. In this paper, we focus on predicting the number of
posts or tweets for a given planned event. As planned events are time bound,
it is important to predict this well before the occurrence of the event. Estimat-
ing this popularity very close to the event date or after the event is over will
not be helpful for recommendation purposes. To the best of our knowledge, this
is the first published work towards the formulation and development of meth-
ods towards early prediction of future popularity of planned events. Predicting
the popularity of an event helps in many ways. It plays important role in event
recommendation, assisting event organizers for better planning of the event, tak-
ing traffic management decisions, setting dynamic ticket pricing, arrangement of
additional services, etc.

2 Related Work

In this section, we describe the literature work related to popularity prediction.
A comparison of methods for viral information cascade prediction is described in
[6]. The authors compared the methods based on three categories: point process
based, feature based, and centrality based methods. They showed that feature
based methods outperform centrality and point process based methods. A neural
network approach to predict the popularity of social media content is proposed in
[3]. It makes use of tweet text, users, and time series information for prediction.

A feature based method for tweet cascade growth prediction is designed in
[4]. The authors have used content features, author features, retweeters features,
structural properties, and temporal features. A method to predict retweet cas-
cade and citation cascade is proposed in [2]. The authors make use of Hawkes
process and deep learning models for this problem. A deep stacking model for
predicting the image popularity in social media is proposed in [8]. This layer-
wise deep stack model stacks multiple regression models. A CNN based model
for predicting the popularity of online petitions is described in [10]. The UK and
US governments online petition datasets are used in their work.

A method to find cross-platform event popularity is proposed in [7]. The
authors proposed the model to predict the popularity of an event based on
the information of the event in another platform. An RNN based approach for
tweet outbreak prediction is proposed in [9]. The authors have used handcrafted
features like tweet information, user information are combined with deep learning
models LSTM and GRU for tweet outbreak prediction.

3 Problem Definition and Methodology

In this section, we provide the mathematical definition of our proposed formu-
lations and describe the proposed methodology. Let T be the start date of the
event. Also, let St denote the number of tweets relevant to the event generated
on day t. t = 0 can be set by the recommendation system. It can refer to the day
on which the relevant tweets for the event were collected for the first time, or
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Fig. 1. Block diagram of the proposed architecture for popularity prediction

the date on which a reasonable number of relevant tweets were gathered in/by
the system.

Cm:n denotes the total number of tweets related to the event generated
between day m and n (both inclusive) with m < n. In other words, Cm:n =∑n

i=m Si. Since we are concerned with early prediction of future popularity, we
assume each of m,n and t to be ≤ T . We now provide our proposed formulations
for the event popularity estimation problem.

Problem 1 (Running count prediction problem): Let T be the start date
of an event. Given the counts till St−k, predict the value of C0:t, where t ≤ T .

Problem 2 (Total count prediction problem): Given the tweet counts up to
St−k predict the value of C0:T .

For both the problems, we consider an additional setting in which cumulative
tweet counts (C0:t−k) are passed as the inputs. The value of k can be set to any
value depending on the exact domain, task and availability of data. In our work,
we consider the value of k to be 10. The Running count prediction can be useful
for setting dynamic ticket pricing, making advertisements or outreach related
activities, etc. Total count prediction can be used for recommendation, traffic
planning, decisions regarding additional services, etc.

In this paper, we propose an LSTM-based approach for predicting the event
popularity. Our proposed architecture consists of one LSTM layer, four hidden
dense layers, one dropout layer, and a final dense layer. We use temporal features
in LSTM to predict the popularity of an event. To improve the performance of
the system, we also use one extra feature i.e. number of days left to the event
start date. Let this feature be fdl. As we explain later in the evaluation section,
this extra feature improves the performance of the proposed method. The block
diagram of the proposed approach is shown in Fig. 1.

4 Experiments

There are not many datasets that can be used for the particular task considered
in this work. The only dataset which can be directly used for this task is the
CLEF dataset [5], and we have used it for our experiments. This dataset contains
70 million tweets which are collected over a 18 months long period. These tweets
are in different languages. This dataset is related to festivals. We have used 25
events which have good number of relevance labels around the event time.
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Table 1. k-days ahead Running count prediction, based on tweet counts only.

(a) With only temporal features

Method MAE RMSE MAPE
LR 223.046 291.562 43.916
RNN 216.831 286.958 44.882
LSTM 148.293 197.292 30.510

(b) With temporal features + extra
feature fdl

Method MAE RMSE MAPE
LR-F 150.948 197.315 69.966
RNN-F 141.985 182.669 62.97
LSTM-F 93.228 135.919 18.336

Table 2. k-days ahead Running count prediction, based on cumulative tweet count.

(a) With only temporal features

Method MAE RMSE MAPE
LR 223.046 291.562 43.916
RNN 240.492 327.761 40.836
LSTM 181.812 242.879 37.560

(b) With temporal features + extra
feature fdl

Method MAE RMSE MAPE
LR-F 150.948 197.315 69.966
RNN-F 120.027 158.001 35.770
LSTM-F 98.467 143.982 20.365

4.1 Results and Analysis

We have experimented on the following two input types: (a) Prediction based
on tweet count : In this input type, for an event the absolute tweet count for
each day is given as input to the model, and (b) Prediction based on tweet
cumulative count : In this input type, for an event the cumulative tweet count on
each day is given as input to the model. All reported results are based on 5-fold
cross validation. We use Linear Regression (LR) and Recurrent Neural Networks
(RNN) as the baseline methods. We refer to the proposed methods as LSTM
and LSTM-F. LSTM refers to the method with our proposed architecture in
Sect. 3. LSTM-F refers to the method that uses the same LSTM architecture
but uses an additional feature (number of days left to the event) as input.

Results for Running Count Prediction with input based on absolute tweet
counts and only temporal features are shown in Table 1a. The RNNs perform
better for MAE and RMSE evaluation metrics compared to linear regression
method. Our proposed LSTM based method outperforms both the LR and RNNs
for all the evaluation metrics. The results with temporal features and extra fea-
ture fdl are shown in Table 1b. After adding the extra feature all the three
methods improve the performance in MAE and RMSE. Both the baseline meth-
ods MAPE value is increased after adding the extra feature fdl i.e. performance
decreased. However our proposed method LSTM-F performance is improved for
MAPE metric also. The extra feature fdl and our proposed architecture plays
an important role for better performance in our proposed method LSTM-F.

The results of Running Count Prediction based on tweet cumulative counts
with only temporal features and with temporal features and extra feature fdl
are shown in Tables 2a and 2b respectively. The results of tweet absolute counts
are better than tweet cumulative counts for most of the methods. However for
Running Count Prediction RNN results with temporalfeatures and feature fdl
for tweet cumulative counts are better than results of tweet absolute count.
For tweet cumulative count also our proposed methods LSTM and LSTM-F
performance is better than both the baseline methods.
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Fig. 2. Day-wise error plots for k-days-ahead Running Count Prediction. Figures (a),
to (c) correspond to models with temporal features only. Figures (c), to (e) correspond
to models with the extra feature fdl. Tweet absolute counts were considered in input.

Fig. 3. Day-wise error plots for Total Count Prediction. Figures (a), (b), and (c) cor-
respond to models with temporal features only. Figures (c), (d), and (e) correspond to
models with the extra feature fdl. Tweet absolute counts were considered in input.
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Day-wise error analysis plots for Running Count Prediction with only tempo-
ral features and with temporal features and feature fdl are shown in Fig. 2. The
plot for Running Count Prediction MAE with only temporal features is shown
in Fig. 2a. Several observations can be made from the plots. It can be seen from
the plots that, barring very few cases, the curve for LSTM always lies below
the curves for other methods. It indicates that LSTM (and LSTM-F) are better
candidates for the prediction tasks than the competitor methods.

We also see sudden jumps in the MAE and RMSE values towards the later
parts of the curves. However, the MAPE values continue to come down. This
indicates that the number of posts related to the events increase as we app-
roach closer to the event date. Hence, even though the errors in terms of count
increases, the percentage error comes down. This is a typical scenario expected
for discussions related to planned events. The discussions pick up as the event
date approaches, as more and more people start talking about their anticipation
and expectations about the event. Additionally, the organizers also spend extra
effort in releasing teasers or promotions around this time. This trend is very
specific to planned events and makes it characteristically different from other
temporal sequence data. This is one reason why adding the number of days left
to the event as a model parameter helps in achieving better performances.

Day-wise error analysis plots for Total Count Prediction is shown in Fig. 3.
From the Figs. 3a, 3b, and 3c we can observe that day-wise errors are almost
similar or the proposed method performs better for MAE and RMSE evalua-
tion metrics. For MAPE evaluation metric LSTM performs better than LR and
RNN. The error plots for Total Count Prediction with temporal features and
extra feature fdl are shown in Fig. 3d, 3e, and 3f respectively. We notice that
the magnitudes of MAE and RMSE values are higher for total count prediction
as compared to the running count prediction problem. This is because the cumu-
lative counts have higher values than the individual day-wise counts. However,
MAPE is in similar range for both the problems, which is expected.

As mentioned earlier, to the best of our knowledge, this is the first work
on early prediction of future popularity of planned events using social media
data. There are multiple scopes for improvement in the proposed models and
architectures. We observe from the dataset that all the events are of similar
types, or they are homogeneous in nature. In reality, when we have heterogeneous
type of events (mix of concerts, performing arts, academic conferences, sports
events etc.), the nature of the event, the organizers, the performers or players
etc. have significant influence on the amount of discussion about the event. If
these additional signals can be incorporated in the model, then we expect the
predictions to be even better. Since the events in the considered dataset were
homogeneous, we did not include these factors in the model.

5 Conclusion

In this paper, we proposed an LSTM based approach to predict the popularity
of an event much before its start date. We showed that adding extra feature fdl
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improves the performance of the model. We experimented on the CLEF dataset.
Our proposed methods outperformed the baseline methods in terms of both
aggregate measures and day-wise performance analysis. In future, we plan to
use additional signals related to event metadata in the modeling exercise, and
also to explore other deep learning algorithms to further improve the predictions.
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Abstract. The effectiveness of Convolutional Neural Networks (CNNs)
in classifying image data has been thoroughly demonstrated. In order to
explain the classification to humans, methods for visualizing classification
evidence have been developed in recent years. These explanations reveal
that sometimes images are classified correctly, but for the wrong reasons,
i.e., based on incidental evidence. Of course, it is desirable that images
are classified correctly for the right reasons, i.e., based on the actual
evidence. To this end, we propose a new explanation quality metric to
measure object al igned explanation in image classification which we refer
to as the ObAlEx metric. Using object detection approaches, explanation
approaches, and ObAlEx, we quantify the focus of CNNs on the actual
evidence. Moreover, we show that additional training of the CNNs can
improve the focus of CNNs without decreasing their accuracy.

1 Introduction

Convolutional Neural Networks (CNNs) have been demonstrated to be very effec-
tive in image classification tasks, achieving high accuracy. However, methods to
explain classifications performed by CNNs have shown that sometimes image
data has been classified for incidental evidences, undermining the trust between
humans and machines [7]. Previous attempts to fix this problem have included a
human-in-the-loop approach [10], a pre-processing step for removing features of
the input that are deemed irrelevant for the classification task at hand (such as
images’ backgrounds) [5], or the introduction of a new loss function that incor-
porates an explanation approach during training [8]. Although the latter work
constrains the explanation of the model in the loss function penalizing the input
gradients, it uses explanations only based on input gradients which is not ideal
for all use cases, especially in image classification, where individual pixels are
difficult to interpret. Overall, we believe that there is a lack of a metric which
quantifies if an intuitive explanation can be gained.

In this paper, we propose an object al igned explanation quality metric, called
ObAlEx. ObAlEx quantifies to which degree the object mask of an image is con-
sistent with the obtained evidence of explanation methods and thus, imitates
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Fig. 1. The pipeline of our metric.

human behavior to classify images according to the objects contained. The pro-
posed metric is independent of the used explanation method (e.g., occlusion [13],
LIME [7], or Grad-cam [11]) and object detection method and can therefore be
applied together with arbitrary explanation methods and object detection meth-
ods. Our approach to identify the focus on the relevant input regions requires
neither human interaction nor pre-processing. Based on extensive experiments,
we demonstrate the effectiveness of the proposed metric while training CNNs,
ensuring both high accuracy and a focus on the relevant input regions.

Our main contributions are as follows:

1. We propose an object aligned explanation metric, ObAlEx, to quantify expla-
nations of image classification models intuitively. Our metric is applicable to
different explanation methods and neither requires human interaction nor
interference in the model’s architecture.

2. In extensive experiments,1 we show that our metric can be used for making
CNN models for image classification more intuitive while keeping the accu-
racy.

In the following section, we outline our metric. We then present our extensive
experiments. Finally, we close with some concluding remarks.

2 ObAlEx Metric

The metric ObAlEx is designed as a relative metric which depends on the expla-
nation method and the classifier used. Based on the change of the explanation
quality during training, it can be evaluated if a certain training strategy leads to
an improvement or deterioration of the model’s intuitive explanation. By expla-
nation quality, we define the degree of alignment between object to be classified
and explanation of the classification model.

The pipeline to calculate ObAlEx is outlined in Fig. 1. Given an input image
on which an object should be detected, we first apply an object detection method

1 We provide the source code online at https://github.com/annugyen/ObAlEx.

https://github.com/annugyen/ObAlEx
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(e.g., Mask R-CNN) to obtain the image regions of the object itself (i.e., object
mask). We define regions of the explanation that lie outside of the object mask as
indicative of a classification for the wrong reasons, and conversely, that regions of
the explanation that lie inside of the object mask as indicative of a classification
for the right reasons. The mask of objects on images can be obtained with a high
accuracy nowadays (see Sect. 3).

Simultaneously, an image classifier (e.g., pretrained VGG16) is applied to
obtain labels of recognized objects (e.g., “dog”). An explanation method (e.g.,
Grad-Cam) then outputs the image regions which are most influential given the
extracted features from the CNN and the input image.

Both the object mask and the explanation output is then used to compute
the metric ObAlEx and thus, to improve the explanation quality. Since exist-
ing explanation methods support different highlighting levels, our score is con-
structed in such a way that the score is the higher the more of the highlighted
explanation aligns with the object mask. In the following, we describe the com-
putation of the explanation quality formally.

Given a data set D with correctly classified images and an image d ∈ D with
pixels pdij , width wd, and height hd, let Ad denote the matrix whose values adij
equals the activation of the pixels of the object mask, where i ∈ {1, . . . , hd},
j ∈ {1, . . . , wd}, hd, wd ∈ N. We regard Ad as a fuzzy set, i.e. whose values have
degrees of membership depicted as adij . We define adij ∈ R with 0 ≤ adij ≤ 1. In
our experiments, we set adij = 1 if the pixel pdij of the input image belongs to
the object mask and adij = 0, otherwise. Similarly, let Bd be the matrix whose
values bdij equals the activation of the pixels of the explanation. We additionally
normalize the values bdij between zero and one, i.e. 0 ≤ bdij ≤ 1 where bdij = 1 if
the pixel pdij of the input image belongs to the highest activation and bdij = 0
otherwise. Our metric ObAlEx is, then, defined as follows:

ObAlEx(Ad, Bd) =

∑
i,j a

d
ijb

d
ij

∑
i,j b

d
ij

∈ [0, 1] (1)

To get the explanation quality of an image classifier, ObAlEx can be applied
on all images in a data set D. We then calculate the average of all values of
the explanation quality of each picture for an image collection. In doing so, we
weight all images equally. The explanation quality of the classifier is defined as

AvgObAlEx(D) =
1
n

n∑

d=1

ObAlEx(Ad, Bd) ∈ [0, 1], (2)

where n ∈ N is the number of images in data set D. AvgObAlEx only considers
the scores of images classified correctly by the model, otherwise the metric would
get skewed. Therefore, images which are classified wrong are excluded.
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3 Evaluation

3.1 Evaluation Setting

To evaluate ObAlEx, we apply pre-trained CNN models. We focus on three state-
of-the-art image classification models: VGG16 [12], ResNet50 [3], and MobileNet
[4]. The models are pre-trained on the ILSVRC2012 data set [9] which is also
known as ImageNet. We adapt each model’s upper output dense layers to the
specific data set (i.e., number of categories in the used image classification data
sets Dogs vs. Cats and Caltech 101, respectively). To show the universal appli-
cability of ObAlEx, we use different well-known explanation methods such as
occlusion [13], LIME [7], Grad-Cam [11], and Grad-Cam++ [1]. In our exper-
iments, the AvgObAlEx settled around a fixed value after 50 images. For that
reason and due to high computing power costs in case of LIME, we calculate the
AvgObAlEx for 50 images per epoch in the following experiments. Our experi-
ments are executed on a server with 12 GB of GPU RAM. We use TensorFlow
and the Keras deep learning library for implementation. We use the following
data sets in our evaluation:

Dogs vs. Cats data set2 contains 3,000 dog and cat images, 1,500 per class.
We use Mask R-CNN [2] to create the object masks. The quality of the object
masks is important for the validity of the proposed metric ObAlEx. Therefore,
we manually evaluated the computed object masks for 200 randomly chosen
images regarding the overlap of the whole object. The accuracy was 91%. Thus,
we argue that the pre-trained Mask R-CNN performs well for our purpose.

Given the data set size, we used 70% of the images for training and 30% for
testing. We first adjust the output layer of all CNN models to the two categories
(dog and cat) and train them for 10 epochs on the Dogs vs. Cats data set (where
all layers except output layer are frozen). After that, we freeze different combina-
tions of layers for further training. In the original papers of the above mentioned
models, the convolutional layers are divided into five blocks. For simplification
and comparability, we use this convention for our strategies. We also summarize
the last dense layers to one block. Thus, we always set whole blocks of layers
to either be trainable or non-trainable. We train every strategy for another 10
epochs. We investigate the following strategies: (a) train the last dense layers
which we denote as dense block, (b) train the last two convolutional blocks (i.e.
the fourth and fifth), (c) train the first three convolutional blocks, and (d) train
all layers, i.e. all convolutional and dense blocks.

Caltech 101 data set [6] has 101 object categories. We create a uniform dis-
tributed data set by drawing random sampling from the categories resulting in
a total of 6,060 images with 60 images per class. We use a test split of 0.25.
This data set is provided with hand-labeled object masks for all images. Thus,
we use those labeled object masks. We perform another experiment inspired
by [8,10]. To actively force the model to be more intuitive and thus, to provide a
2 https://www.kaggle.com/c/dogs-vs-cats, last accessed: 2020-10-28.

https://www.kaggle.com/c/dogs-vs-cats
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Fig. 2. VGG16 Results. Transfer learning strategies with VGG16 with explanation
methods Occlusion, LIME and Grad-Cam/Grad-Cam++.

more interpretable explanation, we followed a näıve approach by using artificial
images. We edit the images in a way that they contain the object to classify and
masked out the background with random pixels. This should force the model to
focus more on the object and increase the explanation quality.

3.2 Evaluation Results

Dogs vs. Cats. Figure 2 shows the results for VGG16 with training strategies (a)
and (b). We can see that the performance of the model measured with accuracy
did not change within 10 epochs (see Fig. 2 (a)/(b) left graph). However, we
observed a change in AvgObAlEx (see Fig. 2 (a)/(b) right graph). The explana-
tion quality after 10 epochs computed with any explanation method for strategy
(b) is significantly higher than the explanation quality for strategy (a). This
fits to the common knowledge that complex structures in the input images are
learned in the later convolutional blocks and are, therefore, more decisive for the
classification. Moreover, Fig. 2 (b) shows with increasing number of epochs a
decrease in the loss, while the AvgObAlEx increases simultaneously. This indi-
cates the effectiveness of the model for right predictions based on the right
reasons. The results of strategy (d) and (b) and the results of strategy (c) and
(a) are similar to each other respectively, which emphasizes the common knowl-
edge. Without using the proposed metric ObAlEx this improvement would not
be evident since the accuracy of all models stays the same during training.
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Fig. 3. Examples from (i) Dogs vs.
Cats and (ii) Caltech 101 with qual-
ity scores shown above.

In Fig. 3(i), we provide an example of the
explanation visualized with Grad-Cam with
strategy (b) on VGG16. We can see that the
explanation quality increases after training
and that the visualized explanation has a
stronger focus on the object. With only 10
epochs of additional training, we were able
to improve the model in a way that it uti-
lizes more important features such as the face
of the animal. Without ObAlEx, it would
be obvious to not train the model any fur-
ther due to the non-changing accuracy. We
observed similar results on the experiments
with ResNet50 and MobileNet, and also on
the Caltech 101 data set but omit them due
to page limitations (See footnote 1).

Fig. 4. Training on Caltech 101.

Caltech 101. Figure 4 shows the
results for 10 epochs of train-
ing VGG16 on Caltech 101 with
the original and masked images
as input. As we can observe
in the left graph, training with
the original images results in a
higher accuracy than training
with the masked images. How-
ever, the AvgObAlEx (com-

puted with Grad-Cam as explainer, see graph on the right) of the model trained
with masked input images is significantly higher than the AvgObAlEx of the
model trained with the original input images. This indicates that more back-
ground information was used in the classification. Thus, evaluating image clas-
sifiers beyond accuracy can be valuable to real-world cases where specific back-
ground information is unavailable.

Figure 3 (ii) shows an example image with Grad-Cam on VGG16. Despite
high accuracy, we can see that the explanation for the image with masked out
background (image at the bottom) is more intuitive and more focused on the
actual object than the original input image.

4 Conclusion

In this paper, we focused on evaluating CNN image classifiers with different
explanation approaches. We introduced a novel explanation quality score metric
to support the training process besides accuracy and loss function. We have
shown in our experiments that our metric ObAlEx can be used to indicate cases
where a model makes its predictions based on wrong reasons. Overall, ObAlEx
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facilitates more generalized models which can increase the user’s trust in the
model by object aligned explanations.
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Abstract. We study Label Smoothing (LS), a widely used regulariza-
tion technique, in the context of neural learning to rank (L2R) mod-
els. LS combines the ground-truth labels with a uniform distribution,
encouraging the model to be less confident in its predictions. We analyze
the relationship between the non-relevant documents—specifically how
they are sampled—and the effectiveness of LS, discussing how LS can
be capturing “hidden similarity knowledge” between the relevant and
non-relevant document classes. We further analyze LS by testing if a
curriculum-learning approach, i.e., starting with LS and after a number
of iterations using only ground-truth labels, is beneficial. Inspired by
our investigation of LS in the context of neural L2R models, we propose
a novel technique called Weakly Supervised Label Smoothing (WSLS)
that takes advantage of the retrieval scores of the negative sampled doc-
uments as a weak supervision signal in the process of modifying the
ground-truth labels. WSLS is simple to implement, requiring no modi-
fication to the neural ranker architecture. Our experiments across three
retrieval tasks—passage retrieval, similar question retrieval and conver-
sation response ranking—show that WSLS for pointwise BERT-based
rankers leads to consistent effectiveness gains. The source code is avail-
able at https://github.com/Guzpenha/transformer rankers/tree/wsls.

1 Introduction

Neural Learning to Rank (L2R) models are traditionally trained using large
amounts of strongly labeled data, i.e., human generated relevance judgements.
For example, in ad hoc retrieval each instance is comprised of a query, a document
and a relevance judgment. All the other documents in the collection that were
not labeled as (non-)relevant for the query, while not specified explicitly, can
be viewed as non-relevant for the query. Since utilizing an entire corpus for
training a L2R model is practically infeasible, the typical procedure is to rely
on the top-k ranked documents for a query obtained from an efficient (but less
effective) retrieval model such as BM25. While research has shown that the
negative sampler (NS), i.e. the technique to select documents to use as negative
samples for a query, matters a great deal in the effectiveness of the learned
ranker [1,2,10,14,22] there has been no work on how to make use of the scores
of the NS, which are currently ignored in the training of L2R models—only the
content of the documents are employed.
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In this work we first aim to understand, in the realm of neural L2R1, a widely
used and successful [21,26,27] regularization technique called Label Smooth-
ing [20] (LS), that penalizes the divergence between the predictions and a uni-
form distribution. We begin by looking into how the choice of NS impacts LS,
since in the binary relevance prediction problem LS penalizes the model less than
normal training when predicting a negative document as relevant and vice versa.
We also analyze whether it is beneficial to use a curriculum-learning inspired pro-
cedure for the hyper-parameter that controls the LS strength as shown by recent
work on understanding LS in other domains [4,23]. This initial exploration to
understand LS leads to the following research question: RQ1 Is label smoothing
an effective regularizer for neural L2R (and if so, under what conditions)? Our
experimental results on three different retrieval tasks reveal that LS is indeed
an effective regularization technique for neural L2R, specifically when (a) there
is similarity between the relevant and the non-relevant sampled documents, i.e.
when we use BM25 as the NS technique, and (b) a curriculum-like approach is
used to control the strength of the smoothing.

Inspired by our findings, we propose the Weakly Supervised Label Smooth-
ing (WSLS) technique which exploits the NS retrieval scores, as opposed to LS
where all labels are smoothed equally, for training neural L2R models. Instead
of interpolating the ground-truth label distribution with a uniform distribution
(as done in LS), we interpolate it with the NS score distribution. WSLS has two
benefits compared to using the ground-truth labels: (a) it regularizes the neu-
ral ranker by penalizing overconfident predictions and (b) it provides additional
supervision signal through weak supervision [3] for the negative sampled docu-
ments. WSLS is simple to implement, and requires no modification to the neural
ranker architecture, but only to the labels using weak supervision scores that
are readily available. Our experiments to answer our second research question
(RQ2 Is WSLS more effective than LS for training neural L2R models? ) reveal
that WSLS is a better way of smoothing the labels by providing additional weak
supervision obtained from the negative sampling procedure. We reach relative
gains of 0.5% in effectiveness across tasks.

2 Background: Label Smoothing (LS)

Given an input instance x (a query and document combination), two classes
(k = 0 means not relevant and k = 1 relevant, and thus here K = 2), a ground
truth distribution q(k | x) and predictions from the neural L2R model p(k |
x) = exp(zk)∑K

i=1 exp(zi)
, where zi are the logits, we can use the cross entropy loss

for training: � = −∑K
k log(p(k))q(k), where q(k) = δk,y, and δk,y is Dirac delta

(equals 1 for z = y and 0 otherwise). Maximizing the log-likelihood of the correct
label is approached if the logit corresponding to the ground-truth label is much
greater than all other logits: zy " zk for all k �= y. This encourages the model

1 Binary relevance prediction is quite different from other domains such as image clas-
sification and language modelling which employ up to thousands of distinct classes.
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to be overconfident in its predictions, which might not generalize well. Label
smoothing [20] is a regularization mechanism to encourage the model to be less
confident. Given a distribution u(k), independent of the training example x, and
a smoothing parameter ε, for a training example with ground-truth label y, we
replace the label distribution q(k | x) = δk,y with q′(k | x) = (1 − ε)δk,y + εu(k).
In LS the uniform distribution is employed, i.e. u(k) = 1/K.

While LS is a widely used technique to regularize models, the reasons under-
lying its successes [21,26,27] and failures [12,19] remain unclear. Müller et al.
[17] showed that while LS impairs teacher models to do knowledge distillation [8]
it improves the models’ calibration, i.e. how representative the predictions are
with respect to the true likelihood of correctness [7].

Curriculum Learning for Label Smoothing (T-LS). Xu et al. [23] argued
that given the empirical evidence of LS ineffectiveness in certain cases, it is
natural to combine LS with the ground-truth labels during training in a two-stage
training procedure and thus proposed T-LS: start training with LS, i.e. ε > 0,
and after X training instances use normal training, i.e. ε = 0 (the unmodified
ground-truth labels are used). Similarly, Dogan et al. [4] proposed to move from
a distribution of labels smoothed by the similarity between label classes towards
the ground-truth labels with a curriculum leaning procedure. In this paper we
resort to T-LS2 [23] to test whether a curriculum learning inspired approach for
ε is required or not in the training of neural L2R models.

3 Weakly Supervised Label Smoothing (WSLS)

We propose to replace the uniform distribution u(k) that is independent of the
example x, with a weakly supervised function w(k | x), which is readily available
for documents with label 0 as part of the negative sampling procedure of L2R,
at no additional cost: the negative sampler (NS) score. Specifically, q′(k | x) =
(1−ε)δk,y+εNS(k | x), where NS(k | x) is the negative sampling procedure score
for instance x and label class k. If we use BM25 to retrieve negative samples3,
then for k = 0 we have q′(k | x) = (1 − ε)δk,y + εBM25(x) and when k = 1 we
fall back to LS since we have strong labeled data: q′(k | x) = (1 − ε)δk,y + ε 1

K .
In the same way we can induce a curriculum learning procedure for LS resulting
in T-LS (see Sect. 2), we can do it for WSLS, for which we refer to as T-WSLS.

4 Experimental Setup

Tasks and Datasets: In order to evaluate our research questions, we resort
to the three following retrieval tasks: passage retrieval using the 2020 Deep
Learning track of TREC (TREC-DL) dataset (we split the dev set into dev and
test), similar question retrieval with the Quora Question Pairs [9] (QQP) dataset
and conversation response ranking with the MANtIS [18] dataset. We use them

2 Initial experiments where we decreased ε linearly [4] were as effective as T-LS [23].
3 Since the BM25 scores are not between 0 and 1 we apply min-max scaling.
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due to the large amount of labeled examples (required for training neural ranking
models) and diversity of tasks.

Implementation Details and Evaluation: We use BERT-based ranking as
a strong neural L2R baseline. We follow previous research [15] and fine-tune
BERT using the [CLS] token to predict binary relevance—the query and the
document are concatenated using the [SEP] token and used as input—using the
cross-entropy loss and Adam optimizer [11] with lr = 5−6 and ε = 1−8. We train
with a batch size of 32 and fine-tune the models for 50000 training instances.
We train and test each model 5 times using different random seeds with 10 total
candidate documents by query. We resort to a standard evaluation metric in
conversation response ranking [6,24]: recall at position K with n candidates:
Rn@K. Since all tasks here are concerned with re-ranking Rn@K is a sampled
metric [13] suitable to compare models on how high the relevant documents are
ranked when having only n candidates. We resort to a robust and widely used
NS to obtain such candidates: BM25. We refer to using the query as input to
BM25 and select the top n − 1 ranked documents as NSBM25. We also use
random sampling (NSrandom)—which samples candidate documents from the
whole collection with the same probability and thus returns documents that are
quite different from the relevant one—to better understand LS.

Table 1. Average R10@1 and the standard deviation results of 5 runs with different
random seeds for BERT with label smoothing (w. LS) and BERT with two-stage label
smoothing (w. T-LS) for different negative samplers during training (NSBM25 and
NSrandom) and ε = 0.2 for the development set. Bold indicate the highest values for
each dataset and Ĳ/İ superscripts indicate significant gains and losses respectively over
the baseline (BERT) using paired Student’s t-test with confidence level of 0.95.

NSBM25 NSrandom

TREC-DL QQP MANtIS TREC-DL QQP MANtIS

BERT 0.568±.00 0.581±.03 0.612±.01 0.385±.01 0.444±.01 0.350±.01

w. LS 0.564±.01İ 0.593±.01Ĳ 0.612±.01 0.304±.05İ 0.440±.03İ 0.348±.01İ

w. T-LS 0.570±.01Ĳ 0.598±.01Ĳ 0.612±.01 0.382±.02İ 0.444±.01 0.345±.01İ

5 Results

Effectiveness of Label Smoothing for Neural Ranking (RQ1). Table 1
displays the dev. set results4 for the LS and T-LS techniques when changing
the NS. The results reveal that when training BERT with NSrandom to sam-
ple negative documents, it is not effective to use any type of label smoothing.
In fact there is a consistent and statistically significant decrease in the effective-
ness compared to BERT. In contrast, when we sample documents to train with

4 Since we do not do any hyper-parameter tuning for RQ1, we resort to the dev. set
to avoid overusing the test set.
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NSBM25 we observe that there are significant gains to train BERT with T-LS,
with the exception of MANtIS where there is no statistical difference. When we
compare LS with T-LS, we see that it is indeed beneficial to use a curriculum-
learning approach for label smoothing (T-LS), which indicates that being more
permissive of the mistakes in the first half of training is effective—this is in line
with results obtained in other domains [4,23]. This answers our first RQ
positively: label smoothing is an effective regularization technique to
train neural L2R models, with gains of 1% of R10@1 compared to stan-
dard training (BERT) on average across three different retrieval tasks
when (a) using NSBM25 and (b) a curriculum learning approach for
LS.

We hypothesize that label smoothing is effective for training neural L2R mod-
els if the negative documents are similar to the relevant documents for the query.
Our results when changing from NSBM25 to NSrandom support this hypothesis.
Intuitively, if the negative document is random and thus very dissimilar to the
query, using a label smoothing regularizer will penalize the model less for this
mistake, which might hinder learning. When using label smoothing with a neg-
ative document that was sampled using BM25, we are penalizing the model less
for choosing a document that is similar to the query in terms of exact matching
words. In this way we are teaching the model the similarity between the classes
relevant and non-relevant by means of documents that are closer to the classifi-
cation frontier. A similar reasoning can be found in recent work which discusses
that the similarity between classes on the wrong responses, i.e. “hidden similar-
ity knowledge” [8], is helpful for learning better neural networks [4,5,25]. Our
findings also align with [16]: training with topically similar (but non-relevant)
documents—as opposed to random documents—allows the model to better dis-
criminate between documents provided by an earlier retrieval stage.

Fig. 1. Stacked and smoothed
weak supervision distributions
used for WSLS from the min-max
normalized scores of NSBM25.
The dashed vertical line indicates
the distribution used by LS
(uniform with K = 2).

Table 2. Average R10@1 and the standard devia-
tion results of 5 runs with different random seeds
for the test set. Ĳ/İ and Ÿ/Ź superscripts indi-
cate significant gains and losses over the base-
lines (BERT) and (BERT w. T-LS) respectively using
paired Student’s t-test with confidence level of 0.95
and Bonferroni correction.

TREC-DL QQP MANtIS

BERT 0.599±.00 0.595±.01 0.609±.01

w. T-LS 0.601±.00Ĳ 0.596±.01 0.607±.01

w. T-WSLS 0.604±.00ĲŸ 0.598±.01ĲŸ 0.609±.01Ÿ
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Effectiveness of Weakly Supervised Label Smoothing (RQ2). Before
we dive into the effectiveness of T-WSLS5, we investigate the distribution of
the normalized weak supervision scores from NSBM25 in Fig. 1. There is a high
density for low scores indicating that only a few of the sampled documents receive
scores close to the maximum of the list (0.99 score after min-max scaling) and
most of them are closer to the minimum (0.00). This is very different from the
uniform distribution used by T-LS (dashed vertical line), which does not change
according to the sample, and with two classes (K = 2) is equal to 0.5, whereas
the mean of the weak supervision distribution is 0.33. This suggests that the
optimal ε for T-WSLS is different from T-LS.

Based on this observation, we test different values of ε on the dev. set in
order to tune this hyper-parameter and use it on the test set. Figure 2 displays
the effect of ε on the effectiveness of the proposed approach. The highest R10@1
values are observed for T-WSLS: 0.574 (+1% over the baseline w/o T-WSLS)
for TREC-DL when ε = 0.4, 0.600 (+3.2%) for QQP when ε = 0.2 and 0.6151
(+0.5%) for MANtIS when ε = 0.4. When we apply the best models (for both
T-LS and T-WSLS) found using the dev. set on the test set, we see in Table 2
that BERT w. T-WSLS outperforms both BERT and BERT w. LS with statistical
significance (with the exception of MANtIS where there is no difference). This
answers RQ2 indicating that WSLS is indeed more effective than LS
with statistically significant gains on all tasks against T-LS and with
an average of 0.5% improvement over BERT.

Fig. 2. T-LS and T-WSLS sensitivity to the hyperparameter ε for the dev. set. Error
bars indicate the 95% confidence intervals for R10@1 over 5 runs with different random
seeds. Dashed horizontal lines indicate the baseline w/o label smoothing (ε = 0).

6 Conclusion

We studied LS in the context of neural L2R models. Our findings indicate that
LS is effective when there is similarity between relevant and non-relevant docu-
ments and that using curriculum learning for the strength of the regularization is
effective. We proposed a technique that combines the weak supervision scores of
negative sampled documents with label smoothing (WSLS) which outperforms

5 Based on RQ1 results we use the two-stage approaches here (T-LS and T-WSLS).
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LS on different retrieval tasks. In future work we will explore WSLS in a wider
range of retrieval models and tasks.
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Abstract. LEarning TO Rank (LETOR) is a research area in the field of
Information Retrieval (IR) where machine learning models are employed
to rank a set of items. In the past few years, neural LETOR approaches
have become a competitive alternative to traditional ones like Lamb-
daMART. However, neural architectures performance grew proportion-
ally to their complexity and size. This can be an obstacle for their adop-
tion in large-scale search systems where a model size impacts latency and
update time. For this reason, we propose an architecture-agnostic app-
roach based on a neural LETOR model to reduce the size of its input by
up to 60% without affecting the system performance. This approach also
allows to reduce a LETOR model complexity and, therefore, its training
and inference time up to 50%.

Keywords: Learning to rank · Feature selection · Deep learning

1 Introduction

LEarning TO Rank (LETOR) is a research area in the field of Information
Retrieval (IR) where machine learning techniques are applied to the task of
ranking a set of items [10]. The input to a LETOR system is a set of real-valued
vectors representing the items to be ranked – in decreasing order of relevance –
in return to a certain user query. The output of such systems is usually a set of
relevance scores – one for each item in input – which estimate the relevance of
each item and are used to rank them. In the recent years, the attention on neural
approaches for this task has grown proportionally to their performance. Starting
from [2], where the authors propose to employ a recurrent neural layer to model
documents list-wise interactions, to [12], where the now popular self-attention
transformer architecture is used. Also, the performance of neural models [12,
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20] recently became competitive with approaches such as LambdaMART [4]
which is often one of the first choices for LETOR tasks. However, neural models
performance grew at the expense of their complexity and this hampers their
application in large-scale search systems. Indeed, in such context, model latency
and update time are as important as model performance. Reducing the input size
can help decreasing model architectural complexity, number of parameters, and
consequently training and inference time. Also, previous works [5,6,8] showed
that the document representations used for LETOR can sometimes be redundant
and often reduced [6] without impacting the ranking performance.

Existing feature selection approaches can be organized into three main
groups: filter, embedded, and wrapper methods [6]1. Filter methods, such as the
Greedy Search Algorithm (GAS) [5], compute one score for each feature – inde-
pendently from the LETOR model that is going to be used afterwards – and
select the top ones according to it. In GAS the authors minimize feature similar-
ity (Kendall Tau) and maximize feature importance. They rank the input items
using only one of the features at a time and consider as importance score the
MAP or nDCG@k value. Embedded approaches, such as the one presented in
[15], incorporate the feature selection process in the model. In [15], the authors
propose to apply different types of regularizations – such as L1 norm regular-
ization – on the weights of a neural LETOR model to reduce redundancy in
the hidden representations of the model and improve its performance. Finally,
wrapper methods such as the ones presented in [6] and the proposed approach,
rely on a LETOR model to estimate feature importance and then perform a
selection.

We reimplemented the two best-performing approaches proposed in [6] and
consider them as our baselines: eXtended naive Greedy search Algorithm for fea-
ture Selection (XGAS) – which relies on LambdaMART to estimate feature rel-
evance – and Hierarchical agglomerative Clustering Algorithm for feature Selec-
tion (HCAS) employing single likage [7] – which relies on Spearman’s correlation
coefficient between feature pairs as a proxy for feature importance. To the best of
our knowledge, our approach is the first feature selection technique for LETOR
specifically targeted to neural models. The main contributions of this paper are
the following:

– we propose an architecture-agnostic Neural Feature Selection (NFS) approach
which uses a neural LETOR model to estimate feature importance;

– we evaluate the quality of our approach on two public LETOR collections;
– we confirm the robustness of the extracted feature set evaluating the perfor-

mance of the proposed neural reranker and of a LambdaMART model using
subsets of features of different sizes computed with the proposed approach.

Our experimental results show that the document representations used for
LETOR can sometimes be redundant and reduced to up to 40% [6] of the total
without impacting the ranking performance.
1 We purposely omit a comparison with other dimensionality reduction approaches

such as PCA since these methods often compute a combination of the features to
reduce the representation size which is beyond the scope of this paper.
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2 Proposed Approach

The proposed Neural Feature Selection (NFS) approach is organized in the fol-
lowing three steps. We first train a neural model for the LETOR task, i.e. to
compute a relevance score for each item in the input set to be used to rank it.
Second, we use the trained model to extract the most significant features groups
considered by the model to rank each item. Finally, we perform feature selection
using the previously computed feature information.

Neural Model Training. The NFS model architecture is composed of n self-
attention layers [19], followed by two fully-connected layers. We train this model
using the ApproxNDCG loss [3]. Before feeding the document vectors to the
self-attention layer we apply the same feature transformation strategy described
in [20]. In [20], the authors apply three different feature transformations to each
feature in the input data and then combine them through a weighted sum.
The weights for each transformation are learned by the model so that the best
feature transformation strategy for each feature could be used each time. The
model architecture is depicted in Fig. 1. Also, we apply batch normalization to
the input of each feed-forward layer and dropout on the output of each hidden
layer. Note that, since our approach for feature selection is architecture-agnostic,
we can easily make changes to this neural architecture without impacting the
following steps for feature selection.

Self-Attention 
Layer

FTLi1

Input Items

i2

in

Feature 
Transformation 

Layer

FTL

FTL

FF

FF

Feed-Forward 
Hidden Layer

FF

FF
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s1

s2
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Fig. 1. Architecture of the neural architecture employed in our evaluation.

Feature Groups Mining. At this step, we use the model trained in the pre-
vious step to select the most important features used to rank each item in our
training data. To do so, we compute the saliency map – a popular approach in
the computer vision field to understand model predictions [1,16,17] – i.e. the
gradient w.r.t. the each input item feature, corresponding to each item in the
training dataset. We then apply min-max normalization on each saliency map
Mi to map the values in each vector to the same range [0, 1]. Afterwards, we
select from each saliency map the groups of features g which have a saliency
score higher than a threshold t. The set of feature groups G extracted at this
step are the most significant features sets that our neural model learned to rely
on to compute the relevance score of each item. These features however might
not be the same for any possible input instance and – as also pointed out in [1]
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– saliency maps can often be noisy and not always represent the behavior of a
neural model. For this reason, we propose to apply a further selection step to
prune less reliable feature groups similarly to what proposed in [18] where the
authors compute the statistical significance of groups of items by comparing their
frequency of occurrence in real data to the one in randomly generated datasets.
We compute K random sets of saliency maps, each of the same cardinality of the
experimental dataset employed. For example, if a dataset contains N queries,
each with R documents to be ranked, then we will generate K random datasets,
each containing N × R saliency maps. Then, we apply the same feature groups
extraction process on the random saliency maps and compute K different sets
of feature groups. The saliency maps are computed sampling values from a uni-
form distribution with support [0, 1]. According to this modeling strategy, each
feature can be considered as salient in the current random saliency map with
probability 1− t; where t is the threshold we used in the previous step to select
salient features. Once we computed these K sets of random feature groups Ĝk

we use their frequency to prune the original ones. In particular, we consider the
frequency fgi of group gi ∈ G and compare it to its frequency in each of the K
random datasets fgi,k – the frequency fgi,k might also be 0 if the feature group gi
does not appear in the random dataset k. If fgi ≤ fgi,k in more than 2%2 of the
randomly generated feature groups Ĝk, we discard feature group gi, considering
it as noise.

Feature Selection. In this final step, we rely on the feature groups extracted
in the previous step and their frequency in the saliency maps to compute a
feature similarity matrix. We then use this similarity matrix to perform feature
selection. Each feature pair similarity value is computed counting the times the
two features appear in the same feature group and normalizing that score by
the total number of groups where that feature appears. Finally, we rely on this
similarity matrix to perform hierarchical clustering as done in [6]. We consider
the number of clusters as the stopping criterion for the single linkage hierarchical
clustering algorithm. The final set of features to keep is computed selecting the
most frequently occurring feature in the previously computed feature groups,
from each feature cluster.

3 Experimental Setup

We evaluate our approach on the first fold of the MSLR-WEB30K [13] and on
the whole OHSUMED [14] dataset where the items to rank are represented by
136 and 45 features, respectively3. We use the LambdaMART implementation
available in the LightGBM4 library [9] and train and test the proposed neural

2 This value was set empirically to yield a reasonable number of feature groups for the
following feature extraction step.

3 https://www.microsoft.com/en-us/research/project/letor-learning-rank-
information-retrieval.

4 https://github.com/microsoft/LightGBM.

https://www.microsoft.com/en-us/research/project/letor-learning-rank-information-retrieval
https://www.microsoft.com/en-us/research/project/letor-learning-rank-information-retrieval
https://github.com/microsoft/LightGBM
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model considering only the top 128 results returned by LambdaMART. We tuned
the LightGBM model parameters on the validation sets of both datasets, opti-
mizing the ndcg@3 metric5. The proposed neural reranking model is trained for
500 epochs – 100 epochs on the OHSUMED dataset – with batch size 128, using
Adam optimizer and a learning rate 0.0005. We consider a feature embedding
size of 128 in the feature transformation layer on the MSLR-WEB30K dataset
– while we removed it for the experiments on the OHSUMED collection due
to its much smaller size and number of features which limited the benefits of
it – 4 self-attention heads on the MSLR-WEB30K and 1 on the OHSUMED
dataset and a hidden size of 128 for the hidden feed-forward layer. Since each
attention head has an output size equal to the total number of features divided
by the number of attention heads, to compute the results reported in Table 1,
we reduce the number of attention heads to 1 when using 5% and 10% of all
the available features (6 and 13 features respectively), we use 4 attention heads
when considering 30% (27 features), and 3 when using 40% (54 features). The
batch normalization momentum we use is 0.4 and the dropout probability is
p = 0.5. In the feature groups mining step, we generate 5000 random datasets
and the threshold t to extract the feature groups is empirically set to 0.95. For
the evaluation of the approach we consider the nDCG@3 measure, similar results
are obtained with nDCG at different cutoffs.

4 Experimental Results

In Table 1, we report the results of our experiments on the MSLR-WEB30K
dataset. We trained both a LambdaMART model and the proposed neural
reranking one on different subsets of features of increasing size. From these exper-
iments, we observe that the proposed Neural Feature Selection (NFS) approach
always outperforms all the other baselines when the selected features are used to
train a LambdaMART model, and in most of the cases when used with the pro-
posed neural model. The evaluation results on the OHSUMED dataset reported
in Table 2 are computed as the previous case. Here, we consider 60%, 70%, 80%,
and 90% of the total features in the collection since the total number of feature is
much smaller than in the previous dataset. In our evaluation, NFS outperforms
HCAS in the majority of the cases, even though the latter approach is slightly
more competitive than before.

The main advantage of using a subset of features to represent the inputs to
a neural model is that we can reduce the model complexity. We observe this
effect mainly when our data is represented by a large number of features as in
the MSLR-WEB30K collection. For example, when using 40% of the features
of the dataset, the number of attention heads in our model was reduced from 4
to 3 and, since we were considering only 54 out of 136 features, the number of
parameters of the self-attention heads – the first layer of our model – was also

5 We set the learning rate to 0.05, the number of leaves to 200 and the number of trees
to 1000 (500) on the MSLR-WEB30K (OHSUMED) collection.
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Table 1. Evaluation of the proposed Neural Feature Selection (NFS) approach on the
MSLR-WEB30K dataset. We report the ndcg@3 values obtained by LambdaMART
and the proposed Neural Reranking model employing different subsets of features.

LambdaMART Neural reranker

Features Perc. XGAS HCAS (single) NFS XGAS HCAS (single) NFS
5% 0.3580 0.3589 0.3753 0.3768 0.3595 0.3749
10% 0.3701 0.4044 0.4195 0.3826 0.3923 0.4117
20% 0.3781 0.4672 0.4672 0.3831 0.4444 0.4434
30% 0.4169 0.4655 0.4713 0.4085 0.4478 0.4236
40% 0.4387 0.4709 0.4730 0.3943 0.4516 0.4559
100% 0.4731 0.4731 0.4731 0.4526 0.4526 0.4526

reduced. As a consequence, training time was halved and inference time also
decreased.

Table 2. Evaluation of the proposed Neural Feature Selection (NFS) approach on the
OHSUMED dataset. We report the ndcg@3 values obtained by LambdaMART and the
proposed Neural Reranking model employing different subsets of features.

LambdaMART Neural reranker

Features Perc. XGAS HCAS (single) NFS XGAS HCAS (single) NFS
60% 0.3669 0.3781 0.3950 0.4210 0.4275 0.4242
70% 0.3669 0.3781 0.3860 0.4243 0.4431 0.4437
80% 0.3669 0.3993 0.4007 0.4374 0.4369 0.4205
90% 0.3669 0.4050 0.3959 0.3669 0.4050 0.4221
100% 0.3968 0.3968 0.3968 0.4973 0.4973 0.4973

It is also interesting to observe the differences between the features selected
by the proposed NFS approach and other baselines. We focus on the top 3 fea-
tures selected from the OHSUMED collection by each of the considered feature
selection algorithms over the 5 different dataset folds and refer the reader to [14]
for a more detailed description of each feature. NFS most frequently selected
features computed with popular retrieval models such as BM25 or QLM [11]
(features 4, 12 and 28) based on the document abstract or title. On the other
hand, HCAS selected simpler features derived from raw frequency counts of the
query terms in each document’s title and abstract (features 23, 40 and 36).
Finally, XGAS selected a mix of features computed with traditional retrieval
approaches such as QL, and simpler frequency counts (features 2, 44 and 13).
We conclude that the advantage of NFS is likely due to its ability to recog-
nize and select the most sophisticated and useful matching scores thanks to the
information learned during training.
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5 Conclusions

In the recent years, neural models became a competitive alternative to tradi-
tional Learning TO Rank (LETOR) approaches. Their performance however,
grew at the expense of their efficiency and complexity. In this paper, we propose
an approach for feature selection for Learning TO Rank (LETOR) based on a
neural ranker. Our approach is specifically designed to optimize the performance
of neural LETOR models without the need to change their architecture. In our
experiments, the proposed approach improved the efficiency of a sample neural
LETOR model and decreased its training time without impacting its perfor-
mance. We also validated the robustness of the selected features testing them
using a different – non neural – model such as LambdaMART. We performed
our evaluation on two popular LETOR datasets – i.e. MSLR-WEB30K and
OHSUMED – comparing our approach to three state-of-the-art techniques from
[6]. The proposed approach outperformed the selected baselines in the majority
of the experiments on both datasets.
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Abstract. Abstractive multi-document summarisation (MDS) remains
a challenging task. Part of the problem is the question as to how to
preserve a document’s polarity in the summary. We propose an opinion
polarity attention model for MDS, which incorporates a polarity estima-
tor based on a BERT-GRU sentiment analysis network. It captures the
impact of opinions expressed in the source documents and integrates it in
the attention mechanism. Experimental results using a state-of-the-art
MDS approach and a common benchmark test collection demonstrate
that this model has a measurable positive effect using a range of metrics.

Keywords: Multi-document summarisation · Neural abstractive
summarisation · Opinion polarity · Sentiment analysis

1 Introduction

Text summarisation is a core problem of natural language processing which
also plays a central role in modern information retrieval systems. The focus
has shifted from extractive to abstractive approaches. In this context, encoder-
decoder architectures have been shown to work well for single document sum-
marisation (SDS) [13,22]. Recent studies have started to explore extractive sum-
marisation applied in a MDS setting. Moving from one to several documents
raises new challenges, the most common one being (de)duplication. But docu-
ments are also written in different styles, have different lengths, and they vary
in many other ways. One such aspect is the opinion expressed by the author of
an article. Take the examples in Table 1, which both report on the same story,
but one with a degree of judgement and the other fairly neutral. This opinion
could potentially be relevant for the reader which suggests that we might want
to preserve it in a summary. It has in fact been shown that opinion diversity and
controversiality can play a critical role for abstractive MDS [5].

We want to explore the contribution opinionated contents in documents
might offer for abstractive MDS. To do so we present an end-to-end neural
abstractive approach to perform MDS based on a pointer-generator network
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which incorporates an opinion polarity classifier for adjusting attention weights
of the source texts. In order to benchmark the model it is compared to several
baselines, giving improvements to a state-of-the-art MDS approach on a common
benchmark dataset.

Table 1. Examples from the Multi-News summarisation dataset.

Source 1

President Donald Trump quietly signed a bill into law Tuesday rolling
back an Obama-era regulation that made it harder for people with mental
illnesses to purchase a gun.

The rule, which was...

Source 2

President Donald Trump signed a measure nixing a regulation aimed at
keeping guns out of the hands of some severely mentally ill people.

The original rule was...

2 Related Work

State-of-the-art abstractive multi-document summarisation tends to be based on
neural models that harness the graph structure of cross-document relationships,
such as semantic units that fit together or discourse relations [14,15,17,20,27].
For scoring of sentences a common theme is to combine extractive and abstrac-
tive methods by incorporating extractive scoring within abstractive approaches
[12,15]. Interestingly, opinion mining has so far not been the centre of attention
when it comes to summarisation. The field has been around for quite some time
now [19] but still faces major challenges, e.g. [3,25]. Opinion does however play
a major role in news articles. Historical backgrounds, anecdotal facts, future
forecasts, evaluations and expectations are often core part of such articles [7]
and opinion summarisation has also been investigated, though with a different
focus, namely on opinion summarisation in customer reviews [1,24].

Given that most recent approaches to abstractive MDS are attention-based
models that concentrate on exploiting the graph structure of relationships
between discourse elements but disregard the possible contribution of opinion-
ated statements, we propose to adopt a state-of-the-art neural abstractive MDS
architecture which is expanded by incorporating an opinion polarity module.

3 Proposed Model

In this section details of the proposed opinion polarity attention Pointer-
generator (OP-AP) model for neural abstractive MDS are provided1. The model
1 All code, model files and outputs are available at https://github.com/dramsauer/

Summarizing-Opinions.

https://github.com/dramsauer/Summarizing-Opinions
https://github.com/dramsauer/Summarizing-Opinions
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consists of a pointer-generator network and an opinion polarity module, as shown
in Fig. 1.
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Fig. 1. The overview of the proposed model. The approach incorporates a BERT-GRU
model, which scores the input by opinion polarity. These scores are taken into account
in the attention mechanism of a pointer-generator model.

Pointer-Generator Network: The pointer-generator network [22] is a well-
established sequence-to-sequence summarisation model which relies on the en-
coder-decoder concept and uses attention [2]. It is a hybrid model that can
copy words from the input text (pointing) and can output novel words from
a vocabulary (generator). The pointing mechanism helps to preserve the exact
wording and information of the input text while the generator ensures to produce
new phrases. All input tokens wi of a source article are given to the encoder
creating a sequence of hidden encoder states hi. For each step t, the decoder
obtains an embedding of the previous word and a decoder state dt. Analogous
to [2], an attention distribution at is calculated in order to get a context vector
h∗
t as follows:

eti = vT tanh(Whhi + Wddt + battn)

at = softmax(et)

h∗
t =

∑

i

at
ih

t
i

(1)

HiMAP: As an extension to the pointer-generator network (PGN), the hier-
archical MMR-attention PGN network (HiMAP) [12] aims to integrate the
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maximal marginal relevance (MMR) [4] into the pointer-generator network.
MMR is an extractive summarisation approach that combines query-relevance
with information-novelty. In order to adapt MMR for PGN, a sentence-level rep-
resentation is introduced additionally via LSTM cells. The idea behind MMR is
to rank sentences by trading off their relevance to redundancy to the query.

Opinion Polarity Estimator: To expand the original pointer generator model
[22] with an opinion-sensitive mechanism, a sentiment analysis model is trained
initially. As training corpus, the MPQA Opinion Corpus dataset [8] was used. As
a subtask, they detected opinion polarity within the data. The dataset consists
of 10,606 sentences, that have been extracted from news articles on a broad
range of news sources. The sentences are labelled with respect to their overall
sentiment polarities with two class labels. With 3,311 positive documents and
7,293 negative documents, this is an imbalanced dataset.

For setting up a sentiment analysis model, we deploy BERT [9], a pre-trained
contextual language model based on transformers [26] which has been shown to
push the state of the art in a variety of NLP tasks. Due to training complexity
we use the BERT-Base model. In order to use BERT as a sentiment classifier,
a multi-layer bi-directional Gated recurrent unit (GRU) is used. GRUs [6] are a
gating mechanism in recurrent neural networks with fewer parameters to train
than LSTMs but with similar results on certain NLP tasks [23]. Since the idea is
to capture the overall polarity within the source, the focus is not on differentiat-
ing between positive and negative sentiment but on how distinct it is. Therefore,
the network output is chosen to scale in a range of φ(vi) ∈ [0; 1], with 0 corre-
sponding to low polarity and 1 to high polarity. To achieve this, the absolute
value of the hyperbolic tangent is used as activation function:

φ(vi) = |tanh(vi)| (2)

The choice fell on the hyperbolic tangent since it has low gradients at its extrema.
The network output will therefore not be overly sensitive to polarity2. This
polarity score is intended to adjust the attention weights at summarisation:

at = atφ(vi) (3)

4 Experiment

Dataset: For the experiment the Multi-News dataset [12] was chosen – a recently
published large-scale multi-document news summarisation dataset that includes
abstractive gold-standard summaries. The summaries have been collected from
newser.com3, a human-powered American news aggregation website. Since the
summaries are human-written the dataset is appropriate here and has already
been used for abstractive MDS [15,17].

2 A conceivable way to penalise opinionated content might be to choose 1−|tanh(vi)|.
3 https://www.newser.com/.

https://www.newser.com/
https://www.newser.com/
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Metrics and Baselines: ROUGE scores [18] are used as metrics for evaluation
of the experiment. Since the focus of the project lies on news articles, ROUGE
F1 is reported on the Multi-News [12] dataset, which is also used in most recent
related work. To assess the proposed model, it gets compared to several common
baselines and recently published approaches. Baselines are the first sentences of
the source articles as extractive summary: Lead-1 (only first sentence) and Lead-
3 (first three sentences), LexRank [11], TextRank [21], MMR [4].

Following [12], the scores of PG-BRNN and CopyTransformer are reported
as reference. The PG-BRNN model is a pointer-generator implementation from
OpenNMT4, an open source framework for neural machine translation. It follows
the approach of [13] and uses a 1-layer bi-LSTM both for encoder and decoder.
The dimensions of the LSTMs are 128 for the encoder and 512 for the decoder.
The HiMAP model [12] is based on this approach, which is reported with scores
of their results and our re-implementation for comparison. CopyTransformer,
also published in [13], is a model which replaces the LSTM which a 4-layer
transformer with dimensions of 512 both for encoder and decoder. GraphSum
[17] is a recently published graph-based model, which uses graph encoding and
decoding layers together with transformer stacks for encoding and decoding. It
also splits large documents in multiple paragraphs, as suggested in [20]. MGSum
[15], also recently published, treats documents, sentences and words as semantic
units of different granularities and depict them within a three-staged hierarchical
relation graph. This enables an architecture which can combine extractive and
abstractive summarisation techniques. For interaction between these hierarchical
levels they employ attention mechanisms.

Experimental Setting and Implementation Details: In order to test the
proposed approach several model combinations were trained. Firstly, the attempt
was to reproduce the results of [12] of their HiMAP model and the underlying
PG-BRNN model as suggested in [13]. Since the approach in this work is based
on these models, this was done in order to get comparable baselines. The results
of these two models are depicted as the first two rows in the bottom section
in Table 2. Both of these models were then combined with the opinion polarity
model that had been trained in advance. For training the opinion polarity model,
standard parameters have been chosen. The hidden dimension size was set to 256
with two bidirectional layers, a dropout rate of 0.25 and a batch size of 128. As
optimiser Adam [16] was chosen with learning rate 0.001, β1 = 0.9, β2 = 0.999.

For all of the four trained MDS models, the same parameter set was chosen.
As basis for the parameters (both for pre-processing and training) the same
ones were chosen as in [12] to ensure comparability: For pre-processing, the input
articles are truncated to 500 tokens as suggested by [12]. As training parameters,
learning rate was set to 0.15 with a batch size of 2. The chosen optimiser was in
these cases Adagrad [10] with an accumulator value of 0.1.

4 https://github.com/OpenNMT/OpenNMT-py/blob/master/docs/source/
examples/Summarization.md.

https://github.com/OpenNMT/OpenNMT-py/blob/master/docs/source/examples/Summarization.md
https://github.com/OpenNMT/OpenNMT-py/blob/master/docs/source/examples/Summarization.md
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Automatic Evaluation: For evaluation, ROUGE scores [18] are reported, that
measure the overlap of unigrams (ROUGE-1), overlap of bigrams (ROUGE-2)
and the longest common subsequence (ROUGE-L) at sentence-level (Table 2).
The first block of the table shows common extractive baseline models, the second
block includes pointer-generator networks and recently published hierarchical
and graph-based models. The last block shows the results of the conducted
experiments. The initial experiment was to reproduce the results of the HiMAP
approach. As can be seen, despite following the exact same settings and training
regime we do not achieve the results reported in [12].5 Nevertheless, both trained
models with integrated polarity estimation managed to improve our HiMAP
scores. The model with disabled MMR even scored slightly better than the one
with both MMR- and polarity-weighted attention enabled. Our conclusion is that
incorporating polarity does improve the overall summary quality obtained by a
state-of-the-art MDS approach and we hypothesise that this will also hold for
an improved benchmark performance (i.e., HiMAP) – to be investigated further.
It can be assumed that very recently published models such as MGSum and
GraphSum might also benefit from embedding polarity, but we also leave this
for future work. Obviously, we only use ROUGE scores to draw our conclusions,
and a human evaluation of the summaries should also be conducted to confirm
the results. Finer integration of the opinion polarity estimation, starting at the
phrase- or sentence-level are also worthwhile future directions.

Table 2. ROUGE F1 scores for models trained and tested on the Multi-News dataset.
Bottom section includes experiment results. We report the sentence-level ROUGE-L
value. Results with * mark are replicated from the corresponding papers.

Model R-1 R-2 R-L

Lead-1 27.50 7.80 20.18

Lead-3 36.49 22.54 32.09

LexRank [11] 41.34 13.71 37.21

TextRank [21] 41.51 13.75 37.46

MMR [4] 44.25 14.81 39.84

HiMAP [12] 43.47* 14.89* 40.40

PG-BRNN [13] 44.10 15.45 39.80

CopyTransformer [13] 44.79 15.23 40.45

GraphSum [17] 45.02* 16.69* ——–

MGSum [15] 46.00* 16.81* ——–

HiMAP (ours) 42.68 14.76 38.31

Opinion Pol. + HiMAP (OP-HiMAP) 43.68 15.06 39.29

Opinion Pol. Attention PG-BRNN (OP-AP) 43.84 15.07 39.48

5 The basic PG-BRRN approach was also reproduced with similarly lower results,
which raises the question of reproducibility in general. There have also been attempts
to reproduce MGSum and GraphSum, but without success.
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5 Conclusion

We propose an opinion polarity attention pointer-generator model for neural
abstractive MDS. Fine-tuned on an opinion-annotated corpus, a BERT-GRU
network is used therein as a polarity estimator. This allows the model to incorpo-
rate both objective and the author’s (subjective) contents. Incorporating opinion
polarity has shown to give improvements to a state-of-the-art MDS approach
(with the caveat that we could not exactly reproduce the originally reported
results). Results suggest that recently proposed state-of-the-art methods can
benefit from an integration of polarity estimation leaving scope for plenty of
future work.
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Abstract. This article investigates multilingual evidence retrieval and
fact verification as a step to combat global disinformation, a first effort
of this kind, to the best of our knowledge. The goal is building multilin-
gual systems that retrieve in evidence - rich languages to verify claims
in evidence - poor languages that are more commonly targeted by dis-
information. To this end, our EnmBERT fact verification system shows
evidence of transfer learning ability and a 400 example mixed English -
Romanian dataset is made available for cross - lingual transfer learning
evaluation.

Keywords: Multilingual evidence retrieval · Disinformation · Natural
language inference · Transfer learning · mBERT

1 Introduction

The recent COVID−19 pandemic broke down geographical boundaries and led
to an infodemic of fake news and conspiracy theories [43]. Evidence based fact
verification (English only) has been studied as a weapon against fake news and
disinformation [36]. Conspiracy theories and disinformation can propagate from
one language to another and some languages are more evidence rich (English).
During the US 2020 elections, evidence of online Spanish language disinforma-
tion aimed at Latino-American voters was reported [27]. Polyglotism is not
uncommon. According to a 2017 Pew Research study, 91% of European stu-
dents learn English in school1. Furthermore, recent machine translation advances
are increasingly bringing down language barriers [17,22]. Disinformation can be
defined as intentionally misleading information [12,13]. The “good cop” of the
Internet [8], Wikipedia has become a source of ground truth as seen in the recent
literature on evidence-based fact verification. There are more than 6mln English
Wikipedia articles2 but resources are lower in other language editions, such as
Romanian (400K). As a case study we evaluate a claim about Ion Mihai Pacepa,
1 https://www.pewresearch.org/fact-tank/2020/04/09/most-european-students-

learn-english-in-school/.
2 https://meta.wikimedia.org/wiki/List of Wikipedias.
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former agent of the Romanian secret police during communism, author of books
on disinformation [25,26]. Related conspiracy theories can be found on internet
platforms, such as rumors about his death [1], or Twitter posts in multiple lan-
guages, with strong for or against language, such as (English and Portuguese)3

or (English and Polish)4. Strong language has been associated with propaganda
and fake news [44]. In the following sections we review the relevant literature,
present our methodology, experimental results and the case study resolution,
and conclude with final notes. We make code, datasets, API, and trained models
available5.

2 Related Work

The literature review touches on three topics: online disinformation, multilin-
gual NLP and evidence based fact verification. Online Disinformation. Pre-
vious disinformation studies focused on election related activity on social media
platforms like Twitter, botnet generated hyperpartisan news, 2016 US presiden-
tial election [3–5,15]. To combat online disinformation one must retrieve reli-
able evidence at scale since fake news tend to be more viral and spread faster
[29,32,37,44]. Multilingual NLP Advances. Recent multilingual applications
leverage pre-training of massive language models that can be fine-tuned for mul-
tiple tasks. For example, the cased multilingual BERT (mBERT) [11],6 is pre-
trained on a corpus of the top 104 Wikipedia languages, with 12 layers, 768
hidden units, 12 heads and 110M parameters. Cross-lingual transfer learning
has been evaluated for tasks such as: natural language inference [2,9], document
classification [30], question answering [7], fake Indic language tweet detection
[18]. English-Only Evidence Retrieval and Fact Verification. Fact based
claim verification is framed as a natural language inference (NLI) task that
retrieves its evidence. An annotated dataset was shared [35] and a task [36]
was set up to retrieve evidence from Wikipedia documents and predict claim
verification status. Recently published SotA results rely on pre-trained BERT
flavors or XLNet [39]. DREAM [41], GEAR [42] and KGAT [23] achieved SotA
with graphs. Dense Passage Retrieval [19] is used in RAG [21] in an end-to-end
approach for fact verification.

3 Methodology

The system depicted in Fig. 1 is a pipeline with a multilingual evidence retrieval
component and a multilingual fact verification component. Based on input claim
cli in language li the system retrieves evidence Elj from Wikipedia edition in lan-
guage lj and supports, refutes or abstains (not enough info). We employ English

3 https://twitter.com/MsAmericanPie /status/1287969874036379649.
4 https://twitter.com/hashtag/Pacepa.
5 https://github.com/D-Roberts/multilingual nli ECIR2021.
6 https://github.com/google-research/bert/blob/master/multilingual.md.
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Fig. 1. Overview of the multilingual evidence retrieval and fact verification system.

and Romanian as sample languages. We use all the annotated 110K verifiable
claims provided in the initial FEVER task [35] for training the end to end system
in Fig. 1. Multilingual Document Retrieval. To retrieve top Wikipedia nl

documents Dc,nl
per claim for each evidence language l, we employ an ad-hoc

entity linking system [16] based on named entity recognition in [10]. Entities are
parsed from the (English) claim c using the AllenNLP [14] constituency parser.
We search for the entities and retrieve 7 English [16] and 1 Romanian Wikipedia
pages (higher number of Romanian documents did not improve performance)
using MediaWiki API7 each. Due to the internationally recognized nature of the
claim entities, 144.9K out of 145.5K training claims have Romanian Wikipedia
search results. Multilingual Sentence Selection. All sentences ∪nl

{SDc,nl
}

from each retrieved document are supplied as input to the sentence selection
model. We removed diacritics in Romanian sentences [31] and prepended evi-
dence sentences with the page title to compensate for the missed co-reference
pronouns [33,40]. We frame the multilingual sentence selection as a two-way
classification task [16,28]. One training example is a pair of an evidence sen-
tence and the claim [40,42]. The annotated evidence sentence-claim pairs from
FEVER are given the True label. We randomly sample 32 sentences per claim
from the retrieved documents as negative sentence-claim pairs (False label). We
have 2 flavors of the fine-tuned models: EnmBERT only includes English nega-
tive sentences and EnRomBERT includes 5 English and 27 Romanian negative
evidence sentences. The architecture includes an mBERT encoder Er(·) [38]8

and an MLP classification layer φ(·). During training, all the parameters are
fine-tuned and the MLP weights are trained from scratch. The encoded first
<CLS> token, is supplied to the MLP classification layer. For each claim, the
system outputs all the evidence sentence-claim pairs ranked in the order of the
predicted probability of success P (y = 1|x) = φ(Er(x)) (pointwise ranking [6]).

7 https://www.mediawiki.org/wiki/API:Main page.
8 https://github.com/huggingface/transformers.
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Multilingual Fact Verification. The fact verification step (NLI) training takes
as input the 110K training claims paired with each of the 5 selected evidence
sentences (English only for EnmBERT or En and Ro for EnRomBERT), and
fine-tunes the three-way classification of pairs using the architecture in Fig. 1).
We aggregate the predictions made for each of the 5 evidence sentence-claim
pairs based on logic rules [24] (see Fig. 1) to get one prediction per claim. Train-
ing of both sentence selection and fact verification models employed the Adam
optimizer [20], batch size of 32, learning rate of 2e − 5, cross-entropy loss, and 1
and 2 epochs of training, respectively. Alternative Conceptual End-to-End
Multilingual Retrieve-Verify System. The entity linking approach to doc-
ument retrieval makes strong assumptions about the presence of named entities
in the claim. Furthermore, the employed constituency parser [14] assumes that
claims are in English. To tackle these limitations, we propose a conceptual end-
to-end multilingual evidence retrieval and fact verification approach inspired by
the English-only RAG [21]. The system automatically retrieves relevant evidence
passages in language lj from a multilingual corpus corresponding to a claim in
language li. In Fig. 1, the 2-step multilingual evidence retrieval is replaced with
a multilingual version of dense passage retrieval (DPR) [19] with mBERT back-
bone. The retrieved documents form a latent probability distribution. The fact
verification step conditions on the claim xli and the latent retrieved documents
z to generate the label y, P (y|xli) =

∑
z∈Dtop−k,lj

p(z|xli)p(y|xli , z). The multi-
lingual retrieve-verify system is jointly trained and the only supervision is at the
fact verification level. We leave this promising avenue for future experimental
evaluation.

4 Experimental Results

In the absence of equivalent end-to-end multilingual fact verification baselines,
we compare performance to English-only systems using the official FEVER
scores9 on the original FEVER datasets [35]. Furthermore, the goal of this work
is to use multilingual systems trained in evidence rich languages to combat disin-
formation in evidence poor languages. To this end we evaluate the transfer learn-
ing ability of the trained verification models on an English-Romanian translated
dataset. We translated 10 supported and 10 refuted claims (from the FEVER
developmental set) together with 5 evidence sentences each (retrieved by the
EnmBERT system) and combined in a mix and match development set of 400
examples. Calibration results on FEVER development and test sets. In
Table 1 and Fig. 2 we compare EnmBERT and EnRomBERT verification accu-
racy (LA-3) and evidence recall on the fair FEVER development (dev) set, the
test set and on a golden-forcing dev set. The fair dev set includes all the claims
in the original FEVER dev set and all the sentences from the retrieved docu-
ments (English and/or Romanian). The golden forcing dev set forces all ground
truth evidence into the sentence selection step input, effectively giving perfect

9 https://github.com/sheffieldnlp/fever-scorer.

https://github.com/sheffieldnlp/fever-scorer


Multilingual Fact Verification 363

document retrieval recall [23]. On the fair dev set, the EnmBERT system reaches
within 5% accuracy of English-only BERT-based systems such as [33] (LA-3 of
67.63%). We also reach within 5% evidence recall (Table 1 88.60%) as compared
to English-only KGAT [23] and better than [33]. Note that any of the available
English-only systems with BERT backbone such as KGAT [23] and GEAR [42]
can be employed with an mBERT (or another multilingual pre-trained) backbone
to lift the multilingual system performance.

Fig. 2. Error analysis per class. ‘LA-2’ is Accuracy for ‘Supports’ & ‘Refutes’ Claims

Table 1. Calibration of models evaluation using the official FEVER scores % in [35].

Dataset Model Prec@5 Rec@5 FEVER LA-3 Acc

Fair-Dev EnmBERT-EnmBERT 25.54 88.60 64.62 67.63

Fair-Dev EnRomBERT-EnRomBERT 25.20 88.03 61.16 65.20

Test EnmBERT-EnmBERT 25.27 87.38 62.30 65.26

Test EnRomBERT-EnRomBERT 24.91 86.80 58.78 63.18

To better understand strengths and weaknesses of the system performance
and the impact of including Romanian evidence in training EnRomBERT, we
present a per class analysis in Fig. 2. We also calculate accuracy scores for only
‘SUPPORTS’ and ‘REFUTES’ claims (FEVER-2). The English-only SotA label
accuracy (LA-2) on FEVER-2 is currently given in RAG [21] at 89.5% on the
fair dev set and our EnRomBERT system reaches within 5%. We postulate that
the noise from including Romanian sentences in training improves the FEVER-2
score (see Fig. 2), EnRomBERT coming within 5% of [34] English-only FEVER-2
SotA of 92.2% on the golden-forcing dev set. In the per-class analysis, on ‘SUP-
PORTS’ and ‘REFUTES’ classes in Fig. 2, EnRomBERT outperforms Enm-
BERT on both fair and golden-forcing dev sets. To boost the NEI class per-
formance, future research may evaluate the inclusion of all claims, including
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NEI, in training. Furthermore, retrieval in multiple languages may alleviate the
absence of relevant evidence for NEI claims.Transfer Learning Performance
Table 2 shows EnmBERT and EnRomBERT transfer learning ability evaluated
directly in the fact verification step using the previously retrieved and manually
translated 400 mixed claim-evidence pairs. We report the classification accu-
racy on all 400 mixed examples, and separately for En-En (English evidence and
English claims), En-Ro, Ro-En and Ro-Ro pairs. EnmBERT’s zero-shot accuracy
on Ro-Ro is 85% as compared to 95% for En-En, better than EnRomBERT’s.
EnmBERT outperforms EnRomBERT as well for Ro-En and En-Ro pairs. We
recall that Romanian evidence sentences were only included in EnRomBERT
training as negative evidence in the sentence retrieval step. If selected in the top
5 evidence sentences, Romanian sentences were given the NEI label in the fact
verification step. Hence, EnRomBERT likely learned that Romanian evidence
sentences are NEI, which led to a model bias against Romanian evidence. Dis-
information Case Study We employ EnmBERT to evaluate the claim “Ion
Mihai Pacepa, the former Securitate general, is alive”. The document retriever
retrieves Wikipedia documents in English, Romanian and Portuguese. Page sum-
maries are supplied to the EnmBERT sentence selector, which selects top 5
evidence sentences (1XEn, 2XRo, 2XPt). Based on the retrieved evidence, the
EnmBERT fact verification module predicts ‘SUPPORTS’ status for the claim.
For illustration purposes, the system is exposed as an API10.

Table 2. Fact verification accuracy (%) for translated parallel claim - evidence sen-
tences.

Model Mixed En-En En-Ro Ro-En Ro-Ro

EnmBERT 95.00 95.00 50.00 65.00 85.00

EnRomBERT 95.00 95.00 25.00 0.00 50.00

5 Final Notes

In this article we present a first approach to building multilingual evidence
retrieval and fact verification systems to combat global disinformation. Evidence
poor languages may be at increased risk of online disinformation and multilin-
gual systems built upon evidence rich languages in the context of polyglotism
can be an effective weapon. To this end, our trained EnmBERT system shows
cross-lingual transfer learning ability for the fact verification step on the original
FEVER-related claims. This work opens future lines of research into end-to-end
multilingual retrieve-verify systems for disinformation suspect claims, in multiple
languages, with multiple reliable evidence retrieval sources available in addition
to Wikipedia.
10 https://github.com/D-Roberts/multilingual nli ECIR2021.

https://github.com/D-Roberts/multilingual_nli_ECIR2021
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Abstract. Prior work in education research has shown that various
active reading strategies, notably highlighting and note-taking, bene-
fit learning outcomes. Most of these findings are based on observational
studies where learners learn from a single document. In a Search as
Learning (SAL) context where learners have to iteratively scan and
explore a large number of documents to address their learning objec-
tive, the effect of these active reading strategies is largely unexplored.
To address this research gap, we carried out a crowd-sourced user study,
and explored the effects of different highlighting and note-taking strate-
gies on learning during a complex, learning-oriented search task. Out of
five hypotheses derived from the education literature we could confirm
three in the SAL context. Our findings have important design implica-
tions on aiding learning through search. Learners can benefit from search
interfaces equipped with active reading tools—but some learning strate-
gies employing these tools are more effective than others. (This research
has been supported by DDS (Delft Data Science) and NWO projects
SearchX (639.022.722) and Aspasia (015.013.027).)

1 Introduction and Prior Work

In the education literature, active reading tools such as highlighting and note-
taking have been shown to improve learning outcomes in both low-level recall-
oriented tasks [2,24,26], and high-level critical tasks [10]. These works also explore
different strategies by which learners use these tools and their effects on learn-
ing outcomes [1,11,14,26]. However, in most of these works, learners are tasked to
learn from a single document—often on paper. The effects of these strategies are
unexplored in a Search as Learning (SAL) [5] context, where learners engage in an
iterative exploration of the web, scanning and processing a number of documents
with the goal of gaining knowledge pertaining to their learning objectives.

Previously, several information organisational tools have been developed for
web search engines [3,8]. However, the effect that these tools have on learning
has not been explicitly measured, nor do they study if participants employed
different strategies while using these tools. Moreover, contemporary web search
engines do not employ highlighting or note-taking tools—despite their benefits in
learning [10,26]. In order to address these shortcomings, we utilise data obtained

c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 368–375, 2021.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72240-1_37&domain=pdf
https://doi.org/10.1007/978-3-030-72240-1_37


How Do Active Reading Strategies Affect Learning 369

from a crowd-sourced user study [21] to investigate how different highlighting
and note-taking strategies (shown to be beneficial in learning outside of a SAL
setup) affect learning outcomes during a complex, learning-oriented search task.

In this work we investigate whether five hypotheses (summarised in Table 1),
inspired from the education literature, hold up in our SAL setup too.

Table 1. The five hypotheses and rationalisations used for this exploratory study.

Hypothesis Rationale

H1 Learners who consider highlighting to be an important

active reading strategy benefit less from it than

learners who do not

According to [26], learners who are

less accustomed to highlighting put

more effort into the act of

highlighting and ultimately a better

learning outcome is recorded for

them

H2 Learners directly copying considerable portions of their

notes from documents they have viewed benefit less

than participants who rephrase content in their own

way

Copying large portions of text

reduces the attention of learners to

critical details [1]. Rephrasing text

while note-taking leads to a deeper

processing and understanding of the

said text while writing

summaries [10]

H3 The number or amount of highlights by learners is not

an indicator of learning outcomes

Prior studies [12,17,26] have shown

that the amount of highlights is not

an indicator of learning outcomes

H4 Learners who take wordier notes cover more facts in

their essays

Prior works [11,18] depict conflicting

observations regarding wordy notes.

For this study, we assume that

wordier notes contain more facts [18]

H5 Trained highlighters and note-takers learn significantly

more than their untrained counterparts

[14] and [4] trained learners on

effective highlighting and

note-taking strategies respectively.

They observed that the trained

group of learners had significantly

greater learning outcomes compared

to control groups

2 Study Design

User Data, Topics and System. In this work we make use of data col-
lected during a user study conducted by Roy et al. [21]. The user study follows
the setup by Moraes et al. [16], making use of the open source retrieval sys-
tem, SearchX [20]. The standard interface, facilitated by the Bing Search API,
provides a series of widgets, quality control features and generates fine-grained
search logs, allowing us to capture a number of key behavioural measures. On
top of the standard widgets of SearchX, we incorporate highlighting and note-
taking tools, with a screenshot of the tools available in Fig. 1 of Roy et al. [21].
In order to systematically evaluate the effect of active reading strategies (from
our hypotheses) on learning, we consider four experimental conditions, namely:

– CONTROL: The standard SearchX search interface is provided without high-
lighting or note-taking tools.

– NOTE: In this condition, only the note-taking tool is enabled.
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– HIGH: In this condition, only the highlighting tool is enabled.
– HIGH+NOTE: Both the highlighting and note-taking tools are enabled.

In line with prior works [15,22], learners are assessed based on a learning-
oriented critical task. Two topics—Genetically Modified Organisms (GMO) and
Urban Water Cycle (UWC) inspired from Câmara et al. [7]—are used, and we
ask learners to write a summary criticising and evaluating ideas from multiple
perspectives [13]. In the data collected from the user study [21] (where high-
lighting and note-taking tools (not strategies) were examined over learning and
search behaviour), we used: the text learners highlighted; the notes they have
taken; the total time spent in taking notes; and their written essays. Depend-
ing on the experimental condition, learners had access to their saved documents
(CONTROL and NOTE), their highlights together with the documents (HIGH and
HIGH+NOTE) or their notes (NOTE and HIGH+NOTE) while writing the essays.

We collected data from N = 115 participants (referred to as learners) [21];
71 of whom were assigned to the GMO topic, with the remaining 44 assigned
to the UWC topic. In order to evaluate the learning outcomes from the essays,
we employ two metrics inspired from Wilson and Wilson [25]. Specifically, we
use F-Fact, which counts the number of individual facts present in the essays,
and T-Depth, which rates the extent to which certain subtopics of the topics is
covered in a summary essay, on a scale of 0–3 (from not covered at all, to covered
with great focus). Both these measures were shown to be good indicators of
learning. Three annotators (this paper’s authors) split the 115 essays for manual
annotation; 18 essays were analysed by all. They obtained a Pearson correlation
of 0.78 (p = 0.002) for T-Depth scores and a correlation of 0.76 (p = 0.002)
for F-Fact scores. We also calculated the Flesch-Kincaid1 scores of the essays in
order to assess their readability. A high score indicates that the essay is simple
to read; a low score indicates a complicated text, best read by a graduate. After
obtaining the essay scores, we operationalised our five hypotheses based on our
collected data as follows:

H1: Learners were asked Do you think highlighting is useful? during the pre-
questionnaire. This was an open question; we manually analysed their answers
and divide them into pro, unsure and anti highlighters2.

H2: We calculated how many terms from the learners’ notes are taken verbatim
from the documents they read. The more terms that overlapped, the more
we assumed text was directly taken from the examined documents.

H3: We divided (median-split) learners into heavy and light highlighters based
on two separate conditions: (i) the total number of highlighting actions; and
(ii) the total number of words highlighted.

H4: We divided (median-split) learners into heavy and light note-takers based
on the total number of words written in their note-taking tool.

1 We use textstat for computing the Flesch readability score.
2 Pro - A great extent ; Unsure -It’s a mild benefit to me; Anti - I don’t think highlighting
itself helps me all that much.

https://pypi.org/project/textstat/
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Table 2. Mean (standard error) of learning metrics and metrics pertaining to active
reading strategies across all participants in each condition. † Indicates two-way ANOVA
significance, while C ,H ,N ,B indicate post-hoc significance (TukeyHSD pairwise test,
p < 0.05) increases vs. CONTROL, HIGH, NOTE and HIGH+NOTE respectively.

Measure CONTROL HIGH NOTE HIGH+NOTE

I #users 32 29 29 25

II Session

duration (min)

23m40 s (1m51 s) 28m19 s (1m48 s) 20m3 s (1m15 s) 29m17 s (3m3 s)

III T-Depth scores of

essays†
1.2 (0.1)H 1.6 (0.1)C 1.4 (0.1) 1.5 (0.1)

IV F-Fact scores of

essays†
14.6 (1.8)N 16.6 (1.0) 19.6 (1.6)C 15.9 (1.6)

V Flesch scores of

essays†
32.2 (7.0) 21.4 (11.6) 15.9 (11.4)B 46.4 (3.3)N

VI #essay terms 181.6 (13.5) 200.8 (15.9) 225.9 (20.9) 193.0 (17.6)

VII #highlight

actions

— 56.8 (45.0) — 54.9 (48.4)

VIII #words

highlighted

— 1625.8 (406.1) — 1533.6 (290.5)

IX Frac. essay

terms in

highlights

— 0.4 (0.0) — 0.5 (0.0)

X Overlap notes

w/ documents

— — 10% (0.0) 10% (0.0)

XI #words in

note-pad

— — 1000.1 (460.0) 372.3 (181.0)

XII Frac. essay

terms in notes†
— — 0.4 (0.0)B 0.2 (0.1)N

H5: We make two assumptions to distinguish between trained and untrained
highlighters and note-takers: (i) learners who frequently engaged in highlight-
ing and note-taking prior to the study are considered to be trained (learners
were asked the open question: How often do you highlight and take notes
while learning? during the pre-questionnaire)3; and (ii) based on their edu-
cation level—learners having a bachelor’s, master’s or a doctorate degree are
considered to be trained.

3 Results and Discussion

The basic learner statistics for each condition are shown in Table 2. We observe
that HIGH learners cover significantly more subtopics in their essays (T-Depth,
III), whereas NOTE learners write significantly more facts than their CONTROL
counterparts (F-Fact, IV). Essays written by NOTE learners were also signif-
icantly more complex to read compared to HIGH+NOTE learners (Flesch, V).
Incorporating both highlighting and note-taking tools does not lead to a signif-
icant improvement in learning outcomes.

3 Trained - Almost always if I see something very new to me; Untrained - Rarely.



372 N. Roy et al.

Table 3. H1: Learners are divided into pro-highlighters, unsure or anti-highlighters.
† Indicates two-way ANOVA significance, while C ,H ,B indicate post-hoc significance
(TukeyHSD pairwise test, p < 0.05) with Holm-Bonferroni correction.

CONTROL HIGH HIGH+NOTE

Pro Unsure Anti Pro Unsure Anti Pro Unsure Anti

I #users 9 13 10 13 11 5 11 7 7

II #words — — — 1529.8 1944.6 1174.2 1703.0 1826.7 974.1

highli. (333.1) (1018.2) (126.6) (319.0) (790.1) (490.3)

IIIF-Fact 13.1 (1.9)16.3 (3.9) 13.6 (3) 17.1 (1.3)14.6 (1.5) 19.6 (3.6) 16.2 (2.4)17.9 (3.7) 13.6 (2.5)

IVT-Depth† 1.2 (0.2) 1.2 (0.1)H,B 1.2 (0.1)H 1.4 (0.1) 1.6 (0.1)C 2.3 (0.2)C 1.2 (0.2) 1.7 (0.1)C 1.8 (0.3)

V Flesch 35.7 (7.7)25.9 (12.1) 37.3 (15.4)8.0 (18.4)27.3 (21.7)43.3 (3.1) 48.9 (5.2)41.7 (2.9) 47.2 (8.7)

H1: We did not observe a significant difference (Table 3) for Flesch scores
(V) and F-Fact (III) between the three groups of highlighters belonging to
HIGH and HIGH+NOTE when compared to the three groups of CONTROL. However,
we observed significant differences for T-Depth (F (2, 77) = 6.44, p = 0.002).
Post-hoc tests revealed that unsure highlighters belonging to both HIGH and
HIGH+NOTE cover significantly more subtopics in their essays than their CONTROL
counterparts. Anti-highlighters belonging to HIGH show better learning outcomes
compared to anti-highlighters belonging to CONTROL, whereas pro-highlighters
belonging to HIGH and HIGH+NOTE gain no benefits. This is in line with the find-
ings of [26] and shows evidence for our hypothesis. This might be attributed to
the fact that learners who are not sure about the benefits of highlighting put
more effort in the act of highlighting itself. This also indicates that highlighting
makes some learners process text in a way different from how they normally
would, which eventually leads to a better understanding of the text.

H2: From Table 2, we find that notes of learners from both NOTE and HIGH+NOTE
on average have 10% overlap with the documents they read (row X). Hence, when
we combine all note-takers, we see that those who have more than 10% of their
notes overlapped with the viewed documents, covered significantly more facts
(F-Facts) than whose notes overlapped less than 10% (t(38) = 2.04, p = 0.04),
which shows evidence against our hypothesis. However, the former explored less
subtopics and wrote more complex essays (although not significantly) than the
latter. This shows that although copying considerable portions of text into notes
might not be beneficial for certain aspects of essay writing like topical coverage,
they can be useful when the essays require more factual information.

H3: Again from Table 2, we observe no significant difference between learners of
HIGH and HIGH+NOTE when comparing learning metrics, the number of highlight
actions (VII) and words highlighted (VIII). Following this, dividing learners
into heavy and light highlighters, we see from Table 4 the amount of highlighting
is not an indicator of learning since there is no significant difference between
heavy and light highlighters (I, II), thereby providing evidence for our hypothe-
sis. This indicates that the act of highlighting alone does not benefit learning—it
has to be coupled with a deeper cognitive processing of the text.
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Table 4. H3, H4: Learners are divided into two groups (heavy and light) based on
the median values for each active reading strategy. The learning metrics are computed
separately for each group. The significant differences obtained from TukeyHSD pairwise
test are highlighted in bold.

F-Fact T-Depth Flesch Scores

Heavy Light Heavy Light Heavy Light

I. #Highlight Actions 15.9 (1.2) 16.6 (1.4) 1.5 (0.1) 1.6 (0.1) 32.4 (7.1) 33.5 (11.3)

II. #Highlighted Words 17.0 (1.3) 15.5 (1.3) 1.4 (0.1) 1.7 (0.1) 26.4 (9.5) 39.5 (9.2)

III. #Words in Note-pad 20.0 (1.8) 15.7 (1.4) 1.4 (0.1) 1.5 (0.1) 11.6 (12.0) 48.4 (2.8)

Table 5. H5: Participants are divided into two groups (trained and non-trained) based
on their self reported highlighting and note-taking frequency and also based on their
education level. The learning metrics are computed separately for each group. The
significant differences obtained from TukeyHSD pairwise tests are highlighted in bold.

F-Fact T-Depth Flesch scores

Trained Non-trained Trained Non-trained Trained Non-trained

I. Prior highlighting frequency 16.8 (1.3) 15.8 (1.3) 1.4 (0.1) 1.7 (0.1) 28.8 (12.2) 36.6 (6.5)

II. Highlighter education level 16.4 (1.2) 15.7 (1.5) 1.7 (0.1) 1.5 (0.1) 36.6 (8.8) 27.4 (10.8)

III. Prior note-taking frequency 18.9 (1.5) 16.6 (1.8) 1.6 (0.1) 1.3 (0.1) 28.7 (8.8) 31.8 (10.3)

IV. Note-taker education level 19.5 (1.6) 15.7 (1.7) 1.5 (0.1) 1.4 (0.1) 23.8 (10.8) 36.9 (6.4)

H4: NOTE learners cover significantly more facts in their essays compared to
their CONTROL counterparts (IV), cover significantly more essay terms in their
notes (XI), and write more complex essays (V) than their HIGH+NOTE counter-
parts (Table 2). Furthermore, albeit not significantly, NOTE learners write wordier
notes (XI) compared to HIGH+NOTE learners (Table 2). This shows evidence for
our hypothesis that wordy notes benefit learners in our given task. Table 4 fur-
ther corroborates our hypothesis where we see that learners who take wordier
notes (heavy note-takers) cover significantly more facts in their essays, and write
significantly more complex essays (III). This indicates that taking wordy notes
and having access to them while writing their essays help learners to cover more
factual information.

H5: When we divide learners based on their prior highlighting experience, we
observe a significant difference for T-Depth (Table 5)—untrained highlighters
cover more subtopics in their essays (I). Prior note-taking experience does not
benefit learners. We also do not see any significant learning difference between
trained and untrained highlighters/note-takers when we divide them based on
their education level. These results show evidence against our hypothesis that
being trained in highlighting and note-taking benefits learners. This indicates
that if learners are prevented from learning using strategies they employ, the cost
of prevention does not outweigh the benefits of using a highlighting or a note-
taking tool. Although these results do not follow the observations from [4,14], it
needs to be considered that in those studies, the experimental groups of learners
were trained specifically about efficient highlighting and note-taking strategies.
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Contributions and Conclusions. In our work we investigated the extent to
which five findings (i.e. our hypotheses) from the education literature [2,4,14,26]
hold up in a SAL context. We confirmed three of those hypotheses, and showed
that while engaging in complex learning-oriented search tasks on the web, the
acts of highlighting and note-taking themselves may not benefit learners. Rather,
it is how these tools change the way the learners scan and processes text that is
more important for learning while searching. The observations from this work has
design implications for search interfaces, where we must consider incorporating
active reading tools within web search engines. For future work, we will build on
existing literature that looks into search behaviours as proxies for learning [6,9,
16,19,23]. This can be done by analysing if active reading strategies can also be
used to predict learning outcomes.

References

1. Bauer, A., Koedinger, K.: Pasting and encoding: note-taking in online courses. In:
Sixth IEEE International Conference on Advanced Learning Technologies (ICALT
2006), pp. 789–793. IEEE (2006)

2. Ben-Yehudah, G., Eshet-Alkalai, Y.: The contribution of text-highlighting to com-
prehension: a comparison of print and digital reading. J. Educ. Multimedia Hyper-
media 27(2), 153–178 (2018)

3. Bharat, K.: Searchpad: explicit capture of search context to support web search.
Comput. Netw. 33(1–6), 493–501 (2000)

4. Boyle, J.R.: Thinking strategically to record notes in content classes. Am. Second.
Educ. 40, 51–66 (2011)

5. Collins-Thompson, K., Hansen, P., Hauff, C.: Search as learning (dagstuhl seminar
17092). Dagstuhl Rep. 7, 135–162 (2017)

6. Collins-Thompson, K., Rieh, S.Y., Haynes, C.C., Syed, R.: Assessing learning out-
comes in web search: a comparison of tasks and query strategies. In: Proceedings
of the 2016 ACM on Conference on Human Information Interaction and Retrieval,
pp. 163–172. ACM (2016)
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Abstract. This work analyzes the feasibility of training a neural
retrieval system for a collection of scientific papers about COVID-19
using pseudo-qrels extracted from the collection. We propose a method
for generating pseudo-qrels that exploits two characteristics present in
scientific articles: a) the relationship between title and abstract, and b)
the relationship between articles through sentences containing citations.
Through these signals we generate pseudo-queries and their respective
pseudo-positive (relevant documents) and pseudo-negative (non-relevant
documents) examples. The article retrieval process combines a ranking
model based on term-maching techniques and a neural one based on pre-
trained BERT models. BERT models are fine-tuned to the task using
the pseudo-qrels generated. We compare different BERT models, both
open domain and biomedical domain, and also the generated pseudo-qrels
with the open domain MS-Marco dataset for fine-tuning the models. The
results obtained on the TREC-COVID collection show that pseudo-qrels
provide a significant improvement to neural models, both against clas-
sic IR baselines based on term-matching and neural systems trained on
MS-Marco.

Keywords: Ad-hoc IR · Ranking neural models · Weak supervised
learning · COVID-19

1 Introduction

During the last few years, different neural architectures have been proposed
to address the task of ad-hoc Information Retrieval (IR), to retrieve both docu-
ments [17] and passages [11]. However, those architectures require large amounts
of qrels training data composed of queries and their corresponding judgments of
relevance on a collection.

Datasets including qrels such as MS-Marco [10] and CAR [5] have been suc-
cessfully used for training neural systems based on BERT. This work addresses
to what extent these datasets are sufficient for training an ad-hoc IR system of
a very specific domain collection including scientific papers on COVID-19, i.e.
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CORD19 [15], and whether it is possible to generate synthetic domain training
data from signals coming from the target collection. Specifically, we will study
two signals to generate pairs of queries and relevant judgements: a) Title-abstract
pairs; and b) Pairs composed of a citation and the abstract of the cited article.

Similar to other authors in the literature [11,17], we deal with the task of
ad-hoc information retrieval using a two step approach. First, we obtain a pre-
liminary ranking of relevant documents using a term-matching based approach
[12]. Second, the candidates in the ranking are re-ranked by means of a neural
model with a pointwise learning objective applied to the query and the abstracts.
We have fine-tuned existing pre-trained BERT models for the task of ranking
pairs of queries and relevant texts through cross-entropy loss. For the purpose
of fine-tuning, we have compared the use of general domain training data (MS-
Marco) versus using domain specific synthetic training data generated by the
above-mentioned methods from the target collection (CORD19). We also com-
pare the use as basis of general pretrained models (BERT Base and BERT Large)
versus a clinical domain pretrained model (CBERT [1]).

The contribution of this paper is twofold: i) we show that it is possible to
generate competitive training qrel data in a synthetic way from the target collec-
tion; and ii) we test to what extent is the use of a in-domain pre-trained model
like CBERT decisive.

The article is structured as follows. Section 2 reviews related works. Next,
we present the methods implemented for the generation of synthetic qrel data
from the target collection. The adopted IR strategy is explained in Sect. 3. The
experiments carried out and the results obtained are discussed next. Finally, we
draw the main conclusions extracted from this work.

2 Related Works

Over the past four years, different neural architectures have been proposed to
address the task of ad-hoc IR [6,7,9,11,16,17]. Among the proposed approaches
stand out those based on pre-trained language models such as [11] and [17], as
they offer a significant improvement over classic IR systems. In those approaches
the neural model is used to rerank an initial ranking generated by a classical
information retrieval model based on term-matching techniques.

[11] propose a neural reranker based on BERT Large to address the task
of passage retrieval. Specifically, they use the BERT Large model as a binary
classification model, adding a single layer neural network fed by the [CLS] vector
in order to obtain a relevance probability. The pretrained BERT model is fine-
tuned for the classification task using the cross-entropy loss. [17] adopt a similar
strategy to address the ad-hoc document retrieval task, dividing the documents
into sentences, and adding their scores, since the length of the documents exceeds
the maximum length of BERT’s input.

Neural architectures require a large number of query relevances (qrels) for
training, but their manual generation is very expensive. Some authors [11,17]
use qrel data oriented to passage retrieval such as MS-Marco [10] and TREC-
CAR [5]. Another alternative is to generate pseudo-qrels automatically. [3], for
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example, propose to train neural models for ranking using pseudo-qrels gener-
ated by unsupervised models like BM25. The TREC-CAR dataset [5] itself is
automatically generated from the structure (article, section and paragraph) of
the Wikipedia articles. [8] generate pseudo-qrels from a news collection, using the
titles as pseudo-queries and their content as relevant text. Other authors [2,18]
use the signal produced by anchor-document relationships to simulate qrels.

This work analyzes the feasibility of implementing a neural information
retrieval system for a collection of scientific papers of restricted domain (CORD-
19), by fine-tuning BERT models (both general and domain adapted) to the
task by means of pseudo-qrels extracted from the collection. For the genera-
tion of pseudo-qrels we have analyzed two specific signals from collections of
scientific papers: a) the relationship between a title and its abstract, and b) the
relationship between articles through sentences containing citations. The task
of document retrieval has been implemented following a similar strategy to the
one proposed by [11], but using an approach based on language models [12], and
applied to the whole document, for the elaboration of the preliminary ranking.

3 Approach

3.1 Pseudo-qrels from TREC-COVID Collection

To train the neural rerank a set of queries and their respective relevant and
non-relevant documents are needed. The objective is to learn the classification
-the relevance of the second text respect to the first- of a pair of texts.

The method for generating pseudo-qrels that we present aims to generate
pairs including queries and corresponding pseudo-positive (relevant) and pseudo-
negative (not relevant) documents. The method is fully automatic and does
not require any set of previously generated queries, since pseudo-queries are
extracted from the target collection. Relevant and non-relevant documents are
also extracted from the target collection. In this work we have used as target
collection the CORD-19 version used in the final round of the TREC-COVID
shared task1. The dataset contains 192K scientific articles.

To generate the pseudo-queries and their respective pseudo-relevances we use
two signals present in collection of scientific papers: a) the relationship between
a title and its abstract, and b) the relationship between a sentence that including
a citation and the abstract of the paper referenced in the citation.

Relationship Between Title and Abstract (Title): The title of the scientific articles
is usually brief and at the same time descriptive of the content. Therefore, it is
very similar to the queries used in search systems, and can be used as a pseudo-
query. Its corresponding abstract constitutes a good candidate to be a relevant
text (pseudo-positive) to that pseudo-query. We take (title, abstract) pairs to
generate (pseudo-query,pseudo-positive) pairs.

Relationships Based on Citations (cites): Other papers are often cited in the
content of scientific papers, and the sentences including citations are usually
1 Release of July 16th, 2020.

https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
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descriptive of the content -in whole or in part- of the article they cite. These
sentences and the abstracts of the cited articles are suitable material for the
generation of pairs of pseudo-query and relevant texts (pseudo-positives). In
order to keep “query like” sentences we select those whose length is between
50 and 250 characters, after removing authors and year from the reference. In
addition, those sentences that cite works not included in the same collection are
removed to ensure their linkage to the domain.

Non-relevant (pseudo-negative) texts are generated by randomly selecting
abstracts from the collection. The optimal number of negatives n has been
established n = 2 from experiments conducted on the development set (see
Sect. 4). In this way we generate one pseudo-positive and two pseudo-negatives
for each pseudo-query. As an alternative to randomly selecting negatives in order
to include hard negatives, we also implemented the method proposed by [3] which
consists on obtaining BM25 rankings for the queries, and using the documents
on the lower ranks as negatives. Several variants of this method were tested
over the development set selecting different lower rank ranges, but the neural
rerankers trained on this data do not provide good results.

3.2 IR Approach

The task of recovery is approached in two steps. First, from the collection of
full texts of the scientific articles, we obtain a preliminary ranking for the query
with an approach based on language models [12], specifically, the Indri search
engine [14]. Second, for each candidate document in the ranking a pair formed
by the query2 and the candidate’s abstract are processed with a BERT-based
relevance classifier. Using the abstract, and not the whole document, allows us
to feed the BERT classifier without exceeding the 512 token limitation.

The relevance classifier is a pretrained BERT model that has been fine-tuned
(using the vector [CSL] as an input to a single-layer neural network) for the
binary task (pointwise learning objective) of classifying the relevance correspond-
ing to a pair of short texts (relevance of the second text with respect to the first).
The classifier returns a relevance probability that is linearly combined with the
score of the first ranking according to a coefficient k, and the ranking is rear-
ranged based on that new value.

The fine-tuning of the pretrained BERT model is done by the cross-entropy
loss on the pseudo-qrels presented in the previous section. All fine-tunings were
performed using original BERT Tensorflow implementation on Google cloud V3-
8 TPUs. Training was done for 4 epochs with a learning rate of 2e-5 and a batch
size of 32. Code, fine-tuned models and datasets are available at
https://github.com/Elhuyar/covid19-ir-pseudoqrels.

4 Experiments

All the experiments are carried out over the CORD-19 dataset used in the final
round of TREC-COVID, using the final set of topics and relevance judgements
2 Query and question fields in TREC-COVID topics are joined as query sentence.

https://github.com/Elhuyar/covid19-ir-pseudoqrels
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for development and testing. We divide the set of 50 topics in two random splits:
10 topics are used as dev set and the other 40 are reserved as test set.

Six sets of pseudo-qrels were generated: using both methods title and cite (see
Sect. 3), and pseudo-negatives per query in the range n = [1, 2, 5]. Development
set was used to optimize both the number of negatives and the coefficient k used
for the linear combination of the reranker output with the initial Indri ranking.
Optimal negative number value is n = 2 based on dev results, and thus results
over test set are computed with retrieval systems trained on 1:2 negative ratio
qrels. k is optimized for each system on the dev set, taking ndcg measure as
reference. Optimum values of k are stable across metrics3.

We implemented several systems in order to evaluate the following aspects:

i. The quality of the reranker. For that aim we implemented two baselines with-
out any reranker. One using Indri with default parameters over the full col-
lection of documents and the second one adding pseudo-relevance feedback
(PRF)4. The Baseline using PRF is used for producing the candidates for the
neural rerankers, and computing the linear combinations.

ii. Compare open domain BERT models vs. Domain specific models. Original
BERT (base and large) [4] and Clinical BERT (CBERT) [1] models were used
as the basis for our fine-tunings.

iii. Evaluate the methods to generate pseudo-qrels: titles and cites. For com-
parison with the state of the art of neural rerankers we also include BERT
fine-tuned on Ms-Marco [11].

With respect to the metrics used for evaluation, we selected map, ndcg and
ndcg@20. The first two take into account the first 1000 candidates of the ranking,
while ndcg@20 focuses on the top positions.

Table 1 shows the results obtained for the different BERT pretained models
on the development and test sets5. First, all neural systems clearly outperform
both Indri baselines (statistically significant -p < 0.01-). The second results that
stands out is the fact that the generated pseudo-qrels indeed are suitable to
adapt pretrained neural models to the COVID-19 domain. All neural models
trained on pseudo-qrels outperform the two models trained solely on MS-Marco
(statistically significant -p < 0.05- for ndcg and map metrics).

With respect to pretrained BERT models used as the basis for neural
rerankers, if we look at the results on the development set (columns 3–5 in
Table 1) using titles pseudo-qrels, CBERT obtains the best result for all three
metrics, excluding the combination. However, that superiority is not repeated
on the test set, where CBERT titles is only best in terms of ndcg@20.

With the results obtained on the development set in hand, we limited the
fine-tuning with cites pseudo-qrels to CBERT. CBERT cites performs poorly
on the dev set, compared to CBERT title, but surpasses it on the test in terms
of ndcg. Finally, combining both pseudo signals further improves (statistically
3 MAP, BPREF, P@[5, 10, 20], ndcg and ndcg@[10, 20] were considered.
4 Parameters tuned on dev: weight = 0.5, fbterms = 25, fbdocs = 45.
5 Significance tests are done using Paired Randomization Test [13].
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Table 1. Results on the test-set of topic.

k Dev Test

ndcg ndcg@20 Map ndcg ndcg@20 Map

Baselines

Indri – 45.96 48.98 20.33 47.15 63.86 23.54

Indri+PRF – 48.15 58.97 22.87 49.75 68.73 25.84

General domain models

BERT-base title 0.9 55.46 66.00 30.56 55.92 74.38 33.15

BERT-large title 0.3 54.84 69.62 29.20 55.20 74.49 32.35

BERT-base-msmarco 0.2 51.05 61.76 25.52 53.29 70.52 29.46

BERT-large-msmarco 0.9 51.47 64.16 27.10 54.05 73.28 30.41

BERT-base-msmarco-title 0.9 54.64 67.84 30.17 56.15 74.16 33.60

BERT-large-msmarco-title 0.9 54.52 65.76 30.29 56.07 73.47 33.65

Domain specific models

CBERT title 0.9 55.97 70.51 31.00 55.83 75.00 32.81

CBERT cites 0.2 54.01 60.74 27.85 56.85 71.06 32.83

Combination

CBERT title+cites 1.0 56.33 71.9 32.85 57.5 68.65 34.41

significant at p < 0.05 with respect to CBERT title) the performance of the
reranker, as the last row on Table 1 shows. These results suggest that both
strategies for generating pseudo-qrels provide complementary knowledge.

As a final notice, “large” models do not provide any clear gain over their
“base” counterparts.

5 Conclusions

This work shows that it is feasible to train a neural retrieval system based on
BERT pretrained models for COVID-19 domain using pseudo-qrels extracted
from the target collection.

We have presented two alternatives to generate pseudo qrel data from the tar-
get collection, exploiting title-abstract relation and cites to other papers. These
pseudo-qrels are used to train neural classifiers which are part of an ad-hoc IR
system. Experiments on TREC-COVID shared task data show that the train-
ing data generated in this manner provides significant improvement over robust
baselines. There are no significant differences between using general pretrained
models such as BERT and domain specific models such as CBERT.
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Abstract. Neural summarization models have a fixed-size input limita-
tion: if text length surpasses the model’s maximal input length, some
document content (possibly summary-relevant) gets truncated. Inde-
pendently summarizing windows of maximal input size disallows for
information flow between windows and leads to incoherent summaries.
We propose windowing models for neural abstractive summarization of
(arbitrarily) long texts. We extend the sequence-to-sequence model aug-
mented with pointer generator network by (1) allowing the encoder to
slide over different windows of the input document and (2) sharing the
decoder and retaining its state across different input windows. We explore
two windowing variants: Static Windowing precomputes the number of
tokens for the decoder to generate from each window (based on train-
ing corpus statistics); in Dynamic Windowing the decoder learns to emit
a token signaling the shift to the next input window. Empirical results
render our models effective in intended use-case: summarizing long texts
with relevant content not bound to document beginning.

Keywords: Abstractive summarization · Dynamic long text
summarization

1 Background and Motivation

While extractive summarization selects and copies the most relevant source
phrases and sentences to the summary, abstractive summarization (AS) aims to
capture the source meaning and generate summaries not necessarily containing
portions of the source texts [13], holding promise of producing summaries more
like human created ones. State-of-the-art neural AS models [11,12,14–16,18]
extend a standard sequence-to-sequence (Seq2Seq) architecture, using either
recurrent (RNN) [1] or Transformer-based [17] encoder and decoder components.
See et al. [15] extend the standard Seq2Seq model with a pointer-generator net-
work (PG-Net), providing the model with extractive capabilities, i.e., allowing
it to choose between generating a token and copying source text tokens. Tan
et al. [16] propose a hierarchical model that introduces an additional graph-
based attention mechanism which serves to model interactions between encoded
c© Springer Nature Switzerland AG 2021
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Fig. 1. High-level illustration of the windowing model for long document summariza-
tion.

sentence representations. Paulus et al. [14] incorporate a reward expectation
based on reinforcement learning into a mixed training objective to steer the
model towards predicting globally meaningful sequences.

With respect to long-document summarization, Celikyilmaz et al. [2] dis-
tribute the encoding task to multiple collaborating encoder agents, whereas
Cohan et al. [3] propose a hierarchical encoder that captures the document’s
discourse structure, and an attentive discourse-aware decoder that generates the
summary. The latter requires a predefined discourse structure and is designed
for domain-specific texts (e.g., scientific publications). Despite multiple encoders
operating on different document segments, these models still limit the maximal
document length at inference.

In this work, we address a prominent limitation of neural AS models: they
cannot summarize texts longer than the maximal input length Tx set during
model training. At inference, documents longer than Tx tokens are truncated,
which renders the (potentially summary-relevant) truncated content inaccessible
to the model. We propose novel AS models based on windowing of source text:
we sequentially shift encoder’s attention over different windows of source text.
The decoder is shared across windows, thereby preserving semantic information
from a previous window when decoding the next. We investigate two windowing
strategies: (1) Static Windowing Model (SWM) precomputes, based on the train-
ing corpus statistics, the number of tokens the decoder is to generate from each
source window; (2) for the Dynamic Windowing Model (DWM), we first heuristi-
cally, based on semantic similarity between source text and summary sentences,
inject special window-shift tokens into the training reference summaries and then
let the decoder learn to emit window-shift tokens during generation. Signaling
the window shift by generating a special token, allows DWM to summarize arbi-
trarily long texts during inference. Evaluation on the WikiHow corpus [8] of long
texts with more balanced distribution of summary-relevant content renders our
windowing models effective.
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2 Windowing as Models

Figure 1 contains the high-level depiction of the windowing AS model. We start
from the attention-based Seq2Seq model with recurrent components [1],1 which
maps the input sequence x1, ..., xTx

into an output sequence y1, ..., yTy
. A bidi-

rectional LSTM (Bi-LSTM) encoder produces contextualized representations
hj = [

−→
h j ;

←−
h j ] for each input token. Decoder’s state is initialized with the con-

catenation of the end states of encoder’s LSTMs (s0 = [
−→
h Tx

;
←−
h 1]). We apply

an attention mechanism similar to Luong et al. [10]. However, instead of learn-
ing a local attention span around each source text position – which would limit
the model to a fixed-size input during training – we attend over a window of
Tw tokens and sequentially slide the window over the long text. This way the
decoder learns to model transitions between content windows, allowing to sum-
marize arbitrarily long documents at inference.

Window size Tw and a stride step ss, divide the source text (Tx tokens)
into overlapping windows.2 We use the same decoder, retaining its state, across
all input windows. Sharing a decoder across input windows allows the flow of
semantic information between adjacent windows and holds promise of retaining
summary coherence. At each decoding step t, we attend over the window repre-
sentations, using the decoder’s hidden state st as the attention query, and obtain
the conditioned window encoding ct (for the decoding step t): ct =

∑
j∈Tw

αt,jhj ,
with attention weight αt,j computed as the softmax-normalized value of the
dot-product s�

t hj between the encoded token hj and the decoder’s state st.
Decoder outputs the embedding lt via feed-forward projection of the concate-
nation of the attended input representation ct and its own hidden state st:
lt = Wl tanh([ct; st])+ bl, with Wl ∈ R

d × 2d, bl ∈ R
d as parameters. The output

probability distribution PV (over training vocabulary V ) is then simply com-
puted by applying the softmax function on the vector of dot-product values
computed between lt and each of the (pretrained) word embeddings.

We augment the Seq2Seq model with the pointer-generator network (PG-
Net), as in [15], allowing decoder to choose in each step between generating a
token from the training vocabulary and copying a token from the source docu-
ment, with the generation probability computed from context vector ct, decoder’s
state st, and decoder’s input xt:

pgen = σ(w�
c ct + w�

s st + w�
x xt + bptr ) (1)

with wc, ws ∈ R
d, wx ∈ R

demb , bptr ∈ R as parameters. The output probability
for a word x from the extended vocabulary V̂ (union of V and source text words)
interpolates between generation and copying distributions:

PV̂ (x) = pgen · PV (x) + (1 − pgen)
∑

j:xj=x

αt,j (2)

1 We experimented also with Transformer [17] encoder/decoder, but obtained worse
results.

2 We pad the last window(s), if shorter than Tw tokens.
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This specifies the PG-Net-augmented Seq2Seq AS model that operates on a
window (Tw tokens). We next specify when to transition from one window of
source text to another.

2.1 Static Windowing

The Static Windowing Model precomputes the number of tokens the decoder
needs to generate for each input window. Let {w1, w2, . . . , wN} be the equally-
sized source windows (determined with Tw and ss). We use the following function
to determine the importance (weight) for each window: es(wi) = exp(−k(1 + i ·
di)), with k and d as parameters defining the shape of the summary distribution
over windows.3 The unnormalized weights es(wi) are converted into probabilities
using the softmax function. We next compute the expected summary length for a
given document, based on the document length and training corpus statistics. Let
D be the set of documents and S the set of their respective reference summaries
in the training corpus. We compute the expected summary length for a new
document d as:

E(|s|)d = majority(|S|) · |d|
majority(|D|) (3)

where majority(|D|) is the length that covers 90% of training documents (i.e.,
90% of d ∈ D are at most majority(|D|)) and Majority(|S|) is the length that
covers 90% of reference summaries from S. The number of tokens the decoder is
to generate for a window wi is now simply a product of E(|s|)d and the normalized
weight es(wi).

2.2 Dynamic Windowing

SWM still relies on the document (and summary) lengths of the training corpus,
and the number of summary tokens decoded for a window does not depend
it’s content. Dynamic Windowing Model (DWM) aims to be more flexible, by
allowing the decoder to dynamically signal, via a special token, the saturation
of the current window and shift to the next. Because (1) the decoder needs
to learn to emit this window-shift token (→), and (2) we still want an end-to-
end trainable AS model, we need to somehow inject window-shift tokens (→)
into reference summaries of the training corpus. We achieve this heuristically, by
computing semantic similarity scores between source text sentences and reference
summary sentences. We simply obtain the sentence embedding as a sum of word
embeddings and compute the cosine similarity between sentence embeddings.4

3 For example, with d = 1.2 and k = 0.8, the early windows will receive larger weights
than the later windows.

4 This is a rudimentary method for computing semantic sentence similarity. We will
experiment with cutting-edge sentence embedding models [4,5,9,19, inter alia] in
subsequent work.
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For every reference summary sentence, we identify the most similar source
document sentence and determine its respective window.5 This way we map
each reference summary sentence to one source window. The order of win-
dows assigned to summary sentences is, however, not necessarily sequential
(e.g., [1, 3, 2, 4, 3] for some reference summary with five sentences). Since our
model allows only sequential window shifts, we first make the window order
sequential by replacing sequence-breaking windows with accumulated maximums
(e.g., [1, 3, 2, 4, 3] becomes [1, 3, 3, 4, 4]). We then inject window-shift tokens (→)
between summary sentences with different assigned source windows (e.g., for the
window assignment [1, 3, 3, 4, 4] we inject → → between the first and second sum-
mary sentence and → between the third and fourth sentence). During inference,
the input window is shifted whenever the decoder outputs the → token.

3 Evaluation

Data. We evaluate our windowing models on two benchmark datasets: (1)
CNN/Dailymail news corpus, created by [12] from the question answering
dataset of Hermann et al. [6] and (2) WikiHow corpus [8]. News place the most
relevant information at the beginning (the so-called lead-and-body principle): the
standard models that truncate long documents are thus likely to perform well
in the CNN/Dailymail evaluation. The WikiHow dataset does not have such
a construction bias – summary-relevant information is more evenly distributed
across the texts.

Experimental Setup. We use the negative log likelihood objective and optimize
the models by maximizing the ROUGE-L performance on development sets. We
use a batch-level beam search decoder with beam size B = 3. Unlike standard
beam search, B does not decrease when the end-of-summary token (<eos>) is
predicted. Longer yet incomplete partial hypotheses can thus take over com-
pleted beams whenever they prevail in terms of length-normalized log proba-
bility. We set the hidden state sizes for both encoder’s LSTMs and decoder’s
LSTM to 256. We employ the Adam optimizer [7] (β1 = 0.9, β2 = 0.999, and ε
= 1e−8). For word representations, we use pretrained 300-dim. fastText embed-
dings (50,000 most frequent words)6

Baselines. We compare different variants of SWM and DWM against the stan-
dard PG-Net Seq2Seq model (Stan) with the fixed-size input [15], as well as
against the commonly employed Lead-3 baseline, which simply copies the first
three document sentences to the summary.

Results and Discussion. Table 1 contains the results on the CNN/Dailymail
dataset. Unsurprisingly, the simple Lead-3 baseline outperforms Stan and both
our static and dynamic windowing models. This is because in CNN/Dailymail
5 Depending on Tw and ss, a sentence can appear in more than one window. In such

cases, we map the sentence to its last containing window.
6 https://tinyurl.com/y3y69h3z.

https://tinyurl.com/y3y69h3z
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Table 1. Results on the CNN/Dailymail test set: summaries of Ty = 125 tokens; Stan
trained with fixed-size input of Tx = 400 tokens; SWM (d = 1.2, k = 0.8) & DWM
trained on Tx = 1160 tokens, with windows of Tw = 400 tokens (stride ss = 380).

Model R-1 R-2 R-L

Lead-3 39.89 17.22 36.08

Stan 37.85 16.48 34.95

Static Windowing (SWM) 37.11 16.01 34.37

Dynamic Windowing (DWM) 36.02 15.67 33.28

documents almost all of the summary-relevant content is found at the very begin-
ning of the document. The ability to process all windows does not benefit to
SWM and DWM in this setting as there is virtually no summary-relevant con-
tent in later windows.

In Table 2 we display the results on the WikiHow dataset, which is bound
to be more appropriate for the windowing models, because of the more even
distribution of the summary-relevant content across the source documents. On
the WikiHow dataset, the windowing models – SWM and DWM – generally have
an edge over the standard PG-Net Seq2Seq model (Stan) when the fixed-size
input for Stan matches the windows size of the windowing models. For a larger
input size Tx = 400, Stan performs comparably to DWM with the same window
size Tw = 400. Notably, the DWM has the advantage of being able to process
longer overall input. Lowering Tx for Stan to 200 and comparing it against
SWM/DWM with windows of the same size Tw = 200, we see that the windowing
models clearly prevail. This renders our windowing models as a more appropriate
solution for summarization of documents for which the following two properties
hold: (1) the document length massively surpasses the maximal number of tokens
we can feed to the fixed-input-size model and (2) summary-relevant information
is present all across the document, and not just at its beginning. SWM seems
to outperform DWM, but in practice it cannot really summarize arbitrarily long
texts. Despite transitioning across windows, SWM adapts to summary lengths
seen in training corpus and generates the<eos> token too early during inference

Table 2. Results on the WikiHow dataset (Ty = 125, d = 0 for SWM).

Model Tx Tw/ss R-1 R-2 R-L

Lead-3 – – 24.24 5.31 21.86

Stan 200 – 22.84 7.89 22.38

Dynamic Windowing (DWM) 740 200/180 26.15 8.63 25.48

Stan 400 – 27.54 9.59 26.85

Static Windowing (SWM) 780 400/380 28.25 9.71 27.55

Dynamic Windowing (DWM) 780 400/380 27.23 9.51 26.49
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Fig. 2. Summary for the Wikipedia page “Lionel Messi” (13.607 tokens) produced by
DWM trained on CNN/Dailymail (Tx = 1.160 tokens). Colors correspond to different
source text windows over which the decoder attended during generation.

on the long texts. In contrast, the Dynamic Windowing Model can truly generate
summaries for arbitrarily long texts at inference time, regardless of the observed
lengths of training document. Figure 2 depicts the summary of a very long
document (13.607 tokens), produced by a DWS model trained on an order of
magnitude shorter documents (Tx = 1.160 tokens).

4 Conclusion

Neural summarization models fix the length of the source texts in training (e.g.,
based on the average source document length in the training set), forcing docu-
ments longer than this threshold to be truncated at inference. In this work, we
proposed windowing summarization models, which allow to process arbitrarily
long documents at inference, taking into account full source text. Our models
are effective in summarizing long texts with evenly distributed summary-relevant
content.

Acknowledgment. The work of Goran Glavaš is supported by the Baden
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Abstract. Dark jargons are benign-looking words that have hidden,
sinister meanings and are used by participants of underground forums for
illicit behavior. For example, the dark term “rat” is often used in lieu of
“Remote Access Trojan”. In this work we present a novel method towards
automatically identifying and interpreting dark jargons. We formalize the
problem as a mapping from dark words to “clean” words with no hidden
meaning. Our method makes use of interpretable representations of dark
and clean words in the form of probability distributions over a shared
vocabulary. In our experiments we show our method to be effective in
terms of dark jargon identification, as it outperforms another baseline on
simulated data. Using manual evaluation, we show that our method is
able to detect dark jargons in a real-world underground forum dataset.

Keywords: Dark jargon · Hidden meaning interpretation · NLP

1 Introduction

When bad actors communicate in underground forums (e.g., Silk Road [5]), they
often use jargons to obfuscate their true intentions. They make use of dark jar-
gons, which are benign-looking words that have hidden, sinister meanings, espe-
cially among communities in underground forums. For example, when a user
posts a thread wanting a “rat”, what he/she might really want is malware, i.e.,
“Remote Access Trojan”. As those jargons facilitate an enormous underground
economy [18], identifying the real meaning of dark words is essential for under-
standing cybercrime activities and is an important step in order to measure,
monitor and mitigate illicit activity.

Recently, there has been substantial research interest in the intersection of
Cybersecurity, Information Retrieval [7–9,11,12,15,16,19], and Natural Lan-
guage Processing [13,17,22–24]. However, dark jargon detection and interpre-
tation has not been well studied since only two works are directly related: Yang
et al. [20] proposes to detect dark jargon by utilizing a search engine. The authors
scrape data from pages that tend to contain dark terms, filter out key words and
use the search engine’s similar search function to discover new dark words. Yuan
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 393–400, 2021.
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et al. [21] leverages the context of a word as a representation for the word’s
meaning. The intuition is that dark words in dark forums appear in drastically
different contexts compared to reputable online corpora (e.g., Wikipedia). Dark
words are categorized into five general classes. For example, “blueberry” is cat-
egorized as “drug” and not as “marijuana”, which would be more beneficial for
interpretation. We address this limitation as our method provides more inter-
pretable meaning representations by utilizing probability distributions over con-
text words. Another shortcoming of previous approaches is that the actual mean-
ing of the identified dark jargon is mostly unknown. We alleviate this problem
by making our framework more expressive and allow dark terms to be mapped
to any word/category where the meaning is known. Furthermore, our framework
is completely general as it does not require external resources, such as Wikipedia
or a search engine.

We formalize the problem of finding underground jargon into a general frame-
work of finding a probabilistic mapping function of dark words to word meanings.
We investigate a specific case of this general framework where we find binary
mappings of dark words to “clean” words, which are words that have no hidden
meaning. Further, we develop novel methodology to find dark jargon words in
underground forums automatically using the difference in word distributions.
This methodology enables us to create interpretable representations of jargon
words that can be used to further explain their hidden meanings. In our exper-
iments we make use of a dark corpus of underground forums and evaluate our
methodology. We find that our method successfully identifies dark words in a
simulated and a real-world setting.

2 Approach

2.1 General Framework

In our general framework we use words with no hidden meanings as an direct
explanation for the hidden meaning of dark jargon words. Thus, in the most
general sense we are interested in a mapping function hidden meaning(Vdark)
that takes as input a vocabulary of dark words Vdark and outputs a mapping to
a vocabulary of “clean” words Vclean, with no hidden meaning. This mapping
can be a probability distribution, which expresses the probability of relatedness
of a dark word in Vdark to all clean words in Vclean.

In this work, we investigate the specific case where the probability distribu-
tion is forced to have only a single element with probability 1.0. Thus, we are
interested in a binary mapping from Vdark to Vclean. However, it is possible to
retrieve a more fine-grained distribution, which we leave for future work.

2.2 Problem Setup

Our problem setup is as follows: given two text corpora, a dark corpus Cdark

and a clean corpus Cclean, the goal is to find the words that are likely to have
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hidden meanings in the dark corpus and identify their true meaning. We further
build a joint vocabulary V , which is the most frequent N words from the union
of Cdark and Cclean. Then, for each word wd ∈ Cdark we want to find a word
wc ∈ Cclean, such that wc expresses the hidden meaning of wd.

We first get a word vector for each word in both corpora, such that every
word w ∈ V has two word vectors wd and wc. Second, for each wd, we rank all
clean word vectors, such that we find the words in Cclean that are most similar
to wd, thereby assuming that the meaning of wd is related to closeness of words
in Cclean according to some similarity measure.

We propose to use two methodologies for achieving this mapping. We first
introduce a novel method based on word distributions and Kullback-Leibler-
divergence [10]. We then find another suitable method in cross-context lexical
analysis [14]. In our experiments we compare both methods to understand which
one is more performance for our task.

2.3 Word Distribution Modeling and KL-Divergence

We start by introducing the word distribution and KL-divergence method. The
intuition is that a dark word, e.g., “rat”, will appear in different contexts than
the clean word “rat”. It will therefore have a context more similar to a clean
word like “malware”, as it would have to “mouse”. When we represent word
contexts as probability distributions over words, we find that “rat” in the dark
corpus and “malware” in the clean corpus have the most similar distributions.

For each word in our vocabulary V , we build a unigram probability distri-
bution of all other words in V . In order to build this probability distribution we
make use of a sliding window technique, where we look at k words before and
after the occurrence of the word under consideration. We choose to employ this
technique, since we are interested in a word’s immediate context, as compared
to the entire document, which is often used in unigram language modes.

More specifically, to build a word distribution for a word w ∈ V , we first get
a length |V | all zero word count vector, with each entry mapped to a word in
V . We then go through the whole corpus C, and for each occurrence of w, we
look at k words before and after it, increase the value of the counter vector at
corresponding indices. To get a probability distribution over context words, we
perform maximum-likelihood estimation and divide each element in the vector
by the sum of all vector elements. We further employ smoothing to handle the
zero-value probability problem, where we smooth the word distribution of w. We
get two word distributions for each word w ∈ V : One distribution estimated from
the dark text P (wd|Cdark) and one from the clean text P (wc|Cclean). To get two
words’ dissimilarity dissim(wd, wc), we calculate the KL-Divergence between the
two probability distributions as in Eq. 1. Finally, for each dark jargon we define
it’s hidden meaning as the clean word with the lowest dissimilarity to our target
dark word wd (Eq. 2).

dissim(wd, wc) = KL(P (wd|Cdark)||P (wc|Cclean)) (1)
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hidden meaningKL(wd) = arg min
wc∈Cclean

dissim(wd, wc) (2)

2.4 Cross-context Lexical Analysis

Another suitable method for our problem setup is cross-context lexical analy-
sis (CCLA) [14]. Here, the goal is to analyze differences and similarities of words
across different contexts. Contexts are usually defined over document collections,
which is very akin to our problem setting. Therefore, we can directly apply this
methodology to our problem, where the two corpora under consideration are
our dark and clean corpora Cdark and Cclean, respectively. Using CCLA as a
framework, we can leverage it as yet another method to measure the difference
of words in a clean and dark context.

Following Massung [14], we define a scoring function as in Eq. 3, where
cos(w1, w2, C) is the cosine similarity of the word vector of w1 and w2 com-
puted over corpus C. NN(w,C, k) is the corresponding length-k vector, where
each entry has the value of the cosine similarity of w’s word vector and the k
closest word vectors. Wcommon is the intersection of the set of k words in corpus
C with highest similarity to the word vectors wd and wc (Eq. 4). Note that our
function is a slight variation of Massung [14], as we modify it to be suitable for
two input words (wd, wc), rather than just a single input word. Essentially, φ
measures the similarity of the usage of wd and wc across Cdark and Cclean. To
generalize, for each word in wd ∈ Cdark, we find a wc ∈ Cclean that maximizes
φ, which is then used as the mapping for wd (Eq. 5).

φ(wd, wc, Cdark, Cclean, k) =
Σw∈Wcommon

cos(w,wd, Cdark) ∗ cos(w,wc, Cclean)
||NN(wd, Cdark, k)|| ∗ ||NN(wc, Cclean, k)||

(3)

Wcommon(wd, wc, Cdark, Cclean, k) = W (wd, Cdark, k)
⋂

W (wc, Cclean, k) (4)

hidden meaningCCLA(wd) = arg max
wc∈Cclean

φ(wd, wc, Cdark, Cclean, k) (5)

3 Experiments

3.1 Experimental Setup

We aim to answer three research questions: (1) What is the performance of the
word distribution method? (2) What is the performance of CCLA compared to
the word distribution method? (3) What are the qualitative results in terms of
dark jargons identified?
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Table 1. Clean-clean Evaluation of the Word Distribution (KL) and Cross-context
Lexical Analysis (CCLA) Methods using the Mean Reciprocal Rank (MRR) metric.

Method MRR all words MRR dark words

KL 0.909 0.892

CCLA 0.974 0.479

Datasets. We make use of two datasets in our experiments, where each dataset
has stowords and punctuation removed, words are lower-cased and stemmed:
(1) Dark Corpus. Taken from Yuan et al. [21], our dark corpus contains user
posts scraped from four major underground forums: Silk Road [5], Nulled [3],
Hackforums [2] and Dark0de [1]. The combined corpus contains 376,989 posts.
(2) Clean Corpus. The clean corpus contains a web scrape of 1.2 million reddit [4]
threads from 1,697 top subreddits in terms the number of subscribers.

Evaluation Environments. In order to answer our research questions, we build
two evaluation environments: The first environment aims to evaluate the quan-
titative performance of our method. Since no gold standard data is available for
this task, we decided to simulate the dark jargons in the dataset. The second
environment aims to measure the quality of the dark jargons identified on real
data. Here, we manually check if the model can find real meanings of dark words
on non-simulated data. The two environments are created as follows:

(1) Clean-Clean: We randomly split the documents in the clean corpus into two
splits. In the first split, namely clean1, we randomly select 500 words and prefix
them with a dash (“ ”). For example, if the word “strawberry” was selected,
a sentence like “John loves strawberry milkshakes” would be turned into
“John loves strawberry milkshakes”. The second split, namely clean2, remains
unmodified. Once we run the models on this corpus, for each word in the vocab-
ulary in clean1, we get its corresponding ranking list of nearest words in clean2.
We separately investigate the dashed words (words with “ ”). For those words,
the top-ranked word should be the word itself, i.e., the original word without
the dash (“ ”). We calculate the mean reciprocal rank (MRR) as a performance
evaluation metric for the clean-clean dataset. We separately measure MRR for
all words in the vocabulary and for our simulated dark words.

(2) Dark-Clean: For the real world dataset, we run our word distribution method
and get a ranked list of nearest words in clean for each word in dark. We then
do a manual evaluation of random dark words our method retrieves to find out
their hidden meanings.

Hyperparameters. We use the following parameters for our methods, which we
empirically found to perform best: We use a vocabulary size of 10,000. For the
word distribution method, we use a sliding window size k of 10 and Laplace1

1 We found that Dirichlet smoothing was less effective.
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Table 2. Dark-clean Manual Evaluation based on our Word Distribution Method.

Dark Word Clean word Meaning

gdp kush Grand Daddy Purps (type of marijuana)

blueberry kush Type of marijuana

coke cocaine Nickname for cocaine

klonopin xanax Sedative medication

shrooms lsd Hallucinogenic drug similar to LSD

bubba kush Type of marijuana

ecstasy mdma Nickname for mdma

dilaudid oxy, morphine Strong painkiller (aka: hospital heroin)

pineapple kush Type of marijuana

zeus botnet Botnet malware

rat malware Remote Access Trojan (malware)

smoothing with α = 1. For CCLA, we use an embedding size of 300 and a
neighborhood size k of 100.

3.2 Experimental Results

We now move on to our experimental results and answer our three research ques-
tions. Table 1 shows the results of our proposed word distribution method (KL)
and CCLA for all words in the vocabulary and our simulated dark words. To
answer our first research question, we see that the KL method performs well,
with an MRR around 0.9 for all words in the vocabulary and the simulated
dark words. To answer research question two, we find that the CCLA method
performs better for all words, however, it is performing much worse for the sim-
ulated dark words. Since finding dark words is the goal of our research, we can
conclude that KL outperforms CCLA for our task.

To answer research question three, we perform a manual evaluation into the
dark words that were identified by our method on a real-world corpus. In Table 2,
we present a list of dark words identified by our word distribution method and
the clean word that was mapped to the corresponding dark word. We also show
the meaning that we manually identified using a slang dictionary or by searching
for the highest ranked clean words online. As can be seen from the table, our
method retrieves meaningful results since our analysis finds many drug-related
and malware-related terms. We take these results as evidence for the potential
of our method for finding dark term meanings in a real-world setting.

4 Conclusion and Future Work

We have shown that our approach based on word distributions derived from a
word’s context is effective for jargon detection and it outperformed a related
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method based on cross-context lexical analysis. Furthermore, our method lever-
ages word distributions and is therefore inherently interpretable, as individual
word probabilities can be thought of as importance weights of a word’s context.
In the future, we plan to further improve interpretability of dark terms by lever-
aging external large-scale knowledge resources that define the meaning of slang
words, such as Urban Dictionary [6].

Acknowledgment. This material is based upon work supported by the National Sci-
ence Foundation under Grant No. 1801652.
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Abstract. This study focuses on multi-span reading comprehension
(RC), which requires answering questions with multiple text spans.
Existing approaches for extracting multiple answers require an elaborate
dataset that contains questions requiring multiple answers. We propose
a method for rewriting single-span answers extracted using several dif-
ferent models to detect single/multiple answer(s). With this approach,
only a simple dataset and models for single-span RC are required. We
consider multi-span RC with zero-shot learning. Experimental results
using the DROP and QUOREF datasets demonstrate that the proposed
method improves the exact match (EM) and F1 scores by a large margin
on multi-span RC, compared to the baseline models. We further analyzed
the effectiveness of combining different models and a strategy for such
combinations when applied to multi-span RC.

Keywords: Reading comprehension · Multi-span extraction ·
Zero-shot learning

1 Introduction

Reading comprehension (RC) is an automatic answering task based on ques-
tions from a given context. In extractive RC tasks such as SQuAD [9,10], sev-
eral models have shown superior performance over humans [4,8,14]. However,
such tasks are restricted to answering questions with a single text span (i.e.,
single-span RC), and questions requiring multiple answers (i.e., multi-span RC)
remain unsolved. Multi-span RC increases the difficulty in addressing questions
owing to the number of expected answers [5]. Studies on multi-span RC [1,6,11]
have required an elaborate dataset that contains questions requiring multiple
answers. Although preparing such datasets is demanding, numerous single-span
RC datasets [7,9,10,13,15] exist. Therefore, models that can extract multiple
answers from a context without multi-span supervision (i.e., zero-shot learning)
are worth exploring. This is the first attempt to tackle multi-span RC only with
single-span supervision.
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 401–409, 2021.
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We hypothesize that simple models for single-span RC can extract fragments
of multiple answers from a context individually. To examine the assumption, we
performed a preliminary experiment to show the behavior of several RC models.
In Fig. 1 (left) we observed that several answers extracted by single-span RC
models, including correct and incorrect spans, were scattered within the context.
Similarly, unique predictions extracted by several RC models on multi-span RC
were more divergent than those on single-span RC, as shown in the right panel
of Fig. 1. Therefore, we assume that multiple answers in a specific context can
be found through the following operations: extracting and rewriting.

In this study, we leverage a behavior in which answers extracted by several
models are often different on multi-span RC. Specifically, we use single-span RC
models to find fragments of multiple answers (extracting). Then, our method
rewrites the fragments to obtain well-formed answers (rewriting). To implement
this idea, only a simple dataset and models for single-span RC are required. Our
main contributions are as follows:

1. We propose a method for rewriting single-span answers extracted by several
single-span RC models to detect single/multiple answer(s) without multi-span
supervision.

2. We show that the proposed method improves the performance of multi-span
RC compared to the baseline models, beyond the limitations of single-span
RC models.

3. We analyze a combination of different structural models on multi-span RC
including the effectiveness of such models and methods to efficiently combine
them.

Fig. 1. Left: Example of single/multi-span RC. Underlined text strings in the con-
text are predictions of multi-span RC using ten fine-tuned BERTBASE models. Right:
Average number of unique predicted answers that were extracted by ten fine-tuned
models. The number of unique predictions in a question is equal to 1 if all predictions
are completely matched. In both cases, we used DROP (Dev.) described in Sect. 3.1.
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2 Methodology

We leverage a behavior in which answers extracted by several models are fre-
quently different on multi-span RC. The proposed method is composed of two
components: Extractive QA and RC-rewriter. Extractive QA, a set of simple
models for single-span RC, is trained only on a single-span RC dataset (i.e., zero-
shot setting for multi-span RC). To detect answers to a question, RC-rewriter
integrates several text spans extracted by Extractive QA into single/multiple
answer(s).

Extractive QA
This component extracts fragments of single/multiple answer(s) to a question
from a context. Extractive QA is composed of a set of N different extractive RC
models, M = {m1, ...,mN}, where each model is trained only on a single-span
RC dataset in advance. Because Extractive QA admits arbitrary models, m∗ is
trained using its training procedure, as described in the RC models [4,12,16].

For prediction, the i-th model mi extracts an answer ai with a single text span
from a given context c as ai = mi(q, c), where q is a given question. Finally, a
set of detected answers A∗ = {a1, ..., aN} is fed into the RC-rewriter to integrate
individually detected answers into well-formed single/multiple answer(s).

RC-Rewriter
This component rewrites a set of extracted answers A∗ to obtain single/multiple
answer(s). As the key idea of this component, the actual answer A will be a
single answer if a set of extracted answers A∗ is converged in a specific span,
and A will be multiple answers if A∗ is diverged into separated spans.

First, we compute the convergence rate F = {f1, ..., f|c|} of A∗ over tokens
T = {t1, ..., t|c|} in the context c. Specifically, the convergence rate fj between
the j-th token tj and A∗ is computed as follows:

fj =
1

|A∗|
∑

a∈A∗
1[gb(a)≤j≤ge(a)],

where 1[·] is an indicator function that returns a value of 1 if the input condition
is true, and 0 otherwise. In addition, gb(·) and ge(·) are functions that return
the start and end positions of its input.

Second, RC-rewriter classifies the j-th token tj into single-span, multi-
span, or no-span as an intermediate label, which is a clue for detecting the final
answers. Specifically, the intermediate label sj of the j-th token tj is computed
as follows: (1) sj is single-span if fj ≥ u, (2) sj is multi-span if u > fj ≥ l,
or (3) sj is no-span if l > fj , where u and l are the thresholds categorizing tj
into three classes. In the first and second steps, these operations are performed
on all tokens of T to obtain S = {s1, ..., s|c|}.

Finally, the answer A is detected based on intermediate labels S. For multiple
spans, A is composed of a set of sequentially continuous tokens classified as
multi-span if there is no token classified as single-span. Otherwise, we obtain
sequentially continuous tokens classified as single-span.
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3 Experiment

3.1 Dataset and Evaluation Metrics

We used the DROP [5] and QUOREF [3] datasets to evaluate our models and
compare them to competing approaches. We sampled extractive RC examples
from the official dataset and split them into multi-span RC and single-span RC.
Because no test split was applied to the official dataset, we used random sam-
pling to divide the official training split into Train and Dev. at a ratio of 9:1. In
the experiment, the official development split was used as Test. Because multi-
span RC (train) was used to train only the fully supervised model described
in Sect. 3.2, multi-span RC (train) was not used for training other models. The
preprocessing was applied to the DROP and QUOREF datasets. The statistics
of the datasets are listed in Table 1. To compare our models to competing mod-
els, we used the exact match (EM) and F1 scores following the original DROP
evaluation metrics [5].

Table 1. Number of triplets of a question, context, and their answers used in the
experiment. The training split of multi-span RC (†) is used to train only the fully
supervised models.

Dataset Single-span RC Multi-span RC

Train Dev. Test Train Dev. Test

DROP 20,620 2,448 2,749 4,141† 477 553

QUOREF 15,758 1,654 2,197 1,777† 210 221

3.2 Compared Models

Single-Span Baseline. We used BERT [4], XLNet [14], and ELECTRA [2]
as single-span baselines that extract an answer with a single text span. These
models predict start and end positions of an answer via two fully connected
layers. All models were trained and validated only on single-span RC. Henceforth,
♣, ♦, ♥, and ♠ refer to BERTBASE, BERTLARGE, XLNet, and ELECTRA,
respectively.

Fully Supervised Model. We implemented Multi-span Extractor based on
MTMSN [6], which can extract answers with multiple text spans. This model
repeatedly extracted multiple answers until the number of extracted spans was
the same as the predicted number of spans. Several models, ♣, ♦, ♥, and ♠, were
employed as an encoder and span extractor. In addition, a span number predictor
was implemented on top of the encoder. This model differs from MTMSN in
terms of not containing arithmetic headers because its focus is mainly on span
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extraction. Note that both single- and multi-span RC were used to train and
validate the model.

Oraclesingle. We prepared an oracle to evaluate the limitations of single-span
RC models. The oracle extracts a correct answer from a list of gold answers
where the extracted answer has the highest F1 score.

3.3 Model Configurations

For the Extractive QA, we trained 20 single-span RC models with different
random seeds. We used the optimal model validated on single-span RC (Dev.)
as a single-span baseline. We used Adam with a learning rate of 3e-5 to train
all models. For the RC-rewriter, the thresholds u and l were set to 1.0 and
0.2, respectively, by validating with few examples.1 For other hyperparameters,
we used 12, 24, and 32 as the batch sizes of ♣, ♦/♥, and ♠, respectively. The
numbers of epochs were set to 20, 10, and 5 for ♣, ♦, and ♥/♠, respectively. The
maximum sequence length was limited to 512 tokens. For the fully supervised
models, the maximum number of spans was set to 8. Other hyperparameters of
the model correspond to each single-span baseline.

Table 2. Performance of our models and the competing models on Test.

Model DROP QUOREF

Multi-span RC Single-span RC Multi-span RC Single-span RC

Single-span Baseline EM F1 EM F1 EM F1 EM F1

BERTBASE (♣) 0 22.0 58.0 64.3 0 27.7 62.8 65.6

BERTLARGE (♦) 0 28.2 70.6 77.2 0 31.2 78.7 82.3

XLNet (♥) 0 28.8 73.1 79.5 0 30.9 79.5 83.2

ELECTRA (♠) 0 28.7 75.6 81.9 0 34.1 83.2 86.2

Fully Supervised Model EM F1 EM F1 EM F1 EM F1

Multi-span Extractor ♣ 8.3 38.5 56.5 63.2 21.7 49.7 60.3 63.5

Multi-span Extractor ♦ 13.0 48.4 69.0 76.0 30.8 60.9 77.8 81.5

Multi-span Extractor ♥ 14.1 51.0 71.9 77.9 34.8 63.6 79.5 82.7

Multi-span Extractor ♠ 11.2 50.9 75.7 82.2 39.8 67.9 82.2 85.1

Zero-shot Multi-span Model EM F1 EM F1 EM F1 EM F1

Proposed (♣ × 20 + RC-rewriter) 3.8 31.5 46.4 62.0 8.1 39.8 48.5 61.0

Proposed (♦ × 20 + RC-rewriter) 8.9 41.2 61.2 75.5 15.4 45.3 69.6 79.5

Proposed (♥ × 20 + RC-rewriter) 10.7 42.6 64.1 77.5 22.2 49.0 72.2 80.7

Proposed (♠ × 20 + RC-rewriter) 13.7 45.1 68.0 80.4 19.5 48.4 76.0 83.7

Single-span Oracle EM F1 EM F1 EM F1 EM F1

Oraclesingle 0 42.0 100 100 0 42.8 100 100

1 30 examples were randomly sampled from each single- and multi-span RC
(Dev.). The best u and l were selected from [0.5, 0.6, 0.7, 0.8, 0.9, 1.0] and
[0.1, 0.2, 0.3, 0.4, 0.5], respectively.
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3.4 Experimental Results

Table 2 presents a summary of the performances of our models and those of the
competing models for multi- and single-span RC on Test.

Multi-span RC. The proposed method drastically improved the performance of
the single-span baselines on both datasets, whereas the single-span baselines indi-
cated the 0% EM scores. In particular, the performance of ♠×20 + RC-rewriter
on the DROP dataset reached values close to those of the fully supervised models,
Multi-span Extractor, trained on both single- and multi-span RC. Furthermore,
the proposed method based on ♦, ♥, and ♠ also outperformed Oraclesingle. This
indicates that the proposed method can achieve significant success beyond the
capabilities of a single-span RC model, even without multi-span supervision.

Single-span RC. Compared to the single-span baselines, although the perfor-
mances of the proposed method were maintained in terms of the F1 score, they
decreased in terms of the EM. This is because the proposed method not only
extracts the correct answer to a question but also extracts incorrect answers
occasionally.2 In contrast, suppose a naive top-k extractor3 is applied to single-
span RC, the EM of single-span RC is 0%. This suggests that to obtain sig-
nificant results on both single- and multi-span RC, extracting several answers
using different models and rewriting the answers are important in the zero-shot
setting.

Fig. 2. Left: Effectiveness of combining models with different structures for multi-span
RC in the DROP dataset. For a fair comparison, we used five models with different
seeds per model. Middle: Relationship between recall and number of predictions using
single-span RC models for multi-span RC in the DROP dataset. Right: Pearson cor-
relation between F1 scores for single/multi-span RC in DROP (r = 0.627). Each plot
corresponds to a combined model. The number of plots was 500. In all figures, we used
the Dev. split.

2 We found the error pattern of 36.0% from randomly sampled 100 error examples.
3 A naive top-k extractor implemented on a single-span baseline repeatedly extracts

top-k spans (k ≥ 2) until the number of extracted spans is reached at the fixed
number of spans.
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3.5 Effectiveness of Combining Models with Different Structures

We analyzed the combination of different structural models to show its effective-
ness.

First, we show the effectiveness of combining the different structural models.
In Fig. 2 (left) we demonstrate that the combined model with different structures
improved the performance of the best combined model with the same structure.

Second, its effectiveness was indicated by the recall curves, as illustrated in
the middle panel of Fig. 2. We analyzed the recall curves of several single-span RC
models without rewriting. The recall curves present the efficiency of extracting
fragments of multiple answers, which suggests that combining different structural
models enhances the performance of the Extractive QA.

Finally, we analyzed the Pearson correlation between F1 scores on single-
and multi-span RC to identify the optimal combinations for multi-span RC. We
randomly sampled 20 RC models from ♣, ♦, ♥, and ♠ with different seeds to
generate several models and then evaluated the combined models. As shown
in the right panel of Fig. 2, there is a moderate correlation between F1 scores.
Therefore, we can identify the optimal combined model for multi-span RC only
with the development split of single-span RC. Furthermore, we found that the
high-performing models tend to employ a strong model (♠) while combining
different structural models.

4 Conclusion

This study proposed a method for rewriting single-span answers extracted using
simple models, to detect single/multiple answer(s) without multi-span super-
vision. The experimental results demonstrate that the proposed method out-
performs the baseline models on multi-span RC and that combining different
structural models improves the performance. As future work of this study, we
will analyze the gap between beneficial and unbeneficial combinations to improve
their performances.
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Abstract. We study the textual complexity of documents as an aspect
of the Information Retrieval process that influences retrieval effective-
ness. Our experiments show that in many cases user queries allow deter-
mining which linguistic competency level best suits an underlying infor-
mation need. The paper investigates promising first approaches on how
to do so automatically and compares them to an idealistic baseline. By fil-
tering out documents of unexpected textual complexity, we find improved
search results mainly when using precision-oriented effectiveness mea-
sures.

Keywords: Information retrieval · Textual complexity · Document
relevance

1 Introduction

Nowadays, information about every conceivable topic can be found digitally.
Information Retrieval (IR) systems assist users in retrieving documents from
large collections such as for example the World Wide Web. An IR system esti-
mates a retrieval score for each document in a collection using a ranking function
in accordance with a query criterion and returns the documents in decreasing
order of estimated probability of relevance starting with the best ranked docu-
ment [18].

To solve an IR problem or satisfy an information need, a user first verbalizes
the information need based on their understanding of the problem. Initially,
it would in most scenarios be paradoxical to assume that the user is aware of
the “solution” [17]. This initial formulation rarely encapsulates all aspects that
relevant documents may discuss. Next, the user initiates an interaction with
an IR system by entering a query which is a coded form of that verbalization.
As a consequence, the query is twice removed from the original information
need of the user but forms the basis for the query/document matching. On
the other end of this matching process, we observe that not every retrieved
document that contains matching words with the query is relevant. Conversely,
not every relevant document contains any of the query terms chosen by the user.
These considerations explain why it is in practice unavoidable that the result
list will contain irrelevant items. The user will, after consulting the result list,
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decide whether to reformulate the query and initiate a new retrieval cycle. In the
following, we are concerned with document collections where the documents are
mostly presented as natural language and, therefore, can be of different textual
complexity depending on the content, used words, and sentence structures.

Research Question: We explore whether there is a relation still present in
the coded query between the information need and the textual complexity of rel-
evant documents. In other words, we verify whether documents that solve the
same problem or are relevant to the same information need share content and
terminology to such an extent that they have similar textual complexity.

We propose to estimate the complexity of retrieved documents by means of
machine learning algorithms and use this information to improve the quality of
the result lists. If a query attracts simple (or complex) documents in the top
k retrieved documents, we believe it would be beneficial to eliminate complex
(or simple) documents from the result list thereby making the list more homo-
geneous. In other words, we explore whether there are information needs that
are best answered by sources that tend to have complex or simple language,
respectively. To this end, we build a model for document complexity estimation
and use complexity filters for choosing documents from a ranked list. We then
verify that it is indeed in some cases possible to guess what complexity level the
truly relevant documents are supposed to have according to a user’s preferences
by looking at top k retrieved documents, thus improving retrieval effectiveness.

2 Related Work

Most widely-known IR research related to textual complexity is centered around
readability [11,14,15,22]. Readability is the sum total of all elements in a text
that affect a reader’s understanding, speed of reading, and interest in the text [8].
In IR, the readability measure is used to match a particular user to the retrieved
documents that better suit the user’s comprehension abilities. In this case, the
relevance of a retrieved document is not the primary characteristic: even if the
document turned out to be highly relevant, the user may not understand it.

The readability of medical information has been thoroughly studied [10,21].
In particular, CLEF eHealth organized labs [10] to support the development of
techniques to aid people with different backgrounds and levels of education in
grasping medical information and make health-centered decisions.

We, however, distinguish textual complexity from readability. Our complexity
model does not take into account the user’s level of knowledge and ability to
comprehend. The goal is exclusively to leverage this “complexity” to help us
improve the relevance of the ranked list assuming that documents from the list,
which answer to the user’s information need, share context and terminology.

Early works on the estimation of textual complexity employed heuristic mea-
sures [7,9] that are calculated as a weighted sum of simple textual features. Later
the same features have been adopted by machine learning algorithms [14–16,23],
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where the complexity estimation is viewed as a classification problem. The previ-
ous work explored various combinations of features and classification algorithms
such as k-NN, SVM, MLP. In this work, we use an MLP for classification.

3 Our Approach

The main idea of our approach is to estimate the textual complexity of retrieved
documents (see Sect. 3.1) and use this information to improve retrieval effec-
tiveness. We further build algorithms that selectively eliminate documents with
“unexpected” complexity that are more likely to be irrelevant (see Sect. 3.2).

3.1 Complexity Estimation

We formulate the complexity estimation task as a probabilistic binary classifica-
tion problem where each document belongs to a class of either simple or complex
documents. The classification involves two steps (see Fig. 1): feature extraction,
and utilization of extracted features as an input for a classification algorithm
that outputs the probabilities of being in each of two classes. In this paper, we
use a multi-layer neural network as a classifier: two hidden layers of 200 and 40
nodes, respectively, with the ReLU as the activation functions and the sigmoid
at the output layer. Other classification algorithms can also be used.

Features Probabilistic
Classifier

probability to
be simple

probability to
be complex

Document

complexity complex
unknown

simple

LabelThresholding

Fig. 1. Document complexity estimation pipeline.

Dataset for Classification. The Wikipedia dumps [1], which are available for
both English and Simple English articles, are used for training and testing the
binary classifier. The Simple English version is explicitly targeted to represent
easily readable and understandable texts intended to reach a broad audience.
However, we have observed that some pages from Simple English Wikipedia are
more complex than the corresponding pages from the main English Wikipedia.
Nonetheless, we assume the articles from Simple Wikipedia to be simple (low
complexity) and the articles from English Wikipedia to be complex (high com-
plexity). We train the classifier on 106744 pairs of articles using 5-fold cross-
validation to predict what Wikipedia version each document belongs to.

Features Extraction. Features are characteristics possessed by a document
and represented as numerical vectors. Extracting informative features greatly
enhances the performance of a machine learning classification algorithm. We
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leverage document embeddings, which represent context information of a text
as a fixed-length numerical vector. We use the doc2vec algorithm [12], which
uses a neural network to learn semantic vector representations of a text. To
our knowledge, the doc2vec algorithm has not been used to capture the com-
plexity characteristics of texts before. The trained classifier achieves accuracy of
0.8907. We have also experimented with standard features that cover word-level,
sentence-level, and discourse-level effects [19], and achieved similar performance.
We report the findings on complexity estimation using doc2vec features, only.

In the binary classification, the decision for converting a predicted probabil-
ity into a class label is governed by a decision threshold, which is 0.5 by default;
a document with score less than 0.5 is categorized as simple, otherwise, it is com-
plex. In this work, we use two thresholds and categorize documents into three
groups: simple, complex, and unknown (i.e., average). We label documents as
complex only if the classifier assigns high probability to be complex for a docu-
ment, and as simple only if the classifier assigns low probability to be complex for
a document. If the predicted probability for a document is between two thresh-
olds, we consider the document neither complex nor simple. The two thresholds
are found using F1 thresholding [13] that determines thresholds given a required
F1-score per class. We use F1 of 0.95, which resulted in 37.2% of documents to
be of simple complexity, 38% - complex, 24.8% - unknown/average.

3.2 Complexity in IR: Analysis and Experiments

In this section, we study how textual complexity estimators can be utilized to
improve quality of search result lists. First, we verify that complexity filters can
be exploited to improve the relevance of such lists. Next, we examine queries on
the complexity levels of retrieved documents. Finally, we build algorithms that
apply the complexity filters automatically and show that they can be used to
improve retrieval scores of the Indri search engine for a TREC dataset.

To show the potential of using documents’ complexity, we establish five filters:

– keep all that keeps all documents;
– keep complex that eliminates all simple and unknown documents;
– remove simple that eliminates all simple documents;
– remove complex that eliminates all complex documents;
– keep simple that eliminates all complex and unknown documents.

Dataset. For the experiments we use the ClueWeb09 [2] dataset and TREC
queries [3–6]. We work with the “Category A” part of the dataset, which is
roughly 500 million English pages, and 200 queries provided by TREC. As a
baseline, we use the Indri retrieval framework [20]. Overall, 30% of all analyzed
pages from Indri baseline were simple, 28.5% - complex, and 41.5% - unknown.

Oracle-Based Complexity Filtering. To verify that the complexity filters
can in principle improve retrieval effectiveness, we build an “all-knowing ora-
cle”. First, we apply the filters to a ranked list for each of 200 queries and
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Table 1. Performance of the Oracle over the Indri baseline.

Metric Indri Filtering with the Oracle

P@20 0.2443 0.3134�

nDCG@20 0.1775 0.2364�

Bpref 0.1393 0.1521�

� indicates statistically significant difference; 2-
tailed t-test, 0.025 level of significance.

compare several relevance scores for the lists before and after filtering. Next, we
retrospectively choose the filter that maximizes the score for each list. Table 1
shows the result of applying the best-performed filters to the Indri baseline for
various evaluation metrics. The result demonstrates that the filters produce sub-
stantial, statistically significant improvement of the evaluation scores over the
baseline.

Table 2 provides specific queries and filters that have managed to increase the
relevance of the result lists. For example, the query about PlayStation 2 games
with the “keep simple” filter doubled the nDCG score. This confirms that the
information need that was formulated as “ps2 game” is best fulfilled by sources
that tend to have simple language. Similarly, the relevance of the ranked list for
the Mitchell college query is improved using the “keep complex” filter.

Table 2. Queries that were improved with the filters.

Query Best filter nDCG before filtering nDCG after filtering

ps 2 game Keep simple 0.1191 0.2447

Mitchell college Keep complex 0.1544 0.2098

Obama family tree Remove simple 0.6088 0.6330

Complexity as an Aspect of an Information Need. To understand the
information need implied in the queries, we analyze a perfect baseline that con-
tains only relevant documents to each query. The perfect baseline is constructed
from the query relevance files that are made by human assessors from TREC.

Table 3 shows queries that have high and low average complexity scores over
the top 10 documents in the perfect baseline. For example, the “ps 2 games”
query has a very low average complexity; it supports our hypothesis that the
retrieved documents for some queries are supposed to be of specified complexity.

Automatic Application of Complexity Filters. Consequently, we assume
that the average complexity of the top documents in a ranked list provides a hint
about the complexity of the sources that fulfill the underlying information need.
We build two approaches that choose a filter in consideration of the average
complexity of the list. The first model (Oracle Rule-based) uses the average
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Table 3. Example of queries with high and low mean (top 10) complexity scores.

QID Complexity Query QID Complexity Query

Complex queries Simple queries

1 0.972 Obama family tree 9 0.150 Used car parts

24 0.953 Diversity 29 0.075 ps 2 games

60 0.927 Bellevue 49 0.053 Flame designs

157 0.995 The beatles rock band 182 0.141 Quit smoking

Algorithm 1. Rule-based filtering strategy
Input: Average complexity of the top k documents

1: if mean complexity > threshold1 then apply keep complex filter
2: else if mean complexity > threshold2 then apply remove simple filter
3: else if mean complexity > threshold3 then apply keep all filter
4: else if mean complexity > threshold4 then apply remove complex filter
5: else apply keep simple filter

complexity estimation of the top 10 documents from the perfect list to choose
a filter using four complexity thresholds (see Algorithm 1). The main idea of
the algorithm is to select a filter to match the average complexity level of the
perfect list. This is, however, an unrealistic setup since users do not have the
perfect lists for their queries. The second model (Rule-based) fully relies on the
average complexity of the retrieved documents. This approach does not take into
account the complexity estimation of the perfect list and, therefore, represents
the desired real-world setting.

We use the Algorithm 1 to distinguish five different scenarios. We found
threshold values for both approaches using 5-fold cross-validation over queries
for the Indri baseline. The found values for the Oracle Rule-based model are [0.8,
0.45, 0.24, 0.08], for the real-world Rule-based model are [0.59, 0.42, 0.07, 0.05].

Table 4 shows the evaluation scores after the application of the filtering
strategies. For comparison, we use the “vanilla” Indri baseline and our oracle.
Please note that any filtering will not be beneficial with respect to overall recall,
so, by design, we expect to see most of the benefits for precision-oriented mea-
sures. The table indicates improvements when using the Rule-based strategy with
no oracle for the P@20 and nDCG@20 measures, however, they are statistically
insignificant. The Oracle Rule-based strategy, on the other hand, significantly
increases the scores for the P@20 and nDCG@20 metrics. Nonetheless, Bpref
scores have been reduced for all strategies but the Oracle, since the elimination
of documents decreases the recall, as expected. Thus, we believe that the elimi-
nation of documents from the ranked list is a good strategy unless the problem
is in a high recall situation.
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Table 4. Improvements over Indri baseline using three strategies.

Metric Indri Oracle Oracle Rule-based Rule-based

P@20 0.2443 0.3134� 0.2631� 0.2541

nDCG@20 0.1775 0.2364� 0.1947� 0.1822

Bpref 0.1393 0.1521� 0.1296� 0.1240�

�statistically significant difference; 2-tailed t-test, 0.025 level of
significance.

4 Conclusion

In this paper, we focused on the concept of textual complexity being a valuable
indicator to determine document relevance. We leveraged complexity estimates
of retrieved documents to infer the complexity level of a topic implied by an
initial information need. The experiments showed that the elimination of docu-
ments based on their complexity from a search result can increase substantially
the retrieval effectiveness in theory, and that there is also indication that we
can leverage these improvements in practice. We hope that the paper will stim-
ulate discussion and research on using complexity filters to improve document
retrieval. For future work, we plan to build more sophisticated filtering strategies
to improve the relevance of the search results.
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Abstract. Conversational passage retrieval relies on question rewriting
to modify the original question so that it no longer depends on the conver-
sation history. Several methods for question rewriting have recently been
proposed, but they were compared under different retrieval pipelines. We
bridge this gap by thoroughly evaluating those question rewriting meth-
ods on the TREC CAsT 2019 and 2020 datasets under the same retrieval
pipeline. We analyze the effect of different types of question rewriting
methods on retrieval performance and show that by combining question
rewriting methods of different types we can achieve state-of-the-art per-
formance on both datasets (Resources can be found at https://github.
com/svakulenk0/cast evaluation.)

1 Introduction

Conversational search aims to provide automated support for natural and
effective human–information interaction [1]. The TREC Conversational Assis-
tance Track (CAsT) introduced the task of conversational (multi-turn) passage
retrieval (PR) [3], where the goal is to retrieve short passages of text from a
large passage collection that answer the information need at the current turn.

One prominent challenge in conversational PR is that the question at the
current turn often requires information from the conversation history (questions
and passages retrieved in previous turns) to be interpreted correctly. A proposed
solution to this challenge is question rewriting (or resolution, QR), i.e., modifying
the question such that it no longer depends on the conversation history. For
instance, the question “What did he work on?” can be rewritten into “What did
Bruce Croft work on?” based on the conversation history (see Table 4 for the
complete example).

Recently proposed methods for QR in conversational PR can be categorized
into two types, namely sequence generation and term classification. Sequence
generation QR methods generate natural language sequences using the conver-
sation history [7,9], while term classification QR methods add terms from the
conversation history to the current turn question [5,8]. The former can be trained
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 418–424, 2021.
https://doi.org/10.1007/978-3-030-72240-1_43
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using human generated rewrites or data obtained from search sessions and heuris-
tics [7,9], while the latter are either heuristic-based [5], or trained using human
generated rewrites or distant supervision [8].

In this paper, we conduct a systematic evaluation of the state-of-the-art QR
methods under the same retrieval pipeline on the CAsT 2019 and 2020 datasets.
While CAsT 2019 only depends on the previous questions in the conversation,
CAsT 2020 also includes questions that depend on the previously retrieved pas-
sages. Our results provide insights on the ability of the QR methods to account
for the conversation history, as well as on the potential of combining QR methods
of different types for improving retrieval effectiveness.

2 Task Definition

We model the conversational PR task as a sequence of two subtasks: (1) question
rewriting (QR) and (2) passage retrieval (PR) [7–9]. In this paper, we focus on
the QR subtask and investigate the impact of QR on PR performance.

In the QR subtask, we are given the current turn question Qi and a sequence
of question-answer pairs H := [Q1, A1, . . . , Qi−1, Ai−1] (the conversation his-
tory). The current turn question Qi may depend on the conversation history H
and thus some information in H is required to correctly interpret Qi. The goal
of QR is to generate a question rewrite Q′

i that no longer depends on H.
In the PR subtask, we are given the question rewrite Q′

i and a passage collec-
tion C, and the goal is to retrieve a list of passages R sorted by their relevance to
Q′

i from C. If Q′
i is semantically equivalent to 〈Qi,H〉, we expect R to constitute

relevant passages for 〈Qi,H〉.

3 Experimental Setup

We aim to answer the following research questions:
RQ1. How do different QR methods perform on the two datasets we consider
(CAsT 2019 and CAsT 2020)?
RQ2. Can we combine different QR models to improve retrieval performance?

Following previous work, we perform both intrinsic and extrinsic evalua-
tion [2,8]. In intrinsic evaluation, we compare rewrites produced by QR methods
with manual rewrites produced by human annotators using ROUGE-1 Precision
(P), Recall (R) and F-measure (F) [2].1 In extrinsic evaluation, we measure PR
performance when using different QR methods using standard ranking metrics:
NDCG@3, MRR and Recall@1000.

1 We use ROUGE-1 to measure unigram overlap after punctuation removal, lower
casing and Porter stemming. We use the following ROUGE implementation: https://
github.com/google-research/google-research/tree/master/rouge.

https://github.com/google-research/google-research/tree/master/rouge
https://github.com/google-research/google-research/tree/master/rouge
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3.1 Question Rewriting Methods

We compare the following question rewriting methods:

– Original The original current turn question without any modification.
– Human The gold standard rewrite of the current turn question produced by

a human annotator.
– Rule-Based and Self-Learn model question rewriting as a sequence gen-

eration task and use GPT-2 to perform generation [9]. In order to gather
training data, these methods convert ad-hoc search sessions to conversational
search sessions either by using heuristic rules (Rule-Based) or by using self-
supervised learning (Self-Learn).

– Transformer++ [7] is a GPT-2 sequence generation model. It was trained
on CANARD, a conversational question rewriting dataset [4].

– QuReTeC [8] models question rewriting as term classification, i.e., predicting
which terms from the conversation history to add to the current turn question.
It uses BERT to perform term classification and can be trained using human
rewrites or distant supervision obtained from query-passage relevance labels.
In this paper, we use the model trained on CANARD [4] to be comparable
with Transformer++. Since QuReTeC does not generate natural language
text but rather appends a bag-of-words (BoW) to the original question, we
also introduce an oracle Human-BoW as an upper-bound for QuReTeC
performance.

Table 1. Datasets statistics.

Dataset #Topics #Questions #Copy (%)

CAsT 2019 50 479 88 (21)

CAsT 2020 25 216 5 (3)

3.2 Datasets

We use the recently constructed TREC CAsT 2019 and CAsT 2020 datasets [3].
Table 1 shows basic statistics of the datasets. Copy indicates the number of
questions for which the human rewrite is exactly the same as their corresponding
original question. This statistic shows that in contrast to CAsT 2019, in CAsT
2020, only a very few questions can be copied verbatim and the majority of
questions require extra terms.

Another major difference between the two datasets is that the current turn
question in CAsT 2020 may also depend on the answer passage to the pre-
vious turn question (Ai−1), while in CAsT 2019 the current turn question
depends only on the questions of the previous turns in the conversation his-
tory (Q1, Q2, . . . , Qi−1). Therefore, we experiment with two variations of input
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to the QR models: (1) all previous questions (indicated as Q) and (2) all previ-
ous questions and the answer passage to the previous turn question (indicated
as Q&A).2

Table 2. Evaluation of question rewriting methods on CAsT 2019.

QR Method Recall@1000 NDCG@3 ROUGE-1

Initial Initial Reranked P R F

Original 0.417 0.131 0.266 0.92 0.76 0.82

Transformer++ Q 0.743 0.265 0.525 0.96 0.88 0.91

Self-Learn Q 0.725 0.261 0.513 0.93 0.89 0.90

Rule-Based Q 0.717 0.248 0.487 0.94 0.89 0.91

QuReTeC Q 0.768 0.296 0.500 0.89 0.90 0.89

Transformer++ Q + QuReTeC Q 0.791 0.300 0.546 0.93 0.91 0.91

Self-Learn Q + QuReTeC Q 0.785 0.293 0.519 0.90 0.93 0.91

Rule-Based Q + QuReTeC Q 0.783 0.301 0.534 0.91 0.93 0.91

Human-BoW Q 0.769 0.297 0.524 0.91 0.90 0.90

Human 0.803 0.309 0.577 1.00 1.00 1.00

3.3 Passage Retrieval Pipeline

All QR methods described in Sect. 3.1 were previously evaluated on CAsT 2019
using different retrieval pipelines. For a fair comparison, we evaluate the QR
methods on both CAsT 2019 and CAsT 2020 using the same passage retrieval
pipeline.

We use a standard two-stage pipeline for passage retrieval, consisting of
an unsupervised ranker for initial retrieval performing efficient lexical match
(BM25) and a supervised reranker (BERT) over the top-1000 passages returned
by initial retrieval [6].3 Both components were fine-tuned on a subset of the MS
MARCO dataset (k1 = 0.82, b = 0.68).4

4 Results

4.1 QR Methods Comparison

Here we answer RQ1: How do different QR methods perform on the two datasets
we consider?

2 We use the answer passage to the previous turn question retrieved by the automatic
rewriting system provided by the TREC CAsT 2020 organizers.

3 Note that our pipeline outperforms the official baseline provided by the TREC CAsT
organizers for both 2019 and 2020 datasets for all query rewriting methods they
considered. Since our focus is on comparing different query rewriting methods, we
do not report those results for brevity.

4 https://github.com/nyu-dl/dl4marco-bert.

https://github.com/nyu-dl/dl4marco-bert
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CAsT 2019. In Table 2, we observe that QuReTeC outperforms all other meth-
ods in initial retrieval (Recall@1000 and NDCG@3). However, we see that Trans-
former++ Q outperforms QuReTeC in reranking (NDCG@3). This may indicate
that the reranking component (BERT) is more sensitive to rewritten questions
that do not resemble natural language text (produced by QuReTeC) than the
initial retrieval component (BM25). This is also reflected in the ROUGE-1 metric
variations: ROUGE-1 R is generally in agreement with initial retrieval perfor-
mance. This is expected since our initial retrieval component is BoW and does
not get substantially affected by missing or incorrect terms such as pronouns and
stopwords, which are usually insignificant for lexical matching (see Human-BoW
in Table 2). ROUGE-1 P, however, favours the sequence generation methods,
and penalizes QuReTeC, since QuReTeC does not have a mechanism to delete
or replace such terms from the original question.

Table 3. Evaluation of question rewriting methods on CAsT 2020.

QR Method Recall@1000 NDCG@3 ROUGE-1

Initial Initial Reranked P R F

Original 0.251 0.068 0.193 0.87 0.66 0.74

Transformer++ Q& A 0.351 0.098 0.252 0.75 0.69 0.70

Self-Learn Q& A 0.462 0.156 0.342 0.84 0.73 0.76

Rule-Based Q& A 0.455 0.137 0.339 0.84 0.75 0.78

QuReTeC Q& A 0.531 0.171 0.370 0.82 0.77 0.78

Transformer++ Q + QuReTeC Q& A 0.525 0.160 0.351 0.83 0.77 0.78

Self-Learn Q + QuReTeC Q& A 0.567 0.168 0.375 0.82 0.79 0.79

Rule-Based Q& A + QuReTeC Q& A 0.519 0.173 0.362 0.80 0.79 0.78

Human-BoW Q 0.579 0.189 0.465 0.89 0.81 0.84

Human-BoW Q& A 0.649 0.226 0.465 0.88 0.85 0.86

Human 0.707 0.240 0.531 1.00 1.00 1.00

CAsT 2020. In Table 3, we observe that the retrieval performance of Original
and Human is much lower than in Table 2, which indicates that CAsT 2020
is more challenging than CAsT 2019.5 We observe that QuReTeC outperforms
all other methods in all ranking metrics. This indicates that QuReTeC better
captures relevant terms both from the previous turn questions and the answer
passage to the previous turn question than the other QR methods. Similarly to
Table 2, ROUGE-1 R is in agreement with initial retrieval performance. As for
ROUGE-1 P, we observe that it is not as important for retrieval as in Table 2.
Next, we assess the contribution of the answer passage to the previous turn ques-
tion on QR performance. In Fig. 1, we observe that most QR methods (except
Transformer++) do benefit from using the answer passage, with QuReTeC hav-
ing the biggest gain in initial retrieval. Table 4 shows examples of question
rewrites produced by Rule-Based and QuReTeC.
5 Recall that questions in CAsT 2020 may depend on the answer of the previous turn

question, but this is not the case in CAsT 2019.
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Fig. 1. Initial retrieval (left) and reranking (right) performance on CAsT 2020 when
the answer passage to the previous turn question is used (Q&A) or not used (Q) as
input to the QR methods.

Table 4. Example question rewrites for the topic in CAsT 2020 starting with “Who
are some of the well-known Information Retrieval researchers?”.

Answer
passage

Original Rule-Based
Q& A

QuReTeC Q&
A

Bruce Croft
formed the
Center

What did he
work on?

What did
Bruce Croft
work on?

What did he
work on? croft
bruce

Karpicke and
Janell R.
Blunt (2011)
followed up

Who are some
important
British ones?

Who are some
important
British ones?

Who are some
important
British ones?
information
retrieval

4.2 Combining QR Methods

Next we answer RQ2: Can we combine different QR models to improve perfor-
mance? In order to explore whether combining QR methods of different types
(sequence generation or term classification) can be beneficial, we simply append
terms from the conversation history predicted as relevant by QuReTeC to the
rewrite produced by one of the sequence generation methods. We found that by
doing this we can improve upon individual QR methods and achieve state-of-
the-art retrieval performance on CAsT 2019 by combining Transformer++ Q
with QuReTeC Q (see Table 2), and on CAsT 2020 by combining Self-Learn Q
and QuReTeC Q&A (see Table 3); however the gains on CAsT 2020 are smaller.

5 Conclusion

We evaluated alternative question rewriting methods for conversational passage
retrieval on the CAsT 2019 and CAsT 2020 datasets. On CAsT 2019, we found
that QuReTeC performs best in terms of initial retrieval, while Transformer++
performs best in terms of reranking. On CAsT 2020, we found that QuReTeC
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performs best both in terms of initial retrieval and reranking. Moreover, we
achieved state-of-the-art ranking performance on both datasets using a simple
method that combines the output of QuReTeC (a term classification method)
with the output of a sequence generation method. Future work should focus
on developing more advanced methods for combining term classification and
sequence generation question rewriting methods.

Acknowledgements. We thank Raviteja Anantha for providing the rewrites of the
Transformer++ model.
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Abstract. Chatbot models are built to mimic a conversation between
humans and fulfill different tasks. Retrieval-based chatbot models are
designed to select the most appropriate response from a pool of candi-
dates given a past conversation and current input. During the conversa-
tion, chatbots are expected to (1) provide direct assistant when the user
request is clear or (2) ask clarification questions to gather more informa-
tion to better understand the user’s need. Despite its importance, few
studies have looked at when to ask questions and how to retrieve relevant
questions accordingly. As a result, existing retrieval-based chatbot mod-
els perform poorly when the correct response is a question. To overcome
this limitation, we propose an adaptive response retrieval model. Specif-
ically, we first predict whether the best response should be a question,
and then apply different models to retrieve the responses accordingly. A
novel question response retrieval model is proposed to better capture the
matching patterns between question responses with the conversations.
Experiments on two public data sets show the proposed adaptive model
can significantly and consistently improve the retrieval performance in
particular for the question responses.

1 Introduction

Chatbots have been playing an important role in many applications such as cus-
tomer support and tutoring systems [3,8,10]. Retrieval-based chatbot models
aim to select the most appropriate response from a pool of candidates. Given
past conversations, a retrieval-based chatbot model computes the matching score
for each candidate response in the candidate pool and returns the one with the
highest matching score as the chosen response [6,14–17]. The goal of chatbot
models is to fulfill the user’s information needs. However, users often fail to
formulate their complex needs in a single input. To better understanding the
user’s need, the chatbot models should be able to proactively asking questions
under these situations. Figure 1 shows a pair of example conversations. Based
on different user input, the chatbot should be able to choose either provide an
answer or ask a question to better understanding the user’s information need.
c© Springer Nature Switzerland AG 2021
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Fig. 1. Conversation examples

Fig. 2. Performance Comparison of State of the Art Models (SMN [15], DMN [16],
DAM [17], MRFN [12], and ARM [14])

Unfortunately, none of the existing models [6,14–17] have considered the effect
of question responses. In fact, they all assume the correct responses should be
providing answers. To test the influence of ignoring question responses, we com-
pared the retrieval performance of different correct response groups. As can be
seen in Fig. 2, where the y-axis represents the retrieval performance, all existing
models perform worse on question group than answer group. It is clear that the
lack of considering question responses has limited the performance of existing
models.

To overcome this limitation, we proposed an adaptive response retrieval
model. Specifically, we first predict whether the best response should be asking
a question for a given conversation. Based on the prediction, different retrieval
models are used to retrieve the response. For the question responses, we propose
a novel question response retrieval models to better capture the matching pat-
terns between the question responses with respect to the input conversations.
Experiment results demonstrate the effectiveness of both question response pre-
diction and question response retrieval components in the proposed model.

2 Related Work

Many retrieval-based chatbot models have been proposed [12,14–17], but none
of them has considered the scenario of question responses. A few related papers
studied whether the current user input is answerable in the context of reading
comprehension problems [4,5,9,11]. And Aliannejadi et al. [2] proposed a system
to ask clarify questions in open-domain conversations and provided a dataset to
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Fig. 3. Overview of the adaptive response retrieval model

evaluate the clarify questions prediction performance [1]. All these previous stud-
ies require a paragraph to generate the potential answer, which is inapplicable
in our problem setup.

3 Adaptive Response Retrieval Models

Figure 3 shows an overview of our proposed adaptive response retrieval model.
We first apply a prediction module to predict whether the correct response type
should be a question or an answer. Based on the prediction, we will then feed
candidate responses into different modules to retrieve the best response: a novel
question response retrieval model is used for question responses, and the existing
models are used for other response types.

3.1 Question Response Prediction
To improve the performance of response retrieval, it is crucial to understand
the users’ information needs. If a chatbot does not have enough information
to identify relevant information, it needs to ask users questions to gather more
information. The question response prediction aims to predict, given the current
conversations, whether the desirable response should be a question or not.

We propose to use neural models to tackle this challenge. In particular, we
first apply the Transformer model [13] to encode the previous conversation into
low-dimensional dense vectors. The Transformer encoder is composed of a stack
of multiple identical layers. Each layer has a multi-headed attention layer and
a feed-forward layer. The attention mechanism provides a flexible way to learn
the content that the model uses. After that, the encoded textual representation
is fed to 3 layer feed-forward network using sigmoid activations with the final
layer computing binary probability of the expected response type. The learned
probability of a response being a question is denoted as pq.

Given a response, if the probability output by the question prediction module
is high enough (i.e., higher than a threshold), the chatbot system should retrieve
relevant questions using our proposed question response models as described in
Sect. 3.2. Otherwise, any existing retrieval models such as those mentioned in
Sect. 2 can be leveraged to handle the general response retrieval.
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3.2 Question Response Retrieval Module

As suggested in Fig. 2, existing models can not capture well the semantic rela-
tions between the question responses and the previous conversations. Thus, we
propose a new way to capture the matching pattern between previous conversa-
tions and question response via a matching matrix.

We first apply Word2Vec algorithm [7] to generate the word embedding e ∈
R

d for each word, where d is the number of dimensions in the word embedding.
The model looks up a pre-trained word embedding table to convert previous
conversation g = [wg,1, wg,2, ..., wg,ng

] into G = [eg,1, eg,2, ..., eg,ng
], where wg,i

is the i-th word and eg,i is the corresponding word embedding vector, and ng

is the length of g. The candidate response r = [wr,1, wr,2, ..., wr,nr
] is converted

into R = [er,1, er,2, ..., er,nr
] using identical method. Then we feed the word

embedding vectors into the GRU network, where the hidden state is updates at
each step. The final hidden state represents a summary of the input utterance,
therefore we take the final hidden state hg,ng

as a summary of the previous
conversation, and take the final hidden state hr,nr

as a summary of the candidate
response using the identical method. We then calculate the matching score of
the candidate response by using a matrix M :

s = σ(hg,ng
Mhr,nr

+ b),

where bias b and the matrix M are learned model parameters. We will train
the question retrieval model using only part of the data where the correct
responses are questions, therefore the matching matrix is able to capture the
pattern between previous conversation and question responses. We will rank all
candidate responses according to their matching scores s.

4 Experiments

4.1 Experiment Setup

We evaluate the performance of the proposed question response model on two
publicly available data sets from the DSTC7 Response Selection Challenge1.
(1) The first data set is the Ubuntu dialogue corpus, which contains conversa-
tions about solving an Ubuntu user’s posted problem. (2) The second one is the
student-advisor data set. In each conversation, the advisor will guide the stu-
dent to pick courses. We assume a candidate response is a question if it includes
a question mark. Following the previous studies [6,15], the primary evaluation
measures are R100@k, which means the probability of correct response being
ranked in top k for given 100 candidate responses. k is set to 1 and 10.

The confidence scores of the question response prediction is computed as
c = pq − pa. A response is considered to be a question response only when c is
higher than a manually set threshold. We will discuss the impact of threshold
on the performance in the later part of this section. For the question response
1 https://github.com/IBM/dstc7-noesis.

https://github.com/IBM/dstc7-noesis
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Table 1. Performance on question-only datasets with confidence threshold c = 0.85. *
means statistically significant difference over the original model with p < 0.05.

Model Ubuntu dataset Student-advisor dataset

Original model Original model+QR Original model Original model+QR

R100@1 R100@10 R100@1 R100@10 R100@1 R100@10 R100@1 R100@10

SMN [15] 7.45% 31.52% 21.43%* 55.21%* 5.57% 22.39% 15.33%* 36.5%*

DMN [16] 8.75% 40.86% 23.86%* 54.6%* 4.6% 21.64% 16.25%* 35.31%*

DAM [17] 17.32% 42.29% 31.82%* 59.14%* 4.13% 26.32% 17.95%* 37.6%*

MRFN [12] 11.32% 43.85% 23.8%* 58.28%* 6.35% 22.28% 18.42%* 36.38%*

ARM [14] 19.4% 48.95% 31.15%* 61.36%* 5.74% 26.5 % 18.65%* 39.53%*

ARMBERT [14] 23.28% 52.44% 34.21%* 63.35%* 8.32% 29.55 % 21.52%* 42.2%*

Table 2. Performance on full datasets with confidence c = 0.85. * means statistically
significant difference over the original model with p < 0.05.

Model Ubuntu dataset Student-advisor dataset

Original model Original model+QR Original model Original model+QR

R100@1 R100@10 R100@1 R100@10 R100@1 R100@10 R100@1 R100@10

SMN [15] 34.14% 71.52% 38.26%* 75.45%* 19.57% 52.39% 21.43%* 56.5%*

DMN [16] 33.91% 70.86% 39.64%* 74.46%* 19.6% 51.64% 20.35%* 55.13%*

DAM [17] 35.37% 72.29% 42.41%* 79.5%* 21.13% 53.32% 24.21%* 57.06%*

MRFN [12] 36.13% 73.85% 41.28%* 78.38%* 20.35% 52.28% 23.42%* 56.81%*

ARM [14] 38.53% 74.45% 43.14%* 78.36%* 22.74% 54.5 % 26.7%* 58.03%*

ARMBERT [14] 44.81% 81.44% 45.24%* 82.35%* 26.42% 64.43 % 28.13%* 65.1%*

prediction, we set the dimension of position-wise feed-forward networks inner
layer as 2048, the number of heads as 8 and the number of stacked layer as 6.
For question response retrieval, we set the dimension of hidden states as 50. The
hyper-parameters for the general response retrieval are set based on the previous
work [12,15–17].

4.2 Results and Analysis

Effectiveness of the Adaptive Response Retrieval Models: We evalu-
ate the performance of the proposed adaptive response retrieval model. Given a
conversation, the model first predicts whether the response needs to be a ques-
tion, and then select different retrieval models based on the prediction results:
(1) use the proposed question response (QR) retrieval model if the response is
predicted to be a question; (2) use the state of the art models (i.e., SMN [15],
DMN [16], DAM [17], MRFN [12], and ARM[14]) otherwise. Experiments are
conducted over two versions of the original data sets: (1) question only version,
which includes only conversations whose responses are a question; (2) full ver-
sion, which includes all the conversations no matter their response types. Table 1
shows the performance comparison on the question-only versions with confidence
threshold set to 0.85. These results demonstrate the effectiveness of the question
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Fig. 4. Impact of the confidence threshold (Left: prediction; Right: retrieval)

response retrieval model as it can consistently and significantly outperform the
state of the art models for question response retrieval. Furthermore, we conduct
similar experiments but on the full versions of the data sets, and the results are
shown in Table 2. Again, we can see the performance of the proposed model out-
performs the performance of the state of the art models, which demonstrates the
effectiveness of both question response prediction module as well as the question
response retrieval module.

Impact of the Confidence Threshold: The confidence threshold in the pro-
posed model affects the prediction accuracy as well as the retrieval performance.
Figure 4 shows the parameter sensitivity with respect to the both tasks: QR
prediction and QR retrieval. Similar patterns can be observed on other data
sets. In the left plot, the red line corresponds to the prediction recall while the
blue line corresponds to the prediction precision With the confidence threshold
set to 0.85, the prediction module achieves 88% accuracy and can identify 65%
question responses on the ubuntu data set. The right plot shows the retrieval
performance with respect to different values of the confidence threshold. It is
clear that the threshold needs to be set to a larger value (i.e., larger than 0.7)
to ensure the effectiveness of the model.

5 Conclusion and Future Work

An intelligent chatbot system is expected to know when to ask questions to
gather more information and when to deliver relevant information. This paper
proposes an adaptive response model that first predicts the response type and
then applies different retrieval models accordingly. Experiment results demon-
strate the effectiveness of both the QR prediction and QR retrieval modules. For
the future work, we plan to study more response type and extend the adaptive
retrieval model accordingly.

Acknowledgement. The first author is grateful to the JP Morgan Chase scholarship
he received from the Ph.D. Program in Financial Services Analytics to support this
research.
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Abstract. The state of the art in learning meaningful semantic representations
of words is the Transformer model and its attention mechanisms. Simply put,
the attention mechanisms learn to attend to specific parts of the input dispens-
ing recurrence and convolutions. While some of the learned attention heads have
been found to play linguistically interpretable roles, they can be redundant or
prone to errors. We propose a method to guide the attention heads towards roles
identified in prior work as important. We do this by defining role-specific masks
to constrain the heads to attend to specific parts of the input, such that different
heads are designed to play different roles. Experiments on text classification and
machine translation using 7 different datasets show that our method outperforms
competitive attention-based, CNN, and RNN baselines.

Keywords: Self-attention · Transformer · Text classification

1 Introduction

The Transformer model has had great success in various tasks in Natural Language
Processing (NLP). For instance, the state of the art is dominated by models such as
BERT [5] and its extensions: RoBERTa [12], ALBERT [9], SpanBERT [8], SemBERT
[24], and SciBERT [2], all of which are Transformer-based architectures. Due to this,
recent studies have focused on developing approaches to understand how attention
heads digest input texts, aiming to increase the interpretability of the model [4,14,20].
The findings of those analyses are aligned: while some attention heads of the Trans-
former often play linguistically interpretable roles [4,20], others are found to be less
important and can be pruned without significantly impacting (indicating redundancy),
or even improving (indicating potential errors contained in pruned heads), effectiveness
[14,20].

While the above studies show that the effectiveness of the attention heads is, in part,
derived from different head roles, only scant prior work analyze the impact of explicitly
adopting roles for the multiple heads. Such an explicit guidance would force the heads
to spread the attention on different parts of the input with the aim of reducing redun-
dancy. This motivates the following research question: What is the impact of explicitly
guiding attention heads?
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To answer this question, we define role-specific masks to guide the attention heads
to attend to different parts of the input, such that different heads are designed to play
different roles. We first choose important roles based on findings from recent studies
on interpretable Transformers roles; then we produce masks with respect to those roles;
and finally the masks are incorporated into self-attention heads to guide the attention
computation. Experimental results on both text classification and machine translation
on 7 different datasets show that our approach outperforms competitive attention-based,
CNN, and RNN baselines.

2 Related Work

The Transformer [19] was originally proposed as an encoder-decoder model, but has
also been used successfully for transfer learning tasks, especially after being pre-trained
on massive amounts of unlabeled texts. At the heart of the transformer lies the notion
of multi-head self-attention, where the attention of each head is computed as:

Attention(Q,K,V ) = softmax

(
QKT
√
dk

)
V (1)

where Q, is the query, K is the key,V is the value, and dk is the key dimension. The input
to each head is a head-specific linear projection, and the Transformer uses multi-heads
such that the attention for each head is concatenated for a single output.

Recently, efforts have been made to explore how the Transformer attends over dif-
ferent parts of the input texts [4,7,20]. Clark et al. [4] investigate each attention head’s
linguistic roles, and find that particular heads refer to specific aspects of syntax. Voita
et al. [20] study the importance of the different heads using layer-wise relevance prop-
agation (LRP) [6], and characterize them based on the role they perform. Furthermore,
Voita et al. [20] find that not all heads are equally important and choose to prune the
heads using a L0 regularizer, finding that most of the non-pruned heads have specialized
roles.

Scant prior work exists on guiding the attention heads to have a specific purpose.
Strubell et al. [18] train the multi-head model with the first head attending to a sin-
gle syntactic parent token, while the rest being regular attention heads. In contrast, we
explore multiple more complex predefined roles grounded in head roles discovered in
recent work. Sennrich and Haddow [15] incorporate linguistic features (e.g. sub-word
tags, POS tags, etc.) as additional features into an attention encoder and decoder model
for the task of machine translation, in order to enrich the model. In contrast, our method
also makes use of linguistic features, but instead of enriching the input, we use these
linguistic features to define the role-specific masks for guiding the attention heads.

3 Multi-head Attention with Guided Masks

We incorporate role-specific masks for self-attention heads, constraining them to attend
to specific parts of the input. By doing this, we aim to reduce the redundancy between
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the heads, and force the heads to have roles identified in previous work as important.
Then, we adopt a weighted gate layer to aggregate the heads.

We first define the multi-head self-attention with role-specific masks in Sect. 3.1
followed by a description of each role in Sect. 3.2. We denote our final attention guided
Transformer model as Transformer-Guided-Attn.

Fig. 1. Scaled-dot product with role mask or padding mask.

3.1 Multi-head Attention

We incorporate a role-specific mask into a masked attention head (mh) as:

mh(Q,K,V,Mr) = softmax

(
QKT +Mr√

dk

)
V (2)

where Mr is a role-specific mask used to constrain the attention head. For an input of
length n, Mr is an n-by-n matrix where each element is either −∞ (ignore) or 0 (include).
For multi-head self-attention, we introduce N role-specific masks for the first N heads
out of a total of H heads (N ≤ H). If N is strictly less than H, then the remaining heads
are regular attention heads. Based on this, the multi-head attention can be expressed as:

MultiHead(Q,K,V ) =Concat(mh1,mh2, ...,mhN ,hN+1,hN+2, ...,hH)WO (3)

where mhi is the head with a role mask, and hi is a regular head computed using Eq. (1).
A visualization of using the masks is shown in Fig. 1, where we associate the stan-

dard padding mask to regular attention heads. The padding masks ensure that inputs
shorter than the model allowed length are padded to fit the model.
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3.2 Mask Roles

We adopt the roles detected as important by Voita et al. [20] and Clark et al. [4]. We
categorize them as 1) specialized (rare words and separators), 2) syntactic (dependency
syntax and major relations), and 3) window (relative position) roles (see [10,11] for a
linguistic basis of this categorisation). We include the separator role as Clark et al. [4]
found that over half of BERT’s attention, in layer 6–10, focus on separators. We describe
these 5 specific roles below, which are used for creating role-specific masks.

Rare words (RareW). The rare words role refers to the least frequent tokens in a text.
As defined by Voita et al. [20], we compute IDF (inversed document frequency)
scores for all tokens and use the 10% least frequent tokens (highest 10% values
according to IDF) in the sentence as the target attentions.

Separator (Seprat). The separator role guides the head to point to only separators.
We extend the separator from {[SEP], [START ], [END]} to common punctuation of
{comma, semicolon, dot, question mark, exclamation point}.

Dependency syntax (DepSyn). Dependency syntax role guides the head to attend to
tokens with syntactic dependency relations. We assume this role can guide the head
to attend to those–not adjacent–but still relevant tokens, complementary to the Rel-
Pos role (see below).

Major syntactic relations (MajRel). The major syntactic relations role guides the head
to attend to the tokens involved with major syntactic relations. The four major rela-
tions defined by Voita et al. [20] are NSUBJ, DOBJ, AMOD, and ADVMOD.

Relative Position (RelPos). The relative position role guides the head to look at adjacent
tokens, corresponding to scanning the text with a centered window of size 3.

For each role, we generate the guided mask for each input sentence by first pro-
ducing an n-by-n matrix with all values as −∞ (corresponding to ignoring all tokens
initially). Then, we change the value of position (i, j) into 0.0, referring to the query
token i with respect to the guided key token j, depending on the mask role.

4 Experiment

We experimentally compare our Transformer-Guided-Attn model to competitive base-
lines across 7 datasets in the tasks of text classification and machine translation. We
make the source code publicly available on GitHub1.

4.1 Classification Tasks

We consider two different classification tasks: sentiment analysis and topic classifica-
tion. We compare our methods against six competitive baselines: the original Trans-
former [19]; multi-scale CNNs [22]; RNNs (BiLSTM) [3]; directional Self-attention
(DiSAN) [17] that incorporates temporal order and multi-dimensional attention into
the Transformer; phrase-level self-attention (PSAN) [23] which performs self-attention

1 https://github.com/dswang2011/guided-attention-transformer.

https://github.com/dswang2011/guided-attention-transformer
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across words inside a phrase; and Transformer-Complex-Order [21] that incorporates
sequential order into the Transformer to capture ordered relationships between token
positions. For the baselines implemented by us (marked in the Tables), we tune them
as described in the original papers. For our Transformer-Guided-Attn, we consider a
simple, but effective, way of selecting the combination of role-specific masks: For each
layer, we fix 5 attention heads to be guided by the specific roles specified in Sect. 3.2,
and let the remaining be regular heads. We tune the number of layers from {2,4,6,8}
and number of additional regular heads from {1,3}.

Dataset. The statistics of the datasets are shown in Table 1. We use the same splits as
done by Wang et al. [21].

Results. As shown in Table 3, we observe consistent improvements compared to the
best baseline for each dataset, except on MR where we perform as well as PSAN. Com-
pared to the original Transformer model, we obtain accuracy gains of up to 2.96%,
depending on the dataset, thus showing a notable performance impact from guiding the
attention heads. Compared to DiSAN and PSAN, our proposed Transformer-Guided-
Attn obtains consistent improvements over the original Transformer across all datasets,
while DiSAN and PSAN both have lower performance for TREC and SUBJ (Table 2).

Table 1. Classification dataset statistics.
CV means 10-fold cross validation.

Dataset Train Test Task Vocab. Class

CR 4k CV Product review 6k 2

TREC 5.4k 0.5k Question 10k 6

SUBJ 10k CV Subjectivity 21k 2

MPQA 11k CV Opinion polarity 6k 2

MR 11.9k CV Movie review 20k 2

SST 67k 2.2k Movie review 18k 2

Table 2. Machine translation results. �
marks scores reported from other papers.

Method BLEU

Transformer [19] 34.3

AED + Linguistic [15] � 28.4

AED + BPE [16] � 34.2

Tensorized Transformer [13] � 34.9

Transformer-Complex-Order [21] � 35.8

Transformer-Guided-Attn (ours) 38.8

Table 3. Classification results (accuracy %). � marks scores reported from other papers.

Method CR TREC SUBJ MPAQ MR SST

Transformer [19] 82.0 91.8 93.2 88.6 77.7 81.8

Multi-scale CNNs [22] 81.2 93.1 93.3 89.1 77.8 80.9

BiLSTM [3] 82.6 92.4 93.6 88.9 78.4 81.1

DiSAN (Directional Self-Attention) [17]� 84.1 88.3 92.2 89.5 79.7 82.9

PSAN (phrase-level Self-Attention) [23]� 84.2 89.1 91.9 89.9 80.0 83.8

Transformer-Complex-Order [21]� 80.6 89.6 89.5 86.3 74.6 81.3

Transformer-Guided-Attn (ours) 84.4 93.6 93.8 90.7 80.0 84.2
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4.2 Translation Task

We use the standard WMT 2016 English-German dataset [16] and use four baselines:
Attentional encoder-decoder (AED) [15] with linguistic features including morpholog-
ical, part-of-speech, and syntactic dependency labels as additional embedding space;
AED with Byte-pair encoding (BPE) [16] subword segmentation for open-vocabulary
translation; the tensorized Transformer [13]; and the Transformer-Complex-order [21].
The first two models are extensions on top of the basic AED [1]. For the models we
implement, we follow the same tuning as in the classification experiments. We eval-
uate the machine translation performance using the Bilingual Evaluation Understudy
(BLEU) measure.

Results. Our Transformer-Guided-Attn consistently outperforms the competitive base-
lines. Specifically, we observe gains of 8.2% compared to the best baseline, Trans-
former-Complex-Order, and close to 13% compared to the original Transformer. These
gains are even larger than the results for the classification experiments, thus highlight-
ing a significant performance impact from guiding the attention heads for the task of
machine translation.

Fig. 2. Ablation study of Transformer-Guided-Attn when dropping each role individually.

4.3 Ablation Study

We now consider the performance impact associated with each role-specific mask. For
each classification dataset, we run configurations of our Transformer-Guided-Attn with
each role-specific mask excluded once and replaced with a default padding mask used
in the Transformer. The average accuracy drop associated with excluding each role-
specific mask is shown in Fig. 2, which also includes the average accuracy of the Trans-
former and our Transformer-Guided-Attn using all role-specific masks. We observe that
the removal of each role has a negative impact on performance, where the major syntac-
tic relations role (MajRel) has the largest impact. Thus, collectively all roles contribute
to the performance of the full Transformer-Guided-Attn model.



438 D. Wang et al.

5 Conclusion

We presented Transformer-Guided-Attn, a method to explicitly guide the attention
heads of the Transformer using role-specific masks. The motivation of this explicit guid-
ance is to force the heads to spread their attention on different parts of the input with
the aim of reducing redundancy among the heads. Our experiments demonstrated that
incorporating multiple role masks into multi-head attention can consistently improve
performance on both classification and machine translation tasks.

As future work, we plan to explore additional roles for masking, as well as evalu-
ating the impact of including it for pre-training language representation models such as
BERT [5].

Acknowledgments. This work is supported by the European Union’s Horizon 2020 research
and innovation programme under the Marie Skłodowska-Curie grant agreement No. 721321
(QUARTZ project) and No. 893667 (METER project).
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Abstract. Most research on pseudo relevance feedback (PRF) has been
done in vector space and probabilistic retrieval models. This paper shows
that Transformer-based rerankers can also benefit from the extra context
that PRF provides. It presents PGT, a graph-based Transformer that
sparsifies attention between graph nodes to enable PRF while avoid-
ing the high computational complexity of most Transformer architec-
tures. Experiments show that PGT improves upon non-PRF Transformer
reranker, and it is at least as accurate as Transformer PRF models that
use full attention, but with lower computational costs.

1 Introduction

Pseudo relevance feedback (PRF) uses context defined by the top-ranked docu-
ments of an initial retrieval to improve a subsequent retrieval. Most prior research
has been done in vector space [20], probabilistic [19], and language modeling
[13,16,23] retrieval models.

Recently the field has moved to Transformer-based rerankers [18] that are
more accurate and computationally complex. Most Transformer-based rerankers
learn contextualized representations from query-document pairs, but they have
two limitations. First, the query-document pair provides limited context for
query understanding. Second, most Transformers have computational complex-
ity quadratic to the input sequence length, rendering longer context infeasible.

To overcome these limitations, we propose a PRF method using a graph-
based Transformer (PGT). PGT constructs a graph of the query, the candidate
document, and the feedback documents. It uses intra-node attention to contex-
tualize the query according to each individual document, and it uses inter-node
attention to aggregate information. With the graph approach, PGT can utilize
richer relevance context using a configurable number of feedback documents. Its
inter-node attention is sparsified, so it also saves computation.

This paper makes two contributions to the study of pseudo relevance feedback
in Transformer architectures. First, it investigates several ways of using PRF
documents as context for Transformer rerankers. It shows that PGT improves
upon non-PRF Transformer rerankers, and that PGT is at least as accurate as
Transformer PRF models that use full attention, while reducing computation.
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Second, it studies the impact of contextual interactions by adjusting the con-
figuration of the graph. It shows that token-level interaction between the query
and feedback documents is critical, while document-level interaction is sufficient
to aggregate information from multiple documents.

2 Related Work

Pseudo-relevance feedback is a well-studied method of generating more effective
queries. Typically pseudo-relevance feedback uses the top-ranked documents to
add query terms and set query term weights. Well-known methods include Roc-
chio [20], BM25 expansion [19], relevance models [13], and KL expansion models
[16,23]. A large body of work studies which documents to use for expansion (e.g.,
[3]). Most methods were designed for discrete bag-of-words representations.

Recent research also studies PRF in neural networks. Li et al. [15] present a
neural PRF framework that uses a feed forward network to combine the relevance
scores of feedback documents. Only marginal improvement was observed over
simple score summation, indicating that the framework does not make the best
use of the feedback documents’ information.

Recently, pre-trained Transformer [21] language models, such as BERT [6],
have improved the state-of-the-art for ad hoc retrieval. Most Transformer-based
rerankers are applied to individual query-document pairs. Some research explores
jointly modeling multiple top retrieved documents in a Transformer architecture
for question clarification [11], question answering [10,14] or code generation [8].
The effectiveness of using top retrieved documents in Transformer rerankers
remains to be studied.

While the Transformer-based architectures have achieved state-of-the-art
results in multiple natural language tasks [6], the original self-attention mech-
anism incurs computational complexity quadratic to the length of the input
sequence. Therefore, much recent work studies sparsifying Transformer atten-
tion [1,2,24]. Among these models, Transformer-XH [24] features an underlying
graph structure, where each node represents a text sequence, which makes it a
good candidate for multi-sequence tasks such as PRF.

Transformer-XH employs full-attention within each sequence, but it sparsi-
fies inter-sequence attention. Specifically, for each document sequence s, the lth
layer encoder calculates the intra-sequence, token-level attention by the standard
self-attention. Inter-sequence, document-level attentions are calculated using the
hidden representations of each sequence’s first token [CLS]:

ĥl
s,0 =

∑

s′∈N (s)

softmaxs′(
q̂Ts,0 · k̂s′,0√

dk
) · v̂s′,0, (1)

where N (s) are the neighboring document sequences of s in the graph. This
allows the [CLS] token to carry context from other neighboring sequences. Such
information is propagated to other tokens in the sequence through the intra-
sequence attention in the next layer. Hence Transformer-XH outputs a condensed
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representation that contains both the global graph-level information and the
local sequence-level information.

Fig. 1. Right: Nodes in PGT contextualize the query using the candidate document
dc and the feedback documents di with intra-sequence, token-level attention. Left: The
input graph is fully connected with inter-sequence attention among [CLS] tokens.

3 Proposed Method

We propose PGT, a PRF reranker with a graph-based Transformer. Given a
query q, a candidate document dc, and feedback documents d1, ..., dk retrieved
by a first-stage retrieval algorithm, the goal is to predict the score of dc by
aggregating information from feedback documents. To achieve this goal, PGT
adopts the Transformer-XH [24] architecture, and builds a graph of q, dc and
d1, ..., dk. Figure 1 illustrates the graph.

PGT has two types of nodes. The di nodes contextualize the query using
feedback documents. As shown in Fig. 1 (right), the input to a di node is the
text of di, with q and dc prepended in order to extract information specific for
predicting the relevance between q and dc. The input text sequence is fed into
a Transformer module with standard token-level self-attention. To distinguish
different parts of the input, we associate segment id 0 with q and dc, and 1
with di. In addition to the feedback document nodes, PGT also adopts a special
node for the query-candidate pair (q, dc). The input of the (q, dc) node is the
concatenation of the query and candidate document, which constitutes a typical
input sequence to existing Transformer-based rerankers. We hypothesize that
the (q, dc) node will help the model focus more on the query-candidate pair.

PGT aggregates sequence-level information through inter-sequence attention.
Within the sequence, the Transformer encodes the [CLS] token to represent the
whole sequence (Fig. 1 right). Between the sequences, all [CLS] tokens attend
to each other to gather information from other sequences (Fig. 1 left). We follow
Zhao et al. [24] and incorporate inter-sequence attention in the last three Trans-
former encoder layers. The model is trained on a binary relevance classification
task using cross-entropy loss, and it predicts the final relevance score using a
weighted sum of all the [CLS] representations [24].
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4 Experimental Setup

This section describes our datasets, baselines and other experimental settings.

4.1 Datasets

Experiments were done with the MS MARCO Passage Ranking task dataset
[17]. It contains about 8.8 million passages and about 0.5 million queries with
relevance judgments as training data. Each query has an equal number of rele-
vant and non-relevant passages. We used the official evaluation query set from
the TREC 2019 Deep Learning Track [4]. It contains 43 test queries manually
annotated by NIST on a four-point scale. On average, a query has 95 relevant
documents. We report NDCG@10, MAP@10, and MAP@100.

4.2 Baselines

We compare PGT to initial rankers, a non-PRF reranker, and PRF models.

– BM25 (initial ranker): We used Anserini’s implementation [22]. k1 and b
were tuned using a parameter sweep on 500 training queries, following [5].

– CLEAR (initial ranker): This model combines BM25’s lexical retrieval
and BERT’s dense embedding retrieval. It performs significantly better than
BM25 on our dataset. We used the rankings provided by Gao, et al. [7].

– BERT reranker (non-PRF reranker): This is a standard BERT reranker,
whose input is the concatenated sequence of the query q and the candidate
document dc. We trained the model following Nogueira and Cho [18].

– RM3 (PRF): This is a traditional language modeling PRF method [12,13].
– BERT PRF (PRF): This is the same as BERT reranker except that we con-

catenate (q, dc, d1, d2, ..., dk) to form a PRF input sequence, with documents
separated by [SEP]. Limited by the input length constraint of BERT [6], we
used 5 feedback documents. Same as for PGT, we used segment id 0 for q
and dc, and 1 for di.

4.3 PGT Graph Variants

Modeling queries and documents in a graph gives control over how representa-
tions are contextualized. We examined 5 graph variants to study this effect.

– PGT base is the graph described in Sect. 3. The query is first contextual-
ized by the candidate and feedback document at the token-level. Feedback
information is then aggregated following the graph structure. The (q, dc) node
emphasizes q and dc at the graph-level. This variant has the richest context.

– PGT w/o pre dc removes prepended candidate from the di nodes, so each
query is only contextualized by the feedback document at sequence-level.

– PGT w/o pre q, dc removes both the prepended query and the prepended
candidate from the feedback nodes. Each feedback document hence only con-
textualizes the query at the graph-level.
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– PGT w/o node dc removes candidate from the (q, dc) node, so only q is
emphasized again at the graph-level.

– PGT w/o node q, dc removes the (q, dc) node from the graph, so q and dc
are not emphasized again at the graph-level.

4.4 Training and Evaluation

We implement PGT based on the Transformer-XH [24] PyTorch implementation.
The parameters for the intra-sequence attention are initialized from a pre-trained
BERT base model [6], and those for the inter-sequence attention are initialized
according to Xavier et al. [9]. We train the model for 2 epochs, with per-GPU
batch size = 4 on 2 GPUs. The maximum node sequence length is 128, and the
learning rate is 5e-6 with linear decay.

We train both BERT PRF and PGT using feedback documents from BM25.
In order to test how Transformer-based PRF models generalize when different
initial rankers are used, we evaluate them using both BM25 and CLEAR. We
follow prior research [7,18] and report the results at each model’s best reranking
depth r (Table 1).

5 Experimental Results

PRF vs. non-PRF Transformers. We study the effectiveness of PRF in
Transformer-based models by comparing PGT and BERT PRF with BERT
reranker. Table 1 shows that all PRF Transformers outperform BERT reranker
on MAP@10 using either initial ranker. In particular, PGT achieves MAP@10
13.0% and 7.4% better than BERT reranker on BM25 and CLEAR respectively,
with comparable NDCG@10. The results suggest that the richer context pro-
vided by PRF helps Transformers rank relevant documents to the very top.

PRF enables Transformers to exploit high-quality initial rankings better.
Comparing BM25 and CLEAR results in Table 1, we found that when the initial
ranker is stronger, PGT achieves the best performance across all metrics, closely
followed by BERT PRF. In comparison, BERT reranker cannot make the best
of the initial retrieval of CLEAR, as reported by prior research [7].

PGT vs. BERT PRF. While PGT rankings are at least as good as BERT
PRF, it is more computationally efficient. Using k = 5 for a fair comparison, we
calculated the number of multiplication and addition operations. PGT consumes
88% as many operations on each input example compared with BERT PRF. In
addition, PGT requires smaller reranking depth (Table 1). Using BM25 as the
initial ranker, the computational cost is hence only 44% of BERT PRF’s.

Compared with BERT PRF, PGT allows flexible configurations on the graph
structure (Table 1). As discussed in Sect. 4.3, the graph structure controls
how relevance context flows across the graph. Contrary to our initial intu-
ition, removing the (q, dc) node partially or entirely (PGT w/o node dc and
PGT w/o node q, dc) achieves the best results among all graph variants. q is
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an impoverished description of the information need compared to feedback doc-
uments d1 . . . dk, which may explain why the comparison of q to dc is less useful
than comparisons between dc and high-quality documents.

The number of feedback documents k is a parameter that is usually tuned.
BERT’s self-attention mechanism restricts the input sequence length, limiting
BERT to 5 feedback documents on our dataset. PGT has no such restriction.
Our experiments use k = 7 for PGT because it is more effective (Table 2).

Table 1. The evaluation results with BM25 and CLEAR as initial rankers. RM3 is
shown for completeness, but it is not competitive, so it is not discussed. We report the
results at each models’ best reranking depth (r) according to prior research [7,18]. We
use k = 7 feedback documents for PGT. ∗ and † indicate statistical significance over
the initial ranker and BERT reranker using t-test with p ≤ 0.05.

BM25 CLEAR

NDCG MAP MAP NDCG MAP MAP

@10 @10 @100 r @10 @10 @100 r

Initial ranker 0.5058 0.1126 0.2993 – 0.6990 0.1598 0.4181 –

RM3 0.5180 0.1192 0.3370∗ 1K –a – – –

BERT Reranker 0.6988∗ 0.1457∗ 0.3905∗ 1K 0.7127 0.1572 0.4134 20

BERT PRF 0.6862∗ 0.1495∗ 0.4075∗ 1K 0.7188 0.1646 0.4203 20

PGT base 0.6712∗ 0.1542∗ 0.3927∗ 500 0.7238∗ 0.1660 0.4205 20

PGT w/o pre dc 0.6693∗ 0.1523∗ 0.3563∗ 500 0.7146 0.1658 0.4194 20

PGT w/o pre q, dc 0.6676∗ 0.1468∗ 0.3450∗ 500 0.7005 0.1572 0.4145 20

PGT w/o node dc 0.6840∗ 0.1586∗ 0.3868∗ 500 0.7139 0.1689∗ 0.4192 20

PGT w/o node q, dc 0.7078∗ 0.1646∗† 0.3819∗ 500 0.7326∗ 0.1654 0.4220 20
a CLEAR jointly trains a hybrid of sparse and dense retrieval models. Running RM3 on

CLEAR is an open question that is beyond the scope of this work.

Table 2. PGT base using different numbers of feedback documents (k)

BM25 CLEAR

NDCG MAP MAP NDCG MAP MAP

k @10 @10 @100 @10 @10 @100

5 0.6344 0.1497 0.3536 0.6923 0.1653 0.4177

7 0.6712 0.1542 0.3927 0.7238 0.1660 0.4205

9 0.6538 0.1476 0.3931 0.6940 0.1636 0.4180

6 Conclusion

Most Transformer-based rerankers learn contextualized representations for
query-document pairs, however queries are impoverished descriptions of infor-
mation needs. This paper presents PGT, a pseudo relevance feedback method
that uses a graph-based Transformer. PGT graphs treat feedback documents
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as additional context and leverage sparse attention to reduce computation,
enabling them to use more feedback documents than is practical with BERT-
based rerankers.

Experiments show that PGT improves upon non-PRF BERT rerankers.
Experiments also show that PGT rankings are at least as good as BERT PRF
rerankings, however they are produced more efficiently due to fewer computa-
tions per document and fewer documents reranked per query. PGT is robust,
delivering effective rankings under varied graph structures and with two rather
different initial rankers.
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Abstract. Despite its efficiency in generating training data, distant
supervision for sentential relation extraction assigns labels to instances in
a context-agnostic manner—a process that may introduce false labels and
confuse sentential model learning. In this paper, we propose to integrate
instance clustering with distant training, and develop a novel clustering-
augmented multi-instance training framework. Specifically, for sentences
labeled with the same relation type, we jointly perform clustering based
on their semantic representations, and treat each cluster as a training
unit for multi-instance training. Comparing to existing bag-level atten-
tion models, our proposed method does not restrict the training unit
to be sentences with the same entity pair, as it may cause the selec-
tive attention to focus on instances with simple sentence context, and
thus fail to provide informative supervision. Experiments on two popu-
lar datasets demonstrate the effectiveness of augmenting multi-instance
learning with clustering.

Keywords: Relation extraction · Distant supervision · Clustering

1 Introduction

Relation Extraction (RE) aims to detect and classify the relations between enti-
ties in the given sentences, and provides the cornerstone for many downstream
applications such as information extraction, knowledge base population, and
question-answering. It is a challenging task partly because it requires elabora-
tive human annotations [9], which could be slow or expensive to get.

To reduce such reliance, knowledge bases like Freebase have been leveraged to
provide Distant Supervision (DS) automatically [8]. Although such supervision
is efficient w.r.t. time and cost, it is generated in a context-agnostic manner, thus
could contain massive noise for sentential RE and lead to a poor performance.
Many attempts have been made to leverage multi-instance learning (MIL) [1] to
protect the model from such noise. Specifically, they treat sentence bags as the
training unit – each sentence bag is composed of an ordered entity pair with a
relation type and all sentences containing that entity pair [5,9,10]. Specifically,
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 448–454, 2021.
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by selecting instances from such bags, existing work can conduct training with
sentences of a higher quality, reduce the effect of noisy labels and obtain obvious
improvements [6].

At the same time, most existing methods use a static multi-instance struc-
ture, i.e., sentences containing the same entity pair are treated as the training
unit. Due to the lack of flexibility, it could be relatively easy for neural models
to “overfit”, e.g., the model could treat some correct but relative complicated
sentences as label noise and mainly fit to relative simple sentences. As Table 1
shows, the instance in the bottom line is a positive instance for relation type
/location/location/contains, but is ignored due to the low attention score caused
by relatively complicated semantic expression.

In this paper, we go beyond those existing learning paradigms and propose
a novel framework, Clustering-augmented Multi-Instance Learning (CAMIL). It
leverages clustering to construct sentence bags and jointly trains the relation
extractor. The integrated clustering module allows us to conduct multi-instance
training in a dynamic manner and thus can leverage training data more effec-
tively.

Table 1. Some examples of selective attention in NYT corpus

Attention Instance For /location/location/contains

0.91 Catering to craniacs is relatively new for port aransas and rockport, the
small texas towns near the aransas national wildlife refuge not far from
corpus christi

0.09 Anywhere from four to six nights a week, the mckay brothers -lrb- hollin, 31,
and noel, 36 -rrb- lead-foot it across texas in their chevy pickup, playing

honky-tonks, dive bars and coffee shops from port aransas to luckenbach to
alpine, always returning home to hill country to sleep in their own beds

Specifically, we assume that the more instances a cluster has, the more reli-
able it is. Since a clustering bag contains instances with similar semantic, our
assumption could be viewed as that the more instances are in a particular way of
expression, the more likely this expression is a truthful expression of the relation.
We create a nonlinear mapping between the clustering bag size and the relia-
bility score. We use the reliability score as the prior to regularize the model’s
posterior distribution and form a unified Bayesian expected loss (Regularized
Bag Loss, RBL).

We further conduct experiments on human annotated datasets. Our proposed
method beats state-of-art neural relation extraction (NRE) model in sentential
RE.

2 Methodology

Here, we introduce the Clustering-augmented Multi-Instance Learning frame-
work. It has been developed upon the previous state-of-the art method, Selective
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Attention Neural Relation Extraction (SA-NRE) [13]. Similar to SA-NRE, we
leverage multi-instance learning to handle the label noise. Besides, we further
integrate a clustering component to construct the basic bag dynamically. We
will first introduce the SA-NRE model, then proceed to present the framework
of CAMIL.

2.1 Selective Attention Neural Relation Extraction

SA-NRE first constructs word representations, then uses neural networks (e.g.,
CNN, PCNN, BiGRU, BiLSTM) to encode each sentence into a vector. Based
on these vectors and a relation type assigned by distant supervision, selective
attention determines the quality of each sentence and train the extractor with
sentences of a relative high quality.

In particular, we construct sentence representations for SA-NRE as follows.
We set the maximum length of a sentence to m, and pad all sentences to the
same length. For a sentence S = {v1, · · · , vm}, we refer to the pre-trained word
embedding [7] for ith word (vi) as vi. Marking the two entity mentions in S as d1
and d2, we calculate the relative distance from each word to these two entities,
construct their position embedding vectors and refer to the two vectors for vi as
pi,1 and pi,2 [12]. These position embedding vectors are randomly initialized and
can be learned during the model training. Concatenating vi together with pi,1

and pi,2, we can get our word representation wi. In this way, we can transform
each sentence into a fix-sized matrix S = {w1,w2, ...,wm}, where S ∈ Rm×|w|.
Taking this sentence as the input, the sentence-level encoder (e.g., PCNN and
BiGRU) further constructs the sentence vector x.

For a sentence bag with a relation type r, Bi = {x1, · · · ,xni
}, selective

attention is used to determine the quality of each sentence xj by calculates an
attention weight w.r.t. a relation type representation r:

ej = xjAr (1)

where A is the attention parameter and ej is the weight for xj . Selective attention
value could be further calculated as:

αj =
eej

∑ni

k=1 eek
(2)

Finally, we can calculate the weighted sentence bag representation for Bi as
follows:

bi =
ni∑

j=1

αjxj (3)

2.2 CAMIL

We now first introduce the overall framework of CAMIL and then discuss the
training objective.
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Fig. 1. Diagram of CAMIL

Overall Framework. As visualized in Fig. 1, during each iteration, we will
first construct the representation for each instance with the encoder of SA-NRE.
These representations are fed into the clustering module (e.g., DBSCAN [3])
to construct instance clusters. These clusters are further treated as the bag
for multi-instance learning, and pass to SA-NRE to calculate loss and update
parameters. Since the clustering module relies on the representation constructed
by the neural encoder, and the neural encoder is trained based on the clustering
results, these two modules could mutually enhance each other. Accordingly, as
in Algorithm 1, we propose a unified framework and conduct training iteratively.

Regularized Bag Loss. Conducting training with sentence bag could also
suffer from label noise, as in some cases, it’s possible the clustered sentence
bag is composed of unrelated sentences. To solve this problem, we proposed
a regularization that based on the following hypothesis: the probability of a
clustering bag that contains true positive instance will increase as the clustering
bag size grows. The idea of this hypothesis is from the Bernoulli’s Law of Large
Numbers, which indicates that the empirical probability of success in a series
of Bernoulli trials will converge to the theoretical probability. Finding a true
positive instance in the data corpus is like a Bernoulli trial, the probability of
success should have a certain relation with the number of trials. Therefore, we
define a Clustering Bag Size Impact Factor (CBSIF) u to quantify the impact
of clustering bag size as follows:

ui = tanh(log(1 + size(i))) (4)

where size(i) represents the number of instances within the bag Bi. Equation (4)
could ensure that a clustering bag with more instances will have a higher CBSIF
within a certain range (i.e.,ui ∈ [0, 1)).

Based on this CBSIF factor, we can define a reliability score Ri as follows:

Ri = λ + (1 − λ)ui (5)
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Data: Total Number of Relations: R;

Original DS Dataset: B = {B1, B2, ..., BR};
For Relation r: Br = {Br

1 , Br
2 , ..., Br

|Br|};

For Bag i: Br
i = {Sr

i,1, · · · , Sr
i,ni

};
Result: An CAMIL model
initialization SA-NRE model parameter θπ;
Pre-train SA-NRE with Original Dataset B;
for Iteration m=1 to M do

Using encoder part of SA-NRE to encode all original instances Sr
i,j to

sentence representation xr
i,j ;

for Relation r=1 to R do

Merge all bags in this relation Br = Br
1 ∪ · · · ∪ Br

|Br|;
Perform clustering on Br using DBSCAN and get Cr cluster ;

end

Total number of clusters: C =
∑R

r=1 Cr;
for Batch batch number=1 to C/nbatch do

Randomly choose a mini-batch of clusters and feed the clusters into the
SA-NRE;
Back-propagate RBL and update the parameter θπ of SA-NRE via
Adadelta;

end

end
Algorithm 1: CAMIL

where λ is a hyperparameter representing the bound of the influence from ui.
Finally, the Regularized Bag Loss stochastic with gradient descent over shuf-

fled mini-batches can be calculated by:

RBL = − 1
nbatch

nbatch∑

i=1

Rilogp(ri|Bi) (6)

where Bi means the ith clustering bag in the mini-batch, and nbatch is the
batch size. In the implementation, we employ dropout [4] on the output layer to
prevent overfitting, and use Adadelta [11] to train our model.

3 Experiment

3.1 Dataset

In this work, we are primarily interested in sentential relation extraction. Fol-
lowing previous work focusing on sentential relation extraction [2,5], we use the
manually annotated NYT dataset introduced by [5]. For a more meaningful com-
parison, we experiment with two versions of the dataset including NYTFB-68K
[9] and NYTFB-280K [6].
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3.2 Result

Our experiments are intended to provide evidence that supports the following
hypotheses: the proposed CAMIL framework can improve the performance of
the multi-instance learning and better handle the label noise in sentential NRE.

We treat the vanilla SA-NRE as our major baseline and compare our method
with a structured method NMAR [2] which can be also jointly trained with SA-
NRE. Following the previous work, we apply CAMIL to three typical SA-NRE
models (i.e., PCNN, BiGRU and BiLSTM). Similar to previous NRE studies,
we evaluate the model performance with F1-Measure.

In all of our experiments, we use a pre-trained 50-dimensional word vectors
that are pre-trained by the Skip-gram [7] model1 on the NYT data corpus. Our
models are tuned by the three-fold cross-validation on the training set. With a
grid search, we determine the optimal model parameters as follows: word vector
size dv = 50, position embedding size dp = 5, batch size nbatch = 200, dropout
probability p = 0.5, Adadelta parameter ρ, ε = 0.95, 1e−6, max iterations of
CAMIL M = 10.

We report the F1-Measure in Table 2. We can observe that: SA-NRE with
CAMIL brings significant performance improvements over the vanilla SA-NRE.
This phenomenon verifies that CAMIL framework can help to handle the label
noise and improve the performance of SA-NRE.

Table 2. Different performance comparison by F1-Measure on two datasets

Model SA-NRE type NYTFB-68K NYTFB-280K

CAMIL PCNN 0.889 0.856

BiGRU 0.867 0.845

BiLSTM 0.870 0.851

NMAR PCNN 0.860 0.831

BiGRU 0.851 0.829

BiLSTM 0.839 0.817

Baselines PCNN 0.764 0.721

BiGRU 0.781 0.743

BiLSTM 0.786 0.750

4 Conclusion

In this paper, we reveal a new potential problem in distant supervision and pro-
pose a novel framework to solve the problem in the sentential relation extraction.
We believe CAMIL can be applied to any multi-instance learning method for rela-
tion extraction. The experimental results prove the efficiency of CAMIL, which
significantly improves the performance of the state-of-the-art SA-NRE model.
1 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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Abstract. Misinformation takes the form of a false claim under the
guise of fact. It is necessary to protect social media against misinforma-
tion by means of effective misinformation detection and analysis. To this
end, we formulate misinformation propagation as a dynamic graph, then
extract the temporal evolution patterns and geometric features of the
propagation graph based on Temporal Point Processes (TPPs). TPPs
provide the appropriate modelling framework for a list of stochastic,
discrete events. In this context, that is a sequence of social user engage-
ments. Furthermore, we forecast the cumulative number of engaged users
based on a power law. Such forecasting capabilities can be useful in
assessing the threat level of misinformation pieces. By jointly consid-
ering the geometric and temporal propagation patterns, our model has
achieved comparable performance with state-of-the-art baselines on two
well known datasets.

Keywords: Misinformation · Propagation graph · Point processes

1 Introduction

Social media has empowered human society in many ways. It is easier than
ever to keep in touch with those we wish to, allowing an enormous variety of
relationships to transcend physical isolation [19]. More so than ever before, social
media has a responsibility for our mental wellbeing, as the arbiter of interactions
between colleagues, friends and loved ones [13,24]. It is therefore a matter of the
utmost importance that we make this platform a safe environment, protected
against those wishing to corrupt the service with fake news [20].

Various methods have been used to tackle the misinformation problem.
Content-based misinformation analysis models apply natural language process-
ing tools to the text content of claims [23]. Alone, content-based models fail to
trace the dynamics of spread for tasks such as early detection or spread fore-
casting. Recent misinformation analysis models use static graph neural networks
to extract geometric propagation patterns; others leverage time-series analysis
by treating misinformation spread as a temporal event sequence [4,15]. These
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 455–462, 2021.
https://doi.org/10.1007/978-3-030-72240-1_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72240-1_48&domain=pdf
https://doi.org/10.1007/978-3-030-72240-1_48


456 Q. Zhang et al.

two approaches each neglect the alternative propagation structure with neither
leveraging both geometric and temporal dissemination features.

Propagation-based misinformation analysis makes use of patterns that can
be attributed to the dynamics of spread. Our principal goal is to utilise the max-
imum space of these spreading features, so as to make the most effective use of
the available data. Specifically, we first formulate misinformation propagation
as a dynamic graph, then we employ a continuous-time temporal point process
to extract the temporal evolution patterns and geometric features. Furthermore,
we use a power law to model the growth in the temporal network scale, so as to
forecast the future rate of spread for a claim identified as misinformation. The
contributions of this study can thus be summarised as follows. (i) We formulate
misinformation propagation as a dynamic graph. (ii) We then design tempo-
ral point processes (TPPs) to utilize both temporal and geometric features of
the dynamic graph for misinformation detection. (iii) This study is the first to
introduce forecasting of user engagements to misinformation analysis.

2 Related Work

To figure out the differences between true and false statements, most researchers
conduct studies from three approaches: textual content, multimedia features and
social context. Misinformation often contains opinionated language [2], which
motivates textual content-based detection [1]. Sentiment features like positive
words (e.g., love, sweet) and negating words (e.g., not, never) are reported to help
detect rumours [6]. Misinformation also relies on sensational images to provoke
an emotional response in consumers. As an example, Deepfakes [3] employed deep
learning to generate fake images and videos to convey misleading information.

In social media, every piece of news is correlated to other posts and users.
User engagements (e.g., commenting) provide rich reference evidence in two
ways: by aggregation with relevant posts for a specific affair, and by temporal
evolution. The first way relies on the “wisdom of crowds” to locate potential mis-
information [1], while the second way captures temporal propagation patterns.
For example, Hawkes processes are used to analyze how user stance changes tem-
porally in [11]. However, these methods neglect geometric propagation features.

Graph neural networks can extract geometric propagation patterns. Graph
Convolutional Networks (GCN) are used in [14] to encapsulate the propagation
structure of heterogeneous data. Graph-Aware Co-Attention Network (GCAN) is
proposed in [4,8] to utilise the co-attention mechanism in graph modeling. Each
of these works use static graphs and researchers neglect temporal information.

3 Problem Formulation

This section gives definitions and describes notation. A source claim takes the
form of c = (x , t), where x is a concatenation of the posting user account
features and the claim’s text features, i.e. x = [u || M ]. Here, u is the user
account representation and M is the text message representation. t is initially
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zero, as ensuing dissemination events are timestamped with respect to the source
claim.

Suppose the claim c is accompanied by a sequence of social engagements
S = {v1, v2, . . . , v j , . . . , vN}, where v j = (x j , tj). Similarly, x j is the feature
of an engaging node and tj is the engagement time with respect to claim post
time. Social engagements include all forms of interactions that users conduct with
claims on social media platforms, such as reposting, commenting and tagging.

Our temporal, dynamic graph is represented as a sequence of time-stamped
snapshots G = {G(t0),G(t1), · · · ,G(tj), · · · ,G(tN )}, where the first snapshot sim-
ply represents the source claim node and further snapshots are added with each
representing the state of the dissemination network when a new node is con-
nected. Let G(t) =< V(t), E(t) > denote the state of the temporal graph G at
time t, where V(t) = {c, v1, v2, . . . , v j , . . . , vN(t)}, with N(t) being the number
of nodes to have directly or indirectly interacted with the claim c as of time
t. A new graph snapshot G(tj+1) is generated when a node v j+1 is added to
the sequence of social engagements. The graph structure of an exemplary false
claim’s dissemination tree is demonstrated in Fig. 1.

Fig. 1. Graph representation of source claim dissemination tree, where nodes represent
interaction events such as comments and retweets.

4 Model Description

With the temporal evolution of the propagation graph G(t), new engagement
nodes will establish edges with existing nodes and thus update the graph. To
capture both geometric and temporal propagation features, we view the addition
of new engagement nodes as the chronological events and develop a temporal
point process that generates node embeddings of the dynamic graph G(t).

4.1 Propagation by Temporal Point Processes

A temporal point process (TPP) is a stochastic process that is realised as a list
of discrete events in the continuous time domain t ∈ R

+. TPPs usually rely on
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an intensity function, which is defined as the probability of the occurrence of an
event in an infinitesimal time interval [22], to describe the temporal dynamics.
They have been used to model dynamic graphs in [10,17,25].

In our propagation graph use-case, the timestamped event sequence com-
prises static graph snapshots. This static propagation graph represents the final
state of the misinformation dissemination tree. Symbolically, S = {(x j , tj)}Nj=1,
where x j are the event features (previously node features) and tj is the times-
tamp of the jth event in the sequence S. Intuitively, the added edge e i,j between
the source node v i and the new node v j are influenced by not only v i and v j ,
but also the history nodes of v i. With this assumption, we define the intensity
function associated with adding the new edge ei,j as,

λi,j(t) = g(x i,x j) +
∑

i′∈Hi

αi′j(t)f(x i′ ,x j)κ(t − ti′). (1)

where Hi contains history events of the node i. The function g(·) calculates
the affinity between two nodes, which is implemented as a bilinear interaction
with the trainable parameter W1, i.e., f(x i,x j) = x i ∗ W1 ∗ x j . A non-linear
activation ReLU is used to define the base intensity g(·) = ReLU(f(·)).

The influence from history nodes are measured via the self-attention mecha-
nism as proposed in [21,22]. For history nodes before time t, we calculate atten-
tion weight for each node,

αi′j =
exp(f(x i′ ,x j))∑

k∈Hi exp(f(xk,x j))
. (2)

With the intensity function, we derive the probability of having a new node
v j following an existing node v i at the timestamp t,

p
(
v i, v j | Hi(t)

)
=

λi,j(t)∑
i′∈Hi(t) λi′,j(t)

. (3)

The objective function to minimize is the negative log-likelihood of all the events
in the sequence, LTPP = −∑

t∈T
∑

(vi,vj ,t)∈E log p
(
v i, v j | Hi(t)

)
. Negative

sampling is used to generate non-existing edges in the objective function as done
in [9], so that the learnt node embeddings are able to distinguish which two nodes
are connected and which two are not, i.e., the geometric structure. Maximizing
the intensity at occurrence timestamps while minimizing the intensity otherwise
will enforce the node embeddings to capture temporal dynamics.

4.2 Predictive Task

Macro-dynamics describe the evolution pattern of the network scale. We assume
the network scale can be described with a certain dynamics equation. Given a
dynamic graph G, we have the cumulative number of nodes N(t) by timestamp
t. We empirically find that N(t) increases in a power law, which is presented
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in Sect. 5. To approximate the power law, we define the following predictive
equation

N̂(t) = Nmax ∗ (1 − α ∗ exp(−β ∗ t)), (4)

where Nmax, α and β are learnable parameters. Nmax is the maximum number
of nodes that this graph will contain while α and β control how fast the graph
scale will increase. Predictive loss is measured by LPred = (N(t) − N̂(t))2.

4.3 Veracity Classification

We have designed a temporal point process to capture the geometric struc-
ture and temporal evolution of the propagation graph. With node embed-
dings, we obtain the graph embedding by concatenating the mean pooling
and the maximum pooling of all nodes as well as the source claim being ver-
ified, xG = [MeanPool(S)||MaxPool(S)||c] . The graph embedding is then
concatenated by parameters in predictive tasks, i.e., x = [xG||Nmax||α||β].
The veracity prediction is conducted by a Multi-Layer Perceptron (MLP)
ŷ = softmax (ReLU (W2x + b)) , where W2 and b are trainable parameters.
And the classification loss is calculated by cross-entropy: LMLP = −y log (ŷ1) −
(1 − y) log (1 − ŷ0) . We take the weighted sum of the TPP loss, predictive loss
and the MLP loss as the final loss function L = LTPP +ω1 ∗LPred +ω2 ∗LMLP .

5 Experiments

Table 1. Statistics of the used datasets.
Twitter 15 Twitter 16

# Source Tweets 742 412

# True 372 205

# False 370 207

# Users 190,868 115,036

Avg. retweet per story 292.19 208.70

We use two Twitter datasets [12],
i.e., Twitter15 and Twitter16, in
the experiments. Each dataset
has a collection of stories with a
source tweet being verified and
a sequence of its retweets. We
pick “True” and “False” source
tweets to make the experimen-
tal datasets, and split the dataset
into training, validation and test
sets with 70%, 10% and 20% respectively. We train the model with the training
set, tune hyperparameters with the validation set and report performance on
the test set. We crawl user information according to their user IDs via Twitter
API (Table 1).

As we set out to tackle the misinformation detection task, we compare our
model with state-of-the-art baselines. RFC [5] is a random forest model with
features from the source tweets and engaged user profiles. CRNN [7] combines
convolutional neural networks and recurrent neural networks to extract features
from engaged users and retweet texts. CSI [15] incorporates relevant articles
and analyses the group behaviour of engaged users. dEFEND [16] uses a co-
attention mechanism to study the source claims and user features. The graph-
based baseline GCAN has been explained in Related Works.
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6 Results and Analysis

To demonstrate the dissemination trends of true and false claims, we plotted
the mean number of nodes within temporal graphs associated with each verac-
ity classification at 5 min time intervals for the first 200 min following a source
Tweet’s posting time. In Fig. 2, we make three interesting observations. (1) Both
claim veracity types exhibit a similar power-law trend of plateauing gradient.
(2) Contrary to much of the misinformation literature, which suggests that fake
news spreads faster than true news [18], within our datasets, true news stories
spread faster and reach more users on average. (3) There is a far greater dispar-
ity between the mean spreading plots in the Twitter16 dataset than there is in
the Twitter15 dataset. This would indicate that it is easier to extract temporal
features that are consistent within a given veracity classification in Twitter16.

We show the misinformation detection performance of our model against
state-of-the-art baselines on test subsets. From Table 2, we can tell that we
are able to achieve comparable performance with GCAN. Specifically, we beat
GCAN on the Twitter16 dataset. This can be explained by the fact that Twit-
ter16 displays greater disparity between the mean spreading of true and false
claims, and our model captures such patterns to reach higher performance.

Fig. 2. Plots of average number of nodes comprising a dissemination tree with respect
to time from the moment of source claim publication. The left is Twitter15 while the
right is Twitter16. The solid curves follow the power law approximation.

Table 2. Test results on the two experimental datasets.

Model Twitter15 Twitter16

F1 Recall Precision Accuracy F1 Recall Precision Accuracy

RFC 0.4642 0.5302 0.5718 0.5385 0.6275 0.6587 0.7315 0.6620

CRNN 0.5249 0.5305 0.5296 0.5919 0.6367 0.6433 0.6419 0.7576

CSI 0.7174 0.6867 0.6991 0.6987 0.6304 0.6309 0.6321 0.6612

dFEND 0.6541 0.6611 0.6584 0.7383 0.6311 0.6384 0.6365 0.7016

GCAN 0.8250 0.8295 0.8257 0.8767 0.7593 0.7632 0.7594 0.8084

Ours 0.7698 0.7643 0.7754 0.7988 0.7774 0.7741 0.808 0.8453
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7 Conclusion

This study sets out to detect and forecast misinformation. We model the misin-
formation propagation as a continuous-time dynamic graph, and employ Tem-
poral Point Processes to capture geometric and temporal patterns of the graph.
We also develop a power law equation to forecast the growth of the graph
scale. Experiments show the effectiveness of our model to achieve state-of-the-
art performance in misinformation detection tasks. Future works will investigate
more comprehensive methods to combine temporal and geometric features for
propagation-based misinformation detection.
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Abstract. The query likelihood model (QLM) for information retrieval
has been thoroughly investigated and utilised. At the basis of this method
is the representation of queries and documents as language models; then
retrieval corresponds to evaluate the likelihood that the query could be
generated by the document. Several approaches have arisen to compute
such probability, including by maximum likelihood, smoothing and con-
sidering translation probabilities from related terms.

In this paper, we consider estimating this likelihood using modern pre-
trained deep language models, and in particular the text-to-text transfer
transformer (T5) – giving rise to the QLM-T5. This approach is evalu-
ated on the passage ranking task of the MS MARCO dataset; empirical
results show that QLM-T5 significantly outperforms traditional QLM
methods, as well as a recent ad-hoc methods that exploits T5 for this
task.

1 Introduction

Language modelling has been introduced in Information Retrieval (IR) in the
late ’90s to score documents for a query [5,18] and as alternative to other pop-
ular methods such as TF-IDF and BM25. The most basic and popular form of
language model used in IR is unigram language model, which defines a proba-
bility distribution over the words in the collection. A common way to exploit
language models in IR is within the query likelihood model (QLM) [18], on which
we base the method in this paper; alternative approaches include the relevance
model of Lavrenko and Croft [9] and the risk minimization framework of Zhai
and Lafferty [8].

QLM scores a document for retrieval by considering the likelihood that the
query could be generated by the document. The basic form of QLM uses the max-
imum likelihood estimator (MLE) to compute the query likelihood; this however
exposes the method to issues due to data sparseness [24], e.g., the estimated
probability of a query term that does not appear in the document will be zero,
rendering the overall score of the document to be zero. To overcome this issue,
smoothing has been commonly used. Smoothing transfers probability mass from
the probability associated with a query term appearing in the document to the
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probability associated with that query term appearing in the collection. Exten-
sively used smoothing methods include Jelinek–Mercer and Dirichlet smooth-
ing [24], which interpolate, in a parametric manner, the likelihood of the term
in the document with that associated with the term appearing in the collection.
The optimal parameter values for these smoothing techniques are collection and
application dependent [24]. Alternatives to these form of smoothing are methods
that transfer probabilities across related terms (translation language models [1])
and others that use clusters and nearest neighbours [7,11].

Recent advances in natural language processing have seen the introduction
of deep language models [2,12,19,20]; pre-trained versions of these models have
been applied to search tasks demonstrating promising results [10]. Specifically,
the common trend in IR is to obtain deep language models that have been pre-
trained on a large text corpus and convert them to ranking models via fine-tuning
on ranking tasks. An example is the work from Nogueira and Cho [16], where
the raw text from a query-document pair is provided as input to the pre-trained
deep language model BERT, which in turn outputs a relevance score. A notable
benefit of using such deep language models is that no language preprocessing
pipeline such as stemmers and stoppers is required. For example, different mor-
phological variations are automatically handled by these deep language models
by exploiting the knowledge gained from the pre-train and fine-tune steps.

In this paper we build upon the QLM tradition in IR, and create a novel QLM
ranking method based on a specific deep language model. Our method, called
QLM-T5, uses the text-to-text transfer transformer language model (T5) deep
language model [20] in place of the MLE estimation in QLM; and, unlike in tra-
ditional QLM, it does so effectively without the need for further smoothing. T5 is
an encoder-decoder model that has been shown effective for an array of natural
language processing tasks. Our experimental results on the MS MARCO passage
ranking task [15] show that QLM-T5 significantly outperforms traditional QLM
methods, demonstrating the benefit of deep language models used within a QLM
approach to IR.

2 T5 Query Language Model

The query likelihood model calculates the probability P (Q|D) of generating
the query Q from a given document D. Traditional approaches in IR use the
maximum likelihood estimation (MLE) and smoothing methods to compute this
probability [24]. Recent autoregressive deep language models such as generative
pre-trained (GPT) [19] and text-to-text transfer transformer (T5) [20] can alter-
natively be used to calculate the likelihood of generating a target text given an
input text using the teacher forcing inference mechanism: instead of taking the
generated token as the input to the next time step, the target token is passed as
the next input. The likelihood of generating an entire sequence of target tokens
is then computed by the product of the sampling probabilities of the next target
tokens from the output probability distributions of each time step.

In this work we focus on using the T5 deep language model, which has been
already exploited in previous work in IR, but in an alternative form, i.e., to
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generate possible query variations to append to the document representation,
which is then used for retrieval (doc2query-T5 method) [17].

The T5 model is an encoder-decoder architecture. When using the teacher
forcing mechanism, the document text tokens d0, d1...dn ∈ D are provided as
input to the encoder, while the target query text tokens q0, q1...q|Q| ∈ Q plus
a decoder start of sentence token <bos> at the beginning of the sequence are
provided as input to the decoder. At each time step t, the decoder outputs the
probability PT5(qt+1) of sampling the next target query token:

T5t(Encoder(d0, d1...dn),Decoder(<bos>, q0, q1...qt)) = PT5(qt+1) (1)

It is important to note that the probability of sampling the next query token is
conditioned to the document text and all previous query tokens1:

PT5(qt+1) = PT5(qt+1|D,< bos >, q0, q1...qt) (2)

This is differ from the traditional unigram QLM, where the sampling probabil-
ities of each token only depend on the document text, but somewhat resemble
dependence language models [4,13] that provide a similar mechanism.

We take a similar approach to the traditional QLM to exploit T5 for retrieval.
Specifically, we compute the query (log) likelihood for Q given the document D
as

log(PQLM−T5(Q,D)) = log(PT5(< bos >)) +
|Q|−1∑

i=0

log(PT5(qi)) (3)

3 Empirical Evaluation

We are interested to empirically verify the effectiveness of QLM-T5, compared to
traditional forms of QLM; we further compare QLM-T5 to a recent method that
also exploits T5 for ranking (doc2query-T5 [17]), but without casting T5 in the
QLM framework. For this, we use the development portion of the MS MARCO
Passage Ranking Dataset [15]. This portion consists of ≈8.8 million passages
and 6980 unique queries; on average, each query has one relevant passage only.

Passages were indexed with Anserini [23] using the default parameters.
Anserini was also used to produce runs for BM25 (k1 = 0.82 and b = 0.68),
Query Language Models with Dirichlet (QLM-D, μ = 1, 000) and Jelinek Mer-
cer (QLM-JM, λ = 0.1) smoothing, and Sequential Dependence Model using
QLM-JM [13] (QLM-JM-SDM), retrieving the top 1,000 passages for each query.
These form our first-stage retrieval baselines. We used QLM-JM-SDM to inform
us regarding whether it may have been the inclusion of query term dependen-
cies, rather than the actual deep language model, that produced gains over
QLM-D/JM.

1 The first query token q0 only depends on the document text D plus the <bos>
token.
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Because the inference stage of T5 is computationally expensive, in our exper-
iments we used QLM-T5 as a second-stage re-ranker, with BM25 used as the
first-stage ranker. We then also created runs where QLM-D and QLM-JM were
used as second-stage re-ranker on top of BM25. For completeness, we also ran
our QLM-T5 using QLM-D and QLM-JM as first-stage rankers. Although the
aim of our experiments is to study the effectiveness of QLM-T5 with respect to
other methods in the QLM framework, we also reproduced the doc2query-T5
model [17] to provide further context for the interpretation of our results. The
doc2query-T5 model also relies on T5; furthermore, the same fine-tuned model
was used2. However it does so by leveraging T5 to source possible query can-
didates that may be asked regarding a target document (passage in the case of
these experiments). These query candidates are appended to the document to
enhance its representation – retrieval is then performed with BM25 operated on
the new representation of the documents.

As evaluation metrics, we use MRR@10, nDCG and INST. MRR@103 was
used despite remarks that this is an unstable metric (Fuhr’s argument [3], but
perhaps more importantly Zobel&Rashidi’s findings [25]) because this is the
only metric used in the MS MARCO leaderboard, to which we want to allow
comparison for further contextualisation of the results reported here. The use
of nDCG for this task is less controversial (though note only binary relevance
and mostly single-relevant documents for each query). The cut-offs considered
were at 1 to model the use of the method for selecting an answer in context of
e.g., a conversational search agent; at 3 and 10 to model a typical web search
scenario; and at 1,000 to provide an evaluation of the complete ranking. We also
computed INST [14] using the publicly available implementation from Koop-
man&Zuccon [6]. INST is a weighted precision metric where the probability of
a user assessing a result at a specific rank depends on the rank position, the
expected number of relevant documents T , and the actual number of relevant
documents encountered up to that rank. This metric suits well the MS MARCO
task, which is a question-answer based task with T = 1 (we use this value).
Statistical analysis of results is performed using two-tailed paired t-test.

4 Results

Empirical results are reported in Table 1. The first four rows in the table show
BM25 is superior to QLM-D, QLM-JM and QLM-JM-SDM on MS MARCO (dif-
ferences statistical significant, p < 0.01); the superiority of BM25 with regards
to QLM-D and QLM-JM is consistent with previous findings on other collec-
tions [21,22]. The next pair of rows shows that the traditional QLM methods
are not effective second-stage rankers either.

2 T5 model for MS MARCO from Nogueira et al. [17], fine-tuned to maximize query
likelihood.

3 I.e. the reciprocal rank value (averaged across all queries) up to rank 10 if a relevant
document has been retrieved by then, otherwise zero.



Deep Query Likelihood Model for Information Retrieval 467

Table 1. Effectiveness of first-stage and rerank methods. BM25+QLM-T5 is statis-
tically significant better (p < 0.01) than all first-stage rankers, including doc2query-
T5+BM25. BM25+QLM-T5 is statistically significant better (p < 0.01) than QLM-
JM+QLM-T5 on metrics indicated by ♦, and BM25+QLM-T5 is statistically signifi-
cant better (p < 0.01) than QLM-D+QLM-T5 on metrics indicated by §.

Method ndcg@1 ndcg@3 ndcg@10 ndcg@1000 INST MRR@10

BM25 0.1042 0.1736 0.2340 0.3161 0.0916 0.1874

QLM-JM 0.0960 0.1586 0.2181 0.2955 0.0849 0.1740

QLM-D 0.0831 0.1371 0.1874 0.2752 0.0730 0.1491

QLM-JM-SDM 0.1044 0.1674 0.2271 0.3032 0.0900 0.1825

BM25+QLM-JM 0.0960 0.1586 0.2181 0.3006 0.0849 0.1741

BM25+QLM-D 0.0831 0.1371 0.1875 0.2795 0.0730 0.1492

QLM-JM+QLM-T5 0.1765 0.2786 0.3577 0.4086 0.1485 0.2948

QLM-D+QLM-T5 0.1769 0.2790 0.3595 0.4123 0.1489 0.2960

BM25+QLM-T5 0.1784 0.2823♦ 0.3647♦§ 0.4215♦§ 0.1506♦ 0.2997♦§

doc2query-T5+BM25 0.1653 0.2600 0.3377 0.4139 0.1389 0.2768

Fig. 1. Rank position gains/losses per query for QLM-T5 re-ranker compared to the
respective first-stage retrieval method.

We now focus on the effectiveness of the proposed QLM-T5, which is used
to re-rank results from a first-stage ranker (all results up to rank 1,000). We
find that the use of QLM-T5 (irrespective of the first-stage method QLM-T5
uses) significantly outperforms first-stage retrieval runs, other re-rankers, and
the doc2query-T5 model, which also relies on the T5 language model, on several
evaluation metrics. Among all QLM-T5 runs, we find that the one that uses
BM25 as first-stage ranker outperforms the others, and differences are statisti-
cally significant (p < 0.01) on several evaluation metrics.

Furthermore, in Fig. 1 we present the ranks gained (or lost) by QLM-T5 with
respect to BM25, QLM-D and QLM-JM. Specifically, we measure how many rank
positions the relevant passages have gained (lost) compared to the corresponding
first-stage ranker method. Figure 1 indicates that QLM-T5 reranker sensibly
improves rankings (movements of up to 991 ranks) for more than 50% of the
queries for BM25, QLM-JM, and QLM-D, with more than ≈ 1, 500 queries
exhibiting gains of over 100 rank positions. The method does however produce
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some losses: a small amount of queries appear to have rank losses for QLM-T5.
Similar findings are obtained when nDCG was used in place of rank position.

To better understand when QLM-T5 worked and when it failed, we fur-
ther analyzed the queries with the maximum (991) and minimum (−495) rank
gains/losses between BM25+QLM-T5 and BM25. For query “what does it mean
when you dream about babies”, QLM-T5 achieved the maximum rank gain of
991: the relevant passage is pushed from BM25’s rank position 993 up to rank
2. We note that the passage placed by BM25+QLM-T5 at rank 1 also appears
relevant to us: “... Dreams that include babies are positive signs. Dreaming about
interacting with a baby or simply seeing a baby in a dream can mean that pleasant
surprises and fortuitous occurrences are about to occur in your life...”,

For query “how many tables can sql server join”, QLM-T5 had the largest
rank loss (−495): BM25 placed the relevant passage at rank 255 while
BM25+QLM-T5 at rank 750. We further note, however, that the top passage
by BM25+QLM-T5 is “... A SQL Server JOIN is performed whenever two or
more tables are joined in a SQL statement.”, which appears to us to be relevant
to the query4.

These examples suggest that (1) QLM-T5 can successfully capture the seman-
tic meaning of queries and passages, and produce a good match; (2) losses
observed for QLM-T5 might be because of unjudged passages in MS MARCO,
(3) results on MS MARCO should be considered very carefully as the dataset
does not contain information about unjudged documents (thus rendering impos-
sible the computation of residuals, e.g., for INST) and assessments appear to be
very shallow and primarily based on BM25.

5 Conclusion and Future Work

In this paper, we have adapted the T5 deep language model within the query like-
lihood model to rank passages. Results on the MS MARCO benchmark dataset
show that QLM-T5 significantly outperforms traditional QLM methods, quan-
tifying the benefits of using deep language models within QLM in place of MLE
and smoothed estimators. We also show that QLM-T5 more effectively models
query dependencies than sequential dependence models.

A drawback of QLM-T5 is its computational efficiency. The method, being
based on a transformer based neural network, requires considerable running time
at inference. In addition, unlike traditional QLM methods (but akin to sequen-
tial dependence models), the calculation of the likelihood of each query term is
conditioned on all previous query terms: pre-computing and storing query term
likelihoods independently of the query is then not possible. This makes it rea-
sonable to execute the QLM-T5 as a second-stage reranker, but it is infeasible to
use it as a first-stage ranker instead. However, we believe that this issue could be
partially alleviated by storing outputs of the encoder layer of T5 in the index so
4 The passage marked relevant in MS MARCO for this query is “... A JOIN clause
is used to combine rows from two or more tables, based on a related column between
them...”.
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that at runtime the only inference needed is at the decoder level. Compared to
other strong neural re-ranker baselines, such as BERT-based re-ranker [16], our
model is outperformed in terms of MRR@10 (BERT-Large: 0.365 vs. QLM-T5:
0.300). Future work will explore this direction along with alternative avenues to
improve the efficiency of QLM-T5, e.g., so that it becomes reasonable to apply
it to document ranking tasks, besides the considered passage ranking.
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Abstract. Microblogs are characterized as short and informal text; and
therefore sparse and noisy. To understand topic semantics of short text,
supervised and unsupervised methods are investigated, including tradi-
tional bag-of-words and deep learning-based models. However, the effec-
tiveness of such methods are not together investigated in short-text topic
detection. In this study, we provide a comparative analysis on topic detec-
tion in microblogs. We construct a tweet dataset based on the recent
and important events worldwide, including the COVID-19 pandemic
and BlackLivesMatter movement. We also analyze the effect of vary-
ing tweet length in both evaluation and training. Our results show that
tweet length matters in terms of the effectiveness of a topic-detection
method.

Keywords: Microblog · Short text · Topic detection · Tweet

1 Introduction

Online social networks, such as microblogs, are rich sources to share opinion and
information, as well as collaborate with other users. Public discussion can be
about various topics. Finding their topic labels can provide semantic basement
and understanding for many applications; such as information filtering [2], new
event detection and tracking [1], sentiment analysis [6], and opinion mining [10].

Microblogs are generally characterized as having short, informal, and noisy
text. Tweets are one of the most popular example of microblogs. Finding their
topics can be challenging due to the aforementioned characteristics. Given a set
of microblogs, or tweets in this study, the task is to detect a single coarse-grained
topic label for each one. We refer to this task as tweet topic detection.

Several methods are proposed for topic detection. Topic Detection and Track-
ing aims to monitor news stories not seen before, and group individual topics [1].
Topic modeling methods, such as LDA [4], discover thematic clusters of docu-
ments as mixture of probability distributions. Rather than finding topic groups
in an unsupervised way, our task is a supervised classification. Traditional meth-
ods encode documents in the bag-of-words model, and employ state-of-the-art
c© Springer Nature Switzerland AG 2021
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classifiers, such as SVM. However, such methods mostly rely on word occurrence,
and thereby suffer from sparsity and vocabulary mismatch, which are likely to
be observed in short text. With the recent developments in deep learning, docu-
ments can be encoded to capture advanced semantics with neural networks and
word embeddings [17]. Words are not assumed to be independent as in bag-of-
words. Text semantics are captured sequentially using word order and positions
to get bidirectional contextual representations, as in the Transformer model [22].

There are many efforts to overcome sparsity and vocabulary mismatch in
tweet classification. Tweet-specific features are extracted for classification [14].
Topic memory networks are employed for short text classification [25]. Topi-
cally enriched word embeddings are used for topic detection [14]. Neural models,
such as RNN and LSTM, are employed to detect discrimination-related tweets
[24], and CNN for Twitter sentiment analysis [12]. Transformer-based language
models, such as BERT [9], are employed in disaster-related tweet detection [20].

Our contributions are the followings. (i) Although the existing studies cover
various methods for tweet classification on different domains, there is still a lack
of comparative analysis for tweet topic detection. We provide a comparative
analysis of both traditional and recent methods for topic detection of short text,
particularly tweets. (ii) Short text is mostly studied in terms of average length
(number of words). We provide a detailed analysis for the effect of the length
of short text in both evaluation and training. (iii) We construct a tweet dataset
with topic labels related to recent and important events, including the COVID-
19 pandemic and the BlackLivesMatter movement.

2 Topic Detection in Microblogs

In this section, we select and explain six methods related to tweet topic detec-
tion; namely, Boolean search [15], topic modeling [4], bag-of-words [15], word
embeddings [5], neural network [13], and Transformer-based language model [9].

Boolean Search. Inverted index keeps a dictionary of words, and for each word,
a list that holds the documents that words occur in [15]. Query keywords are
searched efficiently on an inverted index by Boolean search operations. We assign
topics to tweets based on any keyword match by the Boolean OR operator. We
pre-determine five query keywords for each topic based on the most frequent
hashtags. In case of matching more than one topic, we assign off-topic. To find
more matches, words are stemmed with the Snowball stemmer for indexing.

Topic Modeling. Topic modeling is a probabilistic method that finds coherent
topic distributions in the given documents in an unsupervised way. We use Latent
Dirichlet Allocation (LDA) [4] for topic modeling. To utilize topic distributions
for supervised topic detection, we use the topic distribution of a document as its
feature vector. We then employ Support Vector Machines (SVM) for training.

Bag-of-Words. Bag-of-words is a document encoding method based on vector
space model, where each document is represented in a fixed length of vectors
[15]. Each vector consists of identifiers for terms in documents. We use TF-IDF
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(Term Frequency-Inverse Document Frequency) term weighting [15]. We employ
SVM for training. In this method, words are assumed to be independent, and
grammar structure is not preserved.

Word Embeddings. Word embeddings are the encoded vector representations
for words in an embedding space that projects semantical similarities [16]. Word
embeddings are divided into contextual and non-contextual ones. Contextual
embeddings have different vectors according to the text that they occur in,
while non-contextual embeddings have static vectors regardless of context. This
method considers non-contextual embeddings, while contextual ones are exam-
ined in Transformer-based language models. We use FastText [5], which is the
successor of Word2Vec [16] and GloVe [19], but considers sub-word embeddings
by n-grams. To obtain sentence embeddings for tweets, we get the average of
word embeddings with L2 normalization, which divides the sum of embeddings
by the length of a vector in the Euclidean space. We use a softmax layer to
compute the probabilities for topic labels.

Neural Networks. Artificial neural networks have significant interest in the
last decade, such as Recurrent Neural Network (RNN) and Convolutional Neu-
ral Networks (CNN), to process text sequentially and get neural embeddings.
We select CNN that leverages local features in hidden layers of networks with
convolving filters. CNN achieves remarkable results in natural language process-
ing tasks [12,13]. Based on [13], we train CNN for sentence classification with
one layer of convolution on randomly initialized word embeddings.

Transformer-Based Language Models. Transformer is a deep learning-
based architecture that uses self-attention for each token over all tokens [22].
Similar to RNN and CNN, text order is preserved; but Transformer processes
text sequence without recurrent neural structures, instead with self-attention
that keeps positional embeddings. We select BERT [9], which is a deep learning-
based language model built on bidirectional contextual representations of words
by considering word positions and context with Transformer. To fine-tune BERT,
we add a softmax layer with the cross-entropy loss function. The CLS sentence
embeddings provided by the last layer of BERT are given as input to this addi-
tional layer.

3 Experiments

3.1 Experimental Setup

Dataset Construction. We collect around 100 million tweets in English, 21%
of which have at least one hashtag, from Twitter API between April 07, 2020
and June 15, 2020. We select six important topics that occur in the top-100
most frequently used hashtags. The topics are the COVID-19 pandemic, “Black
Lives Matter” (BLM) movement, Korean popular music (K-Pop), Bollywood
movies and series, gaming consoles, and U.S. politics. We notice that many
hashtags belong to the same topic. We assign topics to tweets according to the
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Fig. 1. The most frequently used five hashtags for each topic (BLM, COVID-19, K-pop,
Bollywood movies, gaming, and U.S. politics, respectively).

predetermined set of hashtags for each topic. Figure 1 displays the top-5 most
frequently used hashtags for each topic. A significant part of the hashtags are
observed in retweets for K-Pop and Bollywood.

We apply the following cleaning steps to construct our dataset. (i) We exclude
retweets, since duplicate contents would cause bias in results. (ii) We ignore the
tweets with multiple hashtags from different topics, and the tweets with less than
three words. (iii) We remove the words with less than three and more than 15
characters; as well as hashtags, mentions, and URLs. We keep words with only
alpha-numeric characters. Words are lowercased. The NLTK lemmatization [3]
is applied. (iv) We randomly select out-of-topic tweets that contain no related
hashtag to our topics, which makes seven classes. The size of out-of-topic is
chosen to be approximately 10% of the size of whole dataset. The final version
of our dataset has 354,310 tweets1. The average length (number of words) is
13.4. The total numbers of tweets by topics are given in Table 1.

Table 1. The total number of tweets in our topic-detection dataset.

BLM COVID-19 K-Pop Bollywood Gaming U.S. Politics Out-of-Topic Total

61,672 139,036 45,817 9,661 36,613 26,373 35,138 354,310

Methodology. We use scikit-learn [18] for bag-of-words and topic modeling. We
limit the vector size to 10,000 features, and remove the English stop words pro-
vided by scikit-learn. For LDA, we choose the number of topics as 50, based on the
preliminary experiments. We use Linear SVC with one-vs-rest multi-classification
for both models. For word embeddings, we use FastText’s classification module
[11] by choosing the vector dimension as 100. For neural networks, we follow CNN-
based sentence classification [13], and use TensorFlow2 with default parameters.
1 The dataset can be accessed in https://github.com/avaapm/ECIR2021.
2 https://github.com/dennybritz/cnn-text-classification-tf.

https://github.com/avaapm/ECIR2021
https://github.com/dennybritz/cnn-text-classification-tf
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For Transformer-based models, we use DistilBERT [21] uncased model by Hug-
gingFace [23] for the sake of efficiency.

We design two experiments: (i) We compare six important topic-detection
methods, by applying 10-fold cross validation and reporting the weighted F1
score to evaluate effectiveness. The pairwise differences between the methods
are statistically validated by using the two-tailed paired t-test at a 95% interval
with Bonferroni correction. (ii) We analyze effectiveness for varying tweet lengths
from 4 to 40 words to understand the behavior of the topic-detection methods.

3.2 Experimental Results

Comparison of Topic-Detection Methods. The comparison results are
given in Table 2. We observe that (i) Boolean search has a poor performance,
possibly due to dynamic dictionary in tweets. (ii) CNN-based topic detection
statistically significantly outperforms other methods in short text, except BERT-
based topic detection (we also validate that BERT statistically significantly out-
performs others too, except CNN). We fine-tune BERT to provide a classification
layer, but one can pre-train BERT for short and informal text to improve its
effectiveness. (iii) Bag-of-words and topic modeling have lower scores, compared
to CNN and BERT, possibly due to the sparsity of short text. (iv) FastText per-
forms poor, possibly due to the fact that we employ pre-trained non-contextual
word embeddings, not fine-tuned on the changing context of microblogs.

Table 2. The effectiveness results for topic detection in short text. The means of 10-
fold cross-validation are reported. • indicates statistical significant difference at a 95%
interval (with Bonferroni correction p < 0.01) in pairwise comparisons between the
highest performing method and others (except the one with ◦).

Method Weighted F1 Score

Boolean search on inverted index 0.202 ± 0.0002

Topic modeling (LDA) with SVM 0.456 ± 0.0001

Bag-of-words (TF-IDF) with SVM 0.672 ± 0.0003

Word embeddings (FastText) 0.649 ± 0.0002

Neural networks (CNN) 0.754• ± 0.0019

Transformer-based language models (BERT) 0.739◦ ± 0.0002

Effect of Tweet Length. In this experiment, we employ the highest perform-
ing four models. Figure 2 shows the effectiveness of each model for varying tweet
length (number of words). In Fig. 2a, we keep all train instances regardless of
their length to show the effect of tweet length in evaluation. In Fig. 2b, we use
the distinct subsets of training data to show the effect of tweet length in training.
Each subset contains tweets with the same length.
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In Fig. 2a, we observe that (i) the effectiveness of all methods decreases as
tweet length in evaluation gets shorter. We thereby state that tweet length mat-
ters in evaluation. BERT and CNN have better performance in shorter tweets,
compared to the others. (ii) The highest results for all methods are seen when
tweet length is between 20 and 30 words. (iii) The highest performing method
is CNN, while BERT challenges especially in extremely short and long tweets.

In Fig. 2b, we observe that (i) unlike the previous results, CNN performs poor
when training data is limited to the same length. We thereby state that tweet
length matters in training. CNN applies padding to input embedding matrix
according to the longest tweet length [13]. Since this setup focuses on a specific
length in training, CNN does not apply padding and model size gets smaller,
which could be the reason of its poor performance. (ii) BERT outperforms the
others in this setup, i.e. BERT is more robust to text length in training. (iii)
Since the number of train instances gets too small as text length increases,
effectiveness gets deteriorated after 30 words. However, BERT is more robust to
train size, compared to other methods. Bag-of-words has also good performance
in longer text, as expected due to the lower degree of sparsity.

(a) Training set includes tweets with all
lengths. X-axis represents tweet length
in test set. Number of tweets for each
length is the same for training.

(b) Training set includes tweets with
the same length. X-axis represents
tweet length in both training and test
sets. Number of tweets for each length
is given at the top.

Fig. 2. The effect of tweet length (number of words) on topic-detection methods.

4 Conclusion and Future Work

We provide a comparative analysis of traditional and recent methods for topic
detection in short text. We construct a tweet dataset with the recent events,
including the COVID-19 pandemic and BlackLivesMatter movement. Our exper-
imental results show that the sentence embeddings based on a neural model
(CNN) and a Transformer-based language model (BERT) obtain the highest
effectiveness scores. We also show that tweet length matters in both evaluation
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and training for the effectiveness of a topic-detection method. In future work,
we plan to investigate other sentence embeddings, such as InferSent [8] or Uni-
versal Sentence Encoder [7]. The effect of tweet length can be further analyzed
in different short-text datasets, such as news snippets.
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Abstract. In this work we introduce repro eval - a tool for reac-
tive reproducibility studies of system-oriented Information Retrieval (IR)
experiments. The corresponding Python package provides IR researchers
with measures for different levels of reproduction when evaluating their
systems’ outputs. By offering an easily extensible interface, we hope to
stimulate common practices when conducting a reproducibility study of
system-oriented IR experiments.
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1 Introduction

Reproduciblity is a cornerstone of scientific findings. However, many scientific
fields are affected by reproducibility issues [2] and IR is not an exception [6].
In the previous decade, different communities from the computational sciences
developed a range of tools supporting researchers in their attempts to make
studies reproducible.

According to Potthast et al. [12] reproducibility efforts can be subdivided into
either proactive, reactive or supportive actions. Many existing tools for repro-
ducibility support proactive actions. More general examples include RoHub [11],
CodaLab1 (executable papers), ReproZip [4] (workflow tracking, data prove-
nance), Process Migration Framework (system resource logging) [13], Repro-
Match2 (search engine for reproducibility tools), noWorkflow [10] (monitoring
data provenance), yesWorkflow [9] and others. With special regards to system-
oriented IR experiments, the implementations and requirements can be proac-
tively packaged with virtual machines or as shown more recently with Docker

1 https://codalab.org/.
2 http://repromatch.poly.edu/tools/search/.

c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 481–486, 2021.
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containers as exemplified by TIRA [12] and the OSIRRC platform [5], respec-
tively. On the other hand, the IR community promotes reactive reproducibility
studies by archiving experimental data from evaluation campaigns at TREC [15]
or CLEF [1]. Here, we can use the artifacts - or more specifically system runs -
of previous experiments as points of reference to which we compare the results
of our reimplementations. Tools of supportive actions have been realized as
Evaluation-as-a-Service infrastructures and shared task platforms [8].

The presented software complements existing reproducibility tools by mea-
suring the exactness of reproduced system runs in relation to their original coun-
terparts. It is often not sufficient to compare system results based on their aver-
age retrieval performance (ARP), as the averaged scores may hide differences
between the distributions of topic scores or the order of documents. In this
sense, repro eval supports researchers as part of their reactive approach when
reimplementing another researcher’s retrieval system. The implemented mea-
sures of repro eval provide the reproducer with insights at different levels of
reproduction. Under consideration of these insights, repro eval contributes to
the adequate use of reimplemented systems, for instance when they are used as
baseline systems in experimental evaluations.

2 Evaluating Reimplementations with repro eval

The presented Python package compiles system-oriented reproducibility mea-
sures we introduced in previous studies [3]. According to the ACM policy of
Artifact Review and Badging3, we align the system-oriented IR experiment to
the terminology it introduces. More specifically, repro eval can be used to eval-
uate the reproducibility with a reimplemented IR system in combination with the
same test collection of the original experiments, whereas replicability considers
the reimplementation in combination with a different test collection.

In this sense, repro eval supports IR researchers who want to compare their
systems to a reference or state-of-the-art system for which no source code or pub-
lic artifact is available. Especially, when reference systems need to be evaluated
in a different context (with a possibly different test collection), IR researchers
cannot rely on the results reported in the original publication. With repro eval
they can evaluate their reimplemented reference system and gain insight into how
similar the two systems are. With an increasing level of specificity, the Python
package provides different measures that provide a more nuanced perspective
on the degree of reproduction and replication. Figure 1 provides a hierarchical
illustration of the different levels and corresponding measures.

Proceeding from the bottom to the top of this hierarchy, the specificity of
reproduction (and replication) increases from the most general to the most spe-
cific. Note that some evaluations are limited to reproduced experiments only.

3 https://www.acm.org/publications/policies/artifact-review-badging Previous ver-
sions of the policy basically swapped the meaning of the two terms reproducibility
and replicability, which is why we used the terms vice versa in earlier studies.

https://www.acm.org/publications/policies/artifact-review-badging
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Fig. 1. Measures of repro eval arranged with regard to their level of specificity

The ordering of documents can only be compared if all systems runs (possi-
bly) contain the same documents or were derived from the same test collection.
Likewise, the level of effectiveness can only be determined if reproduced runs
are derived for the same topics as in the original experiment. Here, the Root
Mean Square Error (RMSE) evaluates the closeness of the topic scores distribu-
tions between the reproduced and original results. In order to evaluate replicated
runs, reimplementations need to be compared on more general levels. The over-
all effects are determined with the help of the Effect Ratio (ER) and the Delta
Relative Improvement (DeltaRI). To do so, a replicated baseline run and an
improved version of it (which we refer to as the advanced run) are required. The
ER and DeltaRI measure how accurately the effects between the baseline and
the advanced run can be replicated. At the most general level, it is possible to
compare the topic score distributions of the reproduced and replicated runs with
paired and unpaired t-tests, respectively. The p-values deliver information about
the success of reproduction and replication. In case of a low p-value, there is a
strong evidence that the repeated experiment has failed.

3 Case Study on the Evaluation of Reproducibility

Let us consider IR researchers reimplementing a retrieval system of another
research group that provides no other artifacts except for the description in
the publication and the original run files. Having reimplemented the system,
the researchers want to know about the quality of their reproductions/replica-
tions. Since the publication lacks some details about optional processing steps
or parameterizations, the researchers try different variations and end up having
many runs. How do they know which one is the most exactly reproduced/repli-
cated run? Intuitively, they can compare the runs by the ARP. However, equal
(averaged) scores might hide differences between the topic score distributions
or document orderings. Furthermore, replicated runs (derived from another test
collection) cannot be compared at these two levels.
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Fig. 2. repro eval as a cornerstone for statistical and visual analytics of reproducibility
studies with the help of Colab.

In this case, repro eval provides a toolbox of different measures for repro-
ducibility and replicability. It is a Python package which uses the Pytrec eval [7]
interface to trec eval4, as well as numpy [16] and scipy [14]. Once installed,
repro eval can be used either by a conventional command line call (similar to
trec eval) or by importing it into programs as exemplified by the Colab-based
tool for visually analysing the reproducibility and replicability (see Fig. 2).

We provide an interactive demonstration in a Colab-based environment
featuring example data that complies with the previously outlined use case5.
Besides numerical outputs comparable to those of trec eval, our demonstra-
tion showcases some plots that help researchers to gain a better understanding
of the reproductions. Bar plots visualize conventional comparisons at the level
of ARP, whereas the included plots of Kendall’s τ Union and the RMSE illus-
trate the reproduction quality across the cut-off ranks. At the level of overall
effects, the ER/DeltaRI plots are a valuable tool helping to explore the space
of reproduction/replication. In theory, the best reproduction/replication yields
(ER 1/DeltaRI 0). The included scatter plots visualize which runs resemble the
originals in terms of P@10, AP, and nDCG the most.

4 Contributions and Conclusions

We introduce repro eval, a tool for reproducibility studies of system-oriented IR
experiments. This tool provides a Python package that can be used by researchers
in their reactive approach to reimplement another researchers’ experiments. The
included reproducibility and replicability measures offer assistance when mea-
suring the closeness of reimplemented systems’ outputs compared to the original
results. More technical details, installation instructions and a demonstration
video of repro eval can be found in our public GitHub repository6.

4 https://github.com/usnistgov/trec eval.
5 https://colab.research.google.com/github/irgroup/repro eval/blob/master/

example/demo.ipynb.
6 https://github.com/irgroup/repro eval.

https://github.com/usnistgov/trec_eval
https://colab.research.google.com/github/irgroup/repro_eval/blob/master/example/demo.ipynb
https://colab.research.google.com/github/irgroup/repro_eval/blob/master/example/demo.ipynb
https://github.com/irgroup/repro_eval
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Abstract. Public relations (PR) professionals are responsible for man-
aging an organisation’s reputation through monitoring entities of interest
and wider industry news. Monitoring and tracking wide news spaces such
as industry news can cause a significant work load on PR professionals.
We present Signal Briefings, a system which uses a combination of clus-
tering and ranking to produce a small set of impactful articles distributed
as a periodic email in a scalable and efficient manner.

1 Introduction

A public relations (PR) team, whether internal to a company or an external
agency, is responsible for monitoring news articles that mention entities of inter-
est. Typically this information is summarised in a curated digest of the latest
articles identified as having relevance and potential impact on the decision mak-
ing of the organisation. The PR team routinely monitors news about entities
of interest such as their organisation and its competitors; however, short-term
monitoring is also used for product releases, promotional campaigns, reputation
management, and assessing the impact of disruptive events such as Brexit and
Covid-19. Historically, media monitoring tools have used Boolean search [3] as
the underpinning search technology. Moving away from Boolean search and to
facilitate more accurate information retrieval, companies are using Natural Lan-
guage Processing (NLP), for example, to identify entities and topics, e.g. Signal
AI news monitoring1 which analyses up to 3M news articles a day [6], or to
automatically generate query suggestions [9].

Media monitoring products are designed to provide focused search results
of the most relevance to the user; however, some articles may be excluded that
contain important information due to the high volume of news content being
released every day (other articles such as summary articles should in fact be
excluded [2]). By increasing the search scope, the task of the PR team becomes
exponentially harder and less-efficient. The focus on narrow searches hinders

1 https://www.signal-ai.com/.
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PR teams who try to monitor news more widely (in what we describe as a broad
news space) to anticipate policy amendments, industrial ecosystem change, and
evolving customer habits. This must be achieved whilst only reading a small
number of articles that are unique in content and up to date. Additionally, this
information needs to be delivered inline with organisational procedure, typically
being processed by the PR team first thing on a week-day morning and made
available the same day within the organisation. In this paper, we describe Signal
Briefings - a system for monitoring broad news spaces by PR professionals.

2 Architecture and Deployment

System Requirements: In order to identify key requirements for the system,
5 PR professionals were interviewed during a 3-week period in June 2019 in 30-
minute informal interviews identifying four key aspects: (a) Minimal noise: show
no duplicate information; (b) Novel information: provide information that would
not otherwise be found; (c) Important information: identify the most important
(“impactful”) articles within a broad news space; (d) Authority of article: report
source reputation to reduce the need to check for misinformation.

Architecture: Signal Briefings identifies up to ten news articles from a set to
represent the most impactful stories in the broad news space.2 These are sent
via email to users at a configured time. Signal Briefings was integrated into the
news monitoring product of Signal, adding a layer on top of the existing concept-
based search by grouping and filtering the search results to provide a more diverse
representation of the news being monitored by users. The underlying model for
this filtering layer consists of three stages: (1) clustering; (2) ranking the clusters;
(3) selecting the best article from each cluster.

We use single-pass clustering [7] with nearest-neighbour classification [1] to
assign each new document to the closest cluster or instantiate a new cluster if
no clusters exist within a maximum distance. A key element of this stage is that
documents are processed in chronological order and represented as a sparse TF-
IDF vector (to keep computational costs low) with IDF derived from 3 months
of data. Our representation of the cluster is the document that instantiates
the cluster, allowing us to use cosine similarity as the distance metric to iden-
tify nearest neighbours. By clustering similar documents together and reducing
duplication, we address user requirement (1): minimal noise. We define a cus-
tom ranking function (based on the user requirements) that outperforms typical
baseline ranking – chronological ranking and BM25 [8]:

f(C) = |C| ·
∑

a∈C

reach(a) + source ranking(a) (1)

where C = {a1, a2, ..., an} represents a cluster. At an article level, there are
two main components reach and source ranking. The reach function returns
2 A demonstration video is available on https://tinyurl.com/y5txp6ap showing exam-

ples of Signal Briefings.

https://tinyurl.com/y5txp6ap
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normalised readership figures for an article of a certain news type (print, online)
obtained through third-party providers such as SimilarWeb3. The reach function
seeks to model the ‘size’ of the story. The source ranking is a manual proprietary
reputation score of sources (ranging between 0–1) based on Signal’s expertise of
the PR domain, and reflects the value of a source to a PR professional. The
ranking function is designed to address user requirements (2) and (3) (novel and
important information) by prioritising impactful stories. It makes the assumption
that stories will be reported on by reputable news sources and will have high
readership figures.

The final stage is to select a single article to represent each cluster thereby
increasing the number of news stories that can be covered in a single email (of
up to ten stories). The article with the highest source ranking is selected to
represent each cluster with second preference being chronological order. This
stage addresses user requirement (4): article provenance and source authority.
Reach is excluded from selection as it does not model article provenance well;
for example, a state-owned news company might have a weak reputation for
journalistic quality but still maintain very high readership.

Scalable Deployment: The user requirement interviews indicated that organi-
sations need this information first thing in the morning. An assessment of Signal’s
Bulletins product (a more traditional search alert system) showed that 87% of
emails were sent out between 6am and 9am. The requirement for user retrieval
requests to be completed at the same time places a very high demand on server
processing and is not scalable without some form of parallelisation. To solve this
problem, we ensure a light processing overhead at serve time. This was achieved
by using a streaming approach where, instead of searching the index of the col-
lection of documents for each request, each search request processes a constant
stream of documents in small batches. For each new document added to the
collection, we find the closest cluster it belongs to, update the cluster score, and
store the document with the highest source ranking. By using a streaming app-
roach, the majority of the processing work is not a function of the number of
search requests, but the total number of documents flowing through the system.

3 Evaluation

The prototype system was integrated into Signal’s email services within the live
product in February 2020. The prototype could then be evaluated in a restricted
but realistic setting with selected clients briefed on its function. The system was
evaluated for user value and technical performance.

User Engagement and Value: The output emails were initially validated
with five PR professionals (different from the user requirements interviewees).
Subsequently, several restricted tests of the prototype on the live product were
performed: (1) All Signal’s user base were offered the chance to receive an email
on up to 3 predefined search queries via an in-app poll; (2) The evaluation was
3 https://www.similarweb.com/.

https://www.similarweb.com/
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expanded to let the 44 users who volunteered from the previous stage use the
unconstrained system for a limited time. This allowed us to better understand
the value of the feature by empowering users to use it on their own searches; (3)
The beta system was made available to all clients before being released as an
additional premium feature.

The operational metrics [5] we used to monitor user engagement were open
rate (whether the user opened the email that was sent) and click rate (whether
the user clicked on an article within the email to read it). Over a 6-month
period we assessed the relative differences between Bulletins and Signal Briefings
and found an increase in the open rate of 41.4% and an increased click rate of
115.7% 4, i.e. a substantial boost in terms of both metrics (statistically significant
in both cases using Mann-Whitney test at p < 0.01) Comparing the daily average
number of Signal Briefings sent in terms of the first two weeks and the last two
weeks showed there was an increase of 950%.

A sample of 4,384 Signal Briefings from one month were analysed to deter-
mine the number of duplicated articles in each one, and the proportion of
unknown words in documents that pass through the pipeline. Identifying dupli-
cate articles is vital to ensure novelty of information and the reduction of noise
as identified in the four key requirements. Signal’s existing de-duplication ser-
vice, which uses locality sensitive hashing [4], was used to automatically detect
duplicates. 94% of briefs contain no duplicates, and 6% contain 1 duplicate.
Quantifying the proportion of unique unknown tokens demonstrates how well
our vocabulary for vectorisation understands the documents that users search.
A high proportion of unique unknown tokens would impact the performance of
the clustering quality. Less than 10% of unique tokens were unknown in 99%
of the 22,089,510 documents processed in a month period. The client user base
contains PR professionals from every industry, hence the proportion of missing
tokens are within acceptable limits and were not expected to impact clustering
performance.

Technical Performance: The system uses a streaming approach for process-
ing the document collection to collapse broad news spaces. The technical per-
formance of the system was measured as the time taken to perform the retrieval
task to produce each email containing the ten most impactful articles. Analysis
during the 2-month test period with more than 10K requests shows that the
median average time taken remains reasonably consistent at 0.25 s. On further
inspection of our system, we find this is mostly due to the amount of data trans-
fer needed at the time of serving a request. At serve time, the Signal Briefings
database stores 6,333,526 articles in 1,084,580 clusters (for all the alerts setup at
the time of writing). This is a compression of 83% in the amount of data transfer
out of our systems to cluster, rank, and serve the articles in a briefing.

4 Exact numbers are redacted due to company confidentiality.
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4 Discussion and Conclusion

We have presented Signal’s approach to solving an everyday challenge for PR
professionals, monitoring large news spaces with limited resources. We found that
this new feature has significantly more engagement than Signal AI’s existing
email alerting product. Additionally, the feature has proven to be valuable to
Signal AI who created free Signal Briefings on COVID-19 based around different
industry verticals. The feature was built around the user needs of Signal AI’s
clients who did not identify potential bias as a concern, thus addressing bias in
news spaces was not a high priority in this context but it may be a concern in
other systems. Validating the findings of the evaluation in a business-to-business
environment with long sales cycles is difficult due to the many other factors
involved and as a result, user satisfaction had to be estimated by measuring
feature engagement, and other indicators of quality such as duplicate articles.
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Abstract. Over the past few years, the amount of information generated, con-
sumed and stored on the Web has grown exponentially, making it impossible for
users to keep up to date. Temporal data representation can help in this process by
giving documents a sense of organization. Timelines are a natural way to showcase
this data, giving users the chance to get familiar with a topic in a shorter amount
of time. Despite their importance, little is known about their use in the context
of single documents. In this paper, we present Time-Matters, a novel system to
automatically explore arbitrary texts through temporal narratives in an interactive
fashion that allows users to get insights into the relevant temporal happenings of
a story through multiple components, including temporal annotation, storylines
or temporal clustering. In contrast to classical timeline multi-document summa-
rization tasks, we focus on performing text summaries of single documents with
a temporal lens. This approach may be of interest to a number of providers such
as media outlets, for which automatically building a condensed overview of a text
is an important issue.

Keywords: Timeline generation · Temporal narratives · Temporal information

1 Introduction

Recent times have shown an abundance of textual content creating new challenges for
those who want to quickly get insights, without having to read entire documents. Much
of this text is in free form. Extracting information from it requires the use of computer
resources capable of understanding natural language. Presenting text using temporal
structures can help reduce the effort of the reader [4, 15]. For example, they can define the
time period of events in news articles [18, 21], play an important role in communication
platforms, such as Twitter [1–3] or Wikipedia [13], and help contextualize historical
texts [14] or legal documents [12]. Advances on these domains are partially due to the
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existence of temporal taggers, such as Heideltime [19] or SUTime [9]. Timelines appear
in this context as a common approach that leverages the detected temporal signals to
summarize the information spread over multiple documents in a temporal order fashion.
However, little is known about their use in the scope of single documents [16, 20].
An optimal summary should cover all the important temporal aspects of a text while
disregarding unimportant or irrelevant dates.However,manually building these timelines
may be a laborious and time-consuming task, and an impossible effort for average users
or professionals interested in making sense of an increasing volume of textual data.
This slows down the process of text analytics and data understanding. In this paper, we
present Time-Matters, a novel system that can give users an automatic overview of the
most important time-periods and associated text stories in a short amount of timewithout
having to read text-heavy documents. This can be very useful in several scenarios and
domains and fits within the recent trend of automatically generating narratives from texts
[8]. For instance, it may be of importance for media outlets [17], interested in telling
stories and in reaching new audiences with alternative and appealing forms, but also for
those interested in quickly extracting temporal information from long documents such
as Wikipedia documents.

To accomplish this objective, we adapted a previously introduced version of Time-
Matters [5] which worked over queries and multiple documents, to single texts. In par-
ticular, we aim to estimate the importance of the temporal expressions detected in a
text and hence disregard the non-relevant ones. The goal is to not only provide a tem-
poral annotation of the text with the corresponding scores given by the Time-Matters
algorithm, but also to offer users the chance to interact with the system with a temporal
storyline component that shows the most important stories of a text. We do this in an
interactive fashion that includes a timeline and graphical elements likely related to parts
of the story. Further possibilities include exploring the most relevant stories of the text
through temporal clustering. Another important key aspect of our approach is that it is
unsupervised,domain and corpus-independent as it does not require any training stage
and builds upon local text statistical features extracted from single documents. Hence,
it can readily be applied to any text. The core of Time-Matters is alsomostly language-
independent. While it anchors on Heideltime [19] to detect temporal expressions it can
also use a simple rule-based approach (focused on years detection), which, while not as
effective as Heideltime, may be a good solution when performance and language is an
issue. As a contribution to the research community, we make available an online demo
[http://time-matters.inesctec.pt], an API [http://time-matters.inesctec.pt/api], a python
package [https://github.com/LIAAD/Time-Matters] and a docker image [https://hub.
docker.com/r/liaad/time-matters] of Time-Matters. On the sidelines, we also make pub-
lic a python package wrapper for Heideltime [https://github.com/JMendes1995/py_hei
deltime] which aims to facilitate the use of this well-known temporal tagger.

2 Time-Matters Algorithm

Our assumption is that the relevance of a candidate date dj may be determined with
regards to the relevant terms W ∗

j that it co-occurs with in a given context (defined
as a window of n terms in a sentence or the sentence itself). That is, the more a given

http://time-matters.inesctec.pt
http://time-matters.inesctec.pt/api
https://github.com/LIAAD/Time-Matters
https://hub.docker.com/r/liaad/time-matters
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candidate date is correlatedwith themost relevant keywords of a text ti, themore relevant
the candidate date is for the text at hand. Tomodel this temporal relevance, we rely on the
Generic Temporal Similarity measure (GTE) [5], which makes use of co-occurrences of
keywords and temporal expressions as a means to identify relevant dates within a text.
In this work, relevant keyphrases and temporal expressions are respectively detected by
YAKE! keyword extractor [6, 7], and Heideltime temporal tagger [9]. GTE is formalized
in Eq. 1 and ranges between 0 (irrelevant) and 1 (relevant), where IS is the InfoSimba
similarity measure [10].

GTE
(
ti, dj

) = median
(
IS

(
w�,j, dj

))
,w�,j ∈ W ∗

j (1)

A fully detailed description of the underlying scientific approach and the evalu-
ation methodology for the study of queries and multiple documents can be found in
Campos et al. [5]. Readers are also recommended to refer to our wiki documentation
[https://github.com/LIAAD/Time-Matters/wiki] for an in-depth understanding of the
single document version explored in this demo.

3 Time-Matters Demonstration

We demonstrate our approach using an arbitrary text related to the 1st anniversary of the
Haiti earthquake held on January 12, 2011. Texts can be given as input in the homepage or
as an URL, in which case, wemake use of the well-knownNewspaper 3k library [https://
newspaper.readthedocs.io] to extract contents. The resulting interface is divided into five
major components: “Annotated Text”; “Storyline”, “Temporal Clustering”; “Timeline”;
and “Scores”. In this paper, we put an emphasis on the first two, “Annotated Text” and
“Storyline”, due to space reasons.

Annotated Text. Figure 1 shows the “Annotated Text” component. At the top, we can
observe the time spent to obtain the results, the number of relevant annotated temporal
expressions instances and the text language. Time performance is highly dependent on
the Heideltime component as computing GTE scores is a quick process. Each date is
tagged with a 5-color Likert relevance scale, from least relevant dates (bold red) to most
relevant ones (bold green). To get a sense of the relevance of the dates, users can also
mouse over a given temporal expression. By default, only relevant temporal expressions,
those with GTE scores equal or above 0.35 (according to the experiments conducted in
[5]) are shown to the user. Scores close to 1 are considered highly relevant in the particular
part of the text being analyzed. Equal date instances in different sentences can also result
in different scores (one such approach can be explored in the advanced options section
in the homepage). In addition to relevant dates, users can also ask for least relevant ones
(scores < 0.35) as exemplified in Fig. 1 for the temporal expression “the afternoon of
February 11, 1975” (marked in bold red), which is shown a score of 0. By doing this, we
give users the opportunity to understand the effectiveness of the Time-Matters algorithm
in filtering out non relevant dates initially marked by the temporal tagger. One can also
observe, marked as bold, the relevant keyphrases co-occurring next to the date and that
most contribute to the results of Time-Matters. By default, n-grams are set to 1, meaning
that keywords will be formed by 1 single token only, though other options can be defined
in the advanced options setting.

https://github.com/LIAAD/Time-Matters/wiki
https://newspaper.readthedocs.io
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Fig. 1. “Annotated Text” interface. (Color figure online)

Storyline Visualization. The storyline interface (see Fig. 2) explores the different sto-
ries of a text through a temporal lens. The component at the top, highlights the relevant
dates (“1564”), its score (“0.799”), the sentence where the date occurs and a summary
of that particular part of the story (“great earthquake mentioned”) given by YAKE! [6].
The story is also illustrated automatically with images. We leverage on the Portuguese
web archive Arquivo.pt [11] images search API v1 [https://github.com/arquivo/pwa-tec
hnologies/wiki]. While this API can obtain results for any language it naturally works
better for its native language, Portuguese. Users can then navigate between the differ-
ent time-periods by either clicking at the right row (labelled in this figure example as
“Recorded in Haiti, 2010”) or at the bottom timeline component which gives, per se, a
temporal overview of the story.

Fig. 2. “Storyline” interface.

https://github.com/arquivo/pwa-technologies/wiki
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In this paper, we suggest a simple yet effective approach for summarizing a text
through a temporal perspective, highlighting the most important temporal aspects of the
text. As future research, we plan to investigate further elaborated solutions that study
the correlation between the detected relevant dates and the relevant events found in the
surroundings of the date. This can be used to improve not only the story description but
also the retrieval of images.
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Abstract. We present an open-source extensible python-based toolkit
that provides access to a (1) range of built-in unsupervised query expan-
sion methods, and (2) pipeline for generating gold standard datasets
for building and evaluating supervised query refinement methods. While
the information literature offers abundant work on query expansion tech-
niques, there is yet to be a tool that provides unified access to a compre-
hensive set of query expansion techniques. The advantage of our proposed
toolkit, known as ReQue (refining queries), is that it offers one-stop shop
access to query expansion techniques to be used in external information
retrieval applications. More importantly, we show how ReQue can be
used for building gold standards datasets that can be used for train-
ing supervised deep learning-based query refinement techniques. These
techniques require sizeable gold query refinement datasets, which are not
available in the literature. ReQue provides the means to systematically
build such datasets.

1 Introduction

To improve retrieval performance, query refinement methods fill the gap between
the language of the user’s query and that of the relevant information by formu-
lating an alternative set of terms for the original query either through an unsu-
pervised approach, e.g., adding more synonyms with similar significance (see [2]
for a comprehensive study), or via a supervised learning approach that learns
how to reformulate the original query q to a refined version q′ from a set of
labeled training samples (q → q′), e.g., neural-based models that have recently
received more attention [6,11,19].

While the literature has extensively explored methods of supervised and
unsupervised query expansion, there are two major limitations in this area: (1)
while the implementation of some supervised query expansion methods are spo-
radically available by the authors, the implementation of many others are not
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Fig. 1. Inheritance hierarchy for expanders available in ReQue.

available. The implementation of those available are also not compatible with
each other and require substantial revision to be deployable; and (2) even though
supervised query refinement methods require gold standard dataset for training,
there is no known truly gold standard dataset for this purpose. Such methods are
often benchmarked on session-based search history of the users such as aol [17]
and msmarco [15] where the main underlying assumption is that the last query
in the users’ search session is a better reformulation of the original query and
can be considered to be an acceptable refined query. The expectation is that
the user has gradually revised her query over successive attempts to find rele-
vant information within the same session. This assumption however has not been
confirmed neither empirically nor theoretically in the literature. Indeed, intuitive
counterexamples can be easily provided from real-world user search sessions as
extracted from the msmarco dataset in [20]. In order to address these two major
limitations, we make a python-based extensible toolkit, called ReQue, publicly
available that offers the following capabilities:

1. Like similar efforts in the community such as MatchZoo [5], which offer an
extensible platform of the design, comparison and sharing of deep text match-
ing models, ReQue offers a platform to publicly share query expansion tech-
niques. It comes with a host of implemented query expansion methods and
offers an object-oriented structure that can easily facilitate and accommodate
the addition of new query expansion methods;

2. Based on its set of built-in unsupervised query expansion methods, ReQue
offers a pipeline to automatically generate gold standard datasets to be used
for training supervised query refinement methods. This is a major advantage
as most state of the art neural query refinement methods are now developed
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# ./qe/expanders/abstractqexpander.py
class AbstractQExpander:

def __init__(self,replace=False,topn=None):
self.replace = replace
self.topn = topn
def get_expanded_query(self,q,args=None):

return q

# ./qe/stemmers/abstractstemmer.py
class AbstractStemmer():

def __init__(self): ...
def stem_query(self,q): ...

(a)

# ./qe/expanders/relevancefeedback.py
class RelevanceFeedback(AbstractQExpander):

def __init__(self, ranker, ..., topn=10):...
def get_expanded_query(self, q, args): ...
def get_topn_relevant_docids(self, qid): ...
def get_top_word(self, tfidf): ...

# ./qe/expanders/stem.py
from stemmers.abstractstemmer import AbstractStemmer
class Stem(AbstractQExpander):

def __init__(self, stemmer:AbstractStemmer):
AbstractQExpander.__init__(self)
self.stemmer = stemmer
def get_expanded_query(self,q,args=None):

return self.stemmer.stem_query(q)

(b)

Fig. 2. ReQue’s code snippets for implementing expanders.

based on silver standard query datasets, which we have already shown to
include considerable limitations [20].

ReQue has currently integrated a host of 21 state-of-the-art unsupervised query
expansion methods including, but not limited to, lexical [18], semantic [7,16,21],
embedding [9], corpus-based clustering [3,14], web-based [1,8,12], and pseudo-
relevance feedback [10] methods. The methods are shown in the inheritance
hierarchy of classes in Fig. 1 and can be classified into global and local analysis
methods. The codebase along with the installation instructions and video tuto-
rials as well as case studies on trec topics can be obtained at https://github.
com/hosseinfani/ReQue/tree/ecir2021demo.

Demonstration. During the presentation of this work, we will (1) introduce
the built-in query expansion methods that are offered by ReQue and how they
can be used in other applications, (2) show how new query expansion methods
can be easily integrated into ReQue, (3) demonstrate the workflow provided by
ReQue for generating gold standard datasets to train and evaluate supervised
query refinement methods [4,13,19], and (4) review the statistical characteristics
of the gold standard datasets that are generated by ReQue.

2 Toolkit Overview

2.1 Query Expansion in ReQue

ReQue offers a set of query expansion methods, called expanders, to generate
expanded queries for any input query. At its core, and as shown in Fig. 2a, ReQue
includes the identity expander, called AbstractQExpander, as the abstract root
of the class hierarchy whose main method get expanded query() is to be over-
ridden by expanders. Adding a new expander to ReQue is as easy as extend-
ing an existing expander, and modifying get expanded query(), as shown in
Fig. 2b for RelevanceFeedback and Stem expanders. The expanders are also
able to revise the original query by either adding (replace=False) or replac-
ing (replace=True) its terms with topn new related terms. ReQue currently

https://github.com/hosseinfani/ReQue/tree/ecir2021demo
https://github.com/hosseinfani/ReQue/tree/ecir2021demo
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Fig. 3. ReQue’s gold standard generation (a) workflow and (b) core engine.

has integrated a host of 21 state-of-the-art unsupervised query expansion meth-
ods (c.f. Fig. 1). Due to a modular design, the expanders can be easily com-
bined/mixed into new expander mashups.

2.2 Gold Standard Generation in ReQue

ReQue adopts a simple yet effective approach to generate gold standard query
refinement datasets on existing query sets such as those offered by trec compe-
titions or msmarco [15]. Reque takes three inputs: 1) a set of queries Q = {q}
along with their associated relevance judgements (qrels) Jq in a corpus D, e.g.,
robust04, 2) an information retrieval method (ranker) r, e.g., bm25, and 3) an
evaluation metric m, e.g., mean average precision (map). As shown in Fig. 3, a
host of state-of-the-art expanders are used foremost to systematically generate
a large number of revised candidate queries Cq for each original query q. Next,
the revised candidate queries Cq are evaluated based on how they improve the
performance of the given ranker r in terms of the evaluation metric m given
the relevance judgments Jq for corpus D. Finally, given the performances of the
revised candidate queries, those that provide better improvement compared to
the original query q are selected as the refined queries Rqrm ⊆ Cq.

Out of the box, ReQue includes gold standard datasets for robust04, gov2,
clueweb09b and clueweb12b13 based on bm25 and qld as the rankers and map
as the evaluation metric along with benchmark results of 3 supervised query
refinement methods [4,13,19]. Statistics including the average number of refined
queries and the average map improvement rate for each of these gold standard
datasets has been reported in [20] and show that for all the rankers, at least 1.44
refined queries exists on average for an original query while the best performance
is for robust04 over bm25 with 4.24. Given the best refined query for each
original query, the average map improvement rate is greater than 100% for all the
gold standard datasets which means the best refined query for an original query
almost doubled the performance of the ranker in terms of map.
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3 Concluding Remarks

This paper introduces ReQue that benefits the IR community by the seamless
access to query expansion methods as well as to the development of gold standard
datasets for the task of supervised query refinement. Key contributions include:

1. ReQue is designed with extensibility in mind. While it already hosts a wide
variety of unsupervised query expansion methods, it is quite easy to add new
unsupervised query expansion methods, supervised query refinement models,
or user-defined query refinement methods to it;

2. ReQue automatically generates gold standard datasets for training and evalu-
ating supervised query refinement methods. It can be easily configured based
on an original query set, its associated relevance judgements, a ranker of
choice and an evaluation metric. It ensures refined queries improve the per-
formance of the ranker in terms of the evaluation metric;

3. ReQue aids reproducibility and repeatability of the research work on shared
gold standard datasets. As a part of its release, it includes gold standard
datasets for each of the robust04, gov2, clueweb09b and clueweb12b13 doc-
ument collections and their associated trec topics based on bm25 and qld as
the rankers and map as the evaluation metric.
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Abstract. Thanks to the availability of large digital collections of coral
images and because of the difficulty for experts to manually process all
of them, it is possible and valuable to apply automatic methods to iden-
tify similar and relevant coral specimens in a coral specimen collection.
Given the digital nature of these collections, it makes sense to leverage
computer vision and information retrieval methods to support marine
biology experts with their research.

In this paper we introduce CoralExp: a data exploration system aimed
at supporting domain experts in marine biology by means of explainable
computer vision and machine learning techniques in better understand-
ing the reasoning behind automated classification decisions and thus pro-
viding insights on which coral properties should to be considered when
designing future coral taxonomies.

1 Coral Taxonomies

Molecular studies of coral began to take place within the 1980s. This provided
a new perspective on the relationship between species of coral. It was found
that although some coral may be morphologically similar, on a molecular scale
they are fundamentally different species. There are several morphological fea-
tures that can be used to identify different species of coral. Computer vision
algorithms could potentially extract these features from images of the coral, and
subsequently use them to further identify other related species. From the com-
mon growth types, some of these key features include branches (splitting and
non-splitting), plates of varying size and thickness, surface texture, and shapes.

In order to aid coral taxonomy researchers, in this paper we present an inter-
active system that can be used to explore a digital coral collection and to identify
coral specimens with common morphological features. Also thanks to the use of
explainable models, users can not only identify similar specimens, but also under-
stand why the system considers them related by being presented with elements
of the coral image that has lead to a certain classification decision.

c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 504–508, 2021.
https://doi.org/10.1007/978-3-030-72240-1_55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72240-1_55&domain=pdf
https://doi.org/10.1007/978-3-030-72240-1_55


CoralExp: An Explainable System to Support Coral Taxonomy Research 505

2 Processing Coral Images

Of the four main classes of image processing techniques (i.e., image enhancement,
restoration, analysis, and compression), the system we present in this paper
relies mainly on image enhancement and analysis. Given the need to determine
underlying relationships and to cluster coral specimens purely based on common
morphological features, the proposed system first leverages unsupervised learning
to generate groups of similar specimens. Given the availability of a fully labelled
digital collection, it is possible to train supervised models to classify new coral
specimens into known classes. However, the aim of the presented human-in-
the-loop system is to support domain expert exploration of the dataset and to
discover coral attributes that may be indicative of belonging to certain coral
families rather than providing a fully automated coral classification system.

Related Work. Recent work has explored the feasibility of using neural network
architectures to extract important features of coral from specimen images [3].
The used dataset was obtained from various images of coral reefs throughout the
world. The image dataset was manually labelled by experts prior to training. The
learning architecture uses a cascade of layers to extract and transform image
features and, at the lowest layer, the image is processed to find key features,
such as circles, squares and edges [3]. The output is then passed onto the next
layer, which searches for more complex features. Such a supervised approach
is able to identify the key features that lead to a classification decision, but
may lack in transparency and not enable the domain expert understanding of
how decisions have been made thus not necessarily helping to progress coral
taxonomy research. In contract, the system we introduce in this paper is designed
to support marine biologists and their research by enabling the identification of
important morphological features of coral. Other popular coral image datasets
include CoralNet1 which has been an enabler of computer vision research in
this domain by serving as a hub to collect and share coral specimen images
and annotations. CLEF has also recently run evaluation initiatives and created
collections making use of coral image datasets. In 2019 [1] and 2020 [2] the
available training sets contain 240 images (with 6670 different annotations) and
the test sets contain 200 images. While the CLEF tasks make use of benthic
substrate bounding box annotations, the system we propose aims at supporting
experts in taxonomic coral classification.

Such a human-in-the-loop classification system is key for follow-up Informa-
tion Retrieval tasks aiming, for example, to retrieve images for a specific family
of corals and to map corals in the wild.

3 CoralExp System Design

Implementation. CoralExp has been developed using Python, utilising the scikit-
learn libraries for clustering, dimensionality reduction, and t-sne projections.
1 https://coralnet.ucsd.edu/.

https://coralnet.ucsd.edu/
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Dash has been used as the application framework, allowing for full development
of a prototype application, focused on usability and visualisation of results.

Dataset. The system is demonstrated by means of a digital coral collection pro-
vided by Queensland Museum containing 998 different coral specimens collected
from reefs throughout the world for a total of 8’259 images. Each specimen is
represented by images taken on the field (i.e., underwater) as well as in the lab
once the specimen has been collected and catalogued.

Fig. 1. Bi-dimensional t-sne projection of the digital coral collection.

Demo and User Interaction. The system allows to load a collection of coral
images and it first performs a clustering of the available corals to generate
groups based on extracted visual features. It then allows to visualise the multi-
dimensional feature space by means of t-sne projections [4]. The user can interact
with the projected collection which displays coral specimens as items on a two-
dimensional space where proximity in the space indicates similarity (see Fig. 1).
By clicking on a data item, the user is able to see an image of the selected
coral specimen (see Fig. 2). The user is also able to ask for an explanation of
the classification decision by asking the system to visualise which parts of the
coral specimen are the most indicative for the decision the model has taken (see
Fig. 3). Explanations are generated by means of LIME [5].

A video demonstration of the user interaction is available here: https://www.
youtube.com/watch?v=4N4YC6LBA3g

4 Conclusions

We have introduced CoralExp: a new system to support experts in marine biol-
ogy in exploring large collections of coral images with the purpose of conducting

https://www.youtube.com/watch?v=4N4YC6LBA3g
https://www.youtube.com/watch?v=4N4YC6LBA3g


CoralExp: An Explainable System to Support Coral Taxonomy Research 507

Fig. 2. One selected specimen from the digital coral collection.

Fig. 3. Explanations of which features are considered most important by the automatic
classification model for two example coral specimens.

research on which morphological features may be indicative of differentiating dif-
ferent coral species. Our system makes use of computer vision techniques as well
as representational methods to present users with a summary overview of the
digital collection enabling them to explore and drill down into similar specimens
with common attributes.

Given the availability of labelled data, future extensions of the presented
system may include the application of supervised classification models to unla-
beled images. Using model classification confidence scores, coral specimen with
high confidence may be automatically classified into a predetermined category
structure. However, if the model was not confident, it could use detected features
to cluster similar specimens and present them to a group of experts for a final
classification decision.

Acknowledgements. This work is partially supported by the ARC Discovery Project
(Grant No. DP190102141).
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Abstract. Sentiment analysis (SA) is the key element for a variety of
opinion and attitude mining tasks. While various unsupervised SA tools
already exist, a central problem is that they are lexicon-based where
the lexicons used are limited, leading to a vocabulary mismatch. In
this paper, we present an unsupervised word embedding-based sentiment
scoring framework for sentiment intensity scoring (SIS). The framework
generalizes and combines past works so that pre-existing lexicons (e.g.
VADER, LabMT) and word embeddings (e.g. BERT, RoBERTa) can be
used to address this problem, with no require training, and while pro-
viding fine grained SIS of words and phrases. The framework is scalable
and extensible, so that custom lexicons or word embeddings can be used
to core methods, and to even create new corpus specific lexicons without
the need for extensive supervised learning and retraining. The Python
3 toolkit is open source, freely available from GitHub (https://github.
com/cumulative-revelations/awessome) and can be directly installed via
pip install awessome.

Keywords: Sentiment intensity · Pre-trained language model ·
Lexicon · BERT · VADER

1 Introduction

With the increasing usage of social media platforms, there has been great inter-
est from various sectors, such as sociology, psychology, and marketing, to analyse
and monitor such streams in order to extract people’s opinions, attitudes and
emotions [2,6]. Consequently, numerous sentiment analysis (SA) techniques and
methods have been proposed and developed over the years [3,6,11]. Given the
daily streams of posts, tweets, blogs and reviews, where people talk about prod-
ucts, places, people, etc., the aim of SA techniques has been to either classify the
content as positive, neutral or negative (Sentiment Classification), or to rate the
intensity of the sentiment on a scale from strongly positive to strongly negative
(Sentiment Intensity Scoring (SIS)). The later being the harder task, which can
then be used for classification purposes. The extremely informal nature of online
texts varies significantly from formal texts, creating challenges for traditional
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 509–513, 2021.
https://doi.org/10.1007/978-3-030-72240-1_56
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unsupervised SA techniques, which rely mainly on direct keyword matching and
scoring using a highly curated sentiment lexicon (e.g. VADER [2], LabMT [1],
LIWC [9]) combined with a series of crafted rules. While, these dictionary based
approaches required no training and play an essential role in the fast and scal-
able analysis of large volumes of online posts, they are fundamentally limited.
This is due to the vocabulary mismatch problem, as the vocabulary of the target
text is different from the sentiment lexicons, reducing the effectiveness of meth-
ods trying to score the sentiment intensity of the phrase or sentence. This work
aims to develop a framework for building SIS methods that: (1) addresses the
vocabulary mismatch problem by using neural word embeddings, (2) capitalises
on pre-existing lexicons for validated sentiment scores, (3) runs out of the box,
without requiring any supervised training, and (4) is configurable, customisable
and scalable.

1.1 Related Tools and Lexicons

While there are many approaches that have been proposed which are based on
supervised machine learning, our focus is on unsupervised approaches. Largely
unsupervised approaches are dictionary based - that is they draw upon a curated
lexicon of {word, sentiment score} pairs - which are used in conjunction with
hand-crafted rules: SentiStrength1 [10] is a sentiment strength extraction tool,
it classifies text based on a dual 5-point system for positive and negative senti-
ment. For that purpose, SentiStrength uses a sentiment dictionary and employs a
range of well known non-standard spellings in addition to other common textual
methods of expressing sentiment. VADER [2] is a widely used simple rule-based
model for SA. It relies on a sentiment dictionary (7500 records) of gold-standard
quality with human-validated valence scores that indicated both the sentiment
polarity (positive/negative), and the sentiment intensity on a scale from −4 to
+4 (e.g. good has a positive valence of 1.9, great is 3.1). VADER’s sentiment
lexicon was compared to seven well-known SA lexicons and it proved its well
performance, particularly in the social media domain [2]. Another well known
sentiment lexicon, LabMT [1] of 10,222 words with their average happiness (or
positivity) calculated by combining word frequency distributions and an inde-
pendently assessed numerical estimates of the happiness of over 10,000 words
obtained using Amazon’s Mechanical Turk2. An embeddings based approach,
ASID3 [4], was more recently proposed to score SIS. In their approach the sen-
tence words were matched against positive and negative seed lists’ terms via
corpus based word embeddings, and then the average difference between the
positive and negative lists were used to produce the final sentiment intensity
score. In this work, we extend this approach to draw upon the lexicons previ-
ously developed and validated and to combine them with pre-existing neural
word embeddings to create a generalized framework for SIS.

1 http://sentistrength.wlv.ac.uk/.
2 https://www.mturk.com/.
3 https://github.com/amalhtait/ASID.

http://sentistrength.wlv.ac.uk/
https://www.mturk.com/
https://github.com/amalhtait/ASID
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2 The AWESSOME Framework

The presented framework, A Word Embedding Sentiment Scorer Of Many Emo-
tions (AWESSOME), has the purpose of predicting the sentiment intensity of
words and sentences. The generalised framework is inspired by our previous
work [4], which relies on using sentiment seed terms and word embeddings, where
the similarity between the vector representation of two sentences is considered
as a reflection of their sentiment similarity. For example, if we take the sentence
(or word) X and we calculate its similarity with the word (1)“happy”, and then
with the word (2) “miserable”. If X is more similar to (1) than to (2), that
would suggest that X has a higher positive sentiment than negative. To apply
the method, we need lists of seed terms with strong semantic orientation (i.e.
positive and negative seed lists) but lack sensitivity to context [7] (e.g. good,
bad), to use as a reference of sentiment polarity and compare the sentences
to them. Pre-existing sentiment lexicons (e.g. VADER, LabMT, etc.) make a
great choice to use as seed terms, and can be used whole or partially. For the
similarity calculation, Htait et al. [4] used a Word2Vec word embedding model.
However, Word2Vec lacks the ability to distinguish between the use of a same
word in different contexts (e.g. “bank” is a riverside or a financial institution)
or to understand negations or irony (e.g. “not happy”, or “it was really good,
NOT!”). To solve these problems, we employ neural word embeddings through
pre-trained language models (e.g. BERT, etc.) as they can capture the semantics
of the entire sentence – which can then be compared to the embeddings of the
seed terms. Our SIS method consists of the following components (see Fig. 1):

– Lexicon for the positive and negative seed word lists: Existing vali-
dated lexicons from VADER and LabMT can be used, or a custom specific
lexicon can be imported.

– Neural Transformer for Word Embeddings for the lower dimen-
sional representation of words and sentences: Using HuggingFace’s
Transformer library, different language model can be used directly (e.g. bert-
base-nli-mean-tokens). Alternatively, such models can be fine tuned specifi-
cally to the corpus at hand.

– Similarity Metric to compute the distance between seed words and
target sentences: So far two similarity metrics have been included: cosine
and euclidean distance.

– Weighting Seed Terms: To amplify (or not) positive and negative terms,
the intensity score of seed terms can be used in conjunction with the similarity
score to boost/reduce their impact on the final score.

– Aggregating function to combine the similarity scores: To combine the
scores of similarity with the terms of the seed lists, an aggregating function is
employed: maximum, sum or average. The addition of other similarity metrics
or aggregation functions can be easily added in through sub-classes.

Since large seed lists can be computationally expensive, the number of
most positive and most negative seed terms from the lexicon can be set.
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Fig. 1. The AWESSOME framework for SIS consists of three components: a kernel
function (e.g. Max, Avg), a neural word embedding and a seed lexicon.

From experiments on three of SemEval’s test collections: SemEval-2016 Gen-
eral English (SE16-GE: 2,999 phrases), SemEval-2016 Mixed Polarity (SE16-
MP: 1,269 phrases) [5], and SemEval-2018 Task1 (SE18-Vreg: 937 tweets) [8],
we found that approximately 500–1000 terms were needed in order to obtain
the highest correlations with human annotated intensity scores. While we do
not have space to report the details here, we found that the best configurations
were by using 600 seed terms from VADER’s lexicon, with BERT pre-trained
language model, while combining the cosine similarity scores using the average
function. Table 1 presents a sample of our experiments results, with the following
evaluation measures for correlation coefficient: Kendall’s rank (SemEval-2016),
and Pearson (SemEval-2018). AWESSOME is open source, freely available from
GitHub4 and can be directly installed via pip install awessome.

Table 1. Sample results: Correlation between human-annotations and predicted SIS.

Method SE16-GE SE16-MP SE18-Vreg

Supervised -BERT+Linear Classifier 0.502 0.475 0.645

Unsupervised -VADER Module 0.586 0.365 0.517

AWESSOME (AVG, BERT, VADER-600) 0.631 0.563 0.718

AWESSOME (AVG, BERT, LabMT-600) 0.587 0.479 0.642

4 https://github.com/cumulative-revelations/awessome.

https://github.com/cumulative-revelations/awessome
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3 Summary

In this paper, we presented a word embedding-based sentiment scoring frame-
work. The framework combined past works so that pre-existing lexicons and
word embeddings can be used to predict sentiment intensity, with no required
training, and while providing SIS for words, phrases, and sentences. In another
work, we have shown that the performance of the presented SIS methods is com-
parable or better than existing methods. Our Python 3 toolkit is open source
and freely available from GitHub (see footnote 4).

Acknowledgement. Cumulative Revelations of Personal Data. This project is sup-
ported by the UKRI’s EPSRC under Grant Numbers: EP/R033854/1.
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Abstract. Semantic search engines, which integrate the output of text
mining (TM) methods, can significantly increase the ease and efficiency
of finding relevant documents and locating important information within
them. We present a novel search engine for the construction industry,
HSEarch (http://www.nactem.ac.uk/hse/), which uses TM methods to
provide semantically-enhanced, faceted search over a repository of work-
place accident reports. Compared to previous TM-driven search engines
for the construction industry, HSEarch provides a more interactive means
for users to explore the contents of the repository, to review documents
more systematically and to locate relevant knowledge within them.

Keywords: Construction industry · Hazard identification · Semantic
search

1 Introduction

Ensuring safety in new construction projects requires an exploration of docu-
ments describing potential hazards and mitigations from previous projects that
share similar sets of attributes. Text mining (TM) methods have been used
in construction document retrieval systems to expand queries with additional
semantically-related terms (e.g. [12]), to retrieve semantically similar documents
(e.g., [20]) and to recognise concepts automatically (e.g., [7]). In other domains,
semantic search systems allowing filtering of results based on various facets of
semantic content have been effective (e.g., [17]).

In this paper, we present a novel search system for construction-related doc-
uments, HSEarch, which facilitates search over 3000 Reporting of Injuries, Dis-
eases and Dangerous Occurrences Regulations (RIDDOR) workplace accident
reports from the archive of the Health and Safety Executive (HSE). The system
integrates standard keyword-based search with state-of-the-art TM methods to
provide faceted search refinement at different levels of granularity, while auto-
matic summarisation increases the efficiency of scanning longer documents for
potential relevancy. Compared to other construction industry search systems,
HSEearch provides a more interactive and flexible environment for efficient explo-
ration and filtering of workplace accident reports from multiple perspectives.
c© Springer Nature Switzerland AG 2021
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2 Related Work

Previous TM-based studies have aimed to ease the burden of retrieving and
exploring construction documents, e.g., a search system over computer-aided
design (CAD) documents uses similarity between text extracted from the doc-
uments and the input query as the basis for retrieval [10]. Automatic docu-
ment classification approaches have used pre-defined topics from a construction
information classification system [4] or different categorisations of injuries, inci-
dents or hazards [1,8,16]. In [19], dictionaries and rules are used to recognise
pre-defined injury-related concepts in texts. However, supervised Named Entity
Recognition (NER) methods are more flexible, since they learn how to recognise
mentions of concepts that never occur in the training data. A corpus of RIDDOR
reports [18], manually annotated with 6 concept categories (e.g., hazards, conse-
quences, and project attributes) facilitates supervised NER for the construction
domain.

3 HSEarch

HSEarch was implemented using Elasticsearch1. It can be accessed from a web-
based interface written in Flask2, a microframework for web development.

Fig. 1. HSEarch user interface

Figure 1 illustrates the three main components of the user interface, i.e.,
a search area (top); main search results pane (right); and content exploration
pane (left), consisting of three different tabs (word cloud, clusters and entities),
allowing the semantic content of the retrieved documents to be explored/filtered.

The left of Fig. 1 illustrates the word cloud resulting from a search for slipped.
The cloud provides a dynamically-generated overview of the content of the

1 https://www.elastic.co/products/elasticsearch.
2 https://flask.palletsprojects.com/en/1.1.x/.
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(a) Descriptive clus-
ters

(b) Con-
struction
activity
entities

(c) Harmful
conse-
quence
entities

Fig. 2. Clusters and entity categories

retrieved documents, obtained using the widely-used TerMine tool [6], which
automatically identifies the most important terms mentioned within a collection
of documents. The Summary button displays a short summary of longer docu-
ments, produced using an entity enriched graph-based method [13] whose nodes
including NEs and TerMine-identified terms. We compute similarity between the
nodes, leveraging the Word2vec model [14] trained using the RIDDOR reports.
After obtaining a weighted graph, we employ the PageRank [2] algorithm to
rank the most representative sentences. We then apply Maximum Marginal Rel-
evance (MMR) [5] to the ranked list to ensure that only sentences providing new
information are added to the summary.

Figure 2(a) displays some clusters for the search term slipped, which pro-
vide a high-level overview of the most pertinent topics covered in the retrieved
documents. Clicking a check box next to a cluster will filter the search results
to retain only the documents in the selected cluster. We use a recently devel-
oped, self-tuned descriptive clustering approach [3], in which the set of topics is
dynamically determined for each new search, and documents are automatically
clustered according to these search-specific topics. While the first three clusters
clearly correspond to slipping incidents where a fall took place, the documents
in fourth cluster concern equipment slipping from a worker’s grasp.

We apply a layered neural model [11] to the construction safety corpus [18]3

to recognise domain-relevant NEs. Figure 2(b) shows common NEs mentioned
in documents containing the search term slipped. While most activities are con-
cerned with ascending or descending, others, like lifting or unloading items, also
carry a risk of slipping. Figure 2(c) shows the most frequent Harmful conse-
quence NEs in documents containing the word slipped, which vary in severity

3 Consult cited paper for details of documents and categories annotated.
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Fig. 3. Semantically-enhanced full text document view

from bruisings to breaks. This list could be used to prioritise exploration of the
most severe consequences. Highlighting and colour-coding of NEs in documents
(Fig. 3) makes it easy to focus on parts of the text containing different types of
important information.

4 Evaluation

The relevance of retrieval results for 20 queries based on various aspects of
accidents (e.g., risks, causes and equipment) were evaluated on a scale of 0–2 by
4 domain experts, following the TREC evaluation paradigm [9].

Table 1. Experimental retrieval results using the system.

Enquires Expert 1 Expert 2 Expert 3 Expert 4 AVG

Category nDCG P@5 nDCG P@5 nDCG P@5 nDCG P@5 nDCG P@5

Word-Based 0.674 0.77 0.608 0.67 0.578 0.54 0.619 0.66 0.619 0.66

Entity-Based 0.966 0.75 0.945 0.65 0.920 0.45 0.915 0.55 0.937 0.6

Table 1 compares experimental results for entity-indexed texts with tradi-
tional word-based indexing in Elasticsearch, using Trectools [15]. We used Fleiss’
kappa (overall score 0.99) to verify the correlation between pairs of relevance
assessments, and Kendall’s tau (0.768) to verify system correlation between word
and entity-based indexing. Although P@5 (precision for the first 5 results) is
generally similar for both word and entity-based indexing, nDCG (normalised
discounted cumulative gain) is significantly higher for entity-based indexing,
showing that this method results in better ranked results. Furthermore, we car-
ried out an initial usability study of the HSEarch system, in which we evaluated
whether the semantically enhanced document view can be useful within a given
user scenario, in terms of being able to capture the prevalence of a risk category.
If a domain expert wants to find an answer to the query “How many cuts are
caused by a Stanley knife blade?”, then the fact that the search system identifies
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“Stanley knife blade” as an NE of type “Equipment” allows the user to easily
filter documents that mention this NE and explore what is being said about it.
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Abstract. We present a demonstration application for dialogue-based
search. In this system, a conversational agent engages with the user of an
online search tool to support their search activities. Agent-supported con-
versational search of this type represents a fundamental advance beyond
current standard search engines, such as web search tools. Analogous to
the role of a human librarian, the agent can direct the user to poten-
tially interesting retrieved information and provide suggestions to help
progress the searcher’s activities.

Keywords: Conversational search · Multiview interface · Human
Computer Interaction

1 Introduction

The concept of conversational search has received considerable attention in
recent years within the information retrieval (IR) research community [6]. How-
ever, little attention has been given to the realization of demonstrations of con-
versational engagement in real search applications. We present an interactive
demonstration of conversational search where the user’s search activities are
supported by a dialogue-based agent.

Our application combines a conversational search agent with an extended
standard graphical search interface as shown in the link1. The agent takes the
form of a personal assistant which works beside the user, rather than sitting
between the user and the search engine [5]. The user is able to engage directly
with the search engine, while receiving support from the assistant both to help
them to form their query and to guide their interaction with retrieved content.

2 Conversational Search Prototype System

The interface for our prototype conversational search system is shown in Fig. 1.
This interface includes the following components:

This work was supported by Science Foundation Ireland as part of the ADAPT Centre
(Grant 13/RC/2106) at Dublin City University.
1 https://tinyurl.com/y5phk9f9.
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Fig. 1. Conversational search interface incorporates: chat display, chat box, information
box, query box, Help-button and retrieved snippets and documents.

1. Help Button: Displays information of interface commands and functionality.
2. Chat Display: Shows dialogue between the agent and the user.
3. Chat Box: Enables the user to insert chat.
4. Information Box: Displays significant features of retrieved items.
5. Query Box: Enables use of standard search interaction by entering a query.
6. Action Button: Enables the following operations:

(a) Enter: Enter text or query in Chat Box or Search Box.
(b) Clear: Clear the text from the Chat Box.
(c) Audio input: Allow the user to enter audio input (represented by the dark

colour microphone sign)
(d) Reset: Clear chat history from the chat box.
(e) Chatbot voice enabled/disabled: Enable/disable audio response from the

search agent.
(f) Disable discussion: Disable the search agent, information panel then func-

tions like a convectional search system.

The search agent communicates with the user via the Chat Box. Input and
output interaction with the Chat Box can either be typed or spoken. The agent
performs various actions, including seeking clarification of ambiguous queries,
suggesting words for use in revised queries, or showing key details from retrieved
items. The Information Box shows key information from retrieved items. Using
this, the user’s attention can be directed to key details in retrieved content.

2.1 System Implementation

The system is divided into two sections: a Web Interface and a Logical System.
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Fig. 2. Workflow of the conversational model

Web Interface. This is constructed using the lightweight WSGI web applica-
tion python framework2, with HTML, CSS, and JS toolkit known as bootstrap3.

Logical System. This is responsible for conversation and search management.
The RASA toolkit4 powered by a fined tuned bert model and spacy is used to
identify intent and entities to understand the user need, and to access the spell
checking API5. The Wikipedia API is used to support the search process. The
Wikipedia API6 (long document) and wolfram alpha (fact based answers) is used
to support the search process.

Operations. The search assistant can accept the following user commands:
2 https://palletsprojects.com/p/flask/.
3 https://getbootstrap.com/.
4 https://rasa.com/.
5 https://pypi.org/project/pyspellchecker/.
6 https://pypi.org/project/wikipedia/.

https://palletsprojects.com/p/flask/
https://getbootstrap.com/
https://rasa.com/
https://pypi.org/project/pyspellchecker/
https://pypi.org/project/wikipedia/
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1. Open {Document or topic number or title}: Show the snippet of selected
document or topic.

2. More Info {Document number or title}: Displays all available metadata from
the document, this allows users to explore a topic in depth.

3. Show Image {Document or option number or title}: Shows the images from
the current document.

4. Go Back: Displays the previous results.
5. More Results: Displays more search results.
6. Search {Query keyword}: Starts search for new query, displays highest scor-

ing results for the query.
7. Search Image {Query keyword}: Shows top scoring images from documents

for the query using image captions.
8. Full Doc {Document number or title}: Shows full document with summary of

highlighted top scoring sentences at top of document. Clicking on highlighted
sentence navigates to corresponding paragraph.

9. Show Links: Display the links to complete documents

2.2 Dialogue Strategy and Taxonomy

After investigating user search behaviour [2] and dialogue systems [3,4,7,8], we
developed a dialogue strategy and taxonomy to support conversational search.
The dialogue process is divided into three phases with multiple states as dis-
cussed in our previous work [1]. The three phases are: identification of user
information need, presentation of results in the chat system, and continuation of
the dialogue until the user is satisfied or aborts the search. The agent can seek
clarification from the user if they believe that the query may contain a typo.
The user always has the option to end the current search dialogue by entering
a new query. The communication finishes when the user ends the search with
success (information need) or abandons with search failure.

The system workflow is divided into two sections: Conversation Management
and Search Management, as shown in Fig. 2. Conversation management includes:
a Dialogue Manager, a Spell Checker and an image search API. The Dialogue
Manager validates the user input and decides to either send it to the RASA
or self handle it. Search Management is responsible for search and displaying
the top ranking search results to the user in the Information Box. It can give
detailed information about a selected item or display more results. There is also
an option to look at all available information about an item. In user engagement,
the user commences a search from the Information Box, the assistant initiates a
dialogue to assist them in the search process. The system also provides support
to a user who wants to examine a specific retrieved item.

3 Concluding Remarks

We have introduced a prototype conversational search system. In comparison
to the current state of the art in conversational information access tools. e.g.
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Amazon Echo Show using Alexa, our prototype can be completely customized
and moves beyond the question answering focus of existing conversational tools,
to enable the use of conversational mechanisms in broad exploratory search.
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Abstract. Logging user interactions is fundamental to capturing and
subsequently analysing user behaviours in the context of web-based
Interactive Information Retrieval (IIR). However, logging is often imple-
mented within experimental apparatus in a piecemeal fashion, leading to
incomplete or noisy data. To address these issues, we present the LogUI
logging framework. We use (now ubiquitous) contemporary web technolo-
gies to provide an easy-to-use yet powerful framework that can capture
virtually any user interaction on a webpage. LogUI removes many of the
complexities that must be considered for effective interaction logging.

Keywords: Logging · Framework · Experimental infrastructure

1 Introduction

Contemporary web applications are complex and ubiquitous [17]. At their heart,
a series of manipulations are undertaken on the Document Object Model (DOM)1,
where HTML elements are created and modified during the lifespan of a webpage.
Web-based experimental apparatus is commonplace within the IIR community to
examine an interface’s usability and the behaviours exhibited by those who use it.
Vital to these studies is the concept of logging user interactions. Interaction logs
are generated by capturing and recording a user’s interactions (or events) with
webpage(s) during a search and/or browsing session.

Researchers often work on their own web-based apparatus, including their
own logging infrastructure. Anecdotal observations highlight that logging is often
achieved in a piecemeal fashion, often considered to be an afterthought leading
on from the implementation of the main system. However, this is undesirable.
Infrastructure can be complex to implement [1], with researchers forgetting to
log key events, or misunderstanding implementation nuances. This can lead to
low quality logs, with missing and/or noisy data—with the potential for post-
hoc frustrations when interpreting the data. While attempts have been made to
develop logging infrastructure over the years (refer to Sect. 2), we have failed

1 The DOM is the tree-like structure of HTML elements that constitute a webpage.
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to find an easy-to-use (and affordable) solution that considers the necessary
complexities to generate clean logs—and is able to exploit contemporary web
technologies.

As such, we present in this paper the LogUI framework. The framework
can capture and record high-quality, fine-grained user interaction data over the
course of a search and/or browsing session. It can be easily integrated within any
existing web application that is run on a contemporary web browser/framework,
meaning support on both desktop and mobile platforms is possible.

2 Existing Approaches

While a large number of IIR studies report measures such as click depths (on
Search Engine Result Pages (SERPs)), mouse trails and movements, dwell times,
keypresses, and so forth, descriptions about how the underlying data are cap-
tured are seldom provided. Indeed, logging apparatus is often implemented in
situ within the wider experimental system. A number of logging tools (and asso-
ciated literature) exist. Phillips and Dumas [16] presented a number of criteria
that effective logging infrastructure must comply with.

The mid-2000s to the mid-2010s saw a shift in focus from platform-
specific [14,16,21] to web-based experimental apparatus, including interac-
tion logging infrastructure that focused on examining the DOM. Examples
of solutions from this period included MLogger [10], PooDLE [5], Search-
Logger [18], Wrapper [13], UsaProxy [3,4], the framework by Hall and Toms [11],
WHOSE [12], and YASFIIRE [20]. Some of these solutions required additional
software to be installed (such as browser toolbars), while others made use of an
intermediary proxy server to inject logging code, as used in subsequent stud-
ies [2,6,7,15].

Despite advancements, these approaches were less than ideal [8]. A sec-
ond browser war led to a rise in prominence for client-side scripting (i.e.,
ECMAScript, or JavaScript), and in turn increased the capabilities of browsers.
Existing solutions became redundant, with new, JavaScript-only solutions such
as ALF [9]. In the commercial space, tools such as Google Analytics, Hotjar ,
Matomo, and eTracker Analytics are available. While useful, these tools offer
either coarse-grained logging (for SEO); are prohibitively expensive; are not
designed to be loosely coupled (leading to integration difficulties); or use out-
dated technologies. A more recent solution is UXJs [19], but it may still have
issues when integrating with modern web applications using frameworks such
as React. These modern frameworks use JavaScript to ‘draw’ elements on a
webpage; the fine-grained logging solutions mentioned above do not cater for
elements drawn after the page initially loads. We believe that there is therefore
a pertinent need for logging apparatus supported by researchers within the IIR
community.

https://analytics.google.com/
https://www.hotjar.com
https://matomo.org/
http://www.etracker.com/
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3 The LogUI Framework

With a high-level overview of LogUI shown in Fig. 1, we now present a brief
discussion of the framework’s architecture, highlighting the main components.
This includes: the client; what can be logged; the server; and ease of integration.
Note that all circled numbers (e.g., 1 ) pertain to the component highlighted
with the same number as in Fig. 1.

Client (Web Application)
Web Browser/Framework

LogUI Server

LogUI Client Configuration

Worker

StoreContainer

Data Analysis

“Log whenever                   is clicked”

Captured Event
WebSocket

1

2

3

4

5

6

7

8

Application Server

WorkerBrowser
Request

Fig. 1. Architecture diagram of the LogUI framework. Refer to Sect. 3 for a detailed
explanation, along with descriptions of the eight highlighted components.

LogUI Client Library: The LogUI client is a JavaScript library that pro-
vides advanced functionality for the tracking of events associated with a specific
element on a webpage, or associated with the webpage as a whole. To clarify, an
event pertains to a specific action—such as the click of a user’s mouse—on a spe-
cific element—such as a snippet as presented on a SERP. Events pertaining to
the page as a whole could be, for example, the resizing of the web browser’s view-
port, tracking mouse movements, the scrolling of the page, or the web browser no
longer being the user’s active window (losing focus). As previously mentioned,
LogUI can be used in a contemporary web browser2; web-based application
frameworks such as Electron are also supported if required.

Given an existing web application (such as experimental apparatus) where
fine-grained event logging is required 1 , one can integrate LogUI by including
the compiled LogUI client library 2 . A configuration object must be supplied
to LogUI 3 . This tells the client library what elements on the page should
be logged—and for what events (see below). When an event occurs 4 , the

2 LogUI has been tested with Chrome, Edge, Firefox, Opera, and Safari.

https://www.electronjs.org/
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LogUI client then packages up the data for the event (along with any specified
metadata, see below) 5 , and sends the packaged data down the established
Websocket connection to the listening LogUI server worker process 6 .3

Loggable Elements and Events: Standardised CSS Selectors are used in the
configuration object 3 to allow for the selection of any element within the DOM.
Any standardised DOM events can also be used (such as mouseover or keyup).
As mentioned, page-wide events can also be logged. Changes to the DOM are
also incorporated, with LogUI watching for new elements matching a given CSS
selector, and applying the necessary events.4 We also include so-called grouping,
where one or more events can be chained together to act as a single, managable
event (e.g., mouseover and mouseout events would constitute a grouped hover
event). This means that additional logic can be added to avoid logging noisy
events, such as when scrolling. This is a novel and non-trivial feature, and while
it affords additional complexity, it results in cleaner logs.

Metadata: One or more pieces of metadata may be required to be packaged
with a logged event.5 LogUI provides numerous metadata sourcers, allowing for
the extraction of data from different locations (e.g., the attribute of the element,
or localstorage). We also include sourcers for frameworks like React, allowing
one to extract a prop or state value from the associated component.

LogUI Server: The server authenticates a LogUI client, and receives the
packaged event data 6 . It is then placed in backing storage 7 (with session
IDs, allowing for filtering/merging). Captured data for search/browsing sessions
can be then downloaded and used for data analysis 8 . The server is implemented
within a containerised environment to aid portability.

Integration with Web Applications: LogUI can be seamlessly integrated
within existing web applications. As it examines the DOM only, it is framework
agnostic. The client is self-contained, meaning it does not interfere with other
libraries. Logging is as easy as 1-2-3 : (1) include the client library within the
web application; (2) specify what elements and events to log; and (3) start a
server instance to receive the logged events. The framework provides support for
web applications on a single webpage, or over multiple webpages. Interactions
over multiple pages can therefore be counted as a single session. A simple API
is also provided to start and stop the library, or reset the session as required.

3 Note that the Application Server and LogUI Server are two entirely different pro-
cesses, and can be run on separate computers (with CORS support enabled).

4 LogUI therefore supports contemporary client-side web application frameworks.
5 Metadata examples could include the docid for a document presented on a SERP,

or, more generally, the condition a participant is assigned to in an A/B test.

https://developer.mozilla.org/en-US/docs/Web/API/WebSockets_API
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https://developer.mozilla.org/en-US/docs/Web/API/Window/localStorage
https://developer.mozilla.org/en-US/docs/Web/HTTP/CORS
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Availability: Code is open source and available from GitHub. The client is
accessible at https://github.com/logui-framework/client/, with server code at
https://github.com/logui-framework/server/. Documentation for both compo-
nents are also available in the respective repository.

4 Summary

We have described our new logging framework, LogUI. The complexity that the
framework handles (along with the relative simplicity of using it) will provide
a powerful new tool for researchers to deploy when logging user interactions
as part of IIR experiments. We aim to continue developing the framework to
support more advanced features6, and will promote its use in a wide variety of
experimental apparatus, leading to increased productivity for researchers.

Acknowledgements. This research has been supported by NWO projects SearchX
(639.022.722) and Aspasia (015.013.027).
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Abstract. Although current music recommender systems suggest new
tracks to their users, they do not provide listenable explanations of why
a user should listen to them. LEMONS (Demonstration video: https://
youtu.be/giSPrPnZ7mc) is a new system that addresses this gap by (1)
adopting a deep learning approach to generate audio content-based rec-
ommendations from the audio tracks and (2) providing listenable expla-
nations based on the time-source segmentation of the recommended
tracks using the recently proposed audioLIME.

Keywords: Music recommendation · Explainability · audioLIME ·
Content-based recommendation

1 Introduction

Motivated by the impact of explainability on transparency, user satisfaction, and
scrutability [1,2], different types of explanations in recommender system (RS)
research have been proposed [3,4]. The adopted explanation method depends on
the type of model input (e.g., user-item interaction data, content features, or con-
textual information), the RS algorithm (e.g., CF or CBF), and the modality used
to give explanations (e.g., textually [5–8], visually [9], or graph-based user pref-
erences [4,10,11]), cf. [4]. In music RS, research on explaining recommendations
has considered music data [12–14], user data [14,15], context information [16],
or a combination of the above [6,14,17], which are predominantly used to create
textual explanations (such as “because you like jazz”, “because users with sim-
ilar taste listen to it”, or “because it’s Monday morning”, respectively). To the
best of our knowledge, none of the existing approaches provides explanations in
the same modality of music itself, i.e. listenable. We address this shortcoming
in the LEMONS demo1 at hand by (1) adopting an audio-based music recom-
mender system and (2) providing listenable explanations of the recommended
tracks. LEMONS is based on the recently proposed audioLIME method [18].

A. B. Melchiorre and V. Haunschmid—These authors contributed equally.
1 https://github.com/cpjku/lemons.
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2 System Overview

Music Recommender System. Existing approaches in content-based music RS
usually employ metadata or acoustic features extracted from the audio track to
make recommendations, which, in turn, can be used to create explanations [13,
14]. However, these approaches lead to non-listenable explanations as the audio
information is either lost or compressed. In contrast, we provide explanations
a user can listen to with an audio-based recommendation model inspired by
state-of-the-art approaches for music tagging [19,20]. Focusing on one user at
a time, we train a fully convolutional neural network2 to predict the relevance
of a specific track for the user by using its audio as input. More precisely, we
consider the tracks listened to by the user as relevant while randomly selected
tracks never interacted with as non-relevant [21]. We split the tracks into train,
validation, and test set in an 80-10-10 fashion and select the model that achieves
the best results in terms of AUC and MAP on the validation set. The results on
the test set averaged across the users are 0.734 ± 0.130 MAP and 0.758 ± 0.113
AUC.

Generating Listenable Explanations. Explanations are computed post-hoc using
audioLIME [18], an extension of LIME [22] for audio data. audioLIME extracts
interpretable components from audios by using source separation estimates and
temporal segmentation [18,23]. These interpretable components are then used as
input features to fit a simple linear model that mimics the underlying RS model.
The components with a positive weight are interpreted as having a positive
contribution to the recommended track relevance, while the opposite is true for
negative weights. When computing explanations using audioLIME, we also care
how well the linear model approximates the RS model, which is reported by the
fidelity score, the coefficient of determination R2 between the linear explanation
model and the RS model.

Data. We use the Million Song Dataset (MSD) and the Taste Profile Dataset [24]
for training the recommender systems, as they provide listening data for about
1 million users and 300,000 songs. For this demo, we carefully select 7 users
who listened to more than 900 tracks and who differ by their music preferences.
The music audio data was originally obtained from 7digital3 and the snippets’
durations range from 30s to 60s. We also include and test our system on the
musdb18 dataset [25], which comprises 150 songs (∼10 h) belonging to 9 different
genres.

3 Demonstration Overview

The landing page of our demo is shown in Fig. 1. It first introduces the 7 users
from the MSD that serve as different personas (e.g., a listener with very specific
2 Details about training and architecture can be found in our GitHub repository.
3 https://www.7digital.com/.

https://www.7digital.com/
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Fig. 1. Introduction of personas’ music taste, listening statistics, and listened to tracks.

genre taste, very diverse taste, or a chart music follower), from which one can
be selected. The selected user’s profile is then shown below along with a short
description of their music preferences, some music listening statistics, and the
tracks they listened to. On the left (not shown in the figure), a sidebar provides
clarification on how the RS and the listenable explanations work. Thereafter,
the music dataset from which recommendations are computed (either MSD or
musdb18) can be selected. The recommended tracks are presented to the user as
a ranked list, in decreasing order of relevance. The demo user can select a song,
play it, and seek within a visualization of its waveform.

As shown in Fig. 2, we offer three types of listenable explanations for the
selected song depending on the interpretable components used: (1) time-based
explanations use time segmentation to split the audio into five equally long
segments, (2) source-based explanations use Spleeter [26] to separate the audio
into 5 sources (vocals, drums, bass, piano, and other), (3) time-and-source-based
explanations combine both, resulting in 25 interpretable components. We also
describe the selected type of explanation accompanied by an illustrating image.

When the Compute Explanation button is pressed, the system generates the
explanation and provides the fidelity score. We present two interfaces for the
listenable explanations: “Top Highlight” and “Top-3”. Top Highlight allows lis-
tening to the single interpretable component that influences the recommendation
the most. Top-3, instead, selects the 3 most influential components. A time-and-
source-based explanation for a track could sound like drums and bass playing in
the first segment and drums playing in the third segment.
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Fig. 2. Listenable Explanations: After having selected the explanation type (e.g. time-
based), the demo shows the fidelity score and the listenable explanation interfaces. In
this example, “Top Highlight” shows that the most influential component is the snippet
from seconds 36 to 48.

4 Conclusion and Future Work

We presented a novel approach to generate listenable explanations for music
recommender systems (LEMONS). For this purpose, we integrated audioLIME
into a content-based recommender system, to uncover the pivotal components
in the music audio signal which serve as explanations of why a track has been
recommended to the user. As a next step, we plan to conduct a user study
to investigate the quality and usefulness of the offered explanations from an
end user’s perspective. In addition, future work includes integrating a music
segmentation technique to provide more meaningful segments for the time-based
explanations (e.g., verse, chorus, or motif), and extending the purely content-
based approach to a hybrid one by integrating collaborative listening data.
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Abstract. Passage retrieval is the task of retrieving only the portions
of a document that are relevant to a particular information need. One
application medical doctors and researchers face is the challenge of read-
ing a large amount of novel literature. For example, since the outbreak
of Coronavirus disease 2019 (COVID-19), tens of thousands of papers
have been published each month about the disease. We demonstrate
how we can support healthcare professionals in this exploratory research
task with our neural passage retrieval system based on Contextualized
Discourse Vectors (CDV). CDV captures the discourse of long docu-
ments on sentence level and allows to query a large corpus with medical
entities and aspects. Our demonstration covers over 27,000 diseases and
14,000 clinical aspects including symptoms, diagnostics, treatments and
medications. It returns passages and highlights sentences to effectively
answer clinical queries with up to 65% Recall@1. We showcase our sys-
tem on the COVID-19 Open Research Dataset (CORD-19), Orphanet
and Wikipedia diseases corpora.

1 Introduction

In December 2019, starting in Wuhan, Hubei Province, China, an unprecedented
outbreak of pneumonia of unknown etiology emerged, resulting in an ongoing
pandemic [12]. Research groups all over the world contributed to thousands
of publications within mere weeks, making it demanding for scientists to keep
pace with the rapidly growing number of papers about the novel disease. In
this context, the Allen Institute for AI1 with other partners created CORD-19
[18], a growing resource of scientific papers on COVID-19. Many search systems
were built over this resource. Two prominent examples are Google Research
Explorer2, which gives short factual answers to questions posed by researchers
and Spike-CORD3, which uses a sentence-level, context-aware extractive search.

1 https://allenai.org/.
2 https://covid19-research-explorer.appspot.com/.
3 https://spike.covid-19.apps.allenai.org/search/covid19.
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In this paper we demonstrate a system that complements existing general-
purpose search and question-answering solutions, which primarily focus on the
document or paragraph level. Our system allows effective and efficient explo-
ration of scientific publications and retrieves information on sentence level by
decoding contextualized information about medical entities and their aspects,
such as symptoms, medication or treatment options. It is based on our prior work
on Contextualized Document Vectors (CDV) [2], a neural model that encodes
discourse of long documents with sentence granularity4. Our approach is espe-
cially helpful for skimming long and complex documents like those in the medical
domain and supports a structured query following the PICO principle [14] used in
evidence based medicine [5]. To complement the experimental evaluation in the
original paper, we showcase three demonstrators to prove the usefulness of our
approach in a real world scenario. The demos are available online using CORD-
195 [18], WikiSection6 [3], and Orphanet7 [9] as their resource accordingly. Due
to space constraints, we focus on the first system here.

2 Demonstrating CORD-19 Literature Search

Prior to starting a new study, medical doctors should be aware of other scien-
tific groups having studied the same or similar aspects of a disease, in order
to be able to compare the results to others and to avoid looking for answers
where well-assessed evidence already exists. Let’s consider a researcher posing
the query whether coronaviruses exist in other species that are in regular contact
with humans. The goal of this query is to retrieve statements contained in publi-
cations about different animals as hosts for coronaviruses. This could be used as
a starting point for a literature analysis addressing the needs mentioned above.
The demonstration interface for this use case is shown in Fig. 1. It has two fields,
one for a medical entity e.g. “SARS-CoV-2”, and another for the aspect of inter-
est e.g. “Other species” (1). The auto-complete supports the medical doctor to
resolve known entities and aspects, but also allows free text. The system returns
a list of similar entities, e.g. “Canine influenza” and “Bovine coronavirus infec-
tion”, which can be clicked to refine the query (2). The search result contains
up to 30 passages from different articles that match the query, shown with its
semantic discourse similarity matching score in percent (3). By hovering over a
sentence, its individual score is shown. For each article, the best matching sen-
tence is highlighted in bold, e.g.“During the SARS outbreak, masked palm civet
cats (Paguma larvata) and raccoon dogs (Nyctereutes procyonoides) were found
to carry SARSlike viruses, even before the virus was discovered in lesser bamboo
bats (Tylonycteris pachypusa and Pipistrellus)” [6] (4). The medical doctor can
open the original source article or read a larger part of the passage by clicking

4 Code available at https://github.com/sebastianarnold/CDV.
5 https://cord19.cdv.demo.datexis.com (We use all 11k documents from the PMC

Commercial Use subset).
6 https://wiki.cdv.demo.datexis.com.
7 This resource is not publicly available due to licensing reasons.
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Fig. 1. Screenshot of the CDV search interface (left), result passages (center) and one
document in highlight view (right).

“more” (5). Here, the entire article is shown, and the similarity score of each
sentence with the query is indicated by a shade of blue. The more saturated the
shade is, the more relevant the text excerpt is. While the first view highlights
interesting passages for a query, the second view provides a medical doctor with
the context of the entire research article.

3 CDV Passage Retrieval Process

The problem of passage retrieval has been extensively studied for decades [16]. In
particular for long documents, passage retrieval needs to focus on retrieving small
excerpts in response to the query statement of a user [1]. We have previously
shown that CDV outperforms popular search methods, such as TF-IDF [10] and
BM25 [15], but also recent neural approaches such as DSSM [8] and HAR [19] on
this task in a zero-shot scenario [13] on nine English healthcare resources with
up to 65.21% Recall@1 [2]. We use the CDV model as shown in Fig. 2 to deliver
the requested information to a medical doctor or researcher following our prior
work on Smart-MD [17]. The retrieval process is divided into three steps:

1. Discourse vector encoding. We apply a pre-trained CDV model to all docu-
ments in the data set following [2]: First, the text of each document is encoded
into a sequence of sentence embeddings using BioBERT [11]. Next, we trans-
form the word input space of T sentences per document into a contextualized
discourse vector space using a bidirectional LSTM over the sentence embeddings
[7]. Finally, all discourse vectors δt, t ∈ {1, . . . , T} are indexed in an in-memory
index. This step forms the discourse-aware document representation and embeds
all necessary information to decode contextualized entity and aspect information
for a document.
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Fig. 2. CDV retrieval process: At load time, research articles are mapped to the same
space as entities and aspects by the model and stored in a vector index (1). During
retrieval, the medical doctor’s query is matched with an embedding from the knowl-
edge base or calculated on-the-fly (2). Next, we calculate semantic similarity for every
sentence and the query (3). Finally, the scores are ranked and presented to the user.

2. Query generation. We encode entity and aspect of the query using pre-trained
entity and aspect embeddings and represent the query Q as vector concatenation
of the two embeddings. The models are trained with a Fasttext+BLSTM [4]
architecture using descriptions from Wikipedia and other medical resources [2].

3. Nearest-neighbor passage scoring. Finally, to score every passage, we compute
the cosine similarity between the query Q and every sentence δt of the documents
in the index. The system averages the sentence score over passages and ranks
the resulting passages according to the similarity score. Because the encoding of
discourse-aware representations requires only a single pass through all documents
at index time, the scoring step only takes a few hundred milliseconds [2].

4 Discussion

In [2], we have shown the effectiveness of our passage retrieval system. With
this demonstration, we amplify this result by showing how CDV can support
medical doctors in skimming long and complex documents in medical literature
analysis tasks. The results delivered in this task were encouraging and pave
the way for further investigation about the usefulness of our system in a clinical
scenario. Future work includes the extension of the CDV model in order to enable
more complex query compositions like a conjunction query, e.g. 〈“COVID-19”
AND “Kawasaki syndrome”,“children”〉 or another query paradigm like query-
by-document or query-by-case.

Acknowledgements. Our work is funded by the German Federal Ministry for Eco-
nomic Affairs and Energy (BMWi) under grant agreement 01MD19003B (PLASS) and
01MK2008D (Servicemeister).
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Abstract. News articles generated by online media are a major source
of information. In this work, we present News Monitor, a framework that
automatically collects news articles from a variety of web pages and per-
forms various analysis tasks. The framework initially identifies fresh news
and clusters articles about the same incidents. For every story, it extracts
a Knowledge Base (KB) using open information extraction techniques
and utilizes this KB in order to build a summary for the user. News
Monitor allows the users to query the article in natural language using
the state-of-the-art framework BERT. Nevertheless, it allows the user
to perform queries also in the KB in order to identify relevant articles.
Finally, News Monitor crawls Twitter using a dynamic set of keywords in
order to retrieve relevant messages. The framework is distributed, online
and performs analysis in real-time.

Keywords: News monitoring · Event detection · Question answering

1 Introduction

News agencies such as CNN provide on daily basis a large amount of news articles
that cover the events happening in the whole world. Some events are localized
while other may have a global impact such as the recent COVID-19 pandemic.
For the readers, it is challenging to identify which news are fresh and in many
cases the readers are interested only for the summary of an article since their
time is limited. At the same time, other users on social media, such as Twitter,
actively discuss the various stories and provide further details or criticism about
the events. Thus, a news portal should provide two orthogonal functionalities:
(i) summarization of the articles, and (ii) exploration of social media feeds.

In this work we demonstrate our distributed framework News Monitor1 with
the following advantages:

– Scalability: We analyse in real-time over 500 RSS streams under limited hard-
ware exploiting randomized data structures ensuring constant complexity.
Furthermore, we propose an elastic and distributed architecture.

1 System demonstration available in: http://195.134.67.89/news monitor/.
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Fig. 1. The architecture of News Monitor.

– Usability: The framework provides to the users an interface that provides
them with the tools in order to quickly explore an article. It addition, it
allows them to directly search a Knowledge Base constructed from the news.

– Novelty: We integrate under a unified solution a variety of state-of-the-art
techniques and provide a simple yet effective framework for exploring news.

– Comparison to state-of-the-art: News Monitor has further analytical features,
including online question answering, graph summarization and sentiment
analysis, in comparison to commercial systems such as Yahoo News.

2 Advancing the State of the Art

The first functionality of News monitor is first story detection (FSD). A vari-
ety of techniques [9,11–13,19] have been proposed in the recent literature that
exploit nearest neighbor methods. News monitor uses the FSD framework pro-
posed in our previous work [11] under real-time realistic settings. In terms of
clustering documents for event detection online clustering techniques have been
proposed, unsupervised [2,17] and supervised [20] methods, as well as ranking
techniques [18]. More recent works focus on sub-event detection [8,16] in order to
provide a timeline of the highlights of the detected events. One major component
of News Monitor is the knowledge base construction exploiting open information
extraction methods. For open information extraction a variety of techniques is
proposed in the literature such as ReVerb [5], RelNoun [10] and SRLIE [3]. News
Monitor uses ReVerb due to its simplicity and efficiency. Relevant applications
to News Monitor but focused on event detection include Twitter Monitor [7],
Twitter Stand [15], EveSense [14] and Jasmine [20]. The most relevant com-
mercial application is the system Event Registry [6]. However, News Monitor
provides online question answering and sentiment analysis using the framework
BERT [4].



News Monitor: A Framework for Querying News in Real Time 545

3 Architecture

The system architecture follows a distributed microservices perspective. That
is, every analysis module is an independent component that runs on its own
machine. The various components are integrated using the Apache Kafka mes-
sage queue. Apache Kafka provides the mechanism for the components to com-
municate with each other in an efficient and fault tolerant way. Each component
can subscribe to one or more topics and publish to one topic. The knowledge
base as well as the analysis is stored in MongoDB instance. The architecture
of News Monitor is illustrated in Fig. 1. The demonstration runs on two servers
with 16 threads, and 32 GB of RAM. In addition, the deep learning algorithms
use a NVIDIA 2070 GPU.

4 Features of the News Monitor

The News Monitor framework currently supports a variety of features that allow
the registered users to explore news stories.

News and Twitter Fetcher: The most important components of the News
Monitor system are the News and Twitter fetcher. These two components are
responsible to provide the input data to the system. The News Fetcher, is peri-
odically monitoring a list of RSS feeds. The Twitter Fetcher uses the streaming
Twitter API in order to receive messages and tracks a list of keywords according
to the output of the trend detection.

Preprocessing and Knowledge Base Construction: Each document pro-
vided by the Extractor module has an extracted content. This content is used by
the Preprocessor module that performs various NLP tasks. The open information
extraction output is a list of triplets of the form (argument1, relation ,argument
2). The tuples are stored to the MongoDB knowledge base. These tuples are used
in order to create a summary of each article as a graph as shown in Fig. 2(b). The
pre-processed tweets and the articles are stored in an ElasticSearch database.

First Story Detection: The stream that is provided by the News Crawler
is provided to the First Story Detection component. This component uses the
framework provided by the work [11] in order to examine if a document is a new
story. In order to ensure scalability, the module uses multiple LSH indexes that
have a capacity of 2000 documents in order to ensure constant processing time.

Trends Detection: The trends detection module examines all the prepossessed
news articles in order to examine trending named entities. That is, for every
window the references of named entities are stored. Then these counts are used
in order to calculate the z-scores for every entity.

Question Answering: The question answering module allows the user to query
in natural language. In the case the user is interested in performing queries in
natural language, we use the BERT pretrained model [1] in the SQuAD dataset.
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Fig. 2. (a) News monitor interface. (b) A graph summary provided by News Monitor.

5 Demonstration

A view of the interface is shown in Fig. 2(a). The framework fetches and analyzes
news articles from over 500 RSS sources and Twitter messages relevant to these
articles. The user can read the first stories that the system has identified. These
stories describe the latest events reported by news and in addition, for each
story the users will be able to view other articles about the same event. Thus, a
curious reader could read multiple views about the same event.

For each of the news articles the system creates a summary in the form of
a graph (as shown in Fig. 2(b)). This summary originates from the Knowledge
Base that was constructed by the article. In addition, News Monitor allows users
to define queries of interest, relevant to the article, in natural language. Then,
News Monitor computes the answer in the form of a text chunk by using the
state-of-the-art BERT [4] model. This is a novel feature that is not provided by
existing systems such as Yahoo News or Event Registry.

As already mentioned, the News Monitor extracts for each article a Knowl-
edge Graph in order to create a Knowledge Base. The users can search this
Knowledge Base by using the structured search option that is searching in the
extracted tuples. When a user finds a tuple interesting, she is able to further
explore the document where the tuple exists. In addition the users could use the
advanced search option to refine their queries. The ability to search directly the
sub-events of an article is a novel feature of News Monitor.

Finally, during the users can explore Twitter messages analyzed by News
Monitor. They are able to define a query and the framework will provide a
collection of tweets that are relevant. For each tweet, the News Monitor provides
the sentiment as calculated by the BERT framework. This is another novel aspect
of News Monitor in comparison to Event Registry and Yahoo News.
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Abstract. With the explosion of social networks, the web has been
transformed into an arena of inappropriate interactions and content,
such as fake news and misinformation, deception, hate speech, inauthen-
tic online behaviour, proselytism, slander, and mobbing. In this demo
we present Chattack, a first step towards our aim of providing publicly
available datasets for accelerating research in the area of safer online
conversations. Chattack is a crowd-sourcing web platform that allows
the creation of textual dialogues containing inappropriate interactions
or language. To make the platform sustainable and collect as many qual-
itative dialogues as possible, we build upon a gamified approach that can
engage users and provide incentives for the completion of various tasks.
We provide the details of our approach, present the functionality of the
platform, stress its novel features, and discuss some preliminary results
and the lessons learned. The platform is publicly available and we invite
the participation of the community for its growth.

1 Introduction

The use of Facebook, Instagram, Twitter and many other social networking plat-
forms is constantly increasing in today’s society. These platforms offer the illu-
sion of anonymity, more casual ways of communication, and an enormous load of
information. However, despite the trust that users have to these platforms, they
might witness deceptive and offensive behaviours ranging from immoral to out-
law actions [2,4]. Nowadays, such behaviours are becoming common and can have
ruinous consequences for the victims. Numerous studies [5,6,8] show that apart
from the financial ramifications, such incidents can result in mental disorders like
depression, anxiety, self-harm, eating disorders and even suicidal thoughts. As a
result, it is of utmost importance such incidents to be detected in real time. The
current state-of-the-art approaches are based on machine and deep learning meth-
ods, requiring a large volume of training data which is currently lacking.

In this demo we present Chattack, a crowd-sourcing platform that allows the
creation of textual dialogues containing inappropriate interactions or language,
through a functionality that resembles popular platforms for online games (e.g.,
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 549–553, 2021.
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lichess, chess.com and others). Such platforms let the users find opponents for
online games, monitor played games, and engage them through various kinds
of incentives like credits, to keep them playing. In the same manner, Chattack
through its gamified approach tries to engage users to raise social awareness
for the dark side of online communications. It enables users to participate and
monitor games of two players, where the aim of one of the players, the attacker,
is to lead a dialogue with abusive, offensive and/or deceptive characteristics
in disguise; characteristics that should not be recognized by the other player,
the defender. The platform let the players annotate at real time any offensive
behaviour with tags from an ontology of related tags, while the rest of the com-
munity can rate their annotations, game performance and task completion. The
engagement of users is done through points and badges, which they can earn by
playing games, rating tags and games, or by completing various challenges. This
gamified approach can help the sustainability of the platform, and in collect-
ing as many qualitative dialogues as possible. Chattack stores all related data
and metadata regarding every game, regarding the dialogue and its utterances,
including their assigned tags and rates.

Although similar crowd-sourcing approaches have been made for recording
and detecting abusive and deceptive behaviours in social networks [1,3,7], none
of them is available online and supports the challenging task of collecting dia-
logues in a gamified manner. Chattack is publicly available with the objective to
collect and provide crowd-sourced datasets of high quality ‘inappropriate’ dia-
logues of various troubling behaviour categories. By engaging the community,
Chattack can potentially become a reference for the collection of datasets of
such dialogues.

In a nutshell, the contributions of this paper are: (a) we introduce a crowd-
sourcing approach that is based on gamification, adapted to the needs of creating
tagged collections of abusive and deceptive dialogues, and (b) we present the
design and implementation of a system that realizes this approach.

2 Description of the System Chattack

Chattack is a web application1 in which users interact in pairs through matches,
where the purpose of each match is to complete a specific task related to abusive,
offensive and/or deceptive characteristics that might appear in online dialogues.
Below we describe the main resources of the platform, which are tasks, users,
matches, messages, tags, challenges, annotations and ratings Some screenshots
of the platform are provided in Fig. 1.

Users. Users are the mainspring of our platform as our metadata depend on their
actions. To gain access, users have to create a user account with which they can
participate to the platform under three different roles: a) as workers that can
play matches, b) as creators of new tasks for matches, and c) as annotators of

1 The frontend was developed using React while the backend uses the javalin frame-
work for micro-services.



Chattack 551

Fig. 1. Overview of the graphical user interface of Chattack

completed matches. Furthermore, a user can earn points and badges, according
to its activity to the platform, and their goal is to earn as many points as
possible in order to climb the leader board. Depending on their current active role
(i.e., player, task administrator, or annotator), their profile page displays some
statistics like the number of played games, created tasks, completed annotations,
as well as their points and badges.

Tasks. Tasks embody the basis of each match that takes place in the platform. In
more details, each task has an offense category and a description of its purpose,
while the objectives of both attacker and defender are described. Hints and
suggestions for the task are also provided for both attackers and defenders, while
an optional maximum size of exchanged messages can be used for terminating
and unsuccessful game.

Matches. A match is a live synchronous chat created for a specific task, where
two users exchange messages and can report offenses. In this head-to-head con-
versation, each user has a role which can be either an Attacker or a Defender.
Specifically, the attacker is assigned to harm, cheat, offend or fool the opposite
user, while the defender needs to recognize and him/herself against any kinds of
assaults. The purpose of a single match is the completion of either user’s objec-
tive while there is always the “forfeit” option. If both of the opponents agree to
terminate the game as the task is completed, they earn both 10 points and the
game is tied. On the other hand, if one of them forfeits only the other one earns
the 10 points of the game.

Messages. Messages are a significant part of a match between two users. There
is a maximum number of messages that can be sent in a match and depends
on the task used for the creation of the game. A message displays the sender
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name on top, the content of the message in the box and the report an offense
tag option on the right side. Each message can be annotated by a set of tags
which are shown below it.

Tags. Each user can also report any of the messages of the dialogue with an
offense through the tags. Each tag has an offense category. The tag categories
vary from racism, sexism to phishing and cheating. All tags are stored in a
database where we can specify which messages where offensive and which was
the offense. Currently, for every tag a user earns 2 points while every matching
tag between the two opponents gives them 3 extra points.

Challenges. Each user can participate in various predefined challenges. Each
challenge offers a reward, a progress and a description which indicates what the
user has to achieve to earn the reward. The completion of such challenges let the
users gain more points or even earn some badges that are shown in their avatar.

Annotations/Ratings. Users can also perform an annotation of a match in
our platform, an action that can provide them and other users more points.
Annotators can rate the messages of a match with ratings from 1–5 stars. Each
star given to a message, earns a point for the sender of the message. Furthermore,
an annotator can rate the attacker’s and defender’s playing style and rate the
whole game. The annotator earns for every rating 2 points and 10 extra for every
game annotation.

3 Concluding Remarks

In brief, the platform supports tasks in the form of an online chat (with attackers
and offenders), various user roles (player, admin, annotator) and user statistics.
The platform provides challenges as incentives, it supports a tag mechanism with
offence categories, and a rewarding scheme. Moreover an annotation mechanism
is provided and the users can rate individual messages as well as whole games.
The platform is currently available at http://demos.isl.ics.forth.gr/chattack, and
it is under continuous improvement. We plan to release it publicly, and to invite
the community to participate, by December 2020. The annotated dataset is
available at http://islcatalog.ics.forth.gr/dataset/deceptive-and-abusive-online-
dialogs.

References

1. Antonios, A., Ioannis, M., Grigorios, T.: Hatebusters: a web application for actively
reporting YouTube hate speech. In: Proceedings of the Twenty-Seventh Interna-
tional Joint Conference on Artificial Intelligence, IJCAI-18, pp. 5796–5798. Inter-
national Joint Conferences on Artificial Intelligence Organization (2018)

2. Vidgen, A.H.B., Margetts, H.: How much online abuse is there?. Technical report,
The Alan Turing Institute (2019)

3. Federico, B., Sara, T.: A 3D role-playing game for abusive language annotation.
In Workshop on Games and Natural Language Processing, pp. 39–43, Marseille,
France, May 2020. European Language Resources Association (2020)

http://demos.isl.ics.forth.gr/chattack
http://islcatalog.ics.forth.gr/dataset/deceptive-and-abusive-online-dialogs
http://islcatalog.ics.forth.gr/dataset/deceptive-and-abusive-online-dialogs


Chattack 553

4. The European Commission (Eurobarometer). Fake news and disinformation online.
Technical report, European Union (2018)

5. Amnesty International. Amnesty reveals alarming impact of online abuse against
women (2017). https://www.amnesty.org/en/latest/news/2017/11/amnesty-
reveals-alarming-impact-of-online-abuse-against-women. Accessed 6 Oct 2020

6. Kelly, Y., Zilanawala, A., Booker, C., Sacker, A.: Social media use and adolescent
mental health: findings from the UK millennium cohort study. EClinical Med. 6,
59–68 (2018)

7. Haruna, O., Hitoshi, N., Takenobu, T., Hikaru, Y.: Gamification platform for col-
lecting task-oriented dialogue data. In: LREC (2020)

8. Samantha, B.S., Maria, R., David, L.P., Philip, D.H.: Cyberbullying and its rela-
tionship to current symptoms and history of early life trauma: a study of adolescents
in an acute inpatient psychiatric unit. J. Clinical Psychiatry 81(1) (2020)

https://www.amnesty.org/en/latest/news/2017/11/amnesty-reveals-alarming-impact-of-online-abuse-against-women
https://www.amnesty.org/en/latest/news/2017/11/amnesty-reveals-alarming-impact-of-online-abuse-against-women


PreFace++: Faceted Retrieval
of Prerequisites and Technical Data

Prajna Upadhyay(B) and Maya Ramanath

Indian Institute of Technology, Delhi, India
{prajna.upadhyay,ramanath}@cse.iitd.ac.in

Abstract. While learning new technical material, a user faces difficulty
encountering new concepts for which she does not have the necessary pre-
requisite knowledge. Determining the right set of prerequisites is chal-
lenging because it involves multiple searches on the web. Although a
number of techniques have been proposed to retrieve prerequisites, none
of them consider grouping prerequisites into interesting facets. To address
this issue, we have developed a system called PreFace++ (http://
eval teknowbase for ir.apps.iitd.ac.in/prerequisites/) which assists a user
in learning new topics. PreFace++ is an extension of our previous sys-
tem PreFace. It takes a query as input and returns (i) a prerequisite
graph, where the nodes represent prerequisites for the query and edges
indicate prerequisite relationship, ii) a set of interesting facets towards
understanding the query (iii) prerequisites for the query and the facet
and iv) a set of research papers and posts relevant for the query and
the facet to explore relationship between the query and the facet. The
backbone of PreFace++ is TeKnowbase, which is a knowledge base in
Computer Science.

Keywords: Prerequisites · Facets · Knowledge base · Academic search

1 Introduction

When reading new technical material, a common problem faced by readers is
encountering new and unknown concepts, to understand which the reader does
not have the required prerequisite knowledge. A prerequisite for a concept a is
another concept b that can be suggested for study before a for better understand-
ing of a. For example, to understand artificial neural network, one needs to have a
prerequisite knowledge of neuron. Also, a knowledge of software such as matlab is
required to implement the query and improve her overall understanding. Identify-
ing the right set of prerequisite concepts is challenging because retrieval systems
only return relevant documents that may or may not contain prerequisites in
them. Even if they do, the user may need to further refer to the prerequisite’s
prerequisite. This results in more queries, and essentially “knocking around” [10]
trying to find appropriate reading material to understand the new concept. It
would be helpful to have a retrieval system that, given an input concept, returns
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exactly the prerequisite concepts required to understand it. A number of tech-
niques to determine prerequisites for a concept have been proposed over the years
[2–6,8,9,14,15]. The main issue with these techniques is that they ignore the mul-
tiple facets of understanding of a query. For example, for artificial neural network,
along with concepts such as neuron, exisiting techniques return concepts such as
matlab or image classification together. Instead, neuron should be recommended to
be studied before artificial neural network, while matlab should be suggested if the
user is interested in implementing artificial neural network, which need not neces-
sarily be studied before artificial neural network. So, it is more desirable if concepts
such as neuron, which have to studied before artificial neural network, are recom-
mended in the form of a prerequisite graph. After that, the prerequisites relevant
for multiple facets should be recommended in groups.

To address these issues, we have developed a system called PreFace++, which
is an extension of our earlier system PreFace [13]. PreFace++ generates a prereq-
uisite graph, where the nodes are necessary prerequisites – prerequisites which
have to be studied before the concept. After that, it automatically identifies
facets and prerequisites for the query using TeKnowbase, the Open Research
Corpus1 and the StackOverflow dataset2.

2 System Architecture

Our system consists of 4 main parts.

TeKnowbase. TeKnowbase [11] is a knowledge base in the domain of Computer
Science, consisting of entities which are concepts in Computer Science, such as
genetic algorithm. The relationships between the entities are domain-independent,
such as typeof or domain-specific, such as application. It is used by the other two
components of our system to generate the results.

Prerequisite Graph Generation. PreFace++ takes a query, which can be
any technical entity in Computer Science, as input, and returns a prerequisite
graph. The nodes in the graph are necessary prerequisites and the edges indi-
cate a prerequisite relationship. To construct this graph, we constructed a tree
by traversing the concepts mentioned in the first paragraph of the Wikipedia
page of the query for two hops. However, not all the concepts mentioned in
the first paragraphs qualify to be prerequisites. So, we first used RefD [3],
an existing technique that identifies prerequisite relationship between a pair of
concepts. A drawback of only using RefD is that it returns prerequisites for
different facets together along with the necessary prerequisites. To remove such
concepts, we used the idea of similar neighborhoods. We have observed that pre-
requisites relevant for different facets of the query share different neighborhoods
in TeKnowbase. We captured the idea of neighborhoods using knowledge graph
embeddings generated using Node2Vec [1] on TeKnowbase. Node2Vec assigns

1 https://allenai.org/data/s2orc.
2 https://archive.org/download/stackexchange.

https://allenai.org/data/s2orc
https://archive.org/download/stackexchange
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vector representations closer to each other to concepts that share similar neigh-
borhoods. So, concepts that are prerequisites for different facets get vector rep-
resentations farther away from the query’s. So, we retained only those concepts
in the prerequisite graph whose similarity exceeds a given threshold from the
queried concept. The cosine similarity between the vector representations of the
concepts was used as a measure of the similarity between the concepts.

Facet Generation and Ranking. This component determines interesting
facets and prerequisites for the query. We first generate the candidate facets by
clustering the keyphrases relevant for the query. These keyphrases were extracted
from the top-k relevant documents for the query retrieved using query likelihood
model from the Open Research Corpus dataset. Additionally, we extracted more
keyphrases from posts where the query has been tagged in 14 topics from the
StackOverflow dataset. The procedure to generate candidate facets in [13] uses
hierarchical clustering with complete linkage, which is a time consuming oper-
ation. So, we used a faster approach for generating candidate facets from the
phrases. First, we tagged entities from TeKnowbase in keyphrases relevant for
the query. Then, we represented the keyphrases using bag of words and enti-
ties, and expanded this set by adding entities situated at a 1-hop distance from
already tagged entities in TeKnowbase to capture better context. Then, for each
entity that was tagged, we chose a set of similar phrases based on the Jaccard
similarity of the entity with the phrase until a given similarity threshold was
crossed. So, we were finally left with a set of clusters of phrases which were
returned as candidate facets. These facets and the query were then represented
as language models (LM) [7] and ranked in increasing order of KL divergence
between their LMs. The details about this procedure is given in [13].

Retrieval of Research Papers and Technical Posts. This component
returns:
1) Sentences containing the query and the facet terms. To better under-
stand the relationship between the query and the facet terms, PreFace++ returns
sentences from the corpus where they occur together in a sentence.
2) Relevant research papers and technical posts. Not all the prerequisites
identified for the facets co-occur with the query in a sentence. So, PreFace++
allows the user to explore research papers from Open Resesrch Corpus and tech-
nical posts from StackOverflow relevant for the query and the facet.

3 System Implementation

Front End. We used PHP and Javascript to develop the front end and the
D3 library to render the prerequisite graph. The user interface provides auto-
completion for the query as the user enters the terms in the search box. These are
generated by querying for the entered string in the back-end database (MySQL)
of entities using AJAX. Figure 1 shows the autocompletion options obtained for
the string artificial neur, the prerequisite graph, and 4 facets retrieved for artifi-

cial neural network.
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Fig. 1. (a) Auto-completion options for the partially completed string artificial neur,
(b) Prerequisite graph returned for artificial neural network. The nodes in this graph are
the necessary prerequisites. An edge from node a to b indicates that b is a prerequisite
of a, (c) Four facets (software, cancer, function, and algorithm) with their prerequisites
extracted for artificial neural network. The sentences where the facet terms and the
query co-occur are also shown.

Back End. We used Apache Tomcat and Java Servelets to set up our server. The
top-1000 documents relevant for the query were retrieved from Open Research
Corpus indexed on Galago. We created indexes on StackOverflow data to retrieve
posts relevant for the query. Next, we extracted keyphrases from these posts and
documents using a Java implementation of RAKE3. We stored pre-extracted key-
phrases and LMs for a set of around 8000 entities. The keyphrases and the LMs
for the remaining entities were extracted on the fly and results stored to be reused
later. Then, the facets were generated using the technique described in Sect. 2.3,
represented as language models, and smoothed using additive smoothing tech-
niques. We parallelized the computation of KL divergence of the candidate set
of facets to obtain faster results.

4 Conclusion

In this demo paper, we described the construction of PreFace++, which assists
a user in learning a new topic in the domain of Computer Science. PreFace++
takes a concept as input and returns a prerequisite graph for the concept along
with interesting facets towards its understanding. It also allows the user to
explore research papers and technical posts related to the query and the identi-
fied facets. In the future, we would like to extend this system to automatically
generate personalized lecture notes for a query of interest. These will be gener-
ated by summarizing the prerequisite graph as well as the facets for the query.

References

1. Grover, A., Leskovec, J.: Node2Vec: scalable feature learning for networks. In: KDD
(2016)

3 https://github.com/Linguistic/rake.

https://github.com/Linguistic/rake


558 P. Upadhyay and M. Ramanath

2. Li, I., et al.: What should i learn first: introducing lecturebank for NLP education
and prerequisite chain learning. In: AAAI (2019)

3. Chen, L., et al.: Measuring prerequisite relations among concepts. In: EMNLP
(2015)

4. Chen, L., et al.: Recovering concept prerequisite relations from university course
dependencies. In: AAAI (2017)

5. Chen, L., et al. Investigating active learning for concept prerequisite learning. In:
EAAI (2018)

6. Pan, L., Li, C., Li, J., Tang, J.: Prerequisite relation learning for concepts in
MOOCs. In: ACL (2017)

7. Jay, M.: Ponte and W. Bruce Croft. a language modeling approach to information
retrieval. In: SIGIR (1998)

8. Roy, S., et al.: Inferring concept prerequisite relations from online educational
resources. In: AAAI (2019)

9. Mohsen, S., et al.: Finding prerequisite relations using the wikipedia clickstream.
WWW Companion (2019)

10. Tyson-Bernstein, H.: A conspiracy of good intentions: America’s textbook fiasco.
Council for Basic Education (1988)

11. Upadhyay, P., et al.: Construction and applications of teknowbase: a knowledge
base of computer science concepts. In: WWW Companion (2018)

12. Prajna, U., et al.: Aspect-based academic search using domain-specific kb. In:
ECIR (2020)

13. Prajna, U., Maya, R.: Preface: faceted retrieval of pre-requisites using domain-
specific knowledge bases. In: ISWC (To appear) (2020)

14. Wang, S., Liu, L.: Prerequisite Concept Maps Extraction for Automatic Assess-
ment. WWW Companion (2016)

15. Yang, Y., et al.: Concept graph learning from educational data. In: WSDM (2015)



Brief Description of COVID-SEE: The Scientific
Evidence Explorer for COVID-19 Related

Research
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Abstract. We present COVID-SEE, a system for medical literature discovery
based on the concept of information exploration, which builds on several distinct
text analysis and natural language processing methods to structure and organise
information in publications, and augments search through a visual overview of
a collection enabling exploration to identify key articles of interest. We devel-
oped this system over COVID-19 literature to help medical professionals and
researchers explore the literature evidence, and improve findability of relevant
information. COVID-SEE is available at http://covid-see.com.

1 Introduction

The outbreak of COVID-19 led to a rapid and proactive response from research com-
munities worldwide. In information retrieval and natural language processing, efforts
have concentrated on building tools for efficiently managing the growing literature on
COVID-19 [21]. While many tools emerged for article retrieval and question answer-
ing, relatively few systems go beyond returning a list of (relevant) documents, or lever-
age domain knowledge to organise and present information found within the litera-
ture [35]. Building on observations about the importance of exploratory search [25],
with COVID-SEE (Scientific Evidence Explorer), we aim to fill this gap. We devel-
oped a web application that combines a search engine for COVID-19 medical litera-
ture with summary visualisations of document content. Our work is the first compre-
hensive system incorporating semantic search with visualisation of concepts, relations,
and topics [34], extending the capabilities of systems such as SciSight [12,20] and
SemViz [13,33] which provide more narrowly-scoped views of the literature (see sum-
mary in Table 2).

A typical usage scenario in COVID-SEE begins with a textual query over the
COVID-19 literature, providing: (i) a list of retrieved documents, and (ii) a visuali-
sation dashboard. As a user reviews and interacts with the information in these views,
documents of interest can be selected and saved into a collection for later export or tar-
geted visualisation. Our objective is to combine learning and investigation with direct
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 559–564, 2021.
https://doi.org/10.1007/978-3-030-72240-1_65
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Fig. 1. Visualisation of PICO concepts and relations in articles retrieved for query incubation
period of COVID-19. Links between concepts can be selected to reveal papers with those rela-
tions.

Fig. 2. Topic visualisation for articles retrieved for query incubation period of COVID-19. Inset:
Word cloud view of an individual document showing 20 key concepts, including multi-word
terms.

retrieval to support the known health information seeking behaviour of alternating
between focused and exploratory search [28]. We facilitate exploration by providing
views of document content – in terms of key concepts, relevant themes, and relations of
medical interest observed in the articles – that provide a user with deeper insight into
retrieved articles.

2 System Overview

The system adopts several well-established techniques, integrating them in a novel man-
ner. After standard information retrieval based on query analysis, the dashboard repre-
sents the current active collection with three distinct interactive views. This draws on
insights from research in information visualisation that demonstrate the value of mul-
tiple coordinated views of documents, with a specific emphasis on visually illustrating
connections between entities [18,32].
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Table 1. Examples of extracted PICO textual spans and MeSH terms found in them. The PICO
concepts we use are the PICO-typed MeSH terms (e.g. Vaccines+Intervention).

PICO snippet PICO cat. MeSH terms

Patients presenting with RTI Population Patients; Respiratory Tract Infections

Mass vaccination campaigns with parenteral vaccines Intervention Immunization Programs; Vaccines; Parenteral Nutrition

Cumulative COVID-19-related hospitalization and death rates Outcome Hospitalization; Mortality

Data: CORD-19 is currently the most extensive coronavirus literature corpus publicly
available [36]. The dataset contains all COVID-19 and coronavirus-related research
(e.g. SARS, MERS, etc.) from sources including PubMed Central full text articles, and
bioRxiv and medRxiv pre-prints. As of 6 June it consisted of more than 130k docu-
ments.

Information Retrieval:Article retrieval is powered by an existing search engine devel-
oped for the CORD-19 dataset, COVIDEX [37]. After submitting a query, a list of
retrieved documents is shown. Each document entry can be expanded to display its
abstract as well as metadata (authors, journal, source, year, license). The user can also
filter by criteria such as year and source. Articles can be selected and added to a col-
lection, the set of documents a user wishes to keep track of, which can be visualised,
versioned, and exported.

We also support semantic search, where search criteria can be defined in terms of
the typed medical concepts we also use for our relational concept view (see below);
boolean matching is used in this retrieval approach.

2.1 Visual Overviews

The first view is a relational concept view in which we organise the medical concepts
found in the articles according to key categories of evidence-based medicine, known as
PICO [30] (Population, Intervention, Comparator, Outcome). In this view, more salient
relations – based on the number of supporting abstracts – carry more weight, and once a
relation is clicked, the corresponding articles are revealed. We use an example based on
the query incubation period of COVID-19 to illustrate this functionality (Fig. 1). This
view is a Sankey diagram frame, which shows which medical concepts are identified
within PICO statements in the articles and illustrates how they co-occur in specific
documents in the retrieved results.

To detect PICO statements, we train a BiLSTM-CRF model [22] on the EBM-NLP
dataset [26] containing reports of randomised clinical trials annotated with textual spans
that describe the PICO elements. As pretrained word representations for the model, we
use 200-dimensional word2vec embeddings induced on PubMed abstracts and MED-
LINE articles [19], obtaining comparable results to published figures. We then recog-
nise medical terms from Medical Subject Headings (MeSH), a structured vocabulary
maintained by the US National Library of Medicine, using the MetaMap tool [6,15].
Examples of extracted PICO concepts are shown in Table 1. In the Sankey diagram, we
display pairwise relations based on article co-occurrence of Population–Intervention
and Intervention–Outcome concepts.
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Table 2. Comparison of COVID-SEE (1*) with related systems. (2) SciSight [20], (3) DOC
Search [4], (4) COVID-19 Navigator [2], (5) LitCOVID [17], (6) SemViz [33], (7) WellAI [14],
(8) COVID Intelligent Search [3], (9) Le Bras et al. [23], (10) COVID-19 LOVE [1], (11) Trial-
streamer [27].

(1*) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Search NL/IR ✓ ✗ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓

Concepts ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

PICO ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓

Visualisation Concepts ✓ ? ? ✗ ✗ ✓ ✗ ✗ ✗ ✗ ?

Relations ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

Topics ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ? ✗ ✗

The second, topic view (Fig. 2), is thematic and shows representative topics for
the current collection. We trained a global topic model on medical concepts extracted
from CORD-19. using Latent Dirichlet allocation (LDA) [16] to learn topics over the
whole dataset, and display the topics in the retrieved subset of articles visually [9]. LDA
represents each document as a mixture of topics, and each topic as a mixture of words.
We chose 20 topics as optimal based on the Cv topic coherence measure [31].

Our third component is a concept cloud view (Fig. 2, Inset), showing the 20 most
representative concepts for each active document in a wordcloud [11]. Concepts here
correspond to pre-identified medical terms from the Unified Medical Language System
(UMLS [24]), extracted using MetaMap [6]. To select discriminative concepts, con-
cept distributions of articles in the collection are compared to those in the data set as
a whole using the log-likehood test [29]. Analysis is done over concepts rather than
words, thereby capturing multi-word terms such as intensive care unit.

2.2 Technical Details

All data is stored in the graph database neo4j [7]. The front-end of our web application
accesses it via the Cypher language and the py2neo library [8]. The website was built
with React [10] and Flask [5], and topic visualisations are supported by pyLDAVis [9].

A screencast of the system can be viewed at https://youtu.be/vL tXuTz-LU.

3 Conclusions and Future Work

COVID-SEE is designed to facilitate more interactive exploration of the COVID-19 lit-
erature, through integration of sub-collection thematic analysis, document-level visual
concept summaries, and PICO-structured concept relations. Documents retrieved for a
query are visually summarised through the relational and topic views, and the salient
concepts in individual documents are highlighted through the word cloud views. Our
system goes beyond other systems by coupling the relational structure of medical liter-
ature with collection-level visual summaries.

https://youtu.be/vL_tXuTz-LU
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In future work, a recommendation system for articles which have similar topic dis-
tributions could be added. For visual representations, we will experiment with expand-
ing beyond the MeSH term vocabulary to include more specific terminology, and more
effective use of the hierarchical relationships that exist between terms. Finally, we are
planning a user study with medical professionals to evaluate the potential of COVID-
SEE as a knowledge discovery tool.

Acknowledgements. This research was conducted by the Australian Research Council Training
Centre in Cognitive Computing for Medical Technologies (project number ICI70200030) and
funded by the Australian Government.
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Abstract. The paper gives a brief overview of the three shared tasks
to be organized at the PAN 2021 lab on digital text forensics and sty-
lometry hosted at the CLEF conference. The tasks include authorship
verification across domains, author profiling for hate speech spreaders,
and style change detection for multi-author documents. In part the tasks
are new and in part they continue and advance past shared tasks, with
the overall goal of advancing the state of the art, providing for an objec-
tive evaluation on newly developed benchmark datasets.

1 Introduction

The PAN workshop series has been organized since 2007 and included shared
tasks on specific computational challenges related to authorship analysis, com-
putational ethics, and determining the originality of a piece of writing. Over the
years, the respective organizing committees of the 51 shared tasks have assembled
evaluation resources for the aforementioned research disciplines that amount to
48 datasets plus nine datasets contributed by the community.1 Each new dataset
introduced new variants of author identification, profiling, and author obfusca-
tion tasks as well as multi-author analysis and determining the morality, quality,
or originality of a text. The 2021 edition of PAN continues in the same vein, intro-
ducing new resources and previously unconsidered problems to the community.
1 https://pan.webis.de/data.html.
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As in earlier editions, PAN is committed to reproducible research in IR and NLP
and all shared tasks will ask for software submissions on our TIRA platform [10].

2 Author Profiling

Author profiling is the problem of distinguishing between classes of authors by
studying how language is shared by people. This helps in identifying authors’
individual characteristics, such as age, gender, and language variety, among oth-
ers. During the years 2013–2020 we addressed several of these aspects in the
shared tasks organised at PAN.2 In 2013 the aim was to identify gender and age
in social media texts for English and Spanish [16]. In 2014 we addressed age iden-
tification from a continuous perspective (without gaps between age classes) in the
context of several genres, such as blogs, Twitter, and reviews (in Trip Advisor),
both in English and Spanish [14]. In 2015, apart from age and gender identifica-
tion, we addressed also personality recognition on Twitter in English, Spanish,
Dutch and Italian [18]. In 2016, we addressed the problem of cross-genre gender
and age identification (training on Twitter data and testing on blogs and social
media data) in English, Spanish, and Dutch [19]. In 2017, we addressed gender
and language variety identification in Twitter in English, Spanish, Portuguese,
and Arabic [17]. In 2018, we investigated gender identification in Twitter from
a multimodal perspective, considering also the images linked within tweets; the
dataset was composed of English, Spanish, and Arabic tweets [15].

In 2019 the focus was on profiling bots and discriminating bots from humans
on the basis of textual data only [13]. We used Twitter data both in English and
Spanish. Bots play a key role in spreading inflammatory content and also fake
news. Advanced bots that generated human-like language, also with metaphors,
were the most difficult to profile. It is interesting to note that when bots were
profiled as humans, they were mostly confused with males. In 2020 we focused
on profiling fake news spreaders [11]. The ease of publishing content in social
media has led to an increase in the amount of disinformation that is published
and shared. The goal was to profile those authors who have shared some fake
news in the past. Early identification of possible fake news spreaders on Twitter
should be the first step towards preventing fake news from further dissemination.

Haters: Profiling Hate Speech Spreaders on Twitter at PAN’21

Hate speech (HS) is commonly defined as any communication that disparages a
person or a group on the basis of some characteristic, such as race, colour, eth-
nicity, gender, sexual orientation, nationality, religion, or others [8]. Given the
huge amount of user-generated content on the Web and, in particular, on social
media, the problem of detecting and, if possible, contrasting the HS diffusion, is
becoming fundamental, for instance, for fighting against misogyny and xenopho-
bia [1]. Having previously profiled bots and fake news spreaders, at PAN’21 we
2 To generate the datasets, we have followed a methodology that complies with the

EU General Data Protection Regulation [12].
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will focus on profiling hate speech spreaders in social media, more specif-
ically on Twitter. We will address the problem both in English and Spanish, as
we did in the previous author profiling tasks. The goal will be to identify those
Twitter users that can be considered haters, depending on the number of tweets
with hateful content that they had spread (tweets will be manually annotated).
As an evaluation setup, we will create a collection that contains Spanish and
English tweets posted by users on Twitter. One document will consist of a feed
of tweets written by the same user. The goal will then be to classify the user
as hater or not hater (binary classification). Given that we plan to create a bal-
anced dataset (although this is not a realistic scenario,3 we balance the dataset
to reinforce the haters’ view and to prevent machine/deep learning models from
being skewed towards tweets), we will use accuracy as the evaluation metric for
the binary classification.

3 Author Identification

Authentication is a major safety issue in today’s digital world and in this sense
it is unsurprising that (computational) author identification has been a long-
standing task at PAN. Author identification still poses a challenging empirical
problem in fields related to Information and Computer Science, but the under-
lying techniques are nowadays also frequently adopted as an auxiliary compo-
nent in other application domains, such as literary studies or forensic linguistics.
These scholarly communities are strongly dependent on reliable and transpar-
ent benchmark initiatives that closely monitor the state of the art in the field
and enable progress [9]. Author identification is concerned with the automated
identification of the individual(s) who authored an anonymous document on the
basis of text-internal properties related to language and writing style [4,7,21].
At different editions of PAN since 2007, author identification has been studied
in multiple incarnations: as authorship attribution (given a document and a set
of candidate authors, determine which of them wrote the document; 2011–2012
and 2016–2020), authorship verification (given a pair of documents, determine
whether they are written by the same author; 2013–2015), authorship obfusca-
tion (given a document and a set of documents from the same author, para-
phrase the former so that its author cannot be identified anymore; 2016–2018),
and obfuscation evaluation (devise and implement performance measures that
quantify the safeness, soundness, and/or sensibleness of obfuscation software;
2016–2018).

For the next edition, we will continue to capitalize on so-called fanfiction, as
we did in previous years [5,6]. ‘Fanfiction’ or ‘transformative literature’ refers
to the world-wide cultural phenomenon of (non-professional) writers producing
(largely unauthorized) literary fiction in the tradition of well-known, influential
3 In a realistic scenario, we would need to know a priori the distribution of haters vs

non-haters: this information is unknown and impossible to calculate manually; one
of the aims of this shared task is to foster research on profiling haters in order to
address this problem automatically.
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domains in culture, called ‘fandoms’, such as J.K. Rowling’s Harry Potter or
Sherlock Holmes [3]. Fanfiction is nowadays estimated to be the fastest growing
form of online writing [2] and the abundance of data in this area is a major
asset. Typically, fan writers actively aim to attract more readers and on most
platforms (e.g. archiveofourown.org or fanfiction.net) the bulk of their writings
can be openly accessed although the intellectual rights relating to these texts are
convoluted [23]. Multilinguality of the phenomenon is another asset since fanfic-
tion extends far beyond the Indo-European language area that is the traditional
focus of shared tasks. Finally, fanfiction is characterized by a remarkable wealth
of author-provided metadata related to the textual domain (the fandom), popu-
larity (e.g. number of ‘kudos’), time of publication, and even intended audience
(e.g. maturity ratings).

Cross-domain Authorship Verification at PAN’21

Fanfiction provides an excellent source of material to study cross-domain attri-
bution scenarios since users usually publish narratives that range over multiple
domains, the previously-mentioned ‘fandoms’: Harry Potter, Twilight, Marvel
comics, for instance. Previous editions of PAN, in particular the last one, have
already included a cross-domain authorship attribution task set in the context
of fanfiction. Two basic cross-domain setups specific to fanfiction (training and
test documents from disjoint fandoms) were examined: closed-set attribution
(the true author of a test document belongs to the set of candidates) and open-
set attribution (the true author of a test document could not be one of the
candidates). For the 2021 edition, we will focus on the (open) authorship
verification scenario: given two documents belonging to different fandoms,
determine whether they are written by the same, previously unseen author.
This is a fundamental task in author identification and all cases, be it closed-set
or open-set ones, and can be decomposed into a series of verification instances.
Again exploiting fanfiction – where the topic is easily controlled and a larger
volume (on the order of thousands) of verification instances can be produced
covering multiple languages – we will also attempt to mitigate the effect of cer-
tain weaknesses identified in the evaluation framework of previous authorship
verification evaluations (e.g., ensuring that each verification instance is handled
separately).

4 Multi-Author Writing Style Analysis

The goal of the style change detection task is to identify – based on an intrinsic
style analysis – the text positions within a given multi-author document at which
the author switches. Detecting these positions is a crucial part of the authorship
identification process and multi-author document analysis; multi-author docu-
ments have been largely understudied in general.

This task has been part of PAN since 2016, with varying task definitions,
data sets, and evaluation procedures. In 2016, participants were asked to iden-
tify and group fragments of a given document that correspond to individual
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authors [20]. In 2017, we asked participants to detect whether a given document
is multi-authored and, if this is indeed the case, to determine the positions at
which authorship changes [22]. However, since this task was deemed as highly
complex, in 2018 its complexity was reduced to asking participants to predict
whether a given document is single- or multi-authored [6]. Following the promis-
ing results achieved, in 2019 participants were asked first to detect whether a
document was single- or multi-authored and, if it was indeed written by multi-
ple authors, to then predict the number of authors [25]. Based on the advances
made over the previous years, in 2020 we decided to go back towards the origi-
nal definition of the task, i.e., finding the positions in a text where authorship
changes. Participants first had to determine whether a document was written by
one or by multiple authors and, if it was written by multiple authors, they had
to detect between which paragraphs the authors change [24].

Style Change Detection at PAN’21

In today’s scientific practice, usually a team of researchers is involved in writing
a paper and conducting the underlying research—research work is teamwork.
Hence, a fundamental question is the following: If multiple authors together
have written a text, can we find evidence for this fact, e.g., do we have a means
to detect variations in the writing style? Answering this question belongs to
the most difficult and most interesting challenges in author identification and
is the only means to detect plagiarism in a document if no comparison texts
are given; likewise, it can help to uncover gift authorships, to verify a claimed
authorship, and to develop new technology for writing support. We tackle this
challenge by providing style change detection tasks of increasing difficulty
which will attract both novices and experts in the field of authorship analytics:
(1) Single vs. Multiple authors: given a text, find out whether the text is written
by a single author or by multiple authors, (2) Style Change Basic: given a text
written by two authors that contains a single style change only, find the position
of this change, i.e., cut the text into the two authors’ texts; note that this task
corresponds to authorship verification where the two authors are responsible
for the beginning and the end of the text respectively, (3) Style Change Real-
World: given a text written by two or more authors, find all positions of writing
style change, i.e., assign all paragraphs of the text uniquely to some author
out of the number of authors you assume for the multi-author document. For
this year’s edition, we will introduce a new type of corpus which is based on a
publicly available dump of a Q&A platform and which is particularly suited for
these tasks because of its topic homogeneity. For all three task variants, we will
guarantee that each paragraph in a text is authored by a single author, in other
words, a style change may be observed only at the beginning of a paragraph.

Acknowledgments. The work of the researchers from Universitat Politècnica de
València was partially funded by the Spanish MICINN under the project MISMIS-
FAKEnHATE on MISinformation and MIScommunication in social media: FAKE news
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Abstract. Technologies for argument mining and argumentation
analysis are maturing rapidly, so that, as a result, the retrieval of argu-
ments in search scenarios becomes a feasible objective. For the second
time, we organize the Touché lab on argument retrieval with two shared
tasks: (1) argument retrieval for controversial questions, where argu-
ments are to be retrieved from a focused debate portal-based collection
and, (2) argument retrieval for comparative questions, where argumen-
tative documents are to be retrieved from a generic web crawl. In this
paper, we briefly summarize the results of Touché 2020, the first edi-
tion of the lab, and describe the planned setup for the second edition at
CLEF 2021.

1 Introduction

Making informed decisions and forming personal opinions are everyday tasks,
requiring one to choose between two or more options, or sides. This may be
based on prior knowledge and experience, but more often requires the collection
of new information first. The web is rife with documents comprising arguments
and opinions on many controversial topics, as well as on products, services, etc.
However, hardly any support is provided for individuals who specifically search
for argumentative texts in order to support their decision making or opinion
formation. Especially for controversial topics, search results are often riddled
with populism, conspiracy theories, and one-sidedness, all of which arguably do
not lead to the kind of insights that help individuals form well-justified informed
opinions. But even straightforward tasks, such as comparing among two specific
options for a product, are sometimes challenging to be solved with a web search
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engine, given that advertisers optimize their sales pages and compete with others
for the top-most search result slots, displacing reasoned comparisons.

To foster research on argument retrieval in the scenarios of (1) opinion for-
mation on controversial topics, and (2) personal “everyday” decision making,
we organize the second edition of the Touché lab on Argument Retrieval at
CLEF 2021.1 Participants of the lab are asked to develop a technology that
helps to retrieve “strong” arguments for decisions at the societal level (e.g., “Is
climate change real and what to do?”) and at the personal level (e.g., “Should I
buy real estate or rent, and why?”). The corresponding two shared tasks are:

1. Argument Retrieval for Controversial Questions. Argument retrieval from a
focused document collection (crawled from debate portals) to support opinion
formation on controversial topics.

2. Argument Retrieval for Comparative Questions. Argument retrieval from a
generic web crawl to support decision making in “everyday” choice situations.

Our goal is to establish an understanding of how to evaluate argument retrieval
and what retrieval models or processing methods are effective. For instance, an
important component of argument retrieval probably is the assessment of argu-
ment quality (i.e., whether a given argument is a “strong” one). Good argument
retrieval approaches will not only allow for a better handling of argumentative
information needs in search engines, but they may also become, in the long run,
an enabling technology for automatic open-domain agents that convincingly dis-
cuss and interact with human users.

2 Task Definition

The Touché lab adopts the standard TREC-style setup and evaluation method-
ology, where document collections and a set of search topics are provided to the
participants. Every topic is comprised of a search query, a detailed description
of the search scenario, and hints on document relevance for assessors.

The second edition of the lab repeats the two shared tasks from the first
edition with specific twists: (1) Topics and judgments from the first year are
made available to the participants for training their models,2 (2) new topics
are composed and used for the evaluation of the submitted approaches, and
(3) in addition to relevance, several argument quality dimensions are evalu-
ated (cf. Sect. 2.4).

To allow for a high diversity of approaches, participating teams are allowed to
submit up to five runs (differently ranked result lists) that then form part of the
judgment pool passed to expert assessors. We encourage the participating teams
to submit the software implementing their approaches within the evaluation
platform TIRA [10] in order to maximize the reproducibility.
1 ‘Touché’ is commonly “used to acknowledge a hit in fencing or the success or appro-

priateness of an argument, an accusation, or a witty point.” [https://merriam-
webster.com/dictionary/touche].

2 Available for download on the lab website: https://touche.webis.de.

https://merriam-webster.com/dictionary/touche
https://merriam-webster.com/dictionary/touche
https://touche.webis.de
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2.1 Task 1: Argument Retrieval for Controversial Questions

The first shared task focuses on the scenario of supporting individuals who
search directly for arguments on controversial topics of general societal interest
(e.g., immigration, climate change, or the use of plastic bottles). The retrieved
arguments relevant to such topics should be useful in debating conversations,
or be helpful in forming an opinion on the topic. Multiple online portals are
centered around argumentative topics (e.g., debate portals), yet general web
search engines do not offer an effective way to retrieve “strong” arguments
from these platforms (cf. Sect. 2.4 for a more detailed description of argument
strength). However, there are some prototypes of argument search engines, such
as args.me [17], ArgumenText [14], and Targer [5], that implement different
paradigms to solve the task of argument retrieval. While the args.me approach
first identifies a focused collection of arguments crawled from online debate por-
tals and then indexes only these arguments, ArgumenText and Targer follow
a more “traditional” web-based retrieval approach and mine arguments from a
query’s result documents in a post-processing step.

In Task 1, to ensure a low entry barrier for participants, we use the exist-
ing args.me argument corpus [1]. This corpus is a focused crawl obtained
from four online debate portals (idebate.org, debatepedia.org, debatewise.org,
and debate.org) and thus mostly contains short and to-the-point arguments
exchanged during an online debate. This way, participants of Task 1 do not
necessarily need to manage a fully-fledged argument mining pipeline for partic-
ipation. The corpus is available for download and can also be queried directly
using the API of args.me [17].3

2.2 Task 2: Argument Retrieval for Comparative Questions

The second shared task aims to support users in personal decisions when choos-
ing between different options. In particular, the task is to find relevant doc-
uments containing “strong” arguments for questions like “Is X better than Y
for Z?”. In their current form, web search engines do not provide much sup-
port for such comparative questions; they even sometimes retrieve one-sided
answers from community question answering platforms. A state-of-the-art sys-
tem to deal with comparative information needs is the comparative argumenta-
tion machine CAM [13], which takes two objects to be compared as well as a
set of aspects of comparison as input, retrieves comparative sentences in favor of
one or the other option from a 2016 Common Crawl version using BM25 as the
retrieval model, and clusters the sentences to present a summary table. However,
CAM cannot process queries represented as questions, it processes relevant infor-
mation only on sentence level, and it does not account for argumentative aspects
of answers. Improving retrieval models for systems like CAM is the objective of
Task 2.

3 https://www.args.me/api-en.html.

https://www.args.me/api-en.html
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The participants of Task 2 are asked to retrieve documents from the general-
purpose web crawl ClueWeb124 to help individuals come to an answer for some
comparative question. Ideally, relevant documents should comprise “strong”
arguments for or against one or the other option underlying the comparative
question. For participants who do not want to index the ClueWeb12 at their site,
a retrieval functionality is made accessible via the API of the (argumentation-
agnostic) reference search engine ChatNoir [2].5 Furthermore, the APIs of argu-
ment tagging tools like Targer [5]6 may be used to identify argumentative units
(i.e., claims and premises) in free text input.

2.3 Search Topics and Training Data

For each shared task, we provide 100 search topics (50 from the first lab edition
for training and 50 new topics for evaluation), ensuring that respective informa-
tion can be found in the focused crawl of debate portals and in the ClueWeb12,
respectively. Every topic consists of (1) a title representing a question on some
controversial topic or some choice problem, (2) a description providing a detailed
definition of the respective scenario, and (3) a narrative that is part of the “guide-
line” used for relevance and argument quality labeling by expert assessors. The
topics (previous and new) and the relevance judgments from the first lab edition
(for 5,262 unique arguments in Task 1 and for 1,783 unique documents in Task 2)
are available to the participants—to, for instance, allow training or fine-tuning
of (neural) retrieval models. The participants’ submitted ranked document lists
(runs) are also available to analyze the submitted rankings. Given the relatively
small training data, the participants may of course also exploit document rel-
evance judgments collected at other shared tasks (e.g., various TREC tracks7)
that, for instance, can be found in the Anserini GitHub repository [18].8 Addi-
tionally, for argument quality assessment, corpora such as the ones published by
Gienapp et al. [6], Gretz et al. [7], Toledo et al. [15], or Wachsmuth et al. [16]
may be used.

2.4 Evaluation

The evaluation is based on the pooled top results of the participants’ submitted
runs. For these, human assessors label argumentative text passages or documents
manually, both for their general topical relevance, and for argument quality
dimensions found to be important for the evaluation of arguments [16].

For Task 1, we assess three such quality dimensions: whether an argumenta-
tive text is logically cogent, whether it is rhetorically well-written, and whether
it contributes to the users’ stance-building process (i.e., “dialectical quality”,

4 https://lemurproject.org/clueweb12/.
5 https://www.chatnoir.eu/doc/api/.
6 https://demo.webis.de/targer-api/apidocs/.
7 https://trec.nist.gov/tracks.html.
8 https://github.com/castorini/anserini/.

https://lemurproject.org/clueweb12/
https://www.chatnoir.eu/doc/api/
https://demo.webis.de/targer-api/apidocs/
https://trec.nist.gov/tracks.html
https://github.com/castorini/anserini/
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similar to the concept of “utility”) [16]. For Task 2, in addition to a document’s
relevance, human assessors judge whether sufficient argumentative support is
provided as defined by Braunstain et al. [4], and they evaluate the credibility
of web documents as defined by Rafalak et al. [11]. Thus, a “strong” argument
is defined as one that fulfills certain criteria of argument quality such as logical
cogency, rhetorical quality, contribution to stance-building, level of support, and
credibility. The studies carried out by Potthast et al. [9] and Gienapp et al. [6]
suggest that argument quality assessment is feasible also via crowdsourcing, yet,
challenging for untrained annotators. For this reason, we specifically pay atten-
tion to developing annotation instructions and quality control instruments (pilot
judgments, assessing inter-annotator agreement, and recruiting assessors exter-
nally and internally).

The effectiveness of the participants’ submitted approaches is measured in
traditional ranking-based ways with respect to relevance and the qualitative
aspects of arguments (e.g., nDCG [8] using the graded relevance or quality judg-
ments).

3 Touché at CLEF 2020: Results and Findings

In the first edition of the Touché lab, 28 teams registered, from which 17 actively
participated in the shared tasks by submitting approaches/results [3]. The major-
ity of the participating teams used the TIRA platform [10] to submit software
that then produced runs after being invoked at our site. The run output files
follow the standard TREC-style format. The teams were allowed to submit sev-
eral runs, but asked to give evaluation priorities in case more than one run
was submitted. This resulted in 41 valid submitted runs from the 17 teams.
From every team, at least the top five runs of highest priority were pooled for
further evaluation. Additionally, we included rankings produced by two base-
line systems in the evaluation: the Lucene implementation of query likelihood
with Dirichlet-smoothed language models (DirichletLM [19]) for Task 1, and the
BM25F-based [12] search engine ChatNoir [2] for Task 2. We briefly summa-
rize the main results and findings here; the lab overview contains more specific
information [3].

Task 1: Argument Retrieval for Controversial Questions. The submissions to
Task 1 (13 teams submitted 31 runs, one additional baseline) mainly followed
a general strategy consisting of three components: (1) a retrieval model, (2) an
augmentation (either query expansion or an extension of an initially retrieved
result set), and (3) a (re-)ranking approach based on some document features
that boosted or modified the initial retrieval scores, or that were used directly
to rank the initial results.

Most of the participating teams chose one of four retrieval models. In the eval-
uation, DirichletLM and DPH were much more effective than BM25 and TF-IDF.
Half of the submitted approaches opted to integrate query or result augmenta-
tion by applying various strategies. Queries were expanded by synonyms or they
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were augmented with newly generated queries using large pre-trained language
models. The retrieval results were sometimes post-processed using argument
clustering (e.g., topic models or semantic clustering) and in a final re-ranking
step, the majority of the approaches either exploited some notion of argument
quality or utilized sentiment analysis. Other re-ranking features include premise
prediction scores, text readability, presence of named entities, and credibility
scores of argument authors in the corpus.

In the first lab edition, we evaluated only the relevance of the retrieved argu-
ments (not their quality) using the nDCG [8] implementation provided by the
trec eval library9 with an evaluation depth of five. Following annotation guide-
lines designed previously [6,9], we collected relevance judgments on Amazon
Mechanical Turk for the 5,262 unique arguments in the top-5 pooling of the
participants’ runs. The most effective approach achieved an nDCG@5 of 0.81,
the least effective 0.27, while the (argumentation-agnostic) baseline achieved
an nDCG@5 of 0.77.

Task 2: Argument Retrieval for Comparative Questions. Five teams submit-
ted eleven approaches to this task—all used the BM25F-based search engine
ChatNoir [2] to access the ClueWeb12 and to retrieve an initial candidate rank-
ing. For further re-ranking, models of different complexity were employed, basi-
cally in three steps: (1) represent documents and queries using language models,
(2) identify arguments and comparative structures in documents, and (3) assess
argument quality. Interestingly, only two approaches used query expansion tech-
niques for retrieving the initial candidates.

Similar to the first task, we evaluated only the relevance of the retrieved doc-
uments. Using a top-5 pooling (10 submitted runs plus the additional ChatNoir
baseline), a total of 1,783 unique results were judged by volunteers recruited
internally. According to the evaluation, only one approach achieved a slightly
better average nDCG@5 score than the ChatNoir baseline by using query expan-
sion and taking credibility and argumentativeness into account in the re-ranking.
The top-5 approaches (including the baseline) all had average nDCG@5 scores in
the range of 0.55–0.58. Interestingly, the top-4 approaches relied on traditional
feature engineering, while four out of the six lower-ranked approaches used deep
learning-based language models. This difference in effectiveness could be caused
by the absence of task-specific training data in the first lab edition. Using the rel-
evance judgments created in the first lab may enable participants of the second
lab edition to better train and fine-tune their (neural) re-ranking methods.

4 Conclusion

The main goal of Touché and its two shared tasks on argument retrieval for
controversial and comparative questions is to establish a collaborative platform
for researchers in the area of argument retrieval. By providing submission and
evaluation tools as well as by organizing collaborative events such as workshops,
9 https://trec.nist.gov/trec eval/.

https://trec.nist.gov/trec_eval/
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Touché aims to foster accumulating knowledge and developing new approaches in
the field. All evaluation resources developed at Touché are shared freely, includ-
ing search queries (topics), the assembled relevance judgments (qrels), and the
participants’ submitted ranked result lists (runs).

The evaluation of the approaches from 17 participating teams in the first
Touché lab indicates that relatively basic, argumentation-agnostic baselines such
as DirichletLM and BM25F-based retrieval are still almost as effective as the best
approaches. Even though query expansion, argument quality assessment, or com-
parison features helped to (somewhat slightly) increase the overall retrieval effec-
tiveness in the respective tasks’ scenarios, there appears to be ample room for
further improvement. More research on argument retrieval is thus well-justified.

In the second year of Touché, the participants are able to use the previously
collected relevance judgments to develop and fine-tune new argument retrieval
approaches, which may also allow for deploying state-of-the-art neural retrieval
models. Moreover, we plan to have deeper judgment pools and to additionally
evaluate argument quality dimensions, such as logical cogency and strength of
support.

Acknowledgments. This work was partially supported by the DFG through
the project “ACQuA: Answering Comparative Questions with Arguments” (grants
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Abstract. Modern information access systems hold the promise to give
users direct access to key information from authoritative primary sources
such as scientific literature, but non-experts tend to avoid these sources
due to their complex language, internal vernacular, or lacking prior back-
ground knowledge. Text simplification approaches can remove some of
these barriers, thereby avoiding that users rely on shallow information
in sources prioritizing commercial or political incentives rather than
the correctness and informational value. The CLEF 2021 SimpleText
track will address the opportunities and challenges of text simplifica-
tion approaches to improve scientific information access head-on. We aim
to provide appropriate data and benchmarks, starting with pilot tasks
in 2021, and create a community of NLP and IR researchers working
together to resolve one of the greatest challenges of today.

Keywords: Scientific text simplification · (Multi-document)
summarization · Contextualization · Background knowledge

Everything should be made as simple as
possible, but no simpler

Albert Einstein

1 Introduction

Scientific literacy, including health related questions, is important for people to
make right decisions, evaluate the information quality, maintain physiological
and mental health, avoid spending money on useless items. For example, the
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stories the individuals find credible can determine their response to the COVID-
19 pandemic, including the application of social distancing, using dangerous fake
medical treatments, or hoarding. Unfortunately, stories in social media are easier
for lay people to understand than the research papers. Scientific texts such as sci-
entific publications can also be difficult to understand for non domain-experts or
scientists outside the publication domain. Improving text comprehensibility and
its adaptation to different audience remains an unresolved problem. Although
there are some attempts to tackle the issue of text comprehensibility, they are
mainly based on readability formulas, which are not convincingly demonstrated
the ability to reduce the difficulty of text [26].

To put a step forward to automatically reduce difficulty of text understand-
ing, we propose a new workshop called SimpleText which aims to create a com-
munity interested in generating simplified summaries of scientific documents.
Thus, the goal of this workshop is to connect researchers from different domains,
such as Natural Language Processing, Information Retrieval, Linguistics, Scien-
tific Journalism etc. in order to work together on automatic popularisation of
science.

Improving text comprehensibility and its adaptation to different audience
bring societal, technical, and evaluation challenges. There is a large range of
important societal challenges SimpleText is linked to. Open science is one of
them. Making the research really open and accessible for everyone implies
providing it in a form that can be readable and understandable; referring to
the “comprehensibility” of the research results, making science understandable
[16]. Another example of those societal challenges is offering means to develop
counter-speech to fake news based on scientific results. SimpleText also tack-
les technical challenges related to data (passage) selection and summarisation,
comprehensibility and readability of texts.

To face these challenges, SimpleText provides an open forum aiming at
answering questions like:

– Information selection: Which information should be simplified (e.g., in
terms document and passage selection and summarisation)?

– Comprehensibility: What kind of background information should be pro-
vided (e.g., which terms should be contextualized by giving a definition and/or
application)? What information is the most relevant or helpful?

– Readability: How to improve the readability of a given short text (e.g., by
reducing vocabulary and syntactic complexity) without information distor-
tion?

We will provide data and benchmarks, and address evaluation challenges under-
lying the technical challenges, including:

– How to evaluate information selection?
– How to evaluate background information?
– How to measure text simplification?
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2 Information Selection, Comprehensibility, Readability

In order to simplify scientific texts, one have to (1) select the information to
be included in a simplified summary, (2) decide whether the selected informa-
tion is sufficient and comprehensible or he/she should provide some background
knowledge, (3) improve the readability of the text. Our tasks are based on this
pipeline.

2.1 Selecting the Information to Be Included in a Simplified
Summary

People have to manage the constantly growing amount of information. According
to several estimates the number of scientific journals is around 30,000, with about
two million articles published per year [3]. About 180,000 articles on Covid-19
were published from January 2020 to October 2020 [1]. To deal with this data
volume, one should have a concise overview, i.e. a summary. People prefer to
read a short document instead of a long one. Thus, even single-document sum-
marization is already a step of text simplification. Notice, that the information
in a summary designed for a scientist from a specific field should be different
from that adapted for general public.

Automatic summarization can simplify access to primary scientific docu-
ments – the resulting concise text is expected to highlight the most important
parts of the document and thus reduces the reader’s efforts. Evaluation ini-
tiatives in the 2000s such as Document Understanding Conference (DUC) and
the Summarization track at the Text Analysis Conference (TAC) have focused
primarily on the automatic summarization of news in various contexts and sce-
narios. Scientific articles are typically provided with a short abstract written by
the authors. Thus, automatic generation of an abstract for a stand-alone article
does not seem to be a practical task. However, if we consider a large collec-
tion of scientific articles and citations between them, we can come to a task of
producing an abstract that would contain important aspects of a paper from
the perspective of the community. Such a task has been offered to the partic-
ipants of the TAC 2014 Biomedical Summarization Track1, as well as of the
CL-SciSumm shared task series. In particular, the 2020 edition of CL-SciSumm
features LaySummary subtask, where a participating system must produce a
text summary of a scientific paper intended for non-technical audience2 without
using technical jargon. However, in most cases, the names of the objects are not
replaceable in the process of text transformation or simplification due to the
risk of information distortion. In this case it is important to explain these com-
plex concepts to a reader (see Sect. 2.2 Comprehensibility). Another close work
is CLEF-IP 2012-2013: Retrieval in the Intellectual Property Domain3 (novelty

1 https://tac.nist.gov/2014/BiomedSumm/.
2 https://ornlcda.github.io/SDProc/sharedtasks.html#laysumm.
3 http://www.ifs.tuwien.ac.at/∼clef-ip/tasks.shtml.

https://tac.nist.gov/2014/BiomedSumm/
https://ornlcda.github.io/SDProc/sharedtasks.html#laysumm
http://www.ifs.tuwien.ac.at/~clef-ip/tasks.shtml
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search). Given a claim, the task was to retrieve relevant passages from a docu-
ment collection. However, CLEF-IP focused on extractive summarization only
and did not consider text simplification.

Sentence compression can be seen as a middle ground between text simplifica-
tion and summarization. The task is to remove redundant or less important parts
of an input sentence, preserving its grammaticality and original meaning [18].
Thus, the main challenge is to choose which information should be included in
a simplified text.

2.2 Comprehensibility

Comprehensibility of a simple text varies for different readership. Readers of
popular science texts have a basic background, are able to process logical con-
nections and recognize novelty [24]. In the popular science text, a reader looks
for rationalization and clear links between well known and new [28]. To adopt the
novelty, readers need to include new concepts into their mental representation
of the scientific domain.

According to The Free Dictionary, background knowledge is “information
that is essential to understanding a situation or problem” [2]. Lack of basic
knowledge can become a barrier to reading comprehension [30]. In [30], the
authors suggested that there is a knowledge threshold allowing reading compre-
hension. Background knowledge, along with content, style, location, and some
other dimension, are useful for personalised learning [35]. In contrast to news-
papers limited by the size of the page, digital technologies provide essentially
unbounded capabilities for hosting primary-source documents and background
information. However, in many cases users do not read these additional texts.
It is also important to remember, that the goal is to keep the text simple and
short, not to make it indefinitely long to discourage potential readers.

Entity linking (also known as Wikification) is the task of tying named enti-
ties from the text to the corresponding knowledge base items. A scientific text
enriched with links to Wikipedia or Wikidata can potentially help mitigate
the background knowledge problem, as these knowledge bases provide defini-
tions, illustrations, examples, and related entities. However, the existing stan-
dard datasets for entity linking such as [23] are focused primarily on such entities
as people, places, and organizations, while a lay reader of a scientific article needs
rather assistance with new concepts, methods, etc. Wikification is close to the
task of terminology and keyphrase extraction from scientific texts [4]. Search-
ing for background knowledge is close to INEX/CLEF Tweet Contextualization
track 2011–2014 [7] and CLEF Cultural micro-blog Contextualization 2016, 2017
Workshop [14], but SimpleText differs from them by making a focus on selec-
tion of notions to be explained and the helpfulness of the information provided
rather than its relevance. The idea to contextualize news was further developed
in Background Linking task at TREC 2020 News Track aiming at a list of links
to the articles that a person should read next4. In contrast to that, SimpleText

4 http://trec-news.org/guidelines-2020.pdf.

http://trec-news.org/guidelines-2020.pdf
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try to determine terms to be contextualized. SimpleText is similar to the Wik-
ification task at TREC 2020 News Track since it also aims to evaluate whether
the critical context for understanding is missing but the types of background
knowledge are different since our target is a scientific text. Besides, we will rank
terms to be contextualized rather than passages.

Thus, the main challenge of the comprehensibility is to provide relevant back-
ground knowledge to help a reader to understand a complex scientific text.

2.3 Readability

Readability is the ease with which a reader can understand a written text. Read-
ability is different from legibility, which measures how easily a reader can dis-
tinguish characters from each other. Readability indices have been widely used
to evaluate teaching materials, news, and technical documents for about a cen-
tury [21,45]. For example, Gunning fog index, introduced in 1944, estimates the
number of years in a scholar system required to understand a given text on the
first reading. Similarly, the Flesch–Kincaid readability test shows the difficulty
of a text in English based on word length and sentence length [19]. Although
these two metrics are easy to compute, they are criticized for the lack of relia-
bility [36]. The very structure of the readability indices suggested to authors or
editors how to simplify a text: organize shorter and more frequent words into
short sentences. Later studies incorporate lexical, syntactic, and discourse-level
features to predict text readability [33]. In NLP tasks, readability, coherence,
conciseness, and grammar are usually assessed manually since it is difficult to
express these parameters numerically [13]. However, several studies were carried
out in the domain of automatic readability evaluation, including the applica-
tion of language models [10,17,22,36] and machine learning techniques [17,32].
Traditional methods of readability evaluation are based on familiarity of terms
[9,20,37] or their length [41] and syntax complexity (e.g. sentence length, the
depth of a parse tree, omission of personal verb, rate of prepositional phrases,
noun and verb groups etc.) [8,10,29,42,46]. Word complexity is usually eval-
uated by experts [9,20,38]. [6] computed average normalized number of words
in valid coherent passages without syntactical errors, unresolved anaphora, and
redundant information. Several researches argue also the importance of sentence
ordering for text understanding [5,15].

Automatic text simplification might be the next step after estimation of
text complexity. Usually, text simplification task is performed and assessed on
the level of individual sentences. To reduce the reading complexity, in [11], the
authors introduced a task of sentence simplification through the use of more
accessible vocabulary and sentence structure. They provided a new corpus that
aligns English Wikipedia with Simple English Wikipedia and contains simplifi-
cation operations such as rewording, reordering, insertion and deletion. Accurate
lexical choice presupposes unambiguous reference to the particular object lead-
ing to actualization of its connections with other objects in the domain. Domain
complexity concerns the number of objects and concepts in the domain, and
connections among them described by the terminology system (see a survey:
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[25]). Names of the objects are not replaceable in the process of text transforma-
tion or simplification due to risk of information distortion [12,27]. For example,
‘hydroxychloroquine’ represents a derivative of ‘chloroquine’, so the substances
are connected thanks to belonging to a set ‘chloroquine derivatives’. However,
it is impossible to substitute ‘hydroxychloroquine’ by ‘chloroquine’ while sim-
plifying a medical text about a Covid-19 treatment because of the difference
in their chemical composition. A hypernym ‘drugs’ can refer to the substances.
The hypernym generalizes the information while omitting essential difference
between the drugs; however, the generalization allows to avoid misinformation
[40]. Science text simplification presupposes facilitation of readers’ understand-
ing of complex content by establishing links to basic lexicon, avoiding distortion
connections among objects within the domain.

Ideally, the results undergo a human evaluation, since traditional readability
indices can be misleading [43]. Automatic evaluation metrics have been proposed
for the task: SARI [44] targets lexical complexity, while SAMSA estimates struc-
tural complexity of a sentence [39]. Formality style transfer is a cognate task,
where a system rewrites a text in a different style preserving its meaning [34].
These tasks are frequently evaluated with BLEU metrics [31] to compare sys-
tem’s output against gold standard.

Thus, the main challenge of the readability improvement is to reduce vocab-
ulary and syntactic complexity without information distortion while keeping the
target genre.

3 Pilot Tasks

To start with, we will develop three pilot tasks that will help to better under-
stand the challenges as well to discuss these challenges and the way to evaluate
solutions. Details on the tasks, guideline and call for contributions can be found
at www.irit.fr/simpleText, in this paper we just briefly introduce the planed
pilot tasks. Note that the pilot tasks are means to help the discussions and to
develop a research community around text simplification. Contributions will not
exclusively rely on the pilot tasks.

3.1 Task 1: Ranking the Words/Sentences to Be Included in a
Simplified Summary

Participants will be provided with scientific articles. This pilot task aims at auto-
matically deciding which passages of these scientific articles should be included
in extractive summaries in order to get a simplified summary of the initial texts.
Note, that the information in a summary designed for an expert should be dif-
ferent from those for the general audience. To evaluate these results, we will rely
on manual annotation and automatic metrics.

www.irit.fr/simpleText
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3.2 Task 2: Searching for Background Knowledge

The goal of this pilot task is to provide relevant background knowledge to help a
reader to understand a complex scientific text. Participants should keep the text
simple and short, not to make it indefinitely long to discourage potential readers.
The participants have to answer two questions: (1) What kind of background
information should be provided (e.g. which terms should be contextualized by
giving a definition and/or application)? (2) What information is the most rele-
vant (passage retrieval from an external source, e.g. Wikipedia)? The evaluation
will be a combination of manual assessment and automatic metrics.

3.3 Task 3: Scientific Text Simplification

In this pilot task, the participants will be provided with the abstract of scientific
papers. The goal will be to provide a simplified version of these abstracts. In this
pilot task, we thus consider that the summarization part is already solved and
that the main science nuggets are in the provided summaries. We will thus use
scientific paper summaries which consist on context, aims, methodology, findings
and discussion. Some medical papers will be used in this task. The guideline will
detail the targeted simplification. Evaluation will be a combination of manual
and automatic evaluation, the results of which will also be discussed during the
workshop.

4 Conclusion

The paper introduced the CLEF 2021 SimpleText track, consisting of a workshop
and pilot tasks on text simplification for scientific information access. Full details
about the tasks and how to participate in the track can be found in the detailed
call for papers and guidelines at the SimpleText website: https://www.irit.fr/
simpleText/. Please join this effort and contribute by working on one of the
greatest challenges of today!
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Abstract. Motivated by the ever increasing difficulties faced by laypeo-
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attracted large participation and led to statistically significant improve-
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IE from noisy text. Participants will identify and classify Named Entities
in written ultrasonography reports, containing misspellings and inconsis-
tencies, from a major public hospital in Argentina. Identified entities will
then have to be classified, which can be very challenging as it requires to
handle lexical variations. Task 2 is a novel extension of the most popular
and established task on consumer health search (CHS), aiming at retriev-
ing relevant, understandable, and credible information for patients and
their next-of-kins. In this paper we describe recent advances in the fields
of IE and IR, and the subsequent offerings of this years CLEF eHealth
lab challenges.

Keywords: eHealth · Medical informatics · Information extraction ·
Information storage and retrieval

1 Introduction

The requirement to ensure that patients1 can understand their official, privacy-
sensitive health information in their own Electronic Health Records (EHRs) is
stipulated by policies and laws [16]. Patients’ better abilities to understand their
own EHR empowers them to take part in the related healthcare judgment, lead-
ing to their increased independence from healthcare providers, better healthcare
decisions, and decreased healthcare costs [16]. Improving patients’ ability to
access and digest this content could mean paraphrasing the EHR-text, enriching
it with hyperlinks to term definitions, care guidelines, and further supportive
information on patient-friendly and reliable websites, helping them to discover
good search queries to retrieve more contents, and allowing not only text but
also speech as a query modality for example.

Information access conferences have organized evaluation labs on related
Electronic Health (eHealth) Information Extraction (IE), Information Manage-
ment (IM), and Information Retrieval (IR) tasks for almost 20 years. Yet, with
rare exception, they have targeted the healthcare experts’ information needs
only [4,5,11]. The CLEF eHealth Evaluation-lab and Lab-workshop Series2 has
been organized every year since 2012 as part of the Conference and Labs of
the Evaluation Forum (CLEF) [7,8,10,12–14,19,22,23] with the primary goal
of supporting laypersons, and their next-of-kin, access to medical information.
This year, the lab proposes two tasks: one centered on Information Extraction
(identify and classify Named Entities in written ultrasonography reports); one
centered on Information Retrieval (Consumer Health Search (CHS)).

In this paper we overview the interest in the CLEF eHealth evaluation lab
series to-date. We then consider recent advances in IE and IR which inform the
offered CLEF eHealth 2021 IE and IR tasks. These IE and IR evaluation lab
challenge tasks are also described. The paper concludes with a vision for CLEF
eHealth beyond 2021.
1 In the paper, we consider patients, layperson or consumer, to be system users with

no or little medical background.
2 http://clefehealth.imag.fr.

http://clefehealth.imag.fr
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2 CLEF eHealth in 2012–2020

The CLEF and other information access conferences have organized evalua-
tion labs and shared tasks on eHealth IE, IR, and Information Management
for approximately two decades. Yet, their primary focus has been on healthcare
experts’ information needs, with limited consideration of laypersons’ difficulties
to retrieve and digest credible, topical, and easy-to-understand contents in their
preferred language to make health-centred decisions [4,5,11].

This niche of addressing patients, their families, health scientists, health-
care policy makers, and other laypersons’ health information needs in a range
of languages in order to make health-centered decisions began stimulating the
annual CLEF eHealth Evaluation-lab and Lab-workshop Series in 2012. Its first
workshop took place in 2012 with an aim to organize an evaluation lab, and in
2013–2021, this lab with up to three shared tasks annually has preceded each
campaign-concluding CLEF eHealth workshop [7,8,10,12–14,19,22,23].

3 CLEF eHealth 2021 Information Extraction Task

3.1 Preceding Efforts

In 2020, the CodiEsp task of the CLEF eHealth evaluation lab mastered the
challenge of building a publicly available automatic clinical coding system for
Spanish documents, which is a step towards the final application of natural lan-
guage processing (NLP) technologies in non-English speaking countries [10].
In contrast to previous clinical coding tasks using death certificates and non-
technical summaries of animal experimentations [14,20,21], the 2020 task was
able to use a collection of clinical case reports from a variety of medical disci-
plines chosen to constitute a corpus of electronic health records (EHRs; 1, 000
documents from the Spanish clinical case reports (SPACCC) corpus). CodiEsp
shared tasks attracted participants from both Spanish and non-Spanish speaking
countries, with different backgrounds in the 51 teams registered for the tasks.
Thus, CodiEsp was able to prove that the language barrier (languages other
than English) does not necessarily make the tasks more restrictive, but presents
an opportunity to adapt well-known techniques to language-specific features.
The diversity in profiles led to the development of heterogeneous resources, with
a development of 167 novel clinical coding systems achieved. Finally, the 2020
task organizers’ showed that individual task results could be combined, leading
to further performance gains.

The 2020 task on Spanish resources was popular to the extent that it set the
ground for the 2021 SpRadIE (Spanish Radiology Information Extraction) task
focusing on further sub-aspects of the Spanish language: text in the radiology
domain, image reports written under time constraints, resulting in misspellings
and inconsistencies, coming from a public hospital in South America, as elabo-
rated in the next subsection. These particularities pose an interesting challenge of
domain and register adaptation for systems trained for general Spanish eHealth, in
their application to a specific setting.With this objective, we are calling for submis-
sions from hospitals and private companies to supplement academic participants.
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3.2 The Task in 2021: Multilingual Information Extraction

In 2021, the SpRadIE task will target Named Entity Recognition and Classifi-
cation in the domain of radiological image reports, more concretely, pediatric
ultrasonographies. These reports are written in haste, under time pressure in
a public Argentinean hospital. They tend to be repetitive, probably due to an
extensive use of copy and paste. Nevertheless, these are actual free text reports
with no pre-determined structure, which results in great variations in size and
content. No element is mandatory in the report except the age of the patient.
Also, there are misspellings and inconsistencies in the usage of abbreviations,
punctuation and line breaks.

The corpus consists of a total of 513 sonography reports, with over 17,000
annotated named entities with some class imbalance (the smallest class is a sixth
of the majority class). Reports were manually annotated by clinical experts and
then revised by linguists. Annotation guidelines and training were provided for
both rounds of annotation. Interannotator (dis)agreement, detailed for each type
of entity, will be used to better assess the performance of automatic annotators.
Automatic annotators will be expected to perform well in those cases where
human annotators have strong agreement, and worse in cases that are difficult
for human annotators to identify consistently.

Five different classes of entities are distinguished: Finding, Anatomical
Entity, Location, Measure, Degree, Type of Measure and Abbreviation. Hedges
are also identified, distinguishing Negation, Uncertainty, Condition and Con-
ditional Temporal. Entities can be embedded within other entities of differ-
ent types. Moreover, entities can be discontinuous, and can span over sentence
boundaries. The entity type Finding is particularly challenging, as it presents
great variability in its textual forms. It ranges from a single word to more than
ten words in some cases, and comprising all kinds of phrases. However, this is
also the most informative type of entity for the potential users of these annota-
tions. Other challenging phenomena are the regular polysemy observed between
Anatomical entities and Locations, and the irregular uses of Abbreviations. In the
manual annotation process, we have found that human annotators differ more
on those categories than on the others, thus we expect automatic annotators will
also have difficulties to consistently classify those as well.

For the SpRadIE 2021 task, submissions will be evaluated with different
metrics, including exact and lenient match. The lenient evaluation will be carried
out using a Jaccard Index, similarly as used in the 2013 BioNLP shared task [1]:

J(ref,pred) =
overlap(ref,pred)

lengthref + lengthpred − overlap(ref,pred)

It takes the length (offsets) of the annotated reference concept, the predicted
concept, as well as the overlap between them. This index amounts to 1 in the case
of perfect match and 0 if there is no overlap between reference and prediction.

The official evaluation measures for the task are Slot Error Rate (SER) [15]
with the Jaccard index as primary metric for entity match, and F1 for classifi-
cation of matching entities within each type of entity.



CLEF eHealth Evaluation Lab 2021 597

4 CLEF eHealth 2021 Information Retrieval Task

4.1 Preceding Efforts

In 2020, the CHS task of CLEF eHealth consisted of an extension of the 2018
task. The use case was similar to previous years: helping patients and their next-
of-kins find relevant health information online. The topics were extracted from
query logs from the Health on the Net website and were representative of real
information needs. The organizers oversaw the generation of spoken queries for
these topics, and transcription of these spoken queries. Participants could sub-
mit their runs to two subtasks: one adhoc IR subtask using the textual queries;
one spoken IR subtask using the spoken queries or their transcriptions. In each
subtask, the effectiveness of the participants systems were evaluated considering
three dimensions of relevance: topical relevance, understandability, and credi-
bility. Three teams took part in the challenge, and all of them submitted runs
to the 2 subtasks. However, none of them adapted the IR models used for each
subtask – only the input query changed (textual query or transcription). This
tendency was also observed in the previous multilingual tasks (running from 2014
until 2018), where only a few teams went further than adding a translation layer
before the IR pipeline. Given the workload necessary to record and transcribe
the topics, the organizers have decided not to carry on this task that failed to
bring together several communities, and in the end did not really address the
challenge of varying input type for IR models.

A constant effort has been made in the task since 2014 to integrate relevance
dimensions. This has led to many interesting publications in order to adapt IR
models to these dimensions, as well as the evaluation framework itself. Since
2020, the credibility dimension has been considered too. Integrating a dimension
that, in itself, is already challenging to define, assess, and measure, led to a
variety of interesting and exciting research questions. The 2021 CHS tasks reflect
these new challenges.

4.2 The Task in 2021: Consumer Health Search

The 2018 CLEF eHealth CHS document collection will be used in the 2021
IR task. This collection consists of Web pages acquired from Common Crawl,3

which is augmented with additional pages collected from a number of known
reliable health Websites and other known unreliable health Websites [9]. The
topics for 2021 are manually created by medical professionals from realistic sce-
narios. Participants are challenged in the 2021 Task with retrieving the relevant
documents from the provided document collection. A number of distinct sub-
tasks can be completed using the considered queries and the provided labeled
dataset: ad-hoc search, credibility assessment, and personalized search based on
multi-dimensional relevance assessment.

3 https://commoncrawl.org/.

https://commoncrawl.org/
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Like in the 2020 IR task, the pool of documents to be assessed will be labelled
with respect to three relevance dimensions: topicality, understandability, and
credibility. The assessment guidelines will follow up on 2020 guidelines: assessors
will be asked to assess if the documents are on the same topic as the query, how
readable/understandable the document is to a layperson, and how credible it is.
Credibility has been introduced in the 2020 IR task. When assessing the credi-
bility of online information, we consider credibility as an objective characteristic
of an information item (either it is true, false, or partially true/false) [25], which
is subjectively perceived by individuals [18]. Hence, the assessors are required
to consider distinct aspects related to [24]: the source that disseminates infor-
mation (e.g., its trustworthiness [3]), some characteristics associated with the
message diffused (e.g., syntactic, semantic, and stylistic aspects [17]), and some
social aspects if the information is disseminated through a virtual community
(e.g., to be part of an echo chamber [2]).

The official evaluation measures include classic IR measures such as Binary
Preference, Mean Reciprocal Rank, or Normalized Discounted Cumulative Gain
@ 1–10, measuring how well systems retrieve relevant documents at low ranks
(which is in line with the CHS use case). In order to measure how well systems
can adapt the retrieved content to the consumers knowledge, understandability
and credibility Rank-biased Precision will also be considered as official metrics.
For the credibility assessment subtask, reference will made to measures such as
Accuracy and F-measure to establish the goodness of the classification between
credible information or not.

5 A Vision for CLEF eHealth Beyond 2021

The general purpose of our lab throughout the years, as its 2021 IE and IR tasks
demonstrate, has been to assist laypeople in finding and understanding health
information in order to make enlightened decisions. Breaking language barriers
has been our priority over the years, and this will continue in our multilingual
tasks. Each year of the labs has enabled the identification of difficulties and
challenges in IE, IM, and IR which have shaped our tasks. For example, our IR
tasks have considered multilingual, contextualized, spoken queries, and query
variants. However, further exploration of query construction, search scenario
definition, aiming at a better understanding and management of CHS are still
needed. The task will also further explore relevance dimensions, and work toward
a better assessment of understandability and credibility, as well as methods
to take these dimensions into consideration. Moreover, by better defining the
search scenarios, the topics, and considering a document relevance in all its
various aspects, the task will progress towards personalized and effective health
search engines. As lab organizers, our purpose is to increase the impact and the
value of the resources, methods and the community built by CLEF eHealth.
Examining the quality and stability of the lab contributions will help the CLEF
eHealth series to better understand where it should be improved and how. As
future work, we intend continuing our analysis of the influence of the CLEF
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eHealth evaluation series from the perspectives of publications and data/software
releases [6,20,21].
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Alexis Joly1(B) , Hervé Goëau2 , Elijah Cole3 , Stefan Kahl4,
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1 Introduction

Accurately identifying organisms observed in the wild is an essential step in
ecological studies. Unfortunately, observing and identifying living organisms
requires high levels of expertise. For instance, plants alone account for more
than 400,000 different species and the distinctions between them can be quite
subtle. Since the Rio Conference of 1992, this taxonomic gap has been recognized
as one of the major obstacles to the global implementation of the Convention on
Biological Diversity [4]. In 2004, Gaston and O’Neill [12] discussed the potential
of automated approaches for species identification. They suggested that, if the
scientific community were able to (i) produce large training datasets, (ii) pre-
cisely evaluate error rates, (iii) scale up automated approaches, and (iv) detect
novel species, then it would be possible to develop a generic automated species
identification system that would open up new vistas for research in biology and
related fields.

Since the publication of [12], automated species identification has been stud-
ied in many contexts [10,14,20–22,25,26,30]. This area continues to expand
rapidly, particularly due to recent advances in deep learning [9,13,15,23,27–29].
In order to measure progress in a sustainable and repeatable way, the LifeCLEF
[6] research platform was created in 2014 as a continuation and extension of
the plant identification task [19] that had been run within the ImageCLEF lab
[5] since 2011 [16–18]. LifeCLEF expanded the challenge by considering ani-
mals in addition to plants, and including audio and video content in addition
to images. LifeCLEF 2021 consists of four challenges (PlantCLEF, BirdCLEF,
GeoLifeCLEF, and SnakeCLEF), which we will now describe in turn.

2 PlantCLEF 2021 Challenge: Identifying Plant Pictures
from Herbarium Sheets

Motivation: For several centuries, botanists have collected, catalogued and sys-
tematically stored plant specimens in herbaria. These physical specimens are
used to study the variability of species, their phylogenetic relationship, their evo-
lution, or phenological trends. One of the key step in the workflow of botanists
and taxonomists is to find the herbarium sheets that correspond to a new spec-
imen observed in the field. This task requires a high level of expertise and can
be very tedious. Developing automated tools to facilitate this work is thus of
crucial importance. More generally, this will help to convert these invaluable
centuries-old materials into FAIR [8] data.

Data Collection: The task will rely on a large collection of more than 320,000
herbarium sheets used during the last PlantCLEF edition. The specimens were
mostly collected in the Guiana shield and the Northern Amazon rainforest, focus-
ing on about 1,000 plant species of the French Guiana flora. A valuable asset of
this collection is that several herbarium sheets are accompanied by a few pic-
tures of the same specimen in the field. New information such as morphological,
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ecological, phenological traits at the species level will be aggregated from vari-
ous sources (EOL TraitBank, TRY Plant Trait Database, specimen annotations
from “Herbier de Cayenne”), and will enrich the data collection this year.

Task Description: The challenge will be evaluated as a cross-domain classifi-
cation task. The training set will consist of herbarium sheets whereas the test
set will be composed of field pictures. To enable learning a mapping between the
herbarium sheets domain and the field pictures domain, we will provide both
herbarium sheets and field pictures for a subset of species. As was already antic-
ipated in some promising methods evaluated in the last edition, morphological,
ecological and phenological traits could potentially be directly integrated into
the models and significantly improve the performances on this difficult task.

3 BirdCLEF 2021 Challenge: Bird Species Recognition in
Audio Soundscapes

Motivation: Recognizing bird sounds in complex soundscapes is an important
sampling tool that often helps to reduce the limitations of point counts. In
the future, archives of recorded soundscapes will become increasingly valuable
as the habitats in which they were recorded will be lost in the near future.
This is already the case for soundscapes used for this competition and point
counts to assess biodiversity from this particular location in South America will
only be possible through soundscape analysis. It is imperative to develop new
technologies that can cope with the increasing amount of audio data and that
can help to accelerate the process of species diversity assessments. In the past
few years, deep learning approaches have transformed the field of automated
soundscape analysis. Yet, the results still lack reliability and submitted systems
often yield very low scores particularly when the vocal density of species is
high. The goal of this competition is to establish training and test datasets that
can serve as real-world applicable evaluation scenarios and help the scientific
community to advance their conservation efforts through automated bird sound
recognition.

Data Collection: The 2021 dataset will closely resemble the previously used
training and test data. However, we will establish a new subset of data to allow
participants that are new to the evaluation campaign to quickly train and test
their systems on an entry-level dataset. Training data will again be provided by
the Xeno-canto community and will feature almost 1,000 bird species from three
continents. The test data will contain expert annotated soundscapes with tens
of thousands of labels and high overlap of bird vocalizations. The entry-level
portion of the data will contain 20–50 species for training and soundscapes from
a selected location in Germany with a runtime of only one hour. This approach
reflects the feedback that we received from participants of the 2020 edition and
we hope to attract more participating groups and a better turnout in terms of
submitted runs and scores.
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Task Description: The evaluation mode will closely resemble the 2020 test
mode and we will use the same established metrics of class-wise and sample-
wise mean average precision. However, we will alter the assessment of submitted
results to better reflect false positives. The test data annotations have a coverage
of 100% of all audio files and we will switch the evaluation mode to not only
test for segments that have a label but also for segments that do not contain an
annotation (e.g., nighttime recordings). Doing so will allow us to keep our current
(well established) evaluation system in place while better reflecting real-world
use cases.

4 GeoLifeCLEF 2021 Challenge: Location-Based
Prediction of Species Based on Environmental and
Occurrence Data

Motivation: Automatically predicting the list of species that are the most likely
to be observed at a given location is useful for many scenarios in biodiversity
informatics. First of all, it could improve species identification tools by reducing
the list of candidate species that are observable at a given location (be they
automated, semi-automated or based on classical field guides or flora). More
generally, it could facilitate biodiversity inventories through the development of
location-based recommendation services (typically on mobile phones), favor the
involvement of non-expert nature observers, as well as accelerate the annota-
tion or validation of species observed by non-experts to produce high quality
datasets. Last but not least, it might serve educational purposes thanks to bio-
diversity discovery applications providing functionalities such as contextualized
educational pathways.

Data Collection: The dataset used in 2020 [11] contained about 2 million plant
and animal occurrences, each paired with high-resolution covariates (satellite,
land cover, altitude) and environmental rasters (bioclimatic variables, soil type,
etc.). This dataset of about 840GB took months to build and was delivered
quite late to the participants. Training a model on it takes almost two weeks on
a machine equipped with several modern GPUs. Last year, only two participants
out of the 40 registered managed to submit runs. Therefore, we think it is nec-
essary to keep the same dataset in 2021. However, to facilitate participation and
foster consistent progress over last year, we will provide (i) new python tools and
intermediate data formats facilitating the training of models, (ii) a validation set
allowing participants to compare the performance they obtain with the one of
the best method of last year, (iii) an entry-level subset of the whole dataset
facilitating debugging before training large-scale models.

Task Description: Given the test set of locations (i.e. geo-coordinates) and
corresponding high-resolution and environmental covariates, the goal of the task
will be to return for each location a ranked list of species sorted according to
the likelihood that they might have been observed at that location. The metric
used will be the Average-30 accuracy [11].
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5 SnakeCLEF 2021 Challenge: Image-Based Snake
Identification

Motivation: Existence of a robust system for automatic snake species identi-
fication from photographs is essential for biodiversity conservation and global
health. With over half a million victims of death and disability from venomous
snakebite annually, understanding the global distribution of the more than 3800
snake species and differentiating species from images taken in developing coun-
tries could significantly improve epidemiology data and treatment outcomes. As
the current snake image data is highly biased towards developed countries, the
machine learning models trained with such data will most likely perform poorly
on species with few or no images, many of which come from developing countries.
To address this problem, we would like to improve the poor regularization for
countries (or continents) with limited image data—mostly developing countries
in Africa and Asia.

Data Collection: For this year’s challenge, the same training dataset as the
previous year will be used [24]. The most significant difference is related to the
validation and test set. Both sets will be aligned with this competition’s goal,
following the uneven species distributions across all the countries included in the
data. Additionally, the undisclosed test set will be extended with new data from
2020.

Task Description: given the set of images and corresponding two-level geo-
graphic locality information (country and continent), the task’s goal will be to
return for each image a ranked list of species sorted according to the likelihood
that they are in the image and should have been observed at that location.

6 Timeline and Registration Instructions

All information about the timeline and participation in the challenges is provided
on the LifeCLEF 2021 web pages [7]. The system used to run the challenges
(registration, submission, leaderboard, etc.) is the AIcrowd platform [1].

7 Discussion and Conclusion

The long-term societal impact of boosting research on biodiversity informatics
is difficult to overstate. To fully reach its objective, an evaluation campaign
such as LifeCLEF requires a long-term research effort so as to (i) encourage
non-incremental contributions, (ii) measure consistent performance gaps, (iii)
progressively scale-up the problem and (iv), enable the emergence of a strong
community. The 2021 edition of the lab will support this vision and will include
the following innovations:

– The PlantCLEF task will be extended with traits information, i.e. structured
tags or numerical values related to the morphological, ecological or phenolog-
ical attributes of species.
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– An entry-level dataset (in addition to the official data) will be delivered for
the BirdCLEF task in order to allow new participants to quickly get results
and progress more iteratively.

– New helper tools and more pre-formatted data will be provided for the Geo-
LifeCLEF task in order to facilitate participation and build upon the best
methods of previous year.

– New validation metric related to the country and continent level performance
will be used to align with the SnakeCLEF goal - reliable performance in
developing countries.

The results of this challenge will be published in the proceedings of the CLEF
2021 conference [3] and in the CEUR-WS workshop proceedings [2].
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Abstract. Chemical patents serve as an indispensable source of infor-
mation about new discoveries of chemical compounds. The ChEMU
(Cheminformatics Elsevier Melbourne University) lab addresses infor-
mation extraction over chemical patents, and aims to advance the state
of the art on this topic. ChEMU lab 2021, as part of the 12th Con-
ference and Labs of the Evaluation Forum (CLEF-2021), will be the
second ChEMU lab. ChEMU 2021 will provide two distinct tasks related
to reference resolution in chemical patents. Task 1—Chemical Reaction
Reference Resolution—focuses on paragraph-level references and aims to
identify the chemical reactions or general conditions specified in one reac-
tion description referred to by another. Task 2—Anaphora Resolution—
focuses on expression-level references and aims to identify the reference
relationships between expressions in chemical reaction descriptions. In
this paper, we introduce ChEMU 2021, including its motivation, goals,
tasks, resources, and evaluation framework.

Keywords: Reaction reference resolution · Anaphora resolution ·
Chemical patents · Text mining

1 Introduction

The discovery of new chemical compounds is perceived as a key driver of the
chemical industry and many other industrial sectors, and information relevant
for this discovery is found in chemical synthesis descriptions in natural language
texts. In particular, patents serve as a critical source of information about new
chemical compounds. Compared with journal publications, patents provide more
timely and comprehensive information about new chemical compounds [1,4,18],
since they are usually the first venues where new chemical compounds are dis-
closed. Despite the significant commercial and research value of the information
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in patents, manual extraction of such information is costly, considering the large
volume of patents available [10,13]. Thus, developing automatic natural language
processing (NLP) systems for chemical patents, which convert text corpora into
structured knowledge about chemical compounds, has become a focus of recent
research [11,14].

The ChEMU campaign focuses on information extraction tasks over chemical
reactions in patents1. ChEMU 2020 [9,14] provided two information extraction
tasks, named entity recognition (NER) and event extraction, and attracted 37
teams around the world to participate. In the ChEMU 2021 lab, we will pro-
vide two new information extraction tasks: chemical reaction reference resolution
and anaphora resolution, focusing on reference resolution in chemical patents.
Compared with previous shared tasks dealing with anaphora resolution, e.g., the
CRAFT co-reference task [3], our proposed tasks extend the scope of reference
resolution by considering reference relationships on both paragraph-level and
expression-level (see Fig. 1). Specifically, our first task aims at the identification
of reference relationships between reaction descriptions. Our second task aims at
the identification of reference relationships between chemical expressions, includ-
ing both co-reference and bridging. Moreover, we focus on chemical patents while
the CRAFT co-reference task focused on journal articles.

Fig. 1. Illustration of the task hierarchy.

The ChEMU lab 2021 will be a challenging opportunity for researchers to
further improve the sophistication of information extraction systems for chem-
ical patents. In this paper, we introduce our motivation and goals, a detailed
description of the tasks, and our evaluation framework.

2 Related Shared Tasks

Several shared tasks have addressed reference resolution in scientific literature.
BioNLP2011 hosted a subtask on protein co-reference [15]. CRAFT-CR 2019
hosted a subtask on co-reference resolution in biomedical articles [3]. However,
these shared tasks differ from ours in several respects.

First, previous shared tasks considered different domains of scientific litera-
ture. For example, the dataset used in BioNLP2011 is derived from the GENIA
1 Our main website is http://chemu.eng.unimelb.edu.au.

http://chemu.eng.unimelb.edu.au
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corpus [16], which primarily focuses on the biological domain, viz. gene/proteins
and their regulations. The dataset used in CRAFT-CR co-reference shared task
is based on biomedical journal articles in PubMed [2,5]. Our ChEMU shared task
focuses by contrast on the domain of chemical patents. This difference entails
the critical importance for this shared task: information extraction methodolo-
gies for general scientific literature or the biomedical domain will not be effective
for chemical patents [12]. It is widely acknowledged that patents are written quite
differently as compared with general scientific literature, resulting in substan-
tially different linguistic properties. For example, patent authors may trade some
clarity in wording for more protection of their intellectual property.

Secondly, our reference resolution tasks include both paragraph-level and
entity-level reference phenomena. Our first task aims at identification of refer-
ence relationships between reaction descriptions, i.e., paragraph-level. This task
is challenging because a reaction description may refer to an extremely remote
reaction and thus requires processing of very long documents. Our second task
aims at anaphora resolution, similarly to previous entity-level co-reference tasks.
However, a key difference is that we extend the scope of this task by including
both co-reference and bridging phenomena. That is, we not only aim at finding
expressions referring to the same entity, but also expressions that are semanti-
cally related or associated.

3 Goals and Importance

The goals of ChEMU2021 are three-fold: We aim to (1) develop tasks that
address fundamental challenges in automatic information extraction over chem-
ical patents; (2) provide the community with a new dataset that can serve as
benchmark datasets for future method development; and (3) advance the state-
of-the-art technologies in information extraction over chemical patents together
with worldwide NLP experts.

Our tasks provide an important opportunity for NLP experts to develop infor-
mation extraction models for chemical patents and gain experience in analysing
the linguistic properties of patent documents. The campaign will provide strong
baselines as well as useful resources for future research in this area.

4 Tasks

Task 1: Chemical Reaction Reference Resolution. Given a reaction
description, this task requires identifying references to other reactions that the
reaction relates to, and to the general conditions that it depends on. Assume a
set of reaction statements (RSs), each of which corresponds to a description of an
individual chemical reaction or a general condition for the reaction. By identify-
ing all the reference relationships amongst these reaction statements, the details
of reactions can be fully specified by connecting related reaction statements.
Two types of reference relationships are defined in this task, namely Analogous
Reactions and General Conditions.
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(a) Analogous reactions
ID Text

RS1 Prep. 2 1(R)-Benzyl-6-methoxy-1(S)-(3-oxo-butyl)-3,4-dihydro-1H-naphthelen-2-one
A solution of 62 g (0.23 mol) of the title product of Preparation 1 and 28 mL, ...

RS2 Prep. 3 1(S)-Benzyl-6-methoxy-1(R)-(3-oxo-butyl)-3,4-dihydro-1H-naphthelen-2-one
The title product of this preparation was prepared using a method analogous to Prep.
2, using (R)-(+)-alphamethyl benzylamine in the initial imine formation ...

(b) General conditions
ID Text

RS3 Preparation Examples
(1) Step (A)
4-Bromobenzaldehyde and boronic acid were sub-
jected to Suzuki cross coupling reaction using a pal-
ladium catalyst as shown in [Scheme 1a]...
(2) Steps (B) and (C)
...
(3) Preparation of salt
...

RS4 Example 1: Synthesis of (S)-2-(((2’-fluorobiphenyl-4-yl)methyl)amino) propanamide methane-
sulfonate
White solid; yield: 90%; 1H NMR ...

RS5 Example 2: Synthesis of (S)-2-(((3’-fluorobiphenyl-4-yl)methyl)amino) propanamide methane-
sulfonate
White solid; yield: 97%; 1H NMR ...

Fig. 2. Abbreviated examples of reaction references: (a) analogous reactions [6] and
(b) general conditions [17].

Examples of the two types of reaction reference relationships are given in
Fig. 2. In Fig. 2(a), the description of RS2 contains a statement “using a method
analogous to Prep. 2” which is highlighted in bold. This indicates a reference
relationship from RS2 to RS1. In Fig. 2(b), a standard procedure RS3 is first
given. Unlike RS1 and RS2 in analogous reactions, RS3 is not associated with
any specific reaction. In addition, Scheme 1a in the figure illustrates RS3 via
Markush structures, with a variable X that can be replaced with several sub-
structures. These indicate that the following chemical reactions RS4 and RS5
refer to this procedure. These two reactions should each be linked with their
common procedure RS3.

Task 2: Anaphora Resolution. This task requires the resolution of general
anaphoric dependencies between expressions in chemical patents. In this task,
we define five types of anaphoric relationships, common in chemical patents:

1. Co-reference: two expressions/mentions that refer to the same entity.
2. Transformed : two chemical compound entities that are initially based on the

same chemical components and have undergone possible changes through
various conditions (e.g., pH and temperature).

3. Reaction-associated : the relationship between a chemical compound and its
immediate sources via a mixing process. The immediate sources do need to be
reagents, but they need to end up in the corresponding product. The source
compounds retain their original chemical structure.
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4. Work-up: the relationship between chemical compounds that were used for
isolation or purification purposes, and their corresponding output products.

5. Contained : the association holding between chemical compounds and the
related equipment in which they are placed. The direction of the relation
is from the related equipment to the previous chemical compound.

Fig. 3. Text snippet containing a chemical reaction, with its anaphoric relationships.
The expressions that are involved are highlighted in bold. In the cases where several
expressions have identical text form, subscripts are added according to their order of
appearance.

Several anaphoric relationships can be extracted from the text snippet in
Fig. 3. [The mixture]4 and [the mixture]3 refer to the same “mixture” and
thus, form a co-reference relationship. The two expressions [The mixture]1
and [the mixture]2 are initially based on the same chemical components but
the property of [the mixture]2 changes after the “stir” and “cool” action.
Thus, the two expressions should be linked as “Transformed”. The expression
[The mixture]1 comes from mixing the chemical compounds prior to it, e.g.,
[water (4.9 ml)]. Thus, the two expressions are linked as “Reaction-associated”.
The expression [The combined organic layer] comes from the extraction of
[ethyl acetate]. Thus, they are linked as “Work-up”. Finally, the expression
[the solution] is contained by the entity [a flask], and the two are linked as
“Contained”.

5 Data, Resources, and Evaluation

Dataset. A corpus extending the ChEMU 2020 dataset [19] is in development.
The corpus contains patents from the European Patent Office and the United
States Patent and Trademark Office, available in English in a digital format.
The corpus is based on the Reaxys® database,2 containing reaction entries for
patent documents manually created by experts in chemistry.
2 Reaxys® Copyright c©2020 Elsevier Limited except certain content provided by
third parties. Reaxys is a trademark of Elsevier Limited. https://www.reaxys.com.

https://www.reaxys.com
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For Task 1, a collection of reaction descriptions will be provided with anno-
tated reference relationships. A reaction entry in Reaxys has “locations” of the
reaction in the corresponding patent document, mostly in terms of paragraph
IDs. To date, a silver-standard dataset has been constructed using these loca-
tions and will be the foundation of a higher-quality gold-standard set. Existing
work has established several baselines for this data [20].

For Task 2, the ChEMU-Ref corpus is in development [7,8]. This a collection
of reaction snippets with the expression-level reference relationships annotated.
A detailed annotation guideline has been developed; two chemical experts have
been trained for the annotation task and annotation is in progress. Several base-
lines will also be made available, following [7].

Resources. A number of existing resources can be utilized by participants to
develop their approaches to these tasks. These include the ChELMo pre-trained
ELMo embeddings for chemical patents [21] and datasets for the ChEMU 2020
Named Entity Recognition and Event Extraction tasks [9,19].

Evaluation. For Task 1, we will use standard precision, recall, and F-score as
our primary evaluation metrics. In addition, scores will be calculated for their
referrer detection performance as well. This measure should reflect how well the
model detects reactions that refer to at least one reaction description or a general
condition.

In Task 2, we consider two types of co-reference linking, i.e., (1) surface
co-reference linking and (2) atomic co-reference linking, due to the existence
of transitive co-reference relationships. By transitive co-reference relationships
we mean multi-hop co-reference such as a link from an expression T1 to T3
via an intermediate expression T2, viz., “T1→T2→T3”. Surface co-reference
linking will restrict attention to one-hop relationships, viz., to: “T1→T2” and
“T2→T3”. Whereas atomic co-reference linking will tackle co-reference between
an anaphoric expression and its first antecedent, i.e., intermediate antecedents
will be collapsed. Thus, these two links will be used for the above example,
“T1→T3” and “T2→T3”. Note that we only consider transitive linking in co-
reference relationships. In addition, the criteria of both exact and relaxed text-
span matching will be used. We will use F-score in terms of exact text-span
matching and surface linking as the primary system ranking metric for Task 2.

6 Conclusions

In this paper, we introduced our upcoming lab ChEMU 2021. As the second
instance of our ChEMU lab series, ChEMU 2021 will provide two new tasks
focusing on reference resolution in chemical patents. Our first task aims at iden-
tification of reference relationships between chemical reaction descriptions, and
our second task aims at identification of reference relationships between expres-
sions in chemical reactions. We look forward to seeing innovative approaches to
these complex tasks.
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Abstract. This paper presents the ideas for the 2021 ImageCLEF lab
that will be organized as part of the Conference and Labs of the Eval-
uation Forum—CLEF Labs 2021 in Bucharest, Romania. ImageCLEF
is an ongoing evaluation initiative (active since 2003) that promotes the
evaluation of technologies for annotation, indexing and retrieval of visual
data with the aim of providing information access to large collections of
images in various usage scenarios and domains. In 2021, the 19th edition
of ImageCLEF will organize four main tasks: (i) a Medical task address-
ing visual question answering, a concept annotation and a tuberculosis
classification task, (ii) a Coral task addressing the annotation and locali-
sation of substrates in coral reef images, (iii) a DrawnUI task addressing
the creation of websites from either a drawing or a screenshot by detect-
ing the different elements present on the design and a new (iv) Aware
task addressing the prediction of real-life consequences of online photo
sharing. The strong participation in 2020, despite the COVID pandemic,
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with over 115 research groups registering and 40 submitting over 295 runs
for the tasks shows an important interest in this benchmarking campaign.
We expect the new tasks to attract at least as many researchers for 2021.

Keywords: User awareness · Medical image classification · Medical
image understanding · Coral image annotation and classification ·
Recognition of hand drawn website UIs · ImageCLEF benchmarking ·
Annotated data

1 Introduction

The ImageCLEF evaluation campaign was started as part of the CLEF (Cross
Language Evaluation Forum) in 2003 [6,7]. It has been held every year since
then and delivered many results in the analysis and retrieval of images [12,15].
Medical tasks started in 2004 and have in some years been the majority of the
tasks in ImageCLEF [10,11]. The objectives of ImageCLEF have always been
the multilingual or language-independent analysis of visual content. A focus
has often been on multimodal data sets, so combining images with structured
information, free text or other information that helps in the decision making,
usually based on real user needs [14].

Since 2018, ImageCLEF uses the crowdAI (now migrated to AIcrowd1) plat-
form to distribute the data and receive the submitted results. The system allows
having an online leader board and gives the possibility to keep data sets accessi-
ble beyond competition, including a continuous submission of runs and addition
to the leader board.

Over the years, ImageCLEF and also CLEF have shown a strong scholarly
impact that was captured in [20,21]. This underlines the importance of evalu-
ation campaigns for disseminating best scientific practices. In the ImageCLEF
2020 campaign [11], 115 teams registered, 40 teams completed the tasks and sub-
mitted over 295 runs, despite the outbreak of the COVID-19 pandemic and lock-
down during the benchmark. Although the number of registrations was lower
than in 2019, the rate of the participants actually submitting runs increased by
over 8%.

In the following, we introduce the four tasks that are planned for 20212,
namely: ImageCLEFmedical, ImageCLEFcoral, ImageCLEFdrawnUI and the
new ImageCLEFaware. Figure 1 captures with a few images the specificity of
the tasks.

2 ImageCLEFmedical

The concept detection task concentrates on developing systems that are capa-
ble of predicting Unified Medical Language System (UMLS R©) Concept Unique

1 https://www.aicrowd.com/.
2 http://clef2021.clef-initiative.eu/.

https://www.aicrowd.com/
http://clef2021.clef-initiative.eu/
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Identifiers (CUIs) on a given image. In 2021 the task will include a larger data
set compared to 2020 [17]. The distributed corpus will be an extension of the
Radiology Objects in Context (ROCO) [18] data set that originates from image-
caption pairs extracted from the PubMed Central Open Access subset. The
development data includes radiology images grouped into 7 sub-classes denot-
ing the imaging acquisition technique with a corresponding set of concepts. In
2021, the data set will be manually curated to reduce the data variability, some-
thing that participants had asked for in previous editions. The automatically
predicted concepts can be further adopted as first steps towards the Medical
Visual Question Answering (VQA-Med) task.

Fig. 1. Sample images from (left to right, top to bottom): ImageCLEFmedical with (a
slice of a chest CT with tuberculosis), ImageCLEFcoral with (an example of an anno-
tated coral reef image), ImageCLEFdrawnUI with recognition of UI elements from web-
site screenshots, and ImageCLEFaware with an example of user photos and predicted
influence when searching for an job in IT.
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The Medical Visual Questions Answering task (VQA-Med [2]) will focus in
2021 on the most commonly performed radiology exams such as chest x-rays
and will include two subtasks on visual question generation (VQG) and visual
question answering (VQA). In this context, participants will be encouraged to
use available resources in addition to the provided data in order to build robust
VQG and VQA models. An additional objective will be to combine the concept
detection task with the VQA task by using a common subset of radiology images.

The ImageCLEF tuberculosis task [13] will focus in 2021 on a larger data
set than in 2020 and also on a larger number of concepts to extract for struc-
tured report generation. As in previous editions the task will use 3D Computed
Tomography (CT) data of the chest. Lung masks will be supplied [8] and as in
2020 the report generation will be on a lung basis, so separate for left and right
lung.

3 ImageCLEFcoral

The increasing use of structure-from-motion photogrammetry for modelling
large-scale environments has driven the development of next-generation visu-
alisation and analysis techniques. The main goal of the ImageCLEFcoral task
since its first edition is to address this particular issue for monitoring coral reef
structure and composition, in support of their conservation. In this third edi-
tion, it follows a similar format as in the previous editions [3,4] containing the
same two subtasks with a few modifications. The two tasks are: coral reef image
annotation and localisation and coral reef image pixel-wise parsing.

In the coral reef image annotation and localisation subtask, the participants
are asked to annotate types of benthic fauna (substrate such as hard coral,
soft coral, sponge, algae, etc.) in coral reef images using bounding boxes. In
the coral reef image pixel-wise parsing subtask, participants need to submit a
series of boundary image coordinates which form a single polygon around each
identified substrate (see Fig. 1). In both tasks, the participants will also identify
the substrate type annotated in each coral reef image. The performance of the
submitted algorithms will be evaluated using the PASCAL VOC style metric of
intersection over union (IoU) and the mean of pixel-wise accuracy per class.

Previous editions of ImageCLEFcoral in 2019 and 2020 showed improvements
in task performance and promising results on cross-learning between images
from different geographical regions. In 2021, the task continues to explore how
cross-learning can improve performance by offering supplemental data sets the
participants may wish to use, as well as increased training data for the task itself.
In addition, the training and test data form the complete set of images required
to form a 3D reconstruction of the environment. This allows the participants
to explore novel probabilistic computer vision techniques based around image
overlap and transposition of data points.
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4 ImageCLEFdrawnUI

The increasing importance of User Interfaces (UIs) for companies highlights the
need for novel ways of creating them. Currently, this activity can be slow and
error prone due to the constant communication between the specialists involved
in this field, e.g. designers and developers. The use of machine learning and
automation can speed up this process and ease access to the digital space for
companies who could not afford it with today’s tools. A first step to build a
bridge between developers and designers is to infer the intent from a hand drawn
UI (wireframe) or from a web screenshot. This is done by detecting atomic UI
elements, such as images, paragraphs, containers or buttons.

Inspired by recent progress of machine learning usage for UI creation [1,5],
the previous edition of drawnUI challenged the participants to perform object
detection on hand-drawn representations of websites (wireframes). The partici-
pant submissions offered promising results [9] and encouraged further extension
of the task at hand.

In the 2021 edition, two tasks are proposed to the participants, both requiring
them to detect rectangular bounding boxes corresponding to the UI elements
from the images. The first task, wireframe annotation, is a continuation of the
previous edition, where 1,000 more wireframes are added to the existing 3,000
images of the data set. These new images contain a bigger proportion of the
rare classes to tackle the long tail problem found in the previous edition. For
the second task we present the new challenge of screenshot annotation, where
10,000 screenshots of real websites were compiled into a data set by utilizing an
in-house parser. Due to the nature of the web, the data set is noisy, e.g., some
of the annotations correspond to invisible elements, while other elements have
missing annotations. The training set will be provided without cleaning and will
contain 8,000 images. The remaining images will be cleaned manually and split
into validation and test subsets.

The performance of the algorithms will be evaluated using the standard Mean
Average Precision over IoU 0.50 and recall over IoU 0.50.

5 ImageCLEFaware

Images constitute a large part of the content shared on social networks. Their
disclosure is often related to a particular context and users are often unaware
of the fact that, depending on their privacy status, images can be accessible
to third parties and be used for purposes which were initially unforeseen. For
instance, it is common practice for employers to search information about their
future employees online. Another example of usage is that of automatic credit
scoring based on online data. Most existing approaches that propose feedback
about shared data focus on inferring user characteristics and their practical
utility is rather limited. We hypothesize that user feedback is more efficient if
conveyed through the real-life effects of data sharing. The objective of the task
is to automatically score photographic user profiles in a series of situations with
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strong impact on her/his life. While potentially affected by bias, the proposed
task mirrors common practices related to the reuse by third parties of user data
shared on social networks and it is important for users to be made aware of such
reuses.

This is the first edition of the task. A data set of 500 user profiles with 100
photos per profile will be created and annotated with an “appeal” score for a
series of real-life situations via crowdsourcing. Participants to the experiment
were asked to provide a global rating of each profile in each situation modeled
using a 7-points Likert scale ranging from “strongly unappealing” to “strongly
appealing”. The averaged “appeal” score will be used to create a ground truth
composed of ranked users in each modeled situation. User profiles are created
by repurposing a subset of the YFCC100M dataset [19]. The set is split into
train/validation/test and participants is provided with the train and validation
parts along with the associated rankings. Participants are required to provide
an automatic ranking for the test subset. The objective of the task is to produce
an automatic ranking that is as closely correlated as possible to the manual
ranking. Correlation is measured using a classical measure such as the Pearson
correlation coefficient. More details about the constitution of the datasets and a
first solution to solve the task are available in [16].

In accordance with GDPR, data minimization is applied and participants
receive anonymized only the information necessary to carry out the task in an
anonymized form. Resources include (i) anonymized visual concept ratings for
each situation modeled; (ii) automatically extracted predictions for the images
that compose the profiles. The final objective of the task is to integrate the most
promising of the developed algorithms into YDSYO3, a mobile app that provides
situation-related feedback to users.

6 Conclusions

In this paper, we present an overview of the upcoming ImageCLEF 2021 cam-
paign. ImageCLEF has organized many tasks in a variety of domains over the
past 18 years, from general stock photography, medical and biodiversity data to
multimodal lifelogging. The focus has always been on language independent or
multi-lingual approaches and most often on multimodal data analysis. 2021 has
a set of interesting tasks that are expected to again draw a large number of par-
ticipants. As in 2020, the focus for 2021 has been on the diversity of applications
and on creating clean data sets to provide a solid basis for the evaluations of
machine learning approaches.

Acknowledgement. Part of this work is supported under the H2020 AI4Media “A
European Excellence Centre for Media, Society and Democracy” project, contract
#951911.

3 https://ydsyo.app.

https://ydsyo.app
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Abstract. This paper describes the ninth edition of the BioASQ Chal-
lenge, which will run as an evaluation Lab in the context of CLEF2021.
The aim of BioASQ is the promotion of systems and methods for highly
precise biomedical information access. This is done through the organi-
zation of a series of challenges (shared tasks) on large-scale biomedical
semantic indexing and question answering, where different teams develop
systems that compete on the same demanding benchmark datasets that
represent the real information needs of biomedical experts. In order to
facilitate this information finding process, the BioASQ challenge intro-
duced two complementary tasks: (a) the automated indexing of large
volumes of unlabelled data, primarily scientific articles, with biomedical
concepts, (b) the processing of biomedical questions and the generation of
comprehensible answers. Rewarding the most competitive systems that
outperform the state of the art, BioASQ manages to push the research
frontier towards ensuring that the biomedical experts will have direct
access to valuable knowledge.

Keywords: Biomedical information · Semantic indexing · Question
answering

1 Introduction

BioASQ1 is a series of international challenges (shared tasks) and workshops
focusing on biomedical semantic indexing and question answering. The BioASQ
challenges [8] are structured into complementary tasks and sub-tasks so that
participating teams can focus on tasks relevant to their area of expertise, includ-
ing hierarchical text classification, machine learning, information retrieval and
multi-document summarization amongst many other areas.
1 http://www.bioasq.org.
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As BioASQ consistently rewards highly precise biomedical information access
systems developed by teams around the world, ensures that the biomedical
experts eventually have more and more direct access to valuable knowledge that
will help them avoid costly mistakes and provide high quality health services.
BioASQ has reportedly had a very large impact, both in research and in industry;
it has vastly helped advance the field of text mining in bioinformatics and has
enabled researchers and practitioners to create novel computational models for
life and health sciences. In addition a unique dataset of 3743 realistic questions
and answers has been generated. The BioASQ challenge has been running on an
annual basis since 2012, with more than 70 teams from 20 countries participating
in its tasks. The workshop has been taking place in the CLEF conference till
2015. In 2016 and 2017 it took place in ACL, in conjunction with BioNLP. In
2018, it took place in EMNLP as an independent workshop. In 2019 the work-
shop was again an independent workshop in ECML conference. Last year (2020)
the BioASQ workshop was part of CLEF.

2 BioASQ Evaluation Lab 2021

The BioASQ challenge assesses the performance of information systems in sup-
porting the following tasks that are central in the biomedical question answering
process: (a) the indexing of large volumes of unlabeled data, primarily scientific
articles, with biomedical concepts (in English and Spanish), (b) the processing
of biomedical questions and the generation of answers and supporting material.
Both these tasks have been running since the first year of BioASQ. Since last
year the semantic indexing of articles has been extended to the Spanish biomed-
ical literature, by introducing the MESINESP task. This year, a new task is
introduced, called BioASQ Synergy, which will allow biomedical experts to pose
unanswered questions for developing problems, such as COVID-19. Therefore,
the ninth BioASQ challenge will consist of the four tasks described in this section.

2.1 Task 9a: Large-Scale Biomedical Semantic Indexing

BioASQ Task A requires systems to automatically assign MeSH terms to biomed-
ical articles added to the MEDLINE database, thus assisting the indexing of
biomedical literature. In effect, this is a classification task that requires docu-
ments to be automatically classified into a hierarchy of classes. Systems partici-
pating in Task A are given newly published MEDLINE articles, before the NLM
curators have assigned MeSH terms to them. The systems assign MeSH terms to
the documents, which are then compared against the terms assigned by the NLM
curators. As the manual annotations become gradually available, the scores of
the systems are updated. In this manner, the evaluation of the systems is fully
automated on the side of BioASQ and thus can run on a weekly basis through-
out the year. The performance of the systems taking part in task 9a is assessed
with a range of different measures. Some of them are variants of standard infor-
mation retrieval measures for multi-label classification problems (e.g. precision,
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recall, f-measure, accuracy). Additionally, measures that use the MeSH hierar-
chy to provide a more refined estimate of the systems’ performance are used.
The official measures for identifying the winners of the task are micro-averaged
F-measure (MiF) and the Lowest Common Ancestor F-measure (LCA-F) [2]. As
this task can been considered as a extreme multi-label classification problem,
additional evaluation measures are currently been considered to be used.

2.2 Task MESINESP9: Medical Semantic Indexing in Spanish

Since last year, the semantic indexing task has been extended for medical con-
tent published in Spanish. In this task, the participants are asked to classify
new IBECS2 and LILACS3 documents in Spanish, before curators annotate
them manually. The classes come from the MeSH hierarchy through the Health
Sciences Descriptors (DeCS4) vocabulary. As new manual annotations become
available, they are used to evaluate the classification performance of partici-
pating systems. The data from last year will be used as training/development,
and three subsets for the test phase will be given to the participants, indexed
with DeCS terms: Literature, medical Wikipedia, and Patent summaries. The
BioASQ Task MESINESP is co-organized with the Barcelona Supercomputing
Center. The provided dataset contains 369,368 records from 26,609 different
journals. The responses of the systems in this task are evaluated with the same
variety of flat evaluation measures used for task 9a [2], with the micro-averaged
F-measure (MiF) as the official one.

2.3 Task 9b: Biomedical Question Answering

BioASQ task 9b takes place in two phases. In the first phase, the participants are
given English questions formulated by biomedical experts. For each question, the
participating systems have to retrieve relevant MEDLINE documents, relevant
snippets (passages) of the documents, relevant concepts (from five designated
ontologies), and relevant RDF triples (from the Linked Life Data platform). This
is also a classification task that requires questions to be classified into classes
from multiple hierarchies. Subsequently, in the second phase of task 9b, the
participants are given some relevant documents and snippets that the experts
themselves have identified (using tools developed in BioASQ [6]). In this phase,
they are required to return ‘exact’ answers (e.g., names of particular diseases or
genes, depending on the type of the question) and ‘ideal’ answers (a paragraph-
sized summary of the most important information of the first phase for each
question, regardless of its type).

2 IBECS includes bibliographic references from scientific articles in health sciences
published in Spanish journals. http://ibecs.isciii.es.

3 LILACS is the most important and comprehensive index of scientific and technical
literature of Latin America and the Caribbean. It includes 26 countries, 882 journals
and 878,285 records, 464,451 of which are full texts https://lilacs.bvsalud.org.

4 http://decs.bvs.br/I/decsweb2019.htm.

http://ibecs.isciii.es
https://lilacs.bvsalud.org
http://decs.bvs.br/I/decsweb2019.htm


BioASQ at CLEF2021 627

A training dataset of 3,743 biomedical questions will be available for par-
ticipants of task 9b to train their systems and about 500 new biomedical ques-
tions, with corresponding golden annotations and answers, will be developed for
the five testsets of task 9b. The responses of the systems are evaluated both
automatically and manually by the experts employing a variety of evaluation
measures [3]. In phase A, on the retrieval of relevant material, both ordered and
unordered measures are calculated but the official evaluation is based on the
Mean Average Precision (MAP). For the exact answers in phase B, different
evaluation measures are used depending on the type of the question. For yes/no
questions the official evaluation measure is the macro-averaged F-Measure on
questions with answers yes and no. For factoid questions, where the participants
are allowed to return up to five answers, the Mean Reciprocal Rank (MRR) is
used. For List questions, the official measure is the mean F-Measure. Finally,
for ideal answers, even though automatic evaluation measures are provided and
semi-automatic measures [7] are also considered, the official evaluation is based
on manual scores assigned by experts estimating the readability, recall, precision
and repetition of each response provided by the participating systems.

2.4 BioASQ Synergy Task

The current BioASQ task B is structured in a sequence of phases. First comes the
annotation phase; then with a partial overlap runs the challenge; and only when
this is finished does the assessment phase start. This leads to minimal interaction
between the experts and the participating systems, which is acceptable due to the
nature of the questions that are generated. Namely, we are looking for interesting
research questions that have a clear, undisputed answer.

This model is less suitable to developing biomedical research topics, such
as the case of COVID-19, where new issues appear every day and most of them
remain open for some time. A more interactive approach is needed for such cases,
aiming at a synergy between the biomedical experts and the automated ques-
tion answering systems. We envision such an approach as a continuous dialog,
where experts issue open questions to the systems and the systems respond to
the questions. Then, the experts assess the responses, and their assessment is
fed back to the systems, in order to help improving them. Then, the process
continues iteratively with new feedback and new system predictions. Figure 1
sketches this vision, which could take the form of a new BioASQ task, namely
the BioASQ Synergy task. This new task will allow biomedical experts to pose
unanswered questions for developing problems, such as COVID-19. Participat-
ing systems will attempt to provide answers, together with supporting material
(relevant documents and snippets), which will in turn be assessed by the experts
and fed back to the systems, together with new questions. Through this pro-
cess, we aim to facilitate the incremental understanding of COVID-19 and con-
tribute to the discovery of new solutions. At the same time, we are adapting the
BioASQ infrastructure and expand the community to address new developing
public health issues in the future. In each round of this task, we consider material
from the current version of the COVID-19 Open Research Dataset (CORD-19).
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Fig. 1. A continuous dialog between the experts and the systems is taking place.

Additionally, we expect the questions provided by experts to not have definite
answers and, as a consequence, the answers to the questions to be more volatile.
The evaluation of the systems will be based on the measures used in Task 9b.
Nevertheless, as this is a new task, additional evaluation measures are examined,
in order to capture the iterative nature of the task.

2.5 BioASQ Datasets and Tools

BioASQ uses for its tasks the real stream of articles provided by MEDLINE,
while at the same time it employs a team of trained experts, who provide annu-
ally a set of 500 questions from their specialized field of expertise. Thus, in
its eight years of operation, BioASQ has evaluated hundreds of systems from
research teams around the world on hundreds of thousands of fresh biomedi-
cal publications. The dataset for the semantic indexing task include more than
14M articles from PubMed. Since last year, a dataset of Spanish semantically
indexed articles has been created, which includes 369,368 records. Furthermore,
a set of 3743 realistic questions and answers have been generated, constitut-
ing a unique resource for the development of question answering systems. This
year, with the new Synergy task, an additional dataset with COVID-19 related
questions and answers will be created. In addition, BioASQ has created a lively
ecosystem, supported by tools and systems that facilitate research, such as the
BioASQ Annotation Tool [6] for dataset development on question answering and
a range of evaluation measures for automated assessment of system performance
in all tasks. All software and data that are produced are open to the public5.
It is worth mentioning, that this year we plan to create a repository, through
which, several participating systems will also be available. This will allow new
participants and teams, to build on existing models.

5 https://github.com/bioasq.

https://github.com/bioasq
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Fig. 2. Performance of the participating systems in task a, on semantic indexing. Each
year, the participating systems push the state-of-the-art to higher levels

3 The Impact of BioASQ Results

BioASQ has reportedly had a very large impact, both in research and in industry;
it has vastly helped advance the field of text mining in bioinformatics and has
enabled researchers and practitioners to create novel computational models for
life and health sciences. By bringing people together who work on the same
benchmark data, BioASQ significantly facilitates the exchange and fusion of
ideas and eventually accelerates progress in the field. For example, the Medical
Text Indexer (MTI) [5], which is developed by the NLM to assist in the indexing
of biomedical literature, has improved its performance by almost 10% in the last
8 years (Fig. 2). NLM has announced that improvement in MTI is largely due to
the adoption of ideas from the systems that compete in the BioASQ challenge
[4]. Recently, MTI has reached a performance level that allows it to be used in
the fully automated indexing of articles of specific types [1].

Acknowledgments. Google is a proud sponsor of BioASQ in 2020. BioASQ is also
sponsored by the Atypon Systems inc. BioASQ is grateful to NLM for providing the
baselines for task 9a and to the CMU team for providing the baselines for task 9b.
The MESINESP task is sponsored by the Spanish Plan for advancement of Language
Technologies (Plan TL) and the Secretaŕıa de Estado para el Avance Digital (SEAD).
BioASQ is also grateful to LILACS, SCIELO and Biblioteca virtual en salud and
Instituto de salud Carlos III for providing data for the MESINESP task.



630 A. Krithara et al.

References

1. Incorporating values for indexing method in medline/pubmed xml. https://www.
nlm.nih.gov/pubs/techbull/ja18/ja18 indexing method.html. Accessed 01 Oct 2019

2. Kosmopoulos, A., Partalas, I., Gaussier, E., Paliouras, G., Androutsopoulos, I.: Eval-
uation measures for hierarchical classification: a unified view and novel approaches.
Data Min. Knowl. Discov. 29(3), 820–865 (2015)

3. Malakasiotis, P., Pavlopoulos, I., Androutsopoulos, I., Nentidis, A.: Evaluation mea-
sures for task b. Tech. rep., BioASQ (2018). http://participants-area.bioasq.org/
Tasks/b/eval meas 2018

4. Mork, J., Aronson, A., Demner-Fushman, D.: 12 years on-is the NLM medical text
indexer still useful and relevant? J. Biomed. Semant. 8(1), 8 (2017)

5. Mork, J., Jimeno-Yepes, A., Aronson, A.: The NLM medical text indexer system
for indexing biomedical literature (2013)

6. Ngomo, A.C.N., Heino, N., Speck, R., Ermilov, T., Tsatsaronis, G.: Annotation
tool. Project deliverable D3.3 (2013). http://www.bioasq.org/sites/default/files/
PublicDocuments/2013-D3.3-AnnotationTool.pdf. Accessed 02 2013

7. ShafieiBavani, E., Ebrahimi, M., Wong, R., Chen, F.: Summarization evaluation in
the absence of human model summaries using the compositionality of word embed-
dings. In: Proceedings of the 27th International Conference on Computational Lin-
guistics, pp. 905–914. Association for Computational Linguistics, Santa Fe (August
2018). https://www.aclweb.org/anthology/C18-1077

8. Tsatsaronis, G., et al.: An overview of the BIOASQ large-scale biomedical seman-
tic indexing and question answering competition. BMC Bioinform. 16, 138 (2015).
https://doi.org/10.1186/s12859-015-0564-6

https://www.nlm.nih.gov/pubs/techbull/ja18/ja18_indexing_method.html
https://www.nlm.nih.gov/pubs/techbull/ja18/ja18_indexing_method.html
http://participants-area.bioasq.org/Tasks/b/eval_meas_2018
http://participants-area.bioasq.org/Tasks/b/eval_meas_2018
http://www.bioasq.org/sites/default/files/PublicDocuments/2013-D3.3-AnnotationTool.pdf
http://www.bioasq.org/sites/default/files/PublicDocuments/2013-D3.3-AnnotationTool.pdf
https://www.aclweb.org/anthology/C18-1077
https://doi.org/10.1186/s12859-015-0564-6


Advancing Math-Aware Search:
The ARQMath-2 Lab at CLEF 2021

Behrooz Mansouri1(B), Anurag Agarwal1, Douglas W. Oard2,
and Richard Zanibbi1

1 Rochester Institute of Technology, Rochester, NY, USA
{bm3302,axasma,rxzvcs}@rit.edu

2 University of Maryland, College Park, MD, USA
oard@umd.edu

Abstract. ARQMath-2 is a continuation of the ARQMath Lab at CLEF
2020, with two main tasks: (1) finding answers to mathematical questions
among posted answers on a community question answering site (Math
Stack Exchange), and (2) formula retrieval, where formulae in question
posts serve as queries for formulae in earlier question and answer posts;
the relevance of retrieved formulae considers the context of the posts
in which query and retrieved formulae appear. The 2020 Lab created a
large new test collection and established strong baselines for both tasks.
Plans for ARQMath-2 includes extending the same test collection with
additional topics, provision of standard components for optional use by
teams new to the task, and post-hoc evaluation scripts to support tuning
of new systems that did not contribute to the 2020 judgment pools.

Keywords: Community Question Answering · Formula retrieval ·
Mathematical Information Retrieval · Math-aware search

1 Introduction

The ARQMath lab [15] was established to support research on search using
mathematical notation. With a number of Math Information Retrieval (MIR)
systems having been introduced recently [4,7,10,13,16], a standard MIR bench-
mark is essential for understanding the behavior of their retrieval models and
implementations. To that end, the first ARQMath produced a new collection,
assessment protocols, parsing and evaluation tools, and a benchmark containing
over 70 annotated topics for each of two tasks: math question answer retrieval,
and formula retrieval.1

Effective question answering systems for math would be highly valuable for
both math Community Question Answering (CQA) forums, and more broadly for
the Web at large. Community Question Answering sites for mathematics such as
Math Stack Exchange2 (MSE) and Math Overflow [12] are widely-used resources.
1 https://www.cs.rit.edu/∼dprl/ARQMath.
2 https://math.stackexchange.com.

c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 631–638, 2021.
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This indicates that there is great interest in finding answers to mathematical
questions posed in natural language, using both text and mathematical notation.
Moreover, a recent study found that retrieval effectiveness for mathematical
queries submitted to a general-purpose search engine was much lower than for
other queries [6].

ARQMath is the first shared-task evaluation of question answering for math.
Using formulae and text in posts from Math Stack Exchange (MSE), partic-
ipating systems are given a question, and asked to return potential answers.
Relevance is determined by how well returned posts answer the provided ques-
tion. Table 1 (left column) shows an example topic from Task 1, showing one
answer assessed as relevant, and another assessed as non-relevant. The goal of
Task 2 in ARQMath is retrieval of visually distinct formulae in decreasing rel-
evance order, where the relevance of a visually distinct formula is the highest
relevance of any assessed instance of that formula when judged in context. This
task is illustrated in the right column of Table 1.

Before ARQMath, early benchmarks for math-aware search were developed
through the National Institute of Informatics (NII) Testbeds and Community
for Information Access Research (at NTCIR-10 [1], NTCIR-11 [2] and NTCIR-
12 [14]). The Mathematical Information Retrieval (MathIR) at NTCIR included
tasks for both structured “text + math” queries and isolated formula retrieval,
using collections created from arXiv and Wikipedia. ARQMath complements
the NTCIR test collections by introducing additional test collections based on
naturally occurring questions, by assessing formula relevance in context, and by
substantially increasing the number of topics.

ARQMath-2 will re-use the ARQMath 2020 collection, which consists of MSE
posts from 2010 to 2018. ARQMath-1 topics disproportionately sampled com-
monly asked questions; in ARQMath-2 we plan to better balance topic develop-
ment to include a greater range of novel questions. To facilitate participation of
new teams we will provide some standard components (e.g., for computing for-
mula similarity) that can easily be integrated with existing systems for ranked
retrieval. ARQMath scoring in 2020 was designed for systems that had con-
tributed to the judgment pools, but we are reworking the evaluation scripts
to generate comparable scores for unjudged runs to support training and tun-
ing learning to rank systems. We summarize the existing data and tools, the
first edition of the ARQMath task, and planned changes for ARQMath-2 in the
remainder of the paper.

2 The ARQMath Test Collection

The collection to be searched is comprised of question and answer posts from
Math Stack Exchange (MSE). These postings are freely available as data dumps
from the Internet Archive. The collection contains posts published from 2010
to 2018, a total of 1 million questions and 1.4 million answers. In ARQMath-1,
posts from 2019 were used as a basis for topic construction. For ARQMath-2,
posts from 2020 will be used for that purpose. The first criterion for selecting
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Table 1. Example ARQMath queries and results.

Question answering (task 1) Formula retrieval (task 2)

Question (Topic A.4)

I have the sum
n∑

k=0

(n
k

)
k

I know the result is n2n−1 but I don’t know how
you get there. How does one even begin to simplify
a sum like this that has binomial coefficients.

Formula Query (Topic B.4)

n∑

k=0

(n
k

)
k

Relevant (�)
You have to take the derivative of

n∑

i=0

(n
k

)
xk = (1 + x)n

and then set x=1 in

n∑

i=0

k
(n
k

)
xk−1 = n(1 + x)n−1

Relevant (�)
...
which can be obtained by
manipulating the second
derivative of

n∑

k=0

(n
k

)
zk

and let z = p/(1 − p)
...

Non-Relevant (X)
By your example, it seems that you’re computing
all the combinations of k elements of a set X hav-
ing n elements. Intuitively, you wrote all possible
strings, without considering the order (i.e. ab=ba
as string) with the elements of X. Observe also

that
n∑

k=0

(n
k

)
= 2n , i.e. all the possible subsets of

X.

Non-Relevant (X)
Yes, it is in fact possible to sum
this. The answer is

n∑

k=0

(n
k

)(m
k

)
=

(m + n

n

)

assuming that n ≤ m. This
comes from the fact that
...

a topic is that the question contains at least one formula; with that constraint,
nearly 240K questions are available for ARQMath-2 topic development.

Formulae. In the Internet Archive version of the collection, formulae are located
between two ‘$’ or ‘$$’ signs, or inside a ‘math-container’ tag. For ARQMath,
all posts (and all MSE comments on those posts) have been processed to extract
formulae, assigning a unique identifier to each formula instance. Each formula
is represented in three ways to facilitate participation by teams without special-
ized expertise in mathematical notation processing: (a) as LATEX strings, (b) as
(appearance-based) Presentation MathML, and (c) as (operator tree) Content
MathML.

The open source LaTeXML3 tool used for converting LATEX to MathML fails
on some MSE formulae. Moreover, producing Content MathML from LaTeX
requires inference, and is thus potentially errorful. As a result, the coverage

3 https://dlmf.nist.gov/LaTeXML/.

https://dlmf.nist.gov/LaTeXML/
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of Presentation MathML for detected formulae in the ARQMath-1 collection
was 92%, and the coverage for Content MathML was 90%. For ARQMath-2
we reduced the error rate to less than a percent for both representations, thus
reducing the need for participating systems to fall back to processing the LaTeX
string.

Files. As with any CQA task, the ARQMath collection contains more than just
question and answer posts. We distribute the collection as four main files:

– Posts. The post file contains a unique identifier for each question or answer
post, along with additional information such as creation date and creator (see
Users below). Question posts contain both a title and a body (with the body
holding the question itself) while answer posts have a body and the unique
identifier of the associated question.

– Comments. Any post can have one or more comments, each having a unique
id and the unique identifier of the associated post.

– Votes. This file provides information about positive or negative reactions to
a post. Interestingly, no participating team in ARQMath-1 found this infor-
mation to be helpful in their ranking algorithm.

– Users. Each poster or a question or an answer has a unique User ID and a
reputation score.

Table 2. Relevance scores, ratings, and definitions for tasks 1 and 2.

Task 1: question answering

Score Rating Definition

3 High Sufficient to answer the complete question on its own

2 Medium Provides some path towards the solution. This path might come
from clarifying the question, or identifying steps towards a
solution

1 Low Provides information that could be useful for finding or
interpreting an answer, or interpreting the question

0 Not relevant Provides no information pertinent to the question or its answers.
A post that restates the question without providing any new
information is considered non-relevant

Task 2: formula retrieval

Score Rating Definition

3 High Just as good as finding an exact match to the query formula
would be

2 Medium Useful but not as good as the original formula would be

1 Low There is some chance of finding something useful

0 Not relevant Not expected to be useful
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3 Previous ARQMath Edition

The ARQMath-1 lab was part of the 2020 Conference and Labs of the Evaluation
Forum (CLEF) [5,15].

3.1 Finding Answers to Math Questions

The primary task for ARQMath 2020 was answer retrieval, in which partici-
pants were presented with a question that had actually been asked on MSE in
2019, and were asked to return a ranked list of up to 1,000 answers from prior
years (2010–2018). Participating teams ranked answer posts for 100 topics, 74 of
which were assessed and used for the evaluation of participating systems. Sys-
tem results (‘runs’) were evaluated using the nDCG′ measure (read as “nDCG-
prime”) introduced by Sakai and Kando [11] as the primary measure for the
task. This measure is simply Normalized Discounted Cumulative Gain (nDCG),
but with unjudged documents removed before scoring. Table 2 summarizes the
graded relevance scale used for assessment. Two additional measures, mAP′ and
P@10, were also reported using binarized relevance judgments.

Five teams participated in ARQMath-1 task 1. Teams submitted up to 5 runs,
with at least one designated as primary. For each primary run, for 5 additional
organizer-provided baseline runs, and for any manual runs among those not
designated as primary, the pooling depth was set to 50. A pool depth of 20
was used for other runs. The highest nDCG′ value (0.345) was achieved by the
MathDowsers [9] team, while the highest mAP′ and P@10 was achieved by an
oracle baseline built using links to related posts in the MSE collection (which
were not available to the participating teams).

3.2 Formula Search

Formula search was run as an experimental task in ARQMath-1. The intent of the
formula search task was similar to the Wikipedia Formula Browsing Task from
NTCIR-12 [14], but with two novel innovations. First, relevance is defined differ-
ently: in NTCIR-12, formula queries were compared by assessors with retrieved
formula instances, in isolation (i.e., the relevance of a retrieved formula was
judged without access to the context in which that formula was found). In ARQ-
Math, by contrast, both the formula query and a retrieved formula instance
were presented to the assessor in context (in the question post and in an answer
post, respectively). Second, in NTCIR-12 systems could receive credit for find-
ing formula instances, whereas in ARQMath systems received credit for finding
visually distinct formulae. In other words, an NTCIR-12 system that found iden-
tical formulae in two different documents and returned that formula twice would
get credit (or be penalized twice), whereas an ARQMath system would receive
credit (or be penalized) only once for each visually distinct formula that was
retrieved. We implemented this by deduplicating submitted ranked lists based
on the linearized Symbol Layout Trees produced from Presentation MathML by
Tangent-S [3] where possible, and by comparing LATEX strings otherwise.
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Notably, the NTCIR-12 formula browsing task test collection had only 20
formula queries (plus 20 modified versions of the same formulae with wildcards
added), whereas ARQMath-1 generated relevance judgments for 74 queries (45 of
which were used for evaluation, with both those and the remaining 29 available
for training future systems).

Table 2 also summarizes the graded relevance scale used for assessment. In
this case, however, assessors are asked to assess formula instances, drawing upon
the context provided by the question post from which the formula query was
selected and a specific answer post in which the formula was found. The relevance
of a visually distinct formula is then computed as the maximum over all assessed
instances of that visually distinct formula. For efficiency reasons, we limit the
number of instances of any visually distinct formula that were assessed to 5.

Four teams participated in ARQMath-1 Task 2, with submission and pooling
protocols similar to those for Task 1. The single baseline system provided by the
organizers (Tangent-S [3]) achieved the highest nDCG′ value, while the DPRL
team [8] obtained the highest mAP′ and P@10 scores.

4 Changes for ARQMath-2

ARQMath-2 will include the same two tasks as ARQMath-1, with formula
retrieval (Task 2) being promoted from an experimental task to a full task now
that the evaluation details have been fully worked out.

For ARQMath-1 we restricted our selection of question posts for topic con-
struction to those with at least one related post link to a question in the collec-
tion to be searched.4 We did this to minimize the risk of investing assessment
effort on topics that yielded no relevant documents. For ARQMath-2 we plan
to remove this restriction, and instead guard against wasted assessment effort
by doing a limited amount of pre-assessment for the results of an ARQMath-1
baseline system.

The scoring scripts for ARQMath-1 were designed to score participating
systems, but to support training of ARQMath-2 systems we need to change
the order of some of the processing. Rather than deduplicating by clustering
submitted runs, we will instead cluster all formula instances in the collection,
and then score every run using that single clustering. This will permit accurate
post hoc assessment. We also plan to extend the number of submitted formula
instances beyond 1000 so that adequately deep lists of visually distinct formulae
will remain after deduplication. As with all of the tools and collections used in
the lab, the new Task 2 scoring script will be available on the AQRMath GitHub
page.5

4 These links were not available to participants, although they were used to construct
the oracle baseline system.

5 https://github.com/ARQMath/ARQMathCode.

https://github.com/ARQMath/ARQMathCode
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5 Conclusion

The ARQMath-2 lab at CLEF 2021 will be the second in what we plan to be a
three-year series of labs aiming to advance the state-of-the-art for math-aware
IR. As in the first edition, we have chosen to focus on answer retrieval for math
questions as the first task, and formula search for the second. The same Math
Stack Exchange collection will be used, both because the first task models an
actual employment scenario, and because we expect that the continuity provided
by that consistency will facilitate training and refinement of increasingly capable
systems.

Acknowledgements. This material is based upon work supported by the Alfred P.
Sloan Foundation under Grant No. G-2017-9827 and the National Science Foundation
(USA) under Grant No. IIS-1717997.
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1 Introduction

The mission of the CheckThat! lab is to foster the development of technology
that would enable the automatic verification of claims. Automated systems for
claim identification and verification can be very useful as supportive technology
for investigative journalism, as they could provide help and guidance, thus saving
time [20,32,34,58]. A system could automatically identify check-worthy claims,
make sure they have not been fact-checked already by a reputable fact-checking
organization, and then present them to a journalist for further analysis in a
ranked list. Additionally, the system could identify documents that are poten-
tially useful for humans to perform manual fact-checking of a claim, and it could
also estimate a veracity score supported by evidence to increase the journalist’s
understanding and the trust in the system’s decision.

Fig. 1. The full verification pipeline. The lab covers three tasks from that pipeline:
1. check-worthiness estimation, 2. verified claim retrieval, and 3. fake news detection.

CheckThat! at CLEF 2021 is the fourth edition of the lab. The 2018 edi-
tion [43] of CheckThat! focused on the identification and verification of claims in
political debates. The 2019 edition [18,19] featured political debates and isolated
claims, in conjunction with a closed set of Web documents to retrieve evidence
from. In 2020 [8], the focus was on social media—in particular on Twitter— as
information posted on this platform is not checked by an authoritative entity
before publication and such information tends to disseminate very quickly. More-
over, social media posts lack context due to their short length and conversational
nature; thus, identifying a claim’s context is sometimes key for enabling effective
fact-checking [14].

In the new 2021 edition of the CheckThat! lab, we feature three tasks:
1. check-worthiness estimation, 2. detecting previously fact-checked claims, and
3. predicting the veracity of news articles and their domain. In these tasks,
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we focus on (i) tweets, (ii) political debates and speeches, and (iii) news arti-
cles. Moreover, besides English and Arabic, we extend our language coverage
to Spanish and Bulgarian. We further add a new task on multi-class fake news
detection for news articles and domain classification, which can help direct the
article to the right fact-checking expert.

2 Description of the Tasks

The lab is organized around three tasks, each of which in turn has several sub-
tasks. Figure 1 shows the full CheckThat! verification pipeline, with the three
tasks we target this year highlighted.

2.1 Task 1: Check-Worthiness Estimation

Given a piece of text (e.g., a tweet or a sentence in a debate), detect whether
it is worth fact-checking. In order to determine what is worth fact-checking, we
either resort to the judgments of professional fact-checkers or we ask human
annotators to answer several auxiliary questions [2,3], such as “does it contain a
verifiable factual claim?”, “is it harmful?” and “is it of general interest?”, before
deciding on the check-worthiness label.

– Subtask 1A: Check-worthiness of tweets. Given a tweet, predict whether
it is worth fact-checking. This is a classification task, focusing on COVID-
19 (and some other topics), and it is offered in Arabic, Bulgarian, English,
and Spanish. The participants are free to work on any language(s) of their
interest, and they can also use multilingual approaches that make use of all
datasets for training.

– Subtask 1B: Check-worthiness of debates/speeches. Given a political
debate/speech, produce a ranked list of its sentences, ordered by their check-
worthiness. This is a ranking task, and it is only offered in English.

2.2 Task 2: Detecting Previously Fact-Checked Claims

Given a check-worthy claim in the form of a tweet, and a set of previously fact-
checked claims, rank the previously fact-checked claims in order of usefulness to
fact-check the input claim.

– Subtask 2A: Detect previously fact-checked claims from tweets.
Given a tweet, detect whether the claim the tweet makes was previously
fact-checked with respect to a collection of fact-checked claims. The task is
offered in Arabic and English. This is a ranking task, where the systems are
asked to produce a list of top-n candidates.

– Subtask 2B: Detect previously fact-checked claims in political
debates/speeches. Given a claim in a political debate or a speech, detect
whether the claim has been previously fact-checked with respect to a collec-
tion of previously fact-checked claims. This is a ranking task, and it is offered
in English only.
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2.3 Task 3: Fake News Detection

Given the text of a news article, determine whether the claims made in the article
are true, partially true, false or other (e.g., claims in dispute or unchecked) and
also detect the topical domain of the article [52,53].

– Subtask 3A: Multi-class fake news detection of news articles. This
task is a four-class classification problem, offered in English. Given the text
of a news article, determine whether the claims made in the article are true,
partially true, false, or other.

– Subtask 3B: Given the text of a news article, determine the topical
domain of the article. This is a classification task to determine the topic
of a news article [54], and it is offered in English.

3 Datasets

3.1 Task 1: Check-Worthiness Estimation

– Subtask 1A: Check-worthiness for tweets. For English we have 900
labeled examples from 2020, which we use for training, and we add 200 more
examples for testing. For Arabic, we have 7,500 labeled examples, and we
add 2,500 new tweets for testing. For Bulgarian, we have a new dataset of
2,000 tweets for training and 200 for testing. For Spanish, we have a new
dataset of 3,700 tweets for training and 500 for testing, coming from 300
Spanish political accounts. The datasets for Arabic, Bulgarian, and English
focus on COVID-19 and have annotations for some auxiliary questions.

– Subtask 1B: Check-worthiness for debates/speeches. We have a
dataset of 70 debates/speeches and 64,000 sentences for training from 2020,
and we add a new test set of 20 new debates/speeches and 20,000 new sen-
tences (all in English).

3.2 Task 2: Detecting Previously Fact-Checked Claims

– Subtask 2A: Detecting previously fact-checked claims from tweets.
For English, we have 1,200 annotated examples from Snopes from CLEF-
2020, to which we add new development and test datasets from PolitiFact,
to perform evaluation in a cross-domain setup. For Arabic, we have claims
from two popular Arabic fact-checking platforms [28], and we are extending
our claims collection with data from additional trusted Arabic fact-checking
websites. We collect corresponding tweets either from fact-checking sources
which usually present a list of tweets that contain a paraphrase of the tar-
get claim, or by interactive search over Twitter or existing tweet datasets,
e.g., ArCOV-19 [27].

– Subtask 2B: Detecting previously fact-checked claims in political
debates/speeches. We have 1,000 annotated claims for training [50], and
a new set of 200 examples for testing.
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3.3 Task 3: Fake News Detection

– Subtask 3A: Multi-class fake news categorization of news articles.
We collected 4,000 news articles for training and 500 news articles for testing;
this is work in collaboration with a fact-checking organization. This task is
offered in English only.

– Subtask 3B: Topical domain identification of news articles
(English): We are annotating a subset of the articles from subtask 3A with
their domain, to be used for training and testing. This task is also offered in
English only.

4 Evaluation

For the ranking tasks, as in the two previous editions, we use Mean Average
Precision (MAP) as the official evaluation measure; we further calculate and
report reciprocal rank, and P@k for k ∈ {1, 3, 5, 10, 20, 30}. For the classification
tasks, we use accuracy and F1 measure.

5 Previously on CheckThat!

Three editions of CheckThat! have been held so far, and some of the tasks in
the 2021 edition are reformulated from previous editions. Hence, considering the
most successful approaches applied in the past is a good starting point to address
the new challenges. Below we discuss some relevant tasks from previous years.

5.1 CheckThat! 2020

Task 1 2020. Given a topic and a stream of potentially-related tweets, rank
the tweets by check-worthiness for the topic [30,51]. The most successful runs
adopted state-of-the-art transformers models. The top-ranked teams for the
English version of this task used BERT [15] and RoBERTa [46,59]. For the
Arabic version, the top systems used AraBERT [36,59] and the multilingual
BERT [29].

Task 2 2020. Given a check-worthy claim and a dataset of verified claims, rank
the verified claims, so that those that verify the input claim (or a sub-claim in
it) are ranked on top [51]. The most effective approaches fine-tuned BERT and
its variants. For example, the top-ranked run fine-tuned RoBERTa [10].

Task 4 2020. Given a check-worthy claim on a specific topic and a set of
potentially-relevant Web pages, predict the veracity of the claim [30]. Two runs
were submitted to the task [57], using a scoring function that computes the
degree of concordance and negation between a claim and all input text snippets
for that claim.

Task 5 2020. Given a debate segmented into sentences, together with speaker infor-
mation, prioritize sentences for fact-checking [51]. Only one out of 8 runs out-
performed a strong bi-LSTM baseline [38].
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5.2 CheckThat! 2019

Task 1 2019. Given a political debate, interview, or speech, segmented into sen-
tences, rank the sentences by the priority with which they should be fact-checked
[5]. The most successful approaches used neural networks for the individual clas-
sification of the instances. For example, Hansen et al. [26] learned domain-specific
word embeddings and syntactic dependencies and applied an LSTM classifier.

Task 2 2019. Given a claim and a set of potentially relevant Web pages, identify
which of the pages (and passages thereof) are useful for assisting a human in
fact-checking the claim. Finally, determine the factuality of the claim [31]. The
most effective approach used textual entailment and external data [21].

5.3 CheckThat! 2018

Task 1 2018 [4] was identical to Task 12019. The best approaches used pseudo-
speeches as a concatenation of all interventions by a debater [62], and repre-
sented the entries with embeddings, part-of-speech tags, and syntactic depen-
dencies [25].

Task 2 2018. Given a check-worthy claim in the form of a (transcribed) sentence,
determine whether the claim is likely to be true, half-true, or false [9]. The best
approach retrieved relevant information from the Web, and fed the claim with
the most similar Web-retrieved text to a convolutional neural network [25].

6 Related Work

There has been work on checking the factuality/credibility of a claim, of a news
article, or of an information source [6,7,35,37,42,45,49,61]. Claims can come
from different sources, but special attention has been given to those from social
media [23,40,55,60]. Check-worthiness estimation is still a fairly-new problem
especially in the context of social media [20,32–34]. A lot of research was done
in fake news detection for news articles, which is mostly approached as a binary
classification problem [47].

CheckThat! is related to several other initiatives at SemEval on determin-
ing rumour veracity and support for rumours [17,22], on stance detection [41],
on fact-checking in community question answering forums [39], on propaganda
detection [16], and on semantic textual similarity [1,44]. It is also related to the
FEVER task [56] on fact extraction and verification, as well as to the Fake News
Challenge [24], and the FakeNews task at MediaEval [48].

7 Conclusion

We have presented the 2021 edition of the CheckThat! Lab, which features
tasks that span the full verification pipeline: from spotting check-worthy claims
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to checking whether they have been fact-checked elsewhere before. We further
feature a fact-checking task, and we also check the class and the topical domain
of news articles. Last but not least, in-line with the general mission of CLEF,
we promote multi-linguality by offering our tasks in different languages.
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21. Ghanem, B., Glavaš, G., Giachanou, A., Ponzetto, S., Rosso, P., Rangel, F.: UPV-
UMA at CheckThat! lab: verifying Arabic claims using cross lingual approach. In:
Cappellato, L., Ferro, N., Losada, D., Müller, H. (eds.) Working Notes of CLEF
2019 Conference and Labs of the Evaluation Forum. CEUR Workshop Proceedings.
CEUR-WS.org (2019)

22. Gorrell, G., et al.SemEval-2019 task 7: rumourEval, determining rumour veracity
and support for rumours. In: Proceedings of the 13th International Workshop on
Semantic Evaluation, SemEval 2019, pp. 845–854 (2019)

23. Gupta, A., Kumaraguru, P., Castillo, C., Meier, P.: TweetCred: real-time credibil-
ity assessment of content on twitter. In: Aiello, L.M., McFarland, D. (eds.) SocInfo
2014. LNCS, vol. 8851, pp. 228–243. Springer, Cham (2014). https://doi.org/10.
1007/978-3-319-13734-6 16

https://doi.org/10.1007/978-3-030-28577-7_25
https://doi.org/10.1007/978-3-030-28577-7_25
https://doi.org/10.1007/978-3-319-13734-6_16
https://doi.org/10.1007/978-3-319-13734-6_16


The CLEF-2021 CheckThat! Lab 647

24. Hanselowski, A., et al.: A retrospective analysis of the fake news challenge stance-
detection task. In: Proceedings of the 27th International Conference on Computa-
tional Linguistics, COLING 2018, pp. 1859–1874 (2018)

25. Hansen, C., Hansen, C., Simonsen, J., Lioma, C.: The Copenhagen team partici-
pation in the check-worthiness task of the competition of automatic identification
and verification of claims in political debates of the CLEF-2018 fact checking lab.
In: Cappellato, L., Ferro, N., Nie, J.Y., Soulier, L. (eds.) Working Notes of CLEF
2018-Conference and Labs of the Evaluation Forum. CEUR Workshop Proceedings.
CEUR-WS.org (2018)

26. Hansen, C., Hansen, C., Simonsen, J., Lioma, C.: Neural weakly supervised fact
check-worthiness detection with contrastive sampling-based ranking loss. In: Cap-
pellato, L., Ferro, N., Losada, D., Müller, H. (eds.) Working Notes of CLEF 2019
Conference and Labs of the Evaluation Forum. CEUR Workshop Proceedings.
CEUR-WS.org (2019)

27. Haouari, F., Hasanain, M., Suwaileh, R., Elsayed, T.: ArCOV-19: the first
Arabic COVID-19 Twitter dataset with propagation networks. arXiv preprint
arXiv:2004.05861 (2020)

28. Haouari, F., Hasanain, M., Suwaileh, R., Elsayed, T.: ArCOV19-rumors: ara-
bic COVID-19 Twitter dataset for misinformation detection. arXiv preprint
arXiv:2010.08768 (2020)

29. Hasanain, M., Elsayed, T.: bigIR at CheckThat! 2020: Multilingual BERT for
ranking Arabic tweets by check-worthiness. In: Cappellato, L., Eickhoff, C., Ferro,
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Abstract. eRisk, a CLEF lab oriented to early risk prediction on the
Internet, started in 2017 as a forum to foster experimentation on early
risk detection. After four editions (2017, 2018, 2019 and 2020), the lab
has created many reference collections in the field and organized mul-
tiple early risk detection challenges using those datasets. Each chal-
lenge focused on a specific early risk detection problem (e.g., depression,
anorexia or self-harm). This paper describes the work done so far, dis-
cusses the main lessons learned over the past editions and the plans for
the eRisk 2021 edition, where we introduced pathological gambling as a
new early risk detection challenge.

1 Introduction

As a part of CLEF (Conference and Labs of the Evaluation Forum), the eRisk
lab is a forum for exploring the evaluation methodology and effectiveness metrics
related to early risk detection on the Internet (with past challenges particularly
focused on health and safety). Over the past editions [5–8], a number of testbeds
and tools have been developed under the eRisk’s umbrella. eRisk’s dataset build-
ing methodology and the evaluation strategies proposed are general and, thus,
potentially applicable to multiple application domains.

This lab brings together different research disciplines (e.g. information
retrieval, computational linguistics, machine learning or psychology) to address
the posed problems in an interdisciplinary way. Furthermore, effective solutions
to eRisk tasks are potentially applicable to socially important concerns. For
example, systems may send warning alerts when an individual starts broadcast-
ing suicidal thoughts or threats of self-harm on Social Media. Previous editions
of eRisk proposed shared tasks focused on specific health and security problems,
such as depression, anorexia or self-harm detection.
c© Springer Nature Switzerland AG 2021
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eRisk takes an iterative approach, where risk prediction is seen as a sequential
process of accumulation of evidence. The constant production of data in a given
data source (e.g. Social Media entries) needs to be automatically analyzed by
the systems designed by eRisk participants. Within this process, the algorithms
need to estimate when and if there is enough aggregated evidence about a certain
type of risk. The shared tasks represent a successful methodology for improving
results collaboratively about different types of risks. On each shared task, the
participants have access to a temporally organized dataset where they have to
balance between making early alerts (e.g., based on few social media entries) or
not-so-early (late) alerts (e.g., evaluating a wider range of entries and only emit
alerts after analyzing a larger number of pieces of evidence).

2 Previous Editions of eRisk

eRisk, a CLEF lab for research on early risk prediction on the Internet, started in
2017 as a forum to set the experimental foundations of early risk detection. After
four editions (2017, 2018, 2019 and 2020), the lab has created many reference
collections in the field and organized several early risk detection challenges using
those datasets. Each challenge focused on a specific early risk detection problem,
such as depression, anorexia and self-harm.

In the first edition (2017) [5], eRisk focused on the detection of early signs of
depression, trying to explore the relationship between the use of language in social
networks and early signs of depression. It was the first edition of such an inno-
vative evaluation scheme and, thus, eRisk 2017 was very demanding for both the
participants and the organizers. Temporal data chunks were released sequentially
(one chunk per week). After each release, the participants had to send their pre-
dictions about the users in the collection. Only 8 of the 30 participating groups
completed the tasks by the required deadline. These teams proposed more than
30 different interdisciplinary approaches to the problem (variants or runs). The
evaluation methodology and metrics were those defined in [4].

In 2018, eRisk [6] included two shared tasks: 1) a continuation of 2017’s
task on early detection of depression and 2) a task on early detection of signs
of anorexia. Both tasks followed a similar organization and the same evaluation
methods of eRisk 2017. eRisk 2018 had 11 final participants (out of 41 registered),
proposing 45 runs for Task 1 and 35 runs for Task 2.

In 2019, we organized three tasks [7], Task 1 as a continuation of 2018 task
on early detection of signs of anorexia and Task 2, a new one on early detection
of signs of self-harm. Furthermore, a new task, Task 3, was introduced oriented
to automatically filling a depression questionnaire based on user interactions in
social media. Note that Task 3 does not address early detection but another
complex task (depression level estimation). For eRisk 2019, 14 participants (out
of 62 registered teams) actively participated in the three tasks and submitted
54, 33 and 33 system variants (runs), respectively for each task.

Finally, the last edition of eRisk (2020) [8] continued the task of early detec-
tion of self-harm (task 1) and the task of measuring the severity of the signs of
depression (depression level estimation, task 2). Task 1 had 12 final participants
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who submitted 46 different variants, while task 2 had six active participants who
proposed 17 different system variants (runs).

Over these four years, eRisk has received a steady number of active partici-
pants, slowly placing the lab as a reference forum for early risk research.

2.1 Early Risk Prediction Tasks

Most of the proposed shared tasks were oriented to the early prediction of risk
in different challenges (depression, anorexia, self-harm) whereas one specific task
addresses the estimation of the level of depression.

Regarding the former group of tasks, all of them followed the same organiza-
tion: the teams had to sequentially (following chronological order) process social
media writings –posts or comments– intending to detect signs of risk as soon
as possible. The resulting algorithms represent effective solutions for monitoring
social network activity. A summary of the main statistics of the collections used
in the early risk detection task over the years is shown in Table 1.

Reddit was the social media platform used as a source for all shared tasks
in the different editions. It is important to highlight that Reddit’s terms of use
permit to extract data for research purposes. Reddit does not permit the unau-
thorized commercial use of its contents or redistribution, except as permitted by
the doctrine of fair use. eRisk’s research activities are an example of fair use.

Commonly, users in Reddit present a highly active profile, with a large thread
of submissions (covering several years). Regarding psychological disorders, there
are specific subcommunities (subreddits) about depression, anorexia, and self-
harm, just to name a few. We used these valuable sources for building the eRisk
test collections (as we described in [4].), creating collections of writings (posts
or comments) published by redditors. Redditors are classified into two classes:
the positive class (e.g., depressed) and the negative class (control group).

Following the method proposed by Coppersmith and colleagues [3], the posi-
tive class was obtained using a retrieval approach for identifying redditors diag-
nosed with the condition at hand (e.g. depressed). This was based on searches
for self-expressions related to medical diagnoses (e.g. “Today, I was diagnosed
with depression”). Many redditors are active on subreddits related to psycho-
logical disorders and, often, they tend to be very explicit about their medical
condition. Next, we manually reviewed the retrieved results to verify that the
expressions about diagnosis look really genuine. For example, expressions such
as “I am anorexic”, “I have anorexia” or “I think I have anorexia” were not con-
sidered as explicit expressions of a diagnosis. We only included a user into the
positive set when there was a mention of a diagnosis that was clear and explicit
(e.g., “Last month, I was diagnosed with anorexia nervosa”, “After struggling
with anorexia for a long time, last week I was diagnosed”). Our confidence in
the reliability of these labels is high. This semi-automatic extraction method
has been successful in retrieving information about people diagnosed with a spe-
cific disorder. In 2020, we introduced the use of Beaver, a new tool for labelling
positive and negative cases [9].
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For evaluating early detection, the first editions of eRisk considered a new
measure called ERDE (Early Risk Detection Error) [4]. This measure acted as a
complement of standard classification metrics, which ignore the delay in making
predictions. ERDE takes into account the correctness of the (binary) decision and
the delay, which is measured by counting the number (k) of writings seen before
making the decision. From the 2019 edition, eRisk also incorporated a ranking-
based approach to evaluate the participants: a user ranking was produced after
each round of writings (ranked by decreasing estimated risk) and these rank-
ings were evaluated under standard information retrieval metrics (e.g., P@10
or NDCG). The ranking-based evaluation is fully detailed in [7]. Since eRisk
2019, we also adopted Flatency, an alternative evaluation metric for early risk
prediction that was proposed by Sadeque and colleagues [10].

2.2 Severity Level Estimation Task

One specific task in 2019 and 2020 was dedicated to estimating the severity
level of depression. Depression Level Estimation Task explores the viability and
possible approaches for automatically estimating the occurrence and intensity
of multiple well-known symptoms of depression. In these tasks, the participants
had access to the full history of writings of a number of redditors, and each group
had to design an automatic method that reads the history of each user and fills
a standard depression questionnaire based on the evidence found in the user’s
writings. The questionnaire included 21 questions (with four possible responses
corresponding with different severity levels) about the intensity of depression
signals and symptoms (e.g., loss of energy, sadness, and sleeping problems). The
questionnaire is derived from the Beck’s Depression Inventory (BDI) [2].

The ground truth for this task was a collection of questionnaires directly
filled by social media users, together with their history of writings. Due to the
specific nature of the task, it was necessary to introduce evaluation metrics for
evaluating the participants’ estimations. We considered four metrics [7]: Average
Closeness Rate (ACR), Average Hit Rate (AHR), Average DODL (ADODL) and
Depression Category Hit Rate (DCHR).

2.3 Results

Yearly reports with a full description and critical analysis of eRisk results have
been published since 2017 [5–8]. The early risk prediction tasks have involved
a wide range of participants and variants. Most of the approaches are based
on traditional classification workflows (centred on obtaining effective classifiers
from the training data). In general, the participants paid less attention to the
accuracy-delay tradeoff. In terms of performance, the results show some differ-
ences between challenges, with, for example, more effective results in anorexia
detection than those in depression. The performance figures showed how par-
ticipants managed to improve the detection accuracy edition by edition. This
encourages us to keep fostering research on text-based early risk screening from
social media. Furthermore, given the effectiveness achieved by some participants,
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Table 1. Statistics of the train and test collections used in the early prediction tasks.

Training stage Test stage

eRisk 2017 - Depression task

Depressed Control Depressed Control

Num. subjects 83 403 52 349

Num. submissions (posts & comments) 30,851 264,172 18,706 217,665

Avg num. of submissions per subject 371.7 655.5 359.7 623.7

Avg num. of days from first to last

submission

572.7 626.6 608.31 623.2

Avg num. words per submission 27.6 21.3 26.9 22.5

eRisk 2018 - Depression task

Depressed Control Depressed Control

Num. subjects 135 752 79 741

Num. submissions (posts & comments) 49,557 481,837 40,665 504,523

Avg num. of submissions per subject 367.1 640.7 514.7 680.9

Avg num. of days from first to last

submission

586.43 625.0 786.9 702.5

Avg num. words per submission 27.4 21.8 27.6 23.7

eRisk 2018 - Anorexia task

Anorexia Control Anorexia Control

Num. subjects 20 132 41 279

Num. submissions (posts & comments) 7,452 77,514 17,422 151,364

Avg num. of submissions per subject 372.6 587.2 424.9 542.5

Avg num. of days from first to last

submission

803.3 641.5 798.9 670.6

Avg num. words per submission 41.2 20.9 35.7 20.9

eRisk 2019 - Anorexia task

Anorexia Control Anorexia Control

Num. subjects 61 411 73 742

Num. submissions (posts & comments) 24,874 228,878 17,619 552,890

Avg num. of submissions per subject 407.8 556.9 241.4 745.1

Avg num. of days from first to last

submission

≈800 ≈650 ≈510 ≈930

Avg num. words per submission 37.3 20.9 37.2 21.7

eRisk 2019 - Self-harm task

Self-harm Control Self-harm Control

Num. subjects – – 41 299

Num. submissions (posts & comments) – – 6,927 163,506

Avg num. of submissions per subject – – 169.0 546.8

Avg num. of days from first to last

submission

– – ≈495 ≈500

Avg num. words per submission – – 24.8 18.8

eRisk 2020 - Self-harm task

Self-harm Control Self-harm Control

Num. subjects 41 299 104 319

Num. submissions (posts & comments) 6,927 163,506 11,691 91,136

Avg num. of submissions per subject 169.0 546.8 112.4 285.6

Avg num. of days from first to last

submission

≈495 ≈500 ≈270 ≈426

Avg num. words per submission 24.8 18.8 21.4 11.9
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it appears that automatic or semi-automatic screening tools that estimate the
onset of certain risks are within reach.

The difficulty in finding and adjusting metrics for these innovative tasks has
also motivated us to incorporate new metrics for eRisk. Some eRisk partici-
pants [10,11] were also active in proposing new forms of evaluation, which is
another valuable result of the lab.

Regarding depression level estimation, the results suggest that automatic
analysis of the user’s writings might be a complementary approach for extracting
some signals or symptoms related to depression. Some participants had a hit
rate of 40% (i.e., 40% of the BDI questions were answered by the systems with
the exact same response given by the real user). This has still much room for
improvement, but, in any case, it suggests that the participants were able to
extract some signal from the noisy Social Media data.

3 Conclusions and Future Work

The results achieved so far encourage us to continue with the lab in 2021 and
further explore the relation between text-based screening from social media and
early risk. For eRisk 2021, our plan is twofold:

– Firstly, expanding the range of target domains for early risk detection from
social networks. Specifically, eRisk 2021 presents as Task 1 the early detection
of risks in pathological gambling, a growing psychological disorder. Patholog-
ical gambling (ICD-10-CM code F63.0) is also called ludomania and usually
referred to as gambling addiction (it is an urge to gamble independently of
its negative consequences). According to the World Health Organization [1],
in 2017, adult gambling addiction had prevalence rates ranged from 0.1% to
6.0%. Following our usual methodology, we will collect and release data in a
sequential way. The participating systems will interact with a server prepared
for this task in order to collect data and send results.

– Secondly, we will establish an (at least) three year cycle per task, where we
will not release training data in the first year (as it happened in the first
edition of self-harm). The objective is to foster research on methods that do
not solely depend on the existence of training. Then, in the second edition, we
will see how the performance of the systems can be improved with training
data. Finally, in the third edition, we will see how participants manage to
improve and refine their models after two years of experience.

– Following the scheme suggested above, in 2021, we present the third edition of
two already existing tasks: a shared task will be organized on early detection
of self-harm (2021’s Task 2), and a task on estimating the severity of the signs
of depression (2021’s Task 3, based on standard depression questionnaire).
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Abstract. Meta-evaluation studies of system performances in con-
trolled offline evaluation campaigns, like TREC and CLEF, show a need
for innovation in evaluating IR-systems. The field of academic search is
no exception to this. This might be related to the fact that relevance in
academic search is multi-layered and therefore the aspect of user-centric
evaluation is becoming more and more important. The Living Labs for
Academic Search (LiLAS) lab aims to strengthen the concept of user-
centric living labs for the domain of academic search by allowing partic-
ipants to evaluate their retrieval approaches in two real-world academic
search systems from the life sciences and the social sciences. To this end,
we provide participants with metadata on the systems’ content as well as
candidate lists with the task to rank the most relevant candidate to the
top. Using the STELLA-infrastructure, we allow participants to easily
integrate their approaches into the real-world systems and provide the
possibility to compare different approaches at the same time.

Keywords: Evaluation · Living labs · Academic search · CLEF

1 Introduction and Background

Scientific information and knowledge is growing at an exponential rate [15]. This
includes not only the traditional journal publication but also a vast amount
of preprints, research data sets, code, survey data, and many others research
objects. This heterogeneity and mass of documents and data sets introduces
new challenges to the disciplines of information retrieval (IR), recommender
systems, digital libraries or more generally the field of academic search systems.
Progress in these fields is usually evaluated by means of shared tasks that are
based on the principle of Cranfield/TREC-style studies. Typical shared tasks at
CLEF and TREC are based on the offline computation of results/runs missing
a valuable link to real-world environments [7]. Most recently the TREC-COVID
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[16] evaluation campaign run by NIST attracted a high number of participants
and showed the high impact of scientific retrieval tasks in the community.

TREC-COVID showed the massive retrieval performance that recent deep
learning approaches are capable of; however, classic vector-space retrieval using
the SMART system was also highly successful1. This can be attributed to the
limitations of the test collection based evaluation approach of TREC-COVID
and the general need for innovation in the field of academic search and IR.
Meta-evaluation studies of system performances in controlled offline evaluation
campaigns, like TREC and CLEF, show a need for innovation in evaluating IR-
systems [1,17]. The field of academic search is no exception to this. The central
concern of academic search is to find both relevant and high-quality documents.
The question of what constitutes relevance in academic search is multi-layered
[4] and an ongoing research area.

To compensate for these shortcomings, e.g., lack of extensive training cor-
pora, the living labs concept was introduced. It is meant to carry out online
evaluations within a fixed methodological, organizational, and technical frame-
work and open them up to other actors. As in a laboratory TREC environment,
the aim is to prevent as many disturbing influences as possible while at the
same time preserving the advantages of evaluation in live systems. For example,
in the context of online IR experiments, document inventories that change over
time can cause problems. Furthermore, it must be ensured that all experimental
rankings have the chance to be calculated and displayed regardless of the system
performance. These and other factors can be taken into account in living labs
and thus form a bridge between structured, but also rigid, laboratory evaluation
and free, but also less planned and controlled online evaluation. The best-known
case of a living lab became known in 2014 as the “Facebook Experiment” [9].
Even though this experiment was pervasive and did not serve the system’s direct
evaluation, it shows the possibilities that living labs and online experiments offer.
Unfortunately, these experiments are limited by the actual access to the systems
itself. As long as one is not the operator of a large-scale platform, one is most
likely unable to perform such experiments. Therefore previous attempts such as
Living Labs for Information Retrieval (LL4IR) and Open Search initiatives [2]
were established at CLEF or TREC to bring together IR researchers and plat-
form operators. Likewise, the NewsREEL workshop series was an attempt to do
the same for recommendation systems [10]. In summary, the living lab evaluation
paradigm represents a user-centered study methodology for researchers to evalu-
ate the performance of retrieval systems within real-world applications. As such,
it offers a more realistic experiment and evaluation environment than offline test
collections, and therefore should be further investigated to raise IR-evaluation
to the next level.

Fuhr [5] argues that evaluation initiatives should take a leading role in
improving the current IR evaluation practice. We want to move beyond the
traditional offline evaluation setup and bring together industry and practice
evaluation techniques into the academic realm. Therefore, utilizing online eval-

1 https://ir.nist.gov/covidSubmit/archive.html.

https://ir.nist.gov/covidSubmit/archive.html
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Fig. 1. Schematic representation of the two core tasks: Adhoc search and dataset rec-
ommendation in the two academic search systems GESIS Search and LIVIVO. Par-
ticipants can upload pre-computed results or share their systems in form of Docker
containers for both tasks to the STELLA Server, which distributes the experimental
data and systems to the STELLA App on premise of GESIS Search and LIVIVO. This
app curates the evaluation process by offering A/B-testing or interleaving setups. The
results of the runs are aggregated and displayed in a dashboard on the STELLA Server.

uations, taking the actual user into account, would be a step forward towards
improving the evaluation landscape. Following these lines, the primary motiva-
tion behind the LiLAS (Living Labs for Academic Search) lab at CLEF 2021 is
to learn more about

– the potentials and limitations of different styles of living labs for search evalu-
ation. Here we would like to compare pre-computed results and those provided
by our live evaluation framework STELLA [3] which incorporates interactions
with end-users.

– the reproducibility of click-based evaluations in the academic domain.
– the validity and expressiveness of click-based and relevance assessment-based

evaluation metrics on small to medium-scale academic platforms.

After LiLAS ran as a workshop lab at CLEF 2020 [12,13], in 2021 a full
evaluation lab will take place. This lab’s unique selling point is that we offer
two tasks to test this approach in two different academic search domains and
evaluation setups.

2 Evaluation Infrastructure and Submission Types

Based on previous work done in campaigns such as LL4IR at CLEF and Open
Search at TREC, we built a living lab evaluation infrastructure named STELLA
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currently integrated into two academic search systems to allow a more realis-
tic evaluation setup [3]. In addition to the previous labs, where pre-computed
results were submitted, we now offer participants the possibility to submit Docker
containers that can be run within STELLA. This simple but yet powerful mech-
anism enhances the evaluation state of the art. Figure 1 shows the schematics of
STELLA in the context of this evaluation lab, which we describe in the following.

LiLAS offers two different evaluation tasks: Academic ad-hoc retrieval for the
multi-lingual and multi-source Life Science search portal LIVIVO and research
data recommendation within the Social Science portal GESIS Search. For both
tasks, participants are invited to submit

– Type A. pre-computed runs based on previously compiled queries (ad-hoc
search) or documents (research data recommendations) from server logs (com-
parable to the CLEF LL4IR or TREC Open Search labs [8]) or

– Type B. Docker containers of full running retrieval/recommendation sys-
tems that run within our evaluation framework called STELLA.

For type A, participants pre-compute result files following TREC run file syntax
and submit them for integration into the live systems. For type B, participants
encapsulate their retrieval system into a Docker container following some simple
implementation rules inspired by the OSIRRC workshop at SIGIR 2019. We
release datasets containing queries and metadata of documents and data sets
from the two systems mentioned above for training purposes. We offer a list
of candidate documents and candidate research data for each query and seed
document, respectively, so participants focus on the actual ranking approaches
behind the ad-hoc search and recommendation task.

3 Task 1: Ad-Hoc Search Ranking

Motivation. Finding the most relevant publications to a query remains a chal-
lenge in scholarly Information Retrieval systems, even more in multi-lingual and
cross-domain environments.

Task Description. The participants are asked to define and implement their
ranking approach for a multi-lingual candidate documents list. A good ranking
should present users with the most relevant documents regarding a query on top
of the result set. Regardless of the language used to pose the query, the retrieval
can include candidate documents in multiple languages. Participants can submit
type A and type B results. Type A rankings will be based on the most common
queries in LIVIVO (see below), while Type B submissions should rank candidate
documents for any incoming query.

Dataset and Lab Data. LIVIVO2 is a search portal developed by ZB MED -
Information Centre for Life Sciences3, providing comprehensive access to liter-
ature in life sciences, including resources from medicine, health, environment,
2 https://livivo.de.
3 https://zbmed.de.

https://livivo.de
https://zbmed.de
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agriculture, and nutrition. LIVIVO corpus consists of about 80 million doc-
uments from more than 50 data sources in multiple languages (e.g., English,
German, French) covering various scholarly publication types (e.g., conferences,
preprints, peer-review journals). We provide LiLAS participants with a set of
common queries with their corresponding candidate documents (and metadata),
in which participants will rank according to their relevance regarding the query.
We also provide participants with logs regarding which users have accessed doc-
uments and in what order (e.g., click-through rate, if available).

Evaluation. Participating approaches will be evaluated in the LIVIVO pro-
duction system on gains, losses, and ties regarding user preferences (e.g., click-
through rate per query and candidates list). We will follow a Team Draft Inter-
leaving (TDI) approach [11,14] where LIVIVO and participants rankings are
interleaved and presented together. This way, we will be able to compare all
participating systems against each other.

4 Task 2: Research Data Recommendations

Motivation. Research data is of high importance in scientific research, espe-
cially when making progress in experimental investigations. However, finding
useful research data can be difficult and cumbersome, even if using dataset search
engines, such as Google Dataset Search4. Therefore, one possible solution is to
recommend “appropriate” research data sets to users based on research articles,
i.e., publications, of the users’ interest.

Task Description. The main task here is to provide recommendations of
research data that are relevant to the publication the user is currently viewing.
For example, the user is interested in the impact of religion on political elections.
She finds a publication regarding that topic, which has a set of research data
candidates covering the same topic. The task is to rank the most relevant can-
didates to the top. Participants can submit type A and type B results. Whereas
the pre-computed type A results comprise recommendations only for publica-
tions and research data existing in the provided lab data, the Docker variant in
type B will also compute recommendations for publications and research data
that have recently been added to the real-life search system.

Dataset and Lab Data. The data for this task is taken from the academic
search system GESIS Search5 [6]. Besides social science literature (107k pub-
lications), it also provides research data (77k) on social science topics, out of
which the participants are given the metadata to all publications and all con-
tained research data. The publications are mostly in English and German and
are annotated with further textual metadata like title, abstract, topic, persons,
and others. Metadata on research data comprises (among others) a title, topics,
datatype, abstract, collection method and universe, temporal and geographical

4 https://datasetsearch.research.google.com/.
5 https://search.gesis.org/.

https://datasetsearch.research.google.com/
https://search.gesis.org/
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coverage, primary investigators, as well as contributors in English and/or Ger-
man. The set of research data candidates for each publication, which is given
to the participants as well, is computed based on context similarity between
publications and research data.

Evaluation. With an A/B-testing, the GESIS Search users will be shown the
recommendations separated by the users’ session-id. This means, for each session-
id, STELLA selects one recommendation approach out of all participants. This
way, we are able to compare all participating systems against each other without
confusing the user with different recommendations for the same publication. In
both type A and type B, the participating approaches will be evaluated in the
GESIS Search productive system, where the top-k (with 3 ≤ k ≤ 10) recommen-
dations are shown to the user. The evaluation itself is performed using implicit
and explicit feedback. For the implicit feedback, we calculate the click-through-
rate (CTR) as well as the bounce rate once a user clicks on a recommended
dataset. The explicit feedback is gathered via options, such as a thumbs up and
thumbs down, in which the users can indicate whether the recommendation was
relevant to them or not.

5 Conclusion

Academic Search is a timeless research domain and a very recent topic, as shown
by TREC-COVID. We want to support the latest research in this field by bring-
ing together real-world platforms and academic researchers on a joint living lab
research infrastructure. As the search for scientific material is more than just “10
blue links”, we see the demand for domain-specific retrieval tasks, which com-
prises document, dataset as well as bibliometric-enhanced retrieval. To allow
academic researchers to go beyond proprietary web-search platforms like Google
Scholar (or Google Dataset Search) or digital libraries like the ACM Digital
Library, we focus on mid-size scientific search systems. The two tasks we run in
2021 are a starting point and are designed to be as open as possible by offer-
ing the possibility to submit both pre-computed and Docker-based results and
systems. In the future, STELLA can be exploited and integrated into other aca-
demic search systems enabling online evaluations in different domains.
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We are currently witnessing an exponential increase of data which emanate from varied
sources such as different types of records in companies, online social networks, videos,
unstructured text in web pages, and others. It is very challenging to process this sparse,
noisy and domain specific data. For instance, BT, a technology company in the UK
and the PhD project sponsor, has a significant workforce of field engineers, desk-based
agents, and customer support services who generate, collect and manage large volumes
of temporally organized unstructured and semi-structured information every day. The
problem that they face is effectively and efficiently answering client questions regarding
order status live. The main challenge in my PhD is to propose computational models
that could effectively and efficiently distil relevant information for the user who could
answer the client’s questions from various technical order record documents which
are very noisy and follow no structural pattern. To this end, what would be useful is to
automatically summarize and derivemeaningful information in the formof short answers
to queries from this vast source of distributed occurring data. The solution that my thesis
proposes is based on a computational model that jointly learns extractive and abstractive
summarization techniques with a temporal structure. Besides, the model interplays with
a question-answering framework to help answer questions.

The information about orders at BT are in structured and free text format which
is captured by and stored in different internal systems. These are being used by teams
handling the orders. This volume of text about orders is an invaluable source of infor-
mation which needs to be effectively and efficiently summarized in a way containing
the information most relevant to:

• ‘When’ is the next action on the order.
• ‘What’ is the current stage of the order.
• ‘Why’ is it in this stage.

It will help the desk agents to have a clear picture of the latest status of the order
journey at the point in time t, instead of checking the order information from several
places for the time that a customer calls in to find out about the progress of their order.
In other words, we would like to generate summaries at the point in time t which can
help humans comprehend the text content effectively and efficiently.

BT orders are structured in such a way that there is an update at regular intervals of
time. These updates are required to be input to the summarizer as data over time. It means
that summaries at time t are required to contain an update to the previous summary at
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time t − 1. The summary S will contain the latest important information about an order
including order progress information and answers for WH questions that are mentioned
earlier. For this reason, we consider the setup mentioned above as a temporal question
based multi-document summarization where input is a sequence S = <d1, ..., dn> of
time-stamped documents dt covering some information for a specific order at BT.

In general, there are two different approaches for automatic text summarization:
extractive and abstraction. Extractive summarization methods work by identifying
important sections of the text. In contrast, abstractive summarization methods aim at
producing important material in a new way.

The fundamental question surrounding my thesis revolves around proposing novel
computational multi-document text summarization models that, 1) consider timestamps
in noisy and sparse orders when generating summaries, 2) answer questions about the
order progress including the three WH questions using an integrated abstractive and
extractive approach. Since the BT orders information are written by different people with
different roles, some noise and inconsistencies are introduced. Therefore, regenerating
sentences with an abstractive technique would enhance the quality of the summary.
Using a joint abstractive and extractive approach takes advantages of both approaches
can produce high-quality summaries.

The summarization setting in our problem scenario is different from traditional sum-
marization in such a way that it aims to capture only the latest relevant information about
the orders so that desk agents could easily follow the latest order status. My other goal is
to also generalize my novel approaches to other domains such as news, TREC datasets,
scientific datasets, and others which largely fall under single document text summariza-
tion. This would help make my framework useful to others applying both single and
multi-document summarization who wish to use other kinds of datasets. This is another
fundamental challenge in my thesis.

Figure 1 shows the high-level model architecture for generating summaries and in
the following sections I present details on these components.

1 Temporal Summarization

Three different approaches are proposed for generating temporal summaries.

Text Summarization Using Topic Modeling Over Time: Text summarization using
topic modeling over time will generate the summary at time t regarding the evolution of
topics and we could have a summary that contains the latest important sentences about
important topics in order notes. So, applying topicmodeling over time to text summariza-
tion, considering sentence diversity using semantic spaces such as sentence embeddings
from BERT and maximum separation, as in maximum-margin setup, between topics
could lead us to generate qualitative temporal summaries.

Unsupervised Temporal Abstractive Summarization: MeanSum [1] proposed an
end-to-end, neural model architecture to perform unsupervised abstractive summariza-
tion, which could be used as a base method for our temporal summarization.

Adding temporal component, improving the sentence representation and making
structural changes in MeanSum model which could process time-stamped documents.
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Fig. 1. A high-level architecture of my model.

Appling the updates to the summary (from Time t − 1 to t), would be ideal for our
problem scenario due to the lack of training data.

Unsupervised Temporal Extractive Summarization: Tuning an unsupervised sum-
marizer based on modern language models (which are recent trends in text summariza-
tion) for generating temporal summaries is another probable solution for this problem
scenario. A BERT extractive summarizer is one of the unsupervised summarizers that
could be utilized as a base for generating temporal extractive summaries.

2 Question-Based Summarization

Most of the techniques for answer extraction are supervised and due to the lack of
training data in BT data, unsupervised approaches are more suitable. Giveme5W1H
[2] is an open-source system that extracts phrases answering the journalistic 5W1H
questions describing a news article’s main event, i.e., who did what, when, where, why,
and how? we need the sentences containing answers. Ranking and selecting the best
answers (sentences) for When, What, and Why questions based on their date-time.

3 Merging Summaries

After obtaining temporal summary and question-based extractive summary our next
goal is merging and aggregating these two summaries considering coherency, removing
redundancy and temporal order. To this end, themain challenge is to find the correct posi-
tion for placing question-based summary sentences considering their date-time. Another
challenge lies in tuning the appropriate length of the summary using the development
set.
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Recall-Oriented Understudy for Gisting Evaluation (ROUGE) measures summary
quality by counting overlapping units such as the n-gram, word sequences, and word
pairs between the system summary and the reference summary. There are automatic
evaluation methods ROUGE-N which is an n-gram recall between a candidate summary
and a set of reference summaries [3]. ROUGE-N is computed as follows:

ROUGE − N =

∑

S∈REF
∑

gramn∈S
Countmatch(gramn)

∑

S∈REF
∑

gramn∈S
Count(gramn)

Since no benchmark is available, we can use KL-Divergence (Kullback–Leibler)
Optimization [4] for evaluating the results for BT data in two steps:

• Discovering topics and their distribution for main document and summary document
and computing KL-Divergence between them

• Doing summarization and KL-Divergence optimization at the same time

There are substantial challenges to the problemmentioned above because documents
related to each order are stored in different internal systems, i.e., they are distributed in
nature and they were produced by different teams and engineers which incorporates a
considerable amount of incoherence and different distributions of the vocabulary use.
In other words, we will have a heterogeneous set of documents where the main topic
for the documents is unrelated, but they contain some information that is related to
the order progress. Furthermore, there is no labeled data in this use case. We must
consider temporal information and summarize order documents in a way that it contains
information relevant to three WH questions.

Given the recent progress in automated text summarization, extractive techniques are
still attractive as they are less complex, less expensive, and generate grammatically and
semantically correct summaries [5]. However, these methods suffer from the inherent
drawbacks of discourse incoherence and long, redundant sentences [6]. On the other
hand, due to the difficulty of natural language understanding and generation most pre-
vious research on document summarization is more focused on extractive methods and
most recent abstractive work has focused on headline generation tasks. Regarding the
challenges for this use case and drawbacks for both extractive and abstractive methods,
I would like to combine abstractive and extractive techniques to generate temporal sum-
maries that contain answers for WH questions. Proposing a hybrid multi-document text
summarization technique with contextualized language representations could generate
accurate and coherent summaries since it can overcome natural language understanding
challenges. What makes my work more unique is that it is going to be used by the com-
pany to solve real-life applied problem towards the end of my PhD which potentially
could generate economic impact and help its users.
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Abstract. Nowadays, it is very rare to find a single news article that
solely contains all the information about a certain subject or event. Very
recently, a number of methods were proposed to find background arti-
cles that can be linked to a query article to help readers understand its
context, whenever they are reading it. These methods, however, are still
far from reaching an optimal performance. In my thesis, I propose tech-
niques that aim to improve the background linking process for online
news articles. For example, I propose to exploit different techniques to
construct representative search queries from the query article, that be
can effectively employed to retrieve the required background links in an
ad-hoc setting. Moreover, I aim to study how to train neural models that
can learn the background relevance between pairs of articles. Through
the proposed techniques, I aim to experiment with the possible criteria
that may distinguish useful background articles from non-relevant ones,
such as their semantic and lexical similarities, and the granularity of the
topics discussed in each. Defining these criteria will enable understanding
the notion of background relevance, and accordingly allow for effective
background links retrieval.

Keywords: Document linking · Background knowledge · Event
extraction · Online news analysis

1 Introduction

Recently, online news articles have become a valuable source of information for
many users on the web. Nonetheless, all the information regarding any subject
or event rarely exists in a single news article. Most often, authors of news arti-
cles assume that readers have some background knowledge on the subject they
are reading, and they leave it up to the readers to seek knowledge for what
they did not understand elsewhere. In this context, it becomes vital to develop
techniques to link news articles using the background knowledge they provide to
one another. This way, when a reader reads one article, she can directly follow
background links to other articles that can help her understand the content of
the article at hand, and gain more context knowledge on its subject.

To solve the news background linking problem, I propose techniques that
attempt to analyze the input (query) article to reveal its influential keywords,
salient information, and events mentioned, to effectively identify the required
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background links. Furthermore, I will analyze some labeled articles, released
for this research direction, in order to deeply understand the notion of back-
ground relevance, and extend my proposed techniques accordingly. Specifically,
I aim to tackle the following research questions: RQ1: What criteria in both
the query and its candidate background articles affect the background retrieval
relevance?, RQ2: Can the background linking problem be effectively treated
as an ad-hoc retrieval problem?, RQ3: For query articles that are mainly trig-
gered by the occurrence of a specific event in time (i.e., event-triggered), can
the event’s related information (who did what, when, where, why, and how) be
extracted and utilized to follow the context of the mentioned event, and accord-
ingly retrieve background links?, RQ4: Can we learn an effective model that
predicts the relevance of a background article to the reader of a query article?

2 Related Work

The news background linking problem was very recently introduced to the
research community as a new task in TREC 2018 [16]. The task then continued
with a follow-up in TREC 2019 [17], and TREC 2020. A number of teams par-
ticipated in this task proposing different methods to solve the problem. Some
methods addressed the news background linking problem following an ad-hoc
search approach, in which, an input query article was analyzed to construct a
search query and the retrieval goal was to find relevant background articles. To
construct a search query from the query article, teams used different methods for
selecting the query terms including: the whole article as a query [2,10], the query
article’s title [2,9], the terms with the highest tf-idf scores [19], the lead terms
in the query article [19], the terms that are part of extracted named entities [2],
and key-phrases extracted using a graph-based text analysis method [2]. Upon
the retrieval of an initial set of background links, some methods further adopted
query expansion to increase the effectiveness of the retrieved set of articles [3,11].
A number of methods suggested to learn a function that can compute the use-
fulness of a background article to a query article [7,15]. To train the models,
different features from both the query document and the candidate background
document were extracted. Surprisingly, the published results in both 2018 and
2019 showed that simply using the full article as a search query in an ad-hoc set-
ting achieved the best performance among all the methods submitted to TREC
[16,17]. I believe, however, that, for long articles, this method will be inefficient,
since the retrieval model will consider all words in the query article even if it
is irrelevant. Furthermore, the effectiveness reported by this method is still far
from being optimal (ndcg@5 of 0.461 and 0.606 in TREC 2018 and TREC 2019
respectively), which leaves a big room for improvement.

3 Proposed Methodology

In this section, I describe my proposed solutions to address each research question
that I listed in the introduction.
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– RQ1. Notion of Background Relevance: To address RQ1, I aim to man-
ually analyze a sample of the query articles and their corresponding back-
ground links (released by TREC) to determine what affects the judgment of
background relevance. As a preliminary work, I started the manual analysis
process, where I qualitatively analyzed 25 randomly selected query articles
from the TREC 2018 dataset, as well as a sample of their corresponding
background links [6]. Overall, I annotated 227 articles. My analysis drawn
many useful insights about the notion of background relevance. For instance,
I found that event-triggered articles are harder to process than other articles,
with most of their corresponding background links mentioning the event or
the context at which it occurs. I further found that the highly relevant back-
ground articles must discuss the subtopics that are mentioned in the query
article in more detail, and, at the same time, introduce new subtopics that
add to the readers’ knowledge on the context of the query article’s main topic.
I additionally found that, in general, query articles and their corresponding
background articles do not exhibit high lexical similarity. While this pre-
liminary analysis was useful, I will still explore more potential background
relevance factors, such as whether the query article is reporting hard or soft
news, and whether the article is a story report, a feature detailed article, an
editorial, or an opinion article. Furthermore, I propose to ask readers (of dif-
ferent backgrounds and expertise) to extract parts of the query articles that
they do not understand, or would want more information about, and analyze
those specific parts with respect to the relevant background articles to deter-
mine possible linkage points, and, moreover, explore options of diversifying
the result set to suit different types of news readers.

– RQ2. Ad-hoc Retrieval: To address RQ2, I intend to study if I can effec-
tively construct a search query using keywords extracted from the query news
article, and use this search query to retrieve the background links as in tra-
ditional ad-hoc retrieval task. As my preliminary work in this direction, I
employed graph decomposition techniques to extract weighted terms from
the query article, and used them as a search query to retrieve the required
background links [5]. I participated in TREC 2019 with runs that used this
graph-based method, and my best submitted run was ranked second, indi-
cating the potential effectiveness of this approach. My next step will be to
study more recent and effective techniques for keyword extraction such as the
supervised keyword extraction frameworks (e.g., [4]). I further aim to divide
the query article into segments, where each segment consists of one or more
consecutive paragraphs that represent a subtopic of the article, and analyze
each subtopic independently, and in context, for keyword extraction. This is
based on the assumption that a term in a specific paragraph may not have
high weight if it is considered with respect to the whole article, but might be
a good representative of the subtopic, hence may lead to useful background
articles that contain more details on that subtopic. A search query can then
be constructed by computing an overall weight for each term that combines
both its subtopic keyword weight, and its subtopic offset in the query article.
To ensure that relevant background articles are retrieved during the ad-hoc
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retrieval process in case the authors of the query and the background arti-
cles use different vocabulary, I aim to experiment with different methods for
query expansion [1,12] to expand the extracted search query with keywords
that might lead to the required background links.

– RQ3. Event Extraction: To address RQ3, I aim to experiment with open-
domain event extraction techniques to extract the key sentences that contain
answers to the 5W1H questions of events[8] from the event-triggered query
articles, and form an event descriptor through the concatenation of these key
sentences that can be employed to find other articles that discuss the con-
text of the mentioned event. More specifically, I propose to rerank candidate
background articles (obtained for example by searching the articles collection
using the lead paragraph of the query article as a search query) given its
context similarity to the extracted query event-descriptor. During my man-
ual annotation of event-triggered query articles, I noticed that a background
article may discuss the context of the query article’s event without specifically
mentioning it, and that this discussion may be in any part of the background
article. Accordingly, I propose to split the candidate background articles into
passages (e.g., sections or paragraphs), and compute the similarity between
each passage and the query event descriptor (e.g., using cosine similarity of
its corresponding embedding-vectors), then compute an aggregated reranking
score for each candidate article given the scores of its passages.

– RQ4. Supervised Learning: News background linking can be perceived as
a classification task, where the goal is to check if a candidate article is a back-
ground of a query article or not. Accordingly, to address RQ4, I propose to
use a supervised model to rerank a set of articles that I will initially retrieve
given the most effective ad-hoc retrieval based method. Since the research
in news background linking is still in its preliminary stage, training data is
limited. Therefore, in this work, I plan to experiment with fine-tuning pre-
trained supervised models (such as monoBERT [13]) for news background
linking. Recently, substantial work has shown that models trained on a large
corpus can learn universal language representations, which are beneficial for
tackling different downstream tasks via fine-tuning [14]. As the input to most
of the pre-trained models for Information Retrieval is limited in size, I aim to
explore with different representations of both the query and candidate back-
ground articles, before passing it to the reranker model. One proposed idea is
to use extractive summerization methods on the news articles to extract its
most representative sentences [18] to pass to the reranking model. Another
idea is to chunk both the query and the candidate articles into passages and
feed pairs of passages from both articles to the reranker model, then compute
an aggregated score for the candidate article.

4 Experimental Evaluation

I aim to evaluate my proposed techniques using the Washington Post dataset
released by TREC for the news background linking task. The dataset, first
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released in the 2018 News track, has around 600k news articles. 50 Query articles
from the dataset were selected for the task in TREC 2018, 57 in TREC 2019,
and 60 in TREC 2020. For evaluation, I plan to compute precision, recall, F1,
and nDCG scores.
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Abstract. Several criteria of relevance have been proposed in the liter-
ature. However, relevance criteria are strongly related to the search task.
Thus, it is important to employ the criteria that are useful for the consid-
ered search task. This research explores the concept of multidimensional
relevance in a specific search-task. Firstly, we want to investigate search
tasks and the related relevance dimension. Then, we intend to explore
the approaches that can be used to combine more than one relevance
dimension. The goal of this study is to improve the retrieval system in a
specific task.

Keywords: Multidimensional relevance · Relevance dimension ·
Search task

1 Motivation

Relevance, as the core notion in Information retrieval, is a complex subject.
The multidimensionality of relevance has been discussed for a long time by the
research community. Topicality is the basic relevance criterion, but it constitutes
just one facet of relevance and it is not sufficient [3]. The overall relevance score is
based on the computation of the considered criteria or the relevance dimensions.
Many aspects can impact the considered criteria such as context and situation.
For example in blog post retrieval task [22,23] and microblog retrieval task [13],
the characteristic of the content affects the definition of relevance. Credibility has
been used in addition to topicality to assess relevance because User-Generated
Content (UGC) is not always trustworthy. Moreover, the search intent or task
behind a search process also influences relevance where different importance
for each dimension can be applied. Thus, it is essential to pay attention to
the process of defining the considered relevance dimensions in order to design
an information retrieval system. Another important process is to model and
aggregate the relevance dimensions. The model has to consider the weighted
preference over the relevance dimension in a specific search task. This research
will focus on task-specific search and explore both aspects. First, we analyze
c© Springer Nature Switzerland AG 2021
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the relevance dimensions that can be useful for specific search tasks. Then, we
intend to explore the approaches to combine several relevance dimensions.

2 Related Work

Topical relevance is not the only dimension of relevance. In [6], the authors
point out several criteria based on document properties that can be exploited
to assess document relevance, including novelty, informativeness, and credibility.
Several works address the criteria of relevance in a specific context, such as e-
commerce [2], legal search [20] and health-information search [16]. Each of them
tends to favor different criteria of relevance. In [2], the authors found that most
e-commerce users consider accuracy and availability when assessing relevance.
Besides topical relevance, six additional criteria are addressed in the context
of legal search, including algorithmic relevance, bibliographic relevance, cogni-
tive relevance, situational relevance and domain relevance [20]. In Microblog
retrieval, several criteria of relevance have been introduced; they include credi-
bility [10,13,21], informativeness [5,10], and interestingness [1,15,18]. While in
health information search [16], the combination of topicality and understand-
ability could improve the effectiveness of the retrieval results.

Several approaches can be used to combine more than one relevance dimen-
sion to estimate the overall relevance score. Most approaches are based on math-
ematical aggregation functions [7,8,12,14]. Another study tried to optimize the
importance of the considered relevance dimension by applying multi-objective
technique in learning-to-rank setting [9]. Recent work adopted the quantum the-
ory to model multidimensional relevance [19].

3 Proposed Research and Methodology

3.1 How Search Task Affects the Considered Relevance Dimensions?

In [17], the objective was to investigate the impact of different relevance dimen-
sions on different search tasks in Microblog. Given the nature of social media
platform, Microblog contains a wide variety of topics. The availability of the
information enables the user to perform many search tasks. We hypothesised
that particular relevance dimensions need to be considered depending on the
search task. In this work, we considered four relevance dimensions that have
been introduced in the literature related to Microblog search, namely informa-
tiveness, interestingness, credibility, and opinionatedness. To evaluate the pos-
sible impact that each of the aforementioned relevance dimensions has on the
considered tasks, we made a comparative evaluation of a baseline implementing
relevance as topicality, and a system that assesses relevance by combining topi-
cality with just an additional dimension at a time. We used a simple approach
via linear combination to combine the relevance dimensions. We reported the
result obtained on two different search tasks, disaster-related retrieval task and
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opinion retrieval task. Each task has different search objectives. In the disaster-
related retrieval task, the relevant document should be helpful for emergency
relief operations. In the opinion retrieval task, the aim is to understand other
user’s thoughts on a specific topic. The result shows that informativeness, inter-
estingness, and credibility are useful for disaster-related retrieval. In the case of
opinion retrieval, informativeness and interestingness do not positively affect the
retrieval system’s result. Instead, credibility and opinionatedness are important.
We can conclude that some specific dimensions may impact a given search task
while others could not be considered. In particular, this indicates that each search
task has different criteria that define relevance. Moreover, the same impactful
relevance dimension can have different importance (weight) in other search tasks.

3.2 How to Model Multidimensional Relevance Using Deep Neural
Ranking?

In the previous work, we only employ a simple linear combination strategy. We
propose to study other approaches to combine the relevance dimensions and
model the importance. Following the success of the neural ranking approaches
in information retrieval, we wish to model the concept of multidimensional rel-
evance via a multi-task neural network. In Multi-task Learning (MTL), several
tasks can be learned concurrently to enable sharing information between tasks
[4]. The model can benefit from having more training data and reducing overfit-
ting in one task. This concept supports the fact that task-specific retrieval tends
to have limited data. The main focus or the primary task in this approach is
the information retrieval task and the auxiliary task that will provide additional
knowledge is the prediction task of the considered relevance dimension other
than topicality. The closest approach to ours is proposed in [11], where the vec-
tor representation is learned simultaneously between information retrieval task
and query classification task in a multi-task setting. We plan to work on the
customer health search (CHS) task1,2. In CHS, credibility and understandabil-
ity are considered as important criteria of relevance. We will use a simple neural
ranking model and learn the model jointly with the prediction task of only one
additional relevance dimension (credibility or understandability) to get a better
insight into the potential benefit of the multi-task model. However, it could be
extended such that it also considers more complex neural ranking models.

3.3 How to Model Multidimensional Relevance for Task-Specific
Retrieval?

The ranking approaches based on deep learning can be data-hungry. However,
labeled data for specific task retrieval is limited and can be too small in size. In
addition, the importance of each dimension and the interaction between dimen-
sions is hard to model in the Learning-to-Rank approach. Thus, we also plan
to examine the Multi-Criteria Decision Making (MCDM) approach to perform

1 https://clefehealth.imag.fr/?page id=189.
2 https://trec-health-misinfo.github.io/.
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aggregation of several relevance criteria. MCDM has been used in the context
of personalized IR [8,14]. As shown in both works, the interaction between rele-
vance dimensions and the importance can be modelled in the MCDM approach.
We plan to extend this idea for task-specific retrieval. Specific-task retrieval
can be similar to personalized IR in terms of preference over relevance dimen-
sions, where different search tasks might prefer different relevance dimensions.
In personalized IR, the weight of each dimension can be obtained explicitly from
the user’s preference or implicitly from the user search history. While the impor-
tance of each relevance dimensions can be unknown and not easy to define in the
specific-task retrieval. First, we are interested in studying how effective the exist-
ing MCDM approach is within a specific search task. Then, we have to consider
the uncertainty of the weight or importance of different relevance dimensions in
different search tasks.

4 Research Issues for Discussion

We found several problems and challenges in our proposed approach and cur-
rent works. Labeled dataset on specific-task retrieval is limited. Moreover, we
need additional assessment besides topical relevance assessment (In the case of
CHS: credibility and understandability assessment). Even the assessment that is
available on the existing dataset is incomplete. Our challenge is to consider this
problem in the proposed approaches and evaluation methods. We also want to
discuss how to improve our proposal.
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Abstract. Named entity linking systems are an essential component
in text mining pipelines, mapping entity mentions in the text to the
appropriate knowledge base identifiers. However, the current systems
have several limitations affecting their performance: the lack of context
of the entity mentions, the incomplete disambiguation graphs and the
lack of approaches to deal with unlinkable entity mentions. The PhD
project will focus on solving the aforementioned challenges in order to
develop a NEL model which outperforms state-of-the-art performance in
Biomedical and Life Sciences domains.

Keywords: Named Entity Linking · Text mining · NIL entities ·
Multilingual corpora · Graph-based models

1 Introduction

In text mining pipelines, named entity linking (NEL) systems map the entity
mentions recognised by named entity recognition tools to the appropriate knowl-
edge base (KB) concepts. These play an important role in several tasks, such as
automatic population and curation of KBs [6], improvement of question answer-
ing [22] and search engines [15], and identification of diseases in electronic health
records [11]. The simplest approach to the NEL problem consists in choosing
the KB concept with the most similar label for each entity mention using string
matching techniques, which is very limited since it does not consider the con-
text of the mention. At the contrary, language models pre-trained with large
amounts of text, like BERT [4] or ELMo [17], learn contextualised representa-
tions of words able to express their meaning according to their local context.
Graph-based NEL models consider the global context of the mentions, build-
ing a disambiguation graph with mentions and the respective KB candidates as
nodes and then attempting to maximise the coherence between the disambigua-
tion candidates. Those based on Personalized PageRank algorithm are one of the
state-of-the-art approaches in NEL [7]. However, the main limitation of graph-
based approaches is incomplete graphs (e.g., graphs with few edges between
nodes) affecting their precision, which is usually caused by a lack of domain
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knowledge in the KB. Also, when the KB is incomplete, a NEL system is not
able to associate some entity mentions with the respective KB concepts (unlink-
able or NIL entities), which leads to a low recall [21]. Wu et al. [23] divided the
approaches to NIL entity clustering in three categories: string matching, hierar-
chical agglomerative clustering and graph-based. These approaches only attempt
to group different mentions of the same NIL entity, but none of them attempts
to disambiguate it, even if it is not a perfect disambiguation. The main chal-
lenges associated with NEL systems that the PhD proposal intends to address
are the lack of mention context to determine local similarity, the incompleteness
of disambiguation graphs on graph-based models, and the absence of approaches
to link NIL entities to KBs.

The main objectives of the PhD proposal are the development of a NEL sys-
tem that outperforms state-of-the-art approaches in Biomedical and Life Sciences
domains in terms of recall, by creating deep semantic links between NIL entities
and concepts of a given KB (NIL entity linking), and in terms of precision, by
completing disambiguation graphs with relations extracted from text and with
the output of the NIL entity linking model, and by improving the local sim-
ilarity determination with contextualised embedding representations for entity
mentions, their context and respective KB candidates.

2 Research Methodology

2.1 Improvement of the Disambiguation Graph of a Graph-Based
NEL Model

Usually, the output of NEL improves RE systems. The hypothesis here is that,
at the contrary, RE improves the performance of NEL: RE captures relations
between entities that are expressed in text but not in the KB, which complete
the disambiguation graph with edges. The goal is to develop a graph-based NEL
model that integrates the output of RE systems to improve the disambiguation
graph (REEL). The novelty is the use of RE systems to improve NEL systems,
and not the other way around as it usually happens. This methodology could
originate a feedback cycle in which NEL performance impacts RE output, which
then improves NEL performance and so forth. RE tools, like BO-LSTM [10],
extract the relations between entities in the text and will add them as edges to
the disambiguation graph. This module evaluates the impact of denser disam-
biguation graphs on the performance of the PPR algorithm. The work relative
to this module has been executed and published in a journal paper [19].

2.2 Improvement of a Local NEL Model

The hypothesis is that pre-trained language models improve the determination
of local similarity between entity mention and KB candidates through contex-
tualised word embeddings. The goal is to develop a local NEL model that goes
beyond string similarity methods, leveraging contextualised word embeddings.
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The precision of the model should increase compared with a string matching
based approach. The first step is the generation of a KB candidates list for each
mention resorting to abbreviation expansion, string matching and synonyms
lookup, and then pre-trained language models are explored, like BERT [4], Clin-
icalBERT [1], or BioBERT [13] to create contextualised embeddings for men-
tions, as well their KB candidates. The comparison of mention embeddings with
KB candidate embeddings will return a similarity score that will be further used
to filter out less relevant candidates from the respective candidates lists.

2.3 Development of a NIL Entity Linking Model

The basis for this module is the framework by Qi et al. [18] to originate embed-
dings for multi-word expressions, leveraging the sememes associated with the
constituent words. The hypothesis here is that, analogously, the meaning of a
NIL entity is expressed through the KB concepts associated with its words. The
goal is to develop an attention-based model to find the most relevant KB candi-
date concept for the respective NIL entity in order to disambiguate it. The model
converts NIL entities into deep semantic links to the KB, which are added to the
disambiguation graph in Subsect. 2.1. The first step is to build a word-concept
dictionary to allow candidate retrieval for NIL entities: a key is a word present
either in a KB concept designation or definition, and its values are the KB con-
cept identifiers where that word appears. For each of the words of a NIL entity,
the associated KB concepts are retrieved from the dictionary. Both words and
candidates are represented by embeddings, the input to the attention model.
The second step is the development of an attention-based model to find the
most relevant KB candidate concept, and its schema is represented in Fig. 1.

2.4 Evaluation

The evaluation of the improved graph-basedmodelREEL (Subsect. 2.1) consists of
the comparison of its performance with two baseline approaches: string matching
and PPR-SSM [9]. The performance of these models (F1-score, precision, recall) is
measured in two gold standard datasets: BC5CDR Corpus [14] and CRAFT cor-
pus [2]. The evaluation of the improved local model (Subsect. 2.2) consists of the
comparison of its performance (F1-score, precision, recall) with a string matching
baseline approach in the following datasets: NCBI Disease Corpus [5], BC5CDR
Corpus, and CRAFT corpus, MedMentions [16]. The evaluation of the NIL entity
linking model (Subsect. 2.3) includes two different steps. The first step involves
a specific silver standard built from existing NEL datasets. To build the dataset,
existing annotations are converted intoNIL annotations, by associating each entity
to the label of the direct ancestor of the gold label. The performance of two models
(accuracy), stringmatching (baseline) andNIL entity linkingmodel, ismeasured in
the referred dataset. In the second step, deep semantic links, i.e. the output gener-
atedby theNIL entity linkingmodel, are added to thedisambiguation graph (nodes
and respective edges) of PPR-SSM [9]). The performance of twomodels, PPR-SSM
and improved PPR-SSM, is measured (F1-score, precision, recall) in NCBI Disease
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Fig. 1. Attention model schema. A NIL entity with two words is tokenized, word 1 has
five KB candidates associated, whereas word 2 has two candidates. Word and candidate
embeddings are the input for the attention model. The attention weights of word 1
candidates (att1) are based on the energy scores computed from the embeddings for
word 2, and vice-versa. At the end, the candidate associated with the highest attention
weight in both att1 and att2 disambiguates the NIL entity.

Corpus, BC5CDR Corpus, CRAFT corpus, and MedMentions dataset. The three
referred modules are then integrated into a unique hybrid NEL model, which is
evaluated in several datasets [5,14] and, additionally, in a newparallel,multilingual
dataset. Since there is no Portuguese biomedical NEL dataset available, the goal
is to build one containing biomedical and clinical text in Portuguese, English and
Spanish. The documents are retrieved from SciELO1 and PubMed2 repositories,
automatic NER and NEL tools, like MER [3], recognise medical diagnostic entities
present in the documents and link them to terms of the International Classification
of Diseases 10 - Clinical Modification (ICD10-CM), and then there is a manual val-
idation of the obtained annotations by crowdsourcing and by expert analysis over a
selected subset of the documents. The performance of the hybrid model (F1-score,
precision, recall), as well of other SOTA approaches (BERT-Based Biomedical
Entity Normalization [8] or TaggerOne [12]) is measured on the referred datasets.
Preliminary work relative to the development of the parallel, multilingual dataset
has been done and published in a workshop paper [20].

1 https://scielo.org/.
2 https://pubmed.ncbi.nlm.nih.gov/.

https://scielo.org/
https://pubmed.ncbi.nlm.nih.gov/
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Abstract. Successful biomedical relation extraction can provide evi-
dence to researchers about possible unknown associations between enti-
ties, advancing our current knowledge about those entities and their
inherent processes. Multiple relation extraction approaches have been
proposed to identify relations between concepts in literature, namely
using neural networks algorithms. However, the incorporation of seman-
tics is still scarce. This project proposes that using external semantic
sources of knowledge along with the latest state-of-the-art language rep-
resentations can improve the current performance of biomedical relation
extraction both in English and non-English languages. The goal is to
build a relation extraction system using state-of-the-art language rep-
resentations, such as BERT and ELMo, with semantics retrieved from
external sources of knowledge, such as domain-specific ontologies, graph
attention mechanisms, and semantic similarity measures.

Keywords: Biomedical relation extraction · Deep learning · Semantics

1 Motivation

The volume of unstructured textual information currently available widely sur-
passes the ability of analysis by a researcher, even if restring it to a domain-
specific topic. Biomedical literature is the standard method that researchers use
to share their findings mainly in the form of articles, patents and other types of
written reports [8]. Thus, scientific articles are the primary source of knowledge
for biomedical relations, including human phenotypes and other biomedical enti-
ties, such as genes and diseases. Processing the amount of information available
is only feasible using text mining techniques.

Deep learning is widely used to solve problems such as speech recognition,
visual object recognition, and object detection. However, deep learning methods
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that effectively identify and extract relations between biomedical entities in the
text are still scarce [12]. Lately, efforts regarding new pre-trained language rep-
resentation models have been proposed with BERT [6,23], and applied to the
biomedical domain with BioBERT [11], achieving promising results. These pre-
trained models can act as information layers for a biomedical RE deep learning
model that uses not only the training data but also external sources of knowl-
edge like domain-specific ontologies combined with graph attention mechanisms
or semantic similarity measures. External sources of knowledge, such as the Gene
Ontology (GO) [2] and the Human Phenotype Ontology (HPO) [15], can provide
highly valuable information for the detection of relations between entities in the
text [10], each containing several thousands of terms and annotations.

To the best of our knowledge, there is no deep learning RE system that
includes in their data representations the information encoded in ontologies com-
bined with other types of semantics to identify and extract relations between
biomedical entities in articles.

2 Background and Related Work

Using different sources of information to support automated extracting of
relations between biomedical concepts contributes to the development of our
understanding of biological systems [22]. Researchers have proposed several
RE approaches to identify relations between concepts in biomedical literature,
namely, using neural network algorithms. The use of multichannel architectures
composed of multiple data representations, as in deep neural networks, leads
to state-of-the-art results. The right combination of data representations can
eventually lead us to even higher evaluation scores in RE tasks.

Semantic resources such as knowledge bases and graphs can contain highly
structured background data, particularly for the biomedical domain [13]. These
resources play a fundamental role in the way we store, organize and retrieve
information. Biological knowledge bases are commonplace for researchers and
clinicians to access all types of biomedical data retrieved from biomedical litera-
ture [1]. Researchers can explore these resources regarding information retrieval
systems, so one can rely on more than the literature itself to train a RE model.
By integrating semantic resources, we feed the training process with extra,
highly relevant information about each entity in the relation and the connec-
tions that entity establishes within the known semantic universe. Using hetero-
geneous graphs attention mechanisms to represent indirect relations between
different type entities, such as genes and diseases in the biomedical domain, can
be a viable additional external source of knowledge to preexisting deep learn-
ing RE systems [24]. Thus, enabling us to find representations of an indirect
relation between two entities using knowledge graphs. The knowledge graphs
to implement heterogeneous graphs attention mechanisms could be ontologies
representing the entities of interest and their semantic relationships in a given
domain. An ontology is a structured way of providing a common vocabulary
in which shared knowledge is represented [7]. Word embeddings can learn how
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to detect relations between entities but manifest difficulties in grasping each
entity’s semantics and their specific domain. Domain-specific ontologies provide
and formalize this knowledge. Biomedical ontologies are usually structured as a
directed acyclic graph, where each node corresponds to an entity and the edges
correspond to known relations between those entities. Thus, a structured rep-
resentation of the semantics between entities and their relations, an ontology,
allows us to use it as an added feature to a machine learning classifier.

3 Research Questions and Methodology

This doctoral proposal can be divided into three main research questions (RQ):

– RQ1: Can the latest advances in language representations be used to create
a state-of-the-art RE deep learning system? (Subsect. 3.1)

– RQ2: Can we use biomedical semantics as an add-on for RE systems?
(Subsect. 3.2)

– RQ3: How can we evaluate RE systems regarding the biomedical domain in
English and non-English languages? (Subsect. 3.3).

The RE systems will go through ongoing evaluation as new information is
added, using different benchmark datasets: the semantic relations between pairs
of nominals corpus SemEval-2010 Task 8 [9], the drug-drug interactions corpus
SemEval-2013 task-9 [17], and the Phenotype-Gene Relations corpus [19]. This
project will use three distinct state-of-the-art evaluation metrics: recall, preci-
sion, and F-measure to compare the results obtained with different datasets and
approaches.

3.1 Deep Learning System

Each set of biomedical entities has distinct textual characteristics, inherent to
unique contexts. Each entity will be identified with a domain-specific Named-
Entity Recognition (NER) system [25]. Regarding Named-Entity Linking (NEL),
entities such as genes, chemicals, diseases, and proteins, will be matched to an
identifier through the corresponding ontology. These tasks need to be optimized
to perform RE.

The RE system between the linked identified entities is going to be built
using bidirectional Long Short-Term Memory (LSTM) networks, a deep learning
method that deals with long sentences of words, with a similar architecture to
Reccurrent Neural Networks (RNN), based on the work of Lamurias et al. [10]
(BO-LSTM system). These models use different types of information, known as
channels, such as word embeddings, part-of-speech tags, grammatical relations,
and WordNet hypernyms [4] to maximize performance. Each of these channels
has different types of input information and is responsible for one of the model
layers. All of these layers can be connected to a softmax layer outputting the
probabilities of each class.
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3.2 Semantics as an Add-on for RE Systems

Taking advantage of semantics can provide supplementary information that may
not be present in the training data. Ontologies formalize existing knowledge
about entities such as genes [2], and diseases [16]. By representing each entity
as the sequence of its ancestors, it is possible to detect new relations between
entities that were not evident by only using the training data. Also, a new word
embedding layer is going to be built, taking advantage of semantics/attention
mechanisms. Word embeddings usually represent a variable-length sentence into
a fixed-length vector, where each element of the vector encodes some semantics
of the original sentence. The innovation resides in adding the ontology semantics
of the identified entity to each vector, as well a graph attention mechanism, and
test the use of semantic similarity measures. This work will explore some avenues,
such as creating an annotation vector, along with the pre-existing entity vector,
that expresses ascendants, descendants, and their connections to be fed to the
model, including cross-domain relationships already established as for different
types of biomedical entities.

3.3 Evaluation Tactics of RE Systems to the Biomedical Domain

Apart from the standard evaluation tactic reported, some paths can facilitate
the evaluation of different approaches, including the development of an improved
automated corpus creation based on the PGR corpus for system assessment
[19]. Improving automating corpus creation is of interest to create training data
for the developed systems since some biomedical relations do not have gold
standard corpus available to use to test the quality of these systems. Leveraging
on previous work [19] it is possible to generate multiple silver standard corpus for
different entities with good enough results. These results have been demonstrated
to be sufficient for training deep learning-based systems [20], and constitute a
solid contribution to the Information Retrieval (IR) field. Also, apply domain-
specific ontologies of non-biomedical topics, for example, the Planteome, a plant
ontology [5], using benchmark datasets. Finally, making use of the translation of
some ontologies like the HPO, and the DECS ontology [3] (i.e., Health Sciences
Descriptors in Portuguese and Spanish) linked to English mesh terms [14], will
allow us to study the effect of different languages in the system.

This thesis’s early contributions consist on four publications, including a book
chapter about neural networks [22], a conference paper describing the integration
of multiple ontologies into a deep learning system [18], a journal paper describing
improving accessibility and distinction between negative results in biomedical
RE using the PGR dataset [21], and a journal paper on an approach to create
biomedical training corpora using distant supervision and crowdsourcing [20].

4 Research Issues for Discussion

I seek suggestions and comments on how to improve this proposal. I am specifi-
cally interested in discussing how to integrate external knowledge into a relation
extraction system effectively in a seamless and generalizable way.
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Abstract. Providing efficient and effective search and recommendation
algorithms has been traditionally the main objective for the industrial
and academic research communities. However, recent studies have shown
that optimizing models through these algorithms may reinforce the exist-
ing societal biases, especially under certain circumstances (e.g., when
historical users’ behavioral data is used for training). Identifying and
mitigating data and algorithmic biases thus becomes a crucial aspect,
ensuring that these models have a positive impact on the stakeholders
involved in the search and recommendation processes. The BIAS 2021
workshop aims to collect novel contributions in this emerging field, pro-
viding a common ground for researchers and practitioners.

Keywords: Bias · Algorithms · Search · Recommendation · Fairness

1 Motivations and Topics of Interest

Both search and recommendation algorithms provide a user with a ranking
of results that aims to match their needs and interests. Despite the (non-)
personalized perspective that characterizes each class of algorithms, both learn
patterns from data which often conveys biases in terms of unbalances and inequal-
ities.

In most cases, the trained models and, by extension, the final ranking, capture
and unfortunately strengthen these biases in the learned patterns [3]. When
a bias impacts on human beings as individuals or as groups characterized by
certain legally-protected sensitive attributes (e.g., their race, gender or religion),
the inequalities reinforced by search and recommendation algorithms even lead
to severe societal consequences, such as discrimination and unfairness [5].
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Being able to detect, characterize, and mitigate biases while preserving effec-
tiveness is thus a timely goal for modern search and recommendation algorithms.
Challenges that arise in real-world applications are focused, among others, on
controlling the effects of popularity biases in order to improve users’ perceived
quality of the results [1,6,7], supporting consumers and providers by means of
rankings that ensure a multi-sided fairness [4,8], and explaining why a model
provides biased results and how their effects can be transparently mitigated.

Given the growing importance of these topics, the European IR community
is more and more eager to delve into them and, as a consequence, can strongly
benefit from a dedicated event. Therefore, BIAS 20211 is the ECIR’s workshop
aimed at collecting new contributions in this vibrant research field and providing
a common ground for interested researchers and practitioners. Specifically, BIAS
2021 is the second edition of this successful series of dedicated events, which saw
a constant participation of 70+ attendants and resulted in proceedings collected
in a Springer volume [2] in the context of the first edition in 20202. The work-
shop and the related initiatives are being supported by the ACM Conference on
Fairness, Accountability, and Transparency (ACM FAccT) Network.

The workshop contributions include studies related to data and algorithmic
bias and fairness in search and recommendation, focused (but not limited) to:

– Data Set Collection and Preparation:
• Managing imbalances and inequalities within data sets;
• Devising collection pipelines that lead to fair and less unbiased data sets;
• Collecting data sets useful for studying biased and unfair situations;
• Designing procedures for creating data sets for research on bias.

– Countermeasure Design and Development :
• Conducting exploratory analysis that uncover biases;
• Designing treatments that mitigate biases (e.g., popularity bias);
• Devising explainable search and recommendation models;
• Providing treatment procedures whose outcomes are easily interpretable;
• Balancing inequalities among different groups of users or stakeholders.

– Evaluation Protocol and Metric Formulation:
• Conducting quantitative experimental studies on bias and unfairness;
• Defining objective metrics that consider fairness and/or bias;
• Formulating bias-aware protocols to evaluate existing algorithms;
• Evaluating existing strategies in unexplored domains;
• Comparative studies of existing evaluation protocols and strategies.

– Case Study Exploration:
• E-commerce platforms;
• Educational environments;
• Entertainment websites;
• Healthcare systems;
• Social media;
• News platforms and digital libraries;
• Job and dating portals.

1 https://biasinrecsys.github.io/ecir2021/.
2 http://bias.disim.univaq.it.

https://biasinrecsys.github.io/ecir2021/
http://bias.disim.univaq.it
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2 Scientific Objectives

The workshop has the following main objectives:

1. Raise awareness on algorithmic bias issues within the IR community;
2. Identify social and human dimensions affected by algorithmic bias in IR;
3. Solicit contributions from researchers who are facing algorithmic bias in IR;
4. Get insights on existing approaches, recent advances, and open issues;
5. Familiarize the IR community with existing practices from the field;
6. Uncover gaps between academic research and real-world needs in the field.

Moreover, the workshop scientific objectives include:

– Collecting research papers with new contributions on emerging aspects in this
research area, falling into one of the following categories:
• Full papers of 12 pages, references included.
• Reproducibility papers of 12 pages, references included.
• Short or position papers of 6 pages, references included.

– Fostering a vivid discussion among workshop participants and speakers on
algorithmic bias in IR, depicting the state of the art and future research.

– Strengthening the community working on algorithmic bias, fostering ideas
and sparks for challenges, and shaping collaborations in future initiatives.

– Collecting the extended versions of the most relevant workshop papers, to
publish them into a top-tier journal special issue, after the event.

3 Organizing Team

Ludovico Boratto is Senior Research Scientist in the Data Science and Big Data
Analytics research group at Eurecat, Barcelona (Spain). His research interests
focus on recommender systems and their impact on the different stakehold-
ers, both considering accuracy and beyond-accuracy evaluation perspectives. He
has a wide experience in workshop organizations, with 10+ events organized
at ECIR, IEEE ICDM, ECML-PKDD, and ACM EICS and is currently giv-
ing tutorials on algorithmic bias in recommender systems at UMAP and ICDM
2020.

Stefano Faralli is Assistant Professor at University of Rome Unitelma Sapienza,
Rome, Italy. His research interests include Ontology Learning, Distributional
Semantics, Word Sense Disambiguation/Induction, Recommender Systems,
Linked Open Data. He co-organized the International Workshop: Taxonomy
Extraction Evaluation (TexEval) Task 17 of Semantic Evaluation (SemEval-
2015), the International Workshop on Social Interaction-based Recommendation
(SIR 2018), and the ECIR 2020 BIAS workshop.

Mirko Marras is Postdoctoral Researcher at the Digital Vocation, Education and
Training (D-VET) & Machine Learning for Education (ML4ED) Laboratory of
the Swiss Federal Institute of Technology in Lausanne - EPFL (Switzerland).
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His research interests focus on data mining and machine learning for education,
with attention to issues related to bias and fairness. He took a leading role when
chairing the first edition of the BIAS 2020 workshop and is giving tutorials on
algorithmic bias in recommender systems at UMAP and ICDM 2020.

Giovanni Stilo is Assistant Professor at the Department of Information Engi-
neering, Computer Science and Mathematics of the University of L’Aquila. His
research interests focus on machine learning and data mining, and specifically
temporal mining, social network analysis, network medicine, semantics-aware
recommender systems, and anomaly detection. He has organized several interna-
tional workshops, held in conjunction with top-tier conferences (ICDM, CIKM,
and ECIR), with the ECIR 2020 BIAS workshop being one of them.
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Abstract. Narrative extraction, understanding and visualization is currently a
popular topic and an important tool for humans interested in achieving a deeper
understanding of text. Information Retrieval (IR), Natural Language Processing
(NLP) and Machine Learning (ML) already offer many instruments that aid the
exploration of narrative elements in text and within unstructured data. Despite evi-
dent advances in the last couple of years the problem of automatically representing
narratives in a structured form, beyond the conventional identification of common
events, entities and their relationships, is yet to be solved. This workshop held vir-
tually onApril 1st, 2021 co-located with the 43rd European Conference on Infor-
mation Retrieval (ECIR’21) aims at presenting and discussing current and future
directions for IR, NLP, ML and other computational fields capable of improving
the automatic understanding of narratives. It includes a session devoted to regular,
short and demo papers, keynote talks and space for an informal discussion of the
methods, of the challenges and of the future of the area.

1 Motivation

Narratives have long been studied in the computational field as a sequence or chain of
events (happening) communicated by word (oral and written) and/or visually (through
images, videos or other forms of representations). Over the years several methods bor-
rowed from different computational areas, including Information Retrieval (IR), Natural
Language Processing (NLP) and Machine Learning (ML) have been applied as a means
to better understand the constituents of a narrative, their actors, events, entities and their
relationship on time and space. Industries such as finance [1], business [5], news out-
lets [10], and health care [12] have been the main beneficiaries of the investment in
this kind of technology. The ultimate goal is to offer users the chance to more quickly
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understand the information conveyed in economic and financial reports, patient records,
and to offer them more appealing and alternative formats of exploring common narra-
tives through interactive visualizations [4]. Timelines [13] and infographics for instance,
can be employed to represent in a more compact way automatically identified narrative
chains in a cloud of news articles [9] or keywords [3], assisting human readers in grasping
complex stories with different moments and a network of characters. Also, the automatic
generation of text [14] shows impressive results towards computational creativity but
still needs to develop means for controlling the narrative intent of the output and a pro-
found understanding of their methods by humans (explainable AI) and of the challenges
associated with it, such as bias on text, transparency and trust.

The Text2Story workshop, now in its fourth edition, aims to provide a common
forum to consolidate the multi-disciplinary efforts and foster discussions to identify the
wide-ranging issues related to the narrative extraction task. In the three first editions
[2, 6, 7], we had an approximate number of 140 accumulated participants, 70 of which
in the last edition as the result of moving to an online format due to the Covid-19
pandemics [11]. In addition to this, we also hosted the Text2Story Special Issue on
IPM Journal [8] demonstrating the growing activity of this research area. In this year’s
edition, we welcomed contributions from interested researchers on all aspects related
to narrative understanding, including the extraction and formal representation of events,
entities, temporal aspects and their intrinsic relationships. In addition to this, we seek
contributions related to alternativemeans of presenting the information and on the formal
aspects of evaluation, including the proposal of new datasets. A list of all the topics can
be found on the Text2Story webpage [https://text2story21.inesctec.pt/].

2 Scientific Objectives

The workshop has the following main objectives: (1) raise awareness within the IR
community to the problem of narrative extraction and understanding; (2) shorten the
gap between academic research, practitioners and industry; (3) obtain insight on new
methods, recent advances and challenges, as well on future directions; (4) share experi-
ences of research projects, case studies and scientific outcomes, (5) identify dimensions
potentially affected by the automatization of the narrative process.

3 Organizing Team

Ricardo Campos is an assistant professor at the Polytechnic Institute of Tomar. He is an
integrated researcher of LIAAD-INESC TEC, the Artificial Intelligence and Decision
Support Lab of U. Porto, and a collaborator of Ci2.ipt, the Smart Cities Research Center
of the Polytechnic of Tomar. He is PhD in Computer Science by the University of Porto
(U. Porto). He has over ten years of research experience in IR and NLP. He is an editorial
board member of the IPM Journal (Elsevier), co-chaired international conferences and
workshops, being also a PCmember of several international conferences. More in http://
www.ccc.ipt.pt/~ricardo.

Alípio M. Jorge works in the areas of data mining, ML, recommender systems
and NLP. He is a PhD in Comp. Science (CS) by the University of Porto (UP). He
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is an Associate Professor of the dep. of CS of the UP since 2009 and is the head of
that dep. Since 2017. He is a researcher and the coordinator of LIAAD-INESC TEC,
having also coordinated the MSc in Computer Science from 2010 to 2013. He has
projects in web automation, recommender systems, IR, text mining and decision support
for the management of public transport. He represents Portugal in the Working Group
on Artificial Intelligence at the European Commission and is the coordinator for the
Portuguese Strategy on Artificial Intelligence “AI Portugal 2030”.

Adam Jatowt is Full Professor at the University of Innsbruck. He has received
his Ph.D. in Information Science and Technology from the University of Tokyo,
Japan in 2005. His research interests lie in an area of IR, knowledge extraction from
text and in digital history. Adam has been serving as a PC co-chair of IPRES2011,
SocInfo2013, ICADL2014, JCDL2017 and ICADL2019 conferences and a general chair
of ICADL2020, TPDL2019 and a tutorial co-chair of SIGIR2017. He was also a co-
organizer of 3 NTCIR evaluation tasks and co-organizer of 16 international workshops
at WWW, CIKM, ACL, ECIR, IUI, SOCINFO, TPDL and DH conferences.

Sumit Bhatia is a Research Staff Member at IBM Research AI, India. He received
his Ph.D. from the Pennsylvania State University in 2013. His doctoral research focused
on enabling easier information access in online discussion forums followed by a post-
doc at Xerox Research Labs on event detection and customer feedback monitoring in
social media. With primary research interests in the fields of Knowledge Management,
IR and Text Analytics, Sumit is a co-inventor of more than a dozen patents. He has
served on program committees of multiple conferences and journals including WWW,
CIKM, ACL, EMNLP, NAACL, TKDE, TOIS, WebDB, JASIST, IJCAI, and AAAI.

Mark Finlayson is Eminent Scholar Chaired Associate Professor of Comp. Science
and Interim Associate Director of the School of Comp. And Inf. Sciences at Florida
International University in Miami, FL, USA. He received his Ph.D. from the Mas-
sachusetts Institute of Technology (MIT) in 2012. He served as a Research Scientist at
the MIT Computer Science and AI Laboratory for 2 ½ years before coming to FIU. His
research spans the study of narrative across AI, NLP, cognitive science, and the digital
humanities. He has served on the organizing committees for numerous narrative-focused
workshops. He regularly serves on the technical program committees for major AI and
NLP conferences.
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Abstract. The Bibliometric-enhanced Information Retrieval (BIR)
workshop series at ECIR tackles issues related to academic search, at
the intersection of Information Retrieval, Natural Language Processing
and Bibliometrics. BIR is a hot topic investigated by both academia and
the industry. In this overview paper, we summarize the 11th iteration of
the workshop and present the workshop topics for 2021.

Keywords: Academic search · Information retrieval · Digital
libraries · Bibliometrics · Scientometrics

1 Motivation and Relevance to ECIR

Bibliometric-enhanced IR is a hot topic with growing recognition in the infor-
mation retrieval as well as the scientometrics community in recent years. This
is motivated by the exploding number of scholarly publications and the need
to satisfy scholars’ specific information needs to find relevant research contri-
bution for their own work. As a very recent example, the COVID-19 crisis and
the large number of scientific publications triggered by it has made the effective
and efficient scholarly search for and discovery of high-quality publications, for
instance in pre-print repositories to ensure the quick dissemination of crucial
research results, a priority. Bibliometric-enhanced information retrieval tries to
provide solutions to the peculiar needs of scholars to keep on top of the research
in their respective fields, utilising the wide range of suitable relevance signals
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that come with academic scientific publications, such as keywords provided by
authors, topics extracted from the full-texts, co-authorship networks, citation
networks, and various classification schemes of science. Bibliometric-enhanced
IR systems must deal with the multifaceted nature of scientific information by
searching for or recommending academic papers, patents, venues (i.e., confer-
ences or journals), authors, experts (e.g., peer reviewers), references (to be cited
to support an argument), and datasets.

The purpose of the BIR workshop series founded in 2014 [3] is to tackle these
challenges by tightening up the link between IR and Bibliometrics. We strive to
bring the ‘retrievalists’ and ‘citationists’ [4] active in both academia and industry
together. The success of past BIR events (Table 1) evidences that BIR@ECIR
is a much needed scientific event for the different communities involved to meet
and join forces to push the knowledge boundaries of IR applied to literature
search and recommendation.

Table 1. Overview of the BIR workshop series and CEUR proceedings

Year Conference Venue Papers Proceedings

2014 ECIR Amsterdam, NL 6 Vol-1143

2015 ECIR Vienna, AT 6 Vol-1344

2016 ECIR Padua, IT 8 Vol-1567

2016 JCDL Newark, US 10 + 10a Vol-1610

2017 ECIR Aberdeen, UK 12 Vol-1823

2017 SIGIR Tokyo, JP 11 Vol-1888

2018 ECIR Grenoble, FR 9 Vol-2080

2019 ECIR Cologne, DE 14 Vol-2345

2019 SIGIR Paris, FR 16 + 10b Vol-2414

2020 ECIR Lisbon (Online), PT 9 Vol-2591

2021 ECIR Lucca (Online), IT 9 TBA
aWith CL-SciSumm 2016 Shared Task; bWith CL-SciSumm 2019
Shared Task

2 Objectives and Topics

The call for papers for the 2021 workshop (the 11th BIR edition) addressed cur-
rent research issues regarding 3 aspects of the search/recommendation process:

1. User needs and behaviour regarding scientific information, such as:
– Finding relevant papers/authors for a literature review.
– Measuring the degree of plagiarism in a paper.
– Identifying expert reviewers for a given submission.
– Flagging predatory conferences and journals.

http://ceur-ws.org/Vol-1143/
http://ceur-ws.org/Vol-1344/
http://ceur-ws.org/Vol-1567
http://ceur-ws.org/Vol-1610
http://ceur-ws.org/Vol-1823
http://ceur-ws.org/Vol-1888
http://ceur-ws.org/Vol-2080
http://ceur-ws.org/Vol-2345
http://ceur-ws.org/Vol-2414
http://ceur-ws.org/Vol-2591
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– Information seeking behaviour and HCI in academic search.
2. Mining the scientific literature, such as:

– Information extraction, text mining and parsing of scholarly literature.
– Natural language processing (e.g., citation contexts).
– Discourse modelling and argument mining.

3. Academic search/recommendation systems, such as:
– Modelling the multifaceted nature of scientific information.
– Building test collections for reproducible BIR.
– System support for literature search and recommendation.

At the time of writing, three keynote speakers accepted our invitation to give
an invited talk during the workshop: Ludo Waltman, Lucy Lu Wang and Jimmy
Lin.

Ludo Waltman is professor and deputy director at the Centre for Science and
Technology Studies (CWTS) at Leiden University. He leads the Quantitative
Science Studies (QSS) research group at CWTS, which does research in the
fields of bibliometrics and scientometrics. Ludo is coordinator of the CWTS
Leiden Ranking, a bibliometric ranking of major universities worldwide.

Lucy Lu Wang is a postdoctoral investigator at the Allen Institute for AI (AI2)
in the Semantic Scholar research group. Lucy works in the areas of knowledge
representation and biomedical ontologies, natural language processing applica-
tions for biomedical and scientific text, open access, and meta-science. She is one
of the authors of the COVID-19 open research dataset (CORD-19).

Jimmy Lin is a professor and the David R. Cheriton Chair in the David R.
Cheriton School of Computer Science at the University of Waterloo, Canada.
His main work is at the intersection of information retrieval, natural language
processing, databases and data management. He has spearheaded the develop-
ment of a search engine that provides access to over 45,000 scholarly articles
about COVID-19 in the Allen Institute for AI’s CORD-19 research dataset.

3 Target Audience

The target audience of the BIR workshops are researchers and practitioners,
junior and senior, from Scientometrics as well as Information Retrieval and Nat-
ural Language Processing. These could be IR/NLP researchers interested in
potential new application areas for their work as well as researchers and practi-
tioners working with bibliometric data and interested in how IR/NLP methods
can make use of such data. The 10th anniversary edition in 2020 ran online
with an audience peaking at 97 online participants [1]. In December 2020, we
published our third special issue emerging from the past BIR workshops [2].
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4 Peer Review Process and Workshop Format

Our peer review process is supported by Easychair. Each submission is assigned
to 2 to 3 reviewers, preferably at least one expert in IR and one expert in Biblio-
metrics or NLP. The programme committee for 2021 consists of peer reviewers
from all participating communities. Accepted papers are either long papers (15-
min talks) or short papers (5-min talks). Two interactive sessions close the morn-
ing and afternoon sessions with posters and demos, allowing attendees to discuss
the latest developments in the field and opportunities (e.g., shared tasks such as
CL-SciSumm). These interactive sessions serve as ice-breakers, sparking inter-
esting discussions that, in non-pandemic times, usually continue during lunch
and the cocktail party. The sessions are also an opportunity for our speakers to
further discuss their work.

As a follow-up of the workshop, the co-chairs will write a report summing
up the main themes and discussions to SIGIR Forum [1, for instance] and
BCS Informer1, as a way to advertise our research topics as widely as possi-
ble among the IR community.

5 Next Steps

Research on scholarly document processing has for many years been scattered
across multiple venues such as ACL, SIGIR, JCDL, CIKM, LREC, NAACL,
KDD, and others. Our next strategic step is the Second Workshop on Scholarly
Document Processing (SDP)2 that will be held in June 2021 in conjunction
with the 2021 Conference of the North American Chapter of the Association
for Computational Linguistics (NAACL). This workshop and initiative will be
organized by a diverse group of researchers (organizers from BIR, BIRNDL,
Workshop on Mining Scientific Publications/WOSP and Big Scholar) which have
expertise in NLP, ML, Text Summarization/Mining, Computational Linguistics,
Discourse Processing, IR, and others.

Acknowledgement. The organizers wish to thank all those who contributed to this
workshop series: the researchers who contributed papers, the many reviewers who gen-
erously offered their time and expertise, and the participants of the BIR and BIRNDL
workshops. Since 2016, we maintain the Bibliometric-enhanced-IR Bibliography that
collects scientific papers which appear in collaboration with the BIR/BIRNDL orga-
nizers.
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Abstract. The 1st edition of the workshop on Mixed-Initiative Con-
veRsatiOnal Systems (MICROS@ECIR2021) aims at investigating and
collecting novel ideas and contributions in the field of conversational
systems. Oftentimes, the users fulfill their information need using smart-
phones and home assistants. This has revolutionized the way users access
online information, thus posing new challenges compared to traditional
search and recommendation. The first edition of MICROS will have a
particular focus on mixed-initiative conversational systems. Indeed, con-
versational systems need to be proactive, proposing not only answers but
also possible interpretations for ambiguous or vague requests.

Keywords: Conversational search · Mixed-initiative interaction ·
Interactive recommendation

1 Motivation and Topics of Interest

The increasing popularity of personal assistant systems as well as smartphones
has drawn attention to conversational systems with many application scenarios
ranging from simple ones (e.g., checking the weather forecast) to more complex
ones (e.g., performing e-commerce transactions). Moreover, thanks to the recent
advances in automatic speech recognition and voice generation, conversational
assistants, such as Apple Siri or Microsoft Cortana, are widely being used in
chatbots and smart-home devices as well as in wearable devices and smartphones.

Users employ conversational systems to seek information in an interactive
way, often through voice interfaces. Information-seeking conversations can be
categorized into two main classes: (i) search and (ii) recommendation. In con-
versational search, answering users’ requests poses several challenges. First, the
system must understand the user requests (a.k.a. questions, queries, or utter-
ances) and return a ranked list of documents (results). The very top results
(e.g., 1 or 2) must be potentially useful as the system replies vocally and thus it
c© Springer Nature Switzerland AG 2021
D. Hiemstra et al. (Eds.): ECIR 2021, LNCS 12657, pp. 710–713, 2021.
https://doi.org/10.1007/978-3-030-72240-1_86
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is impossible for the user to browse the list of results as in Web search. Another
important challenge in conversational search is that (complex) information needs
are not expressed with a single request; rather, the user formulates multiple sub-
sequent questions that can be related to each other. In these multi-turn con-
versations, the current request may not be self-explanatory as the context is
missing from the current question, but it was implied or explicitly mentioned in
previous turns [6]. In particular, the subjects can be pronouns referring to top-
ics mentioned in the previous requests and/or answers [1,4,6]. Moreover, during
the conversation, there might be slight or significant topic changes that need
to be detected by the system [1,4,6]. Furthermore, the users’ requests can be
vague, ambiguous, or misleading. Since the requests are formulated in natural
language, they are prone to the ambiguity and polysemy of words, the presence
of acronyms, mistakes, and grammar misuses. In such cases, the system can
take the initiative by asking clarifying questions or by proposing keywords that
disambiguate the request [2,3].

In conversational recommendation, the system interacts with the user asking
for her opinion about some items [5]. Preference elicitation introduces numerous
challenges, such as modeling users’ preference upon receiving their feedback and
selecting the next question in a conversation to optimize the information gain.
At the same time, the system should avoid any bias in the user’s feedback.

We envision that advanced, flexible, and mixed-initiative interactions are
very important in conversational systems as they allow the systems to identify
the correct intent behind the user’s requests and needs.

The workshop topics include but are not limited to:

1. Applications of conversational search and recommendation systems
– Large-scale retrieval candidate responses (e.g., documents, passages) in

conversational search
– Conversational and question-based recommendation systems
– Tracking information-need evolution during the conversation (e.g., con-

text changes)
– Processing and rewriting of natural language conversational queries
– Relevance feedback in conversational search.

2. Mixed-initiative interaction systems, such as clarification and preference elic-
itation in conversational systems

– Dialogue schema for conversational search
– Conversational navigation of search results
– Conversation history understanding and query modeling
– Pro-active search and recommendation interactions in conversational

search.
3. Deep learning and reinforcement learning for conversational search

– Conversational question answering
– Result summarization, explanation, and presentation in conversational

search
– Balance and bias for more inclusive conversational systems.
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4. Multi-modal interactions for conversational interfaces (e.g., speech-only and
small-screen interfaces)

– Voice-based search engine operations
– User intent and dialog state tracking in conversational search
– Personalization and user models for conversational search.

5. Specialized applications and use cases for conversational search (e.g., health,
finance, travel)

6. Knowledge graph presentation in conversational search
7. Data creation and curation for conversational search
8. Evaluation metrics for effectiveness, engagement, satisfaction of conversa-

tional systems.

2 Scientific Objectives

The goal of the MICROS workshop is to collect and discuss novel approaches,
evaluation techniques, datasets, and domain-specific applications of conversa-
tional systems. The workshop aims at bringing together academic and industry
researchers to create a forum for interacting and discussing the latest develop-
ments and new directions of research in the area of search- and recommendation-
oriented conversational systems. These discussions are open to the whole audi-
ence and lead by experienced researchers from both academia and industry who
actively participate in the workshop as keynote speakers and panelists.

A particular focus of MICROS is on mixed-initiative interactions. This novel
and still under-explored topic represents an important development in conver-
sational systems. As a matter of fact, the interaction between the user and the
system should go beyond the usual “user asks, system responds” paradigm. Espe-
cially for those scenarios where the user requests are too generic, ambiguous, and
may lack explicit subjects or context. The conversational system lacking enough
confidence in identifying the topic of interest would take the initiative by asking
the user to clarify her request, or proposing possible interpretations, or inferring
the user’s crisp opinion and interest.

3 Organizing Team

– Ida Mele is currently a researcher at IASI-CNR, Rome (Italy). She got her
Ph.D. in Computer Engineering from Sapienza University of Rome. She has
co-authored papers in peer-reviewed international conferences and top-tier
journals. She has also served as PC member and reviewer for international
conferences and journals. Her research interests are Web Mining, Information
Retrieval, Recommendation Systems, and Social Media. Her current research
focuses on conversational search and, in particular, on passage retrieval and
re-ranking for multi-turn conversational searches.
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– Cristina Ioana Muntean is a Researcher at ISTI-CNR, Pisa (Italy). Her
main research interests are in Information Retrieval and Machine Learning
with applications to Web search and social media. She is particularly inter-
ested in passage retrieval and conversational search using neural and classic
IR models. She is an active member in the SIGIR, ECIR, CIKM, and TheWe-
bConf communities, as author and part of the program committees.

– Mohammad Aliannejadi is a post-doctoral researcher at the University
of Amsterdam (The Netherlands). His research interests include single- and
mixed-initiative conversational information access and recommender systems.
Previously, he completed his Ph.D. at Università della Svizzera italiana
(Switzerland), where he worked on novel approaches of information access
in conversations. He has been an active member of the community, publish-
ing and serving as a PC member in major venues and journals of the field.

– Nikos Voskarides is a PhD candidate at the University of Amsterdam (The
Netherlands). He is an active member of the community, publishing and serv-
ing as a PC member at major conferences such as SIGIR, ACL, EMNLP,
ECIR and AKBC. His current research focuses on information retrieval for
knowledge graphs and conversational search.
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Abstract. The Reducing Online Misinformation through Credible
Information Retrieval (ROMCIR) 2021 Workshop, as part of the satel-
lite events of the 43rd European Conference on Information Retrieval
(ECIR), is concerned with providing users with access to genuine infor-
mation, to mitigate the information disorder phenomenon characterizing
the current online digital ecosystem. This problem is very broad, as it
concerns different information objects (e.g., Web pages, online accounts,
social media posts, etc.) on different platforms, and different domains
and purposes (e.g., detecting fake news, retrieving credible health-related
information, reducing propaganda and hate-speech, etc.). In this context,
all those approaches that can serve, from different perspectives, to tackle
the credible information access problem, find their place.

Keywords: Information disorder · Credibility · Information retrieval

1 Motivations and Topics of Interest

Nowadays, we are more and more aware of the problems that can arise from com-
ing into contact with different kinds of misleading contents that are propagated
online, especially through social media platforms [5,7]. Fake news can, for exam-
ple, influence public opinion in political and financial choices [3]; fake reviews
can promote substandard products or, on the contrary, destroy florid economic
activities by means on discredit campaigns [9]; unverified medical information
can lead people to follow behaviors that can be harmful to their own health and

Supported by the IMT School for Advanced Studies Lucca, the University of Milano-
Bicocca (DISCo – IKR3 Lab), and the scheme ‘INFRAIA-01-2018-2019: Research and
Innovation action’, Grant Agreement n. 871042 ‘SoBigData++: European Integrated
Infrastructure for Social Mining and Big Data Analytics’.
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to that of society as a whole (let us think, for example, of the risk of following
negationism hypotheses in the context of the recent COVID-19 pandemic) [6].
Access to unverified information is made easier and easier to the fact that, from
a technological point of view, information is produced at a speed and volume
never seen before, almost without any trusted traditional intermediary [1,2].
Faced with this huge amount of information, and the uncertainty associated
with its degree of veracity, human cognitive abilities are not always sufficient to
take well-informed decisions [4].

For the above-mentioned reasons, the central topic of the workshop concerns
providing access to users to credible and/or verifiable information, to mitigate
the so-called information disorder phenomenon [8]. By “information disorder”,
we mean all forms of communication pollution, encompassing dis-, mis-, and
mal -information. Misinformation is the spread of false content resulting from
the spreader’s ignorance, disinformation is a form of intentional sharing of false
content to produce harm, while malinformation spreads information that is based
on reality, having the same harmful intent (e.g., the despicable act of revenge
porn). In this context, it is clear that the problem of guaranteeing access to gen-
uine information online is very broad, as it concerns different information objects
(e.g., Web pages, online accounts, social media posts, etc.), different online plat-
forms (e.g., Web portals, social networking services, question-answering systems,
etc.), and different domains and purposes (e.g., detecting fake news, retrieving
credible health-related information, reducing propaganda and hate-speech, etc.).
Hence, all those approaches that can serve, from different perspectives, to tackle
the credible information access problem, find their place in ROMCIR. Specifi-
cally, the topics of interest include, but are not limited to:

– Access to/retrieval of credible information;
– Bias evaluation and detection;
– Bot/spam/troll detection;
– Computational fact-checking;
– Crowdsourcing for information credibility assessment;
– Deep fake analysis and detection;
– Disinformation/misinformation/malinformation analysis and detection;
– Evaluation strategies to assess information credibility;
– Fake news/fake reviews detection, propaganda identification and analysis;
– Filter bubbles, echo chambers, and information polarization online;
– Harassment/bullying/hate-speech detection;
– Security, privacy, and information credibility;
– Sentiment/emotional analysis, and stance detection;
– Trust, reputation, and information credibility;
– Understanding and guiding the societal reaction in the presence of dis-/mis-

/mal-information.

Both theoretical studies, model-driven, and data-driven approaches, sup-
ported by publicly available datasets, are more than welcome.
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2 Scientific Objectives

The key goal of the workshop is to encourage a discussion between researchers
also belonging to different disciplines, and propose innovative solutions, about
the problem of guarantee to users access to credible information that does not
distort their perception of reality. In recent years, despite numerous approaches
have been proposed to tackle the considered issue in different contexts, and for
different purposes, we are still a long way from having found completely effective
and domain-independent solutions.

The problem is still of great interest with respect to many open issues, such
as the access to and retrieval of credible information, the early detection of dis-
/mis-/mal-information, the development of solutions that can be understood by
final users (explainable AI), the study of the problem in the health-related field,
the relationship between security, privacy and credibility in information access
and dissemination.

In this scenario, the role of researchers working in the fields of Information
Retrieval, Social Computing, Social Sciences, and other related research areas,
is crucial to investigate such open issues, providing users with automatic but
understandable tools to help them come into contact with genuine information.

3 Organizing Team

The ROMCIR 2021 organizing team is composed of the following people with
respect to their distinct roles.

3.1 Co-chairs

– Fabio Saracco. He is Assistant Professor (RTDa) at IMT School For
Advanced Studies since May 2016, where he works in the NETWORKS
research unit guided by Prof. Garlaschelli. Fabio’s research is devoted to
the theoretical development of tools for the analysis of complex networks.
Recently these techniques were applied in the context of Online Social Net-
work in the activities of the TOFFEe (TOol for Fighting FakEs) projecy,
funded by the IMT School For Advanced Studies and leaded by Prof. Rocco
De Nicola, and in those of the European Project SoBigData++ (GA. 871042).
Website: https://www.imtlucca.it/en/fabio.saracco.

– Marco Viviani. He is Assistant Professor (RTDb) at the University of
Milano-Bicocca, Department of Informatics, Systems, and Communication
(DISCo). He works in the Information and Knowledge Representation,
Retrieval and Reasoning (IKR3) Lab. He has been co-chair of several spe-
cial tracks and workshops at international conferences, also related to the
assessment of information credibility, and general co-chair of MDAI 2019.
His main research activities include Information Retrieval, Social Comput-
ing, User Modeling, Trust and Reputation Management. Website: http://
www.ir.disco.unimib.it/people/marco-viviani.
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3.2 Publicity Chair

– Marinella Petrocchi, Institute of Informatics and Telematics (IIT) – CNR,
Pisa, Italy. Website: https://www.iit.cnr.it/marinella.petrocchi.

3.3 Program Committee

– Rino Falcone, Inst. of Cognitive Sciences and Technologies (ISTC) – CNR,
Rome, Italy

– Carlos A. Iglesias, Universidad Politècnica de Madrid, Madrid, Spain
– Petr Knoth, The Open University, London, UK
– Udo Kruschwitz, University of Regensburg, Regensburg, Germany
– Yelena Mejova, ISI Foundation, Turin, Italy
– Preslav Nakov, Qatar Computing Research Institute, HBKU, Doha, Qatar
– Symeon Papadopoulos, Inf. Tech. Inst. (ITI), Thessaloniki, Greece
– Marinella Petrocchi, Inst. of Inf. and Telematics (IIT) – CNR, Pisa, Italy
– Barbara Poblete, University of Chile, Santiago, Chile
– Adrian Popescu, CEA LIST, Gif-sur-Yvette, France
– Paolo Rosso, Universitat Politècnica de València, València, Spain
– Fabio Saracco, IMT School for Advanced Studies, Lucca, Italy
– Marco Viviani, University of Milano-Bicocca, Milan, Italy
– Xinyi Zhou, Syracuse University, Syracuse, NY, USA
– Arkaitz Zubiaga, Queen Mary University of London, London, UK.

Acknowledgements. We would like to thank the authors of the submitted articles
for their interest in the considered problem, the members of the Program Committee
for their valuable contribution to the success of the ROMCIR 2021 Workshop, and the
Keynote Speakers for the interest aroused in new research directions. F.S. acknowledge
also support from the European Project SoBigData++ (GA. 871042).
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Abstract. Modern recommender systems (RSs) utilize a variety of
machine learning (ML) models to provide users with relevant, personal-
ized suggestions about products in a vast catalog. Notwithstanding the
great success of ML models to make recommendations, they are often
no-robust to adversarial actors, e.g., competitors, that might act to alter
recommendations toward a malicious outcome. While the injection of
hand-engineered fake profile, i.e., shilling attacks, [1, 2] has been the
core of investigation between years 2000 and 2015, the last years have
been characterized by the rise of Adversarial Machine Learning (AML)
techniques, i.e., ML-based approaches for attacking and defending RSs.
In this tutorial, we present an overview of more than 75 publications on
AML applications in RSs reviewed in our recent survey [3]. In particu-
lar, we introduce a twofold categorization of AML uses in RSs: the one
based on the study of adversarial attacks, and defenses, against either the
model parameters [5], content data [4], or user-item interactions [6]; the
other one related to the use of Generative Adversarial Networks (GAN)
to propose novel recommender models [7]. All the material is publicly
available at github.com/sisinflab/amlrecsys-tutorial.

Keywords: Adversarial machine learning · Recommender systems
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Operationalizing Treatments Against Bias -
Challenges and Solutions
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Abstract. The objective of this tutorial is to provide attendees with
an overview on concepts, methodologies, and tools used to understand
and mitigate bias and discrimination against individuals or demographics
groups (e.g., based on gender, race, or religion), when machine learning
is applied to generate rankings of results. Tutorial description, lecture
slides, code, and Jupyter notebooks showcased in this tutorial can be
retrieved at https://biasinrecsys.github.io/ecir2021-tutorial/.

Keywords: Bias · Fairness · Rankings · Recommender systems

1 Tutorial Description

Over the technologies getting attention in recent years, ranking and recommender
systems are playing a key role in today’s online platforms, influencing how and
what information individuals access. However, the adoption of machine learning in
information retrieval has shown biased and even discriminatory impacts in various
domains. Given that bias is becoming a threat to information seeking, uncovering,
characterizing, and counteracting biases, while preserving the effectiveness of the
system, is proving to be essential. The core of the problem deals with the study
of interdisciplinary concepts, the design of bias-aware algorithmic pipelines, and
the materialization and mitigation of biased effects.

This tutorial provides a timely perspective to consider while inspecting infor-
mation retrieval outputs, leaving attendees with a solid understanding on how
to integrate bias-related countermeasures in their research pipeline. The first
part introduces real-world examples of how a bias can impact on our society, the
conceptual foundations underlying the study of bias and fairness in algorithmic
decision-making, and the strategies to plan, uncover, assess, reduce, and evalu-
ate a bias in an information retrieval system. The second part provides practical
case studies to attendees, where they are engaged in uncovering sources of bias
and in designing countermeasures for rankings of results. By means of use cases
on personalized rankings, the presented algorithmic approaches would help aca-
demic researchers and industrial practitioners to better develop systems that
tackle bias constraints. Finally, this tutorial identifies the current challenges in
bias-aware research and new directions in the context of information retrieval.
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Tutorial on Biomedical Text Processing Using
Semantics

Francisco M. Couto(B)

LASIGE, Faculdade de Ciências, Universidade de Lisboa, Lisbon, Portugal

Abstract. Exploring the vast amount of rapidly growing biomedical
text is of utmost importance, but is also particularly challenging due
to the highly specialized domain knowledge and inconsistency of the
nomenclature.

This introductory tutorial will be a hands-on session to explore the
semantics encoded in biomedical ontologies to process text using shell
scripting with minimal software dependencies. Participants will learn
how to process OWL, retrieve synonyms and ancestors, perform entity
linking, and construct large lexicons.

Keywords: Semantic indexing · Ontologies · Controlled vocabularies ·
Information retrieval · Text mining · Shell scripting · Bioinformatics

A major problem with biomedical text is the inconsistency of the nomencla-
ture used for describing biomedical concepts and entities [1]. To address this,
text mining tools have been taking advantage of the vast number of biomedical
ontologies to improve their performance [5]. This tutorial will present how we
can select an ontology that models a given domain and identify the official names
and synonyms of biomedical entities [4]. This tutorial will use two ontologies,
one about human diseases and the other about chemical entities of biological
interest. The semantics encoded in those ontologies will be explored to find the
ancestors and related classes of a given entity. Participants will learn how to
apply semantic similarity to address ambiguity in the entity linking process [3].
After constructing large lexicons that include all the entities of a given domain,
participants will learn how to recognize them in biomedical text [2].
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Large-Scale Information Extraction Under
Privacy-Aware Constraints
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Abstract. Emails are personal and due to privacy and legal considerations, no
other human except the receiver can view them.. This poses interesting and
complex challenges from scalable information extraction point of view:
extracting information under privacy aware constraints where there is little data
to learn from but need highly accurate models to run on large amount of data
across different users. Anonymization is typically used to convert private
data into publicly accessible data. But this may not always be feasible and may
require complex differential privacy guarantees to be safe from any poten-
tial negative consequences. Other techniques involve building models on a
small amount of eyes-on data and a large amount of eyes-off data. In this
tutorial, we explain the concepts of scalable IE from emails under privacy-
aware constraints and the techniques extend to other forms of private data.
Around 270 billion emails are sent and received per day and more than 60%

of them are business to consumer (B2C) emails. To extract information from
B2C emails, one needs to classify and cluster them into possible templates, build
models to extract information from them, and monitor the models to maintain a
high precision and recall. How are the IE techniques for private eyes-off data
different compared to that for eyes-on HTML data? How to get labeled data
in a privacy preserving manner? How to build scalable extraction models
across a number of sender domains using different ways to represent the
information? In this tutorial we address all these questions from various
research to production perspectives. As part of hands-on exercise, we use
publicly available data sets to first classify the hotel confirmation emails and
extract various fields from those (e.g., check-in date, hotel address, etc.) under
simulated privacy constraints. We use Python Jupiter notebooks and various
machine learning algorithms for the same.

Keywords: Emails � Privacy & legal constraints � Scalable information
extraction � Eyes-off data processing � Rule learning � Semi-supervised machine
learning
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Abstract. Reinforcement Learning (RL) is an area of machine learning
which is concerned with optimal decision making over time in a dynamic
environment. Recent years have witnessed rapid development and great
success of methods combining RL with deep neural networks, e.g., in
AlphaGo. Unsurprisingly, many Information Retrieval (IR) researchers
and practitioners have become interested in applying RL techniques to
solve challenging decision making problems in IR systems. The growing
popularity of RL in the field of IR is attributed to not only the technol-
ogy push but also the demand pull. Because of the wide usage of web
and mobile apps, modern IR systems for search, recommendation, and
advertising have become more personalized and interactive. In these sce-
narios, traditional IR approaches which assume user preferences to be
static and maximize immediate user satisfaction no longer work well.
RL is a promising approach to tackling the problems of personalization
and interactivity by capturing a user’s evolving interests and optimiz-
ing their long-term engagement. This full-day tutorial aims to give IR
researchers and practitioners who have no or little experience with RL an
opportunity to learn about the fundamentals of modern RL techniques
together with their recent IR applications in a practical hands-on setting.
It consists of two main parts. First, we will introduce the most important
RL concepts and algorithms, including Markov Decision Process (MDP),
Exploitation vs Exploration, Q-Learning, Deep Q-Network (DQN),
Policy Gradient (REINFORCE), and Actor-Critic. Second, we will
describe how these techniques (especially DQN and REINFORCE) could
be utilized to address some representative IR problems like “learning to
rank” and discuss the recent developments as well as the outlook for
research. The tutorial mixes presentations of theory with practical ses-
sions of examples/exercises (as Python Jupyter notebooks on Google
Colab). We hope that in this format the tutorial will equip the partici-
pants with a good knowledge of RL which can help them better under-
stand the latest IR publications involving RL and enable them to tackle
their own IR problems in practice using RL. Please refer to the tutorial
website (https://rl-starterpack.github.io/) for more information.

Keywords: Reinforcement learning · Information retrieval
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Abstract. Advances from the natural language processing community
have recently sparked a renaissance in the task of adhoc search. Particu-
larly, large contextualized language modeling techniques, such as BERT
[1], have equipped ranking models with a far deeper understanding of
language than the capabilities of previous bag-of-words (BoW) models.
Applying these techniques to a new task is tricky, requiring knowledge of
deep learning frameworks, and significant scripting and data munging.
In this full-day tutorial, we build up from foundational retrieval princi-
ples to the latest neural ranking techniques. We provide background on
classical (e.g., BoW), modern (e.g., Learning to Rank) and contempo-
rary (e.g., BERT, doc2query) search ranking and re-ranking techniques.
Going further, we detail and demonstrate how these can be easily exper-
imentally applied to new search tasks in a new declarative style of con-
ducting experiments exemplified by the PyTerrier [2] and OpenNIR [3]
search toolkits. This tutorial is interactive in nature for participants; it is
broken into sessions, each of which mixes explanatory presentation with
hands-on activities using prepared Jupyter notebooks running on the
Google Colab platform. At the end of the tutorial, participants will be
comfortable accessing classical inverted index data structures, building
declarative retrieval pipelines, and conducting experiments using state-
of-the-art neural ranking models.

Keywords: Declarative experimentation · Neural ranking · BERT
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Information retrieval (IR) systems provide access to large amounts of content,
some of which may be personal, confidential, or otherwise sensitive. While some
information protection is legislated, e.g., through the European Union’s General
Data Protection Regulation (GDPR) or disclosure exemptions in Freedom of
Information Acts; other cases are regulated only by social expectations. Infor-
mation retrieval research has traditionally focused on finding indexed content.
However, the increased intermixing of sensitive content with content that can
properly be disclosed now motivates research on systems that can balance multi-
ple interests: serving the searcher’s interest in finding content while serving other
stakeholders’ interests in appropriately protecting their sensitive information.

If the content requiring protection were marked, protecting it would be
straightforward. There are, however, many cases in which sensitive content must
be discovered before it can be protected. Discovering such sensitivities ranges in
complexity from detection of personally identifiable information (PII), to auto-
mated text classification for sensitive content, to human-in-the-loop techniques
for identifying sensitivities that result from the context in which the information
was produced.

Once discovered, IR systems can use the results of sensitivity decisions to fil-
ter search results, or such systems can be designed to balance the risks of miss-
ing relevant content with the risks of disclosing sensitive content. Optimising
sensitivity-aware IR systems’ performance depends on how well the sensitivity
classification works, and requires development of new evaluation measures. More-
over, the evaluation of such IR systems requires new test collections that contain
(actual or simulated) sensitive content, and when actual sensitive content is used
secure ways of evaluating retrieval algorithms (e.g., algorithm deposit or trusted
online evaluation) are needed. Where untrusted data centres provide services,
encrypted search may also be needed. Many of these components rely on algo-
rithmic privacy guarantees, such as those provided by k-anonymity, L-diversity,
t-closeness or differential privacy.

This tutorial will introduce these challenges, review work to date on each
aspect of the problem, describe current best practices, and identify open research
questions. Resources and outputs from the tutorial can be found on the tutorial
website: https://search-among-sensitive-content.github.io.
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Tutorial Description

The rise of social media has democratized content creation and has made it easy
for anybody to share and to spread information online. On the positive side, this
has given rise to citizen journalism, thus enabling much faster dissemination of
information compared to what was possible with newspapers, radio, and TV. On
the negative side, stripping traditional media of their gate-keeping role has left
the public unprotected against the spread of disinformation, which could now
travel at breaking-news speed over the same democratic channel. This situation
gave rise to the proliferation of false information specifically created to affect
individual people’s beliefs, and ultimately to influence major events such as
political elections; it also set the dawn of the Post-Truth Era, where appeal to
emotions has become more important than the truth. More recently, with the
emergence of the COVID-19 pandemic, a new blending of medical and political
misinformation and disinformation has given rise to the first global infodemic.
Limiting the impact of these negative developments has become a major focus
for journalists, social media companies, and regulatory authorities.

The tutorial offers an overview of the emerging and inter-connected research
areas of fact-checking, misinformation, disinformation, “fake news”, propaganda,
and media bias detection, with focus on text and on computational approaches.
It further explores the general fact-checking pipeline and important elements
thereof such as check-worthiness estimation, spotting previous fact-checked
claims, stance detection, source reliability estimation, and detecting malicious
users in social media. Finally, it covers some recent developments such as the
emergence of large-scale pre-trained language models, and the challenges and
opportunities they offer.

Tutorial website: https://propaganda.math.unipd.it/ecir21-tutorial
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