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Preface

It is our great pleasure to welcome you to ECIR 2021, the 43rd edition of the annual
BCS-IRSG European Conference on Information Retrieval.

ECIR 2021 was to be held in Lucca, Italy, but due to the COVID-19 pandemic
emergence and the travel restrictions enforced worldwide, the conference was held
entirely online. ECIR 2021 started on March 28 with a day of (full-day and half-day)
tutorials, plus the Doctoral Consortium. The main conference took place in the three
days that followed (March 28 — April 1). The technical program of the main conference
included three exciting keynote talks, one per day: the first was presented by Francesca
Rossi (IBM), the second by Ahmed Hassan Awadallah (Microsoft Al Research), as the
winner of the BCS/Microsoft/BCS IRSG Karen Spérck Jones Award 2020, and the
third by Ophir Frieder (Georgetown University). The technical program also consisted
of research papers by contributors from Europe and the rest of the world. In total, 488
papers were submitted across all tracks, from 53 different countries. The program
committees for the various tracks decided to accept 145 papers in total; the final
scientific program thus included 50 full papers (a 24% acceptance rate), 39 short papers
(25% acceptance rate), 15 demonstration papers (48% acceptance rate), and 11
reproducibility papers (52% acceptance rate). As in the previous edition, the technical
program also included 12 “lab” (i.e., shared task) boosters from the CLEF 2021
conference, and the presentation of selected papers published in the 2020 issues of the
Information Retrieval Journal. Symmetrically, the authors of a selection of ECIR 2021
papers will be invited to submit an extended version for publication in a special issue
of the journal.

The last day of the conference (April 1) was devoted to 5 workshops and an exciting
Industry Day. The workshops dealt with important topics such as algorithmic bias in
search and recommendation (BIAS workshop), bibliometric-enhanced information
retrieval (BIR workshop), conversational systems (MICROS workshop), online mis-
information (ROMCIR workshop), and narrative extraction from texts (Text2Story
workshop). This year the Industry Day was focused on the experience of Ph.D. interns
in industrial contexts, and showcased success stories and positive experiences of former
Ph.D. interns and former Ph.D. mentors. All submissions were peer reviewed by at
least three international Program Committee members to ensure that only submissions
of the highest quality were included in the final program. The acceptance decisions
were further informed by discussions among the reviewers for each submitted paper,
led by a senior Program Committee member or one of the track chairs. The accepted
contributions covered the state of the art in IR: deep-learning—based information
retrieval techniques, use of entities and knowledge graphs, recommender systems,
retrieval methods, information extraction, question answering, topic and prediction
models, multimedia retrieval, etc. In keeping with tradition, the ECIR 2021 program
saw a high proportion of papers with students as first authors, and a balanced mix of
papers from universities, public research institutes, and companies.



vi Preface

Putting everything together was hard teamwork. We want to thank everybody
involved in making ECIR 2021 an exciting event. First and foremost, we want to thank
our Program Chairs Djoerd Hiemstra and Marie-Francine (Sien) Moens for chairing the
selection of the full papers. Many thanks also to the Short Papers Chairs Josiane Mothe
and Martin Potthast, who managed not only the short paper submissions but also the
CLEF papers submissions; to the Tutorials Chairs Richard McCreadie and Alejandro
Moreo; to the Workshops Chairs Lorraine Goeuriot and Nicola Tonellotto; to the
Reproducibility Track Chairs Maria Maistro and Gianmaria Silvello; to the Demo
Chairs Nattiya Kanhabua and Franco Maria Nardini; to the Doctoral Consortium Chairs
Claudio Lucchese and Guido Zuccon; to the Industry Day Chairs Roi Blanco and
Fabrizio Silvestri; to the Sponsorship Chair Nicola Ferro; and to the Test-of-Time
Award Chair Gabriella Pasi. Special thanks go also to our Publicity Chair Andrea Esuli
and to our Proceedings Chair Ida Mele. All of them went to great lengths to ensure the
high quality of this conference. Quite aside from the people who held chairing roles,
lots of other people contributed to the scientific success of ECIR 2021: many thanks to
the members of the Senior Program Committee, to the members of the Program
Committees of the various tracks, to the mentors of the Doctoral Consortium Com-
mittee, and to all those who reviewed, in any capacity, full papers, short papers,
reproducibility papers, tutorial and workshop proposals, and demo papers. Last but not
least, we would like to thank all the members of the local organizing team at the
National Research Council of Italy; in order to keep the registration fees as low as
possible, no professional conference organization company was called in to help, which
meant that this team took 100% of the organization upon them. We would thus like to
thank our three Local Organization Chairs Cristina Muntean, Marinella Petrocchi and
Beatrice Rapisarda. Thanks also to (in alphabetic order) Silvia Corbara, Andrea Esuli,
Ida Mele, Alessio Molinari, Alejandro Moreo, Vinicius Monteiro de Lira, Franco Maria
Nardini, Andrea Pedrotti, Nicola Tonellotto, Roberto Trani, and Salvatore Trani, for
helping in various phases of the organization. They all invested tremendous efforts into
making ECIR 2021 an exciting event by helping to create an enjoyable online and
offline experience for authors and attendees. It is thanks to them that the organization
of the conference was not just hard work, but also a pleasure. Finally, we would like to
give heartfelt thanks to our sponsors and supporters: Bloomberg (platinum and best
paper awards sponsor), Amazon, eBay, Google (gold sponsors), Textkernel (silver
sponsor), Springer (test-of-time paper award sponsor), and Signal (industry impact
award sponsor). We also gratefully acknowledge the generous support of the ACM
Special Interest Group on Information Retrieval (ACM SIGIR) and of the ECIR 2020
organizers. We thank them all for their support and contributions to the conference,
which allowed us to ask a low fee to paper authors only and to keep the registration free
for all other attendees. Thanks also to the National Research Council of Italy, to the
IMT School for Advanced Studies Lucca, to the British Computer Society’s Infor-
mation Retrieval Specialist Group (BCS-IRSG), and to the Al4Media project, for
supporting our organizational work.

We hope you enjoy these proceedings of ECIR 2021!

March 28 to April 1, 2021 Raffaele Perego
Fabrizio Sebastiani
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Abstract. Domain specific search has always been a challenging infor-
mation retrieval task due to several challenges such as the domain spe-
cific language, the unique task setting, as well as the lack of accessi-
ble queries and corresponding relevance judgements. In the last years,
pretrained language models — such as BERT — revolutionized web and
news search. Naturally, the community aims to adapt these advance-
ments to cross-domain transfer of retrieval models for domain specific
search. In the context of legal document retrieval, Shao et al. propose
the BERT-PLI framework by modeling the Paragraph-Level Interactions
with the language model BERT. In this paper we reproduce the origi-
nal experiments, we clarify pre-processing steps and add missing scripts
for framework steps, however we are not able to reproduce the evalu-
ation results. Contrary to the original paper, we demonstrate that the
domain specific paragraph-level modelling does not appear to help the
performance of the BERT-PLI model compared to paragraph-level mod-
elling with the original BERT. In addition to our legal search repro-
ducibility study, we investigate BERT-PLI for document retrieval in the
patent domain. We find that the BERT-PLI model does not yet achieve
performance improvements for patent document retrieval compared to
the BM25 baseline. Furthermore, we evaluate the BERT-PLI model for
cross-domain retrieval between the legal and patent domain on individual
components, both on a paragraph and document-level. We find that the
transfer of the BERT-PLI model on the paragraph-level leads to compa-
rable results between both domains as well as first promising results for
the cross-domain transfer on the document-level. For reproducibility and
transparency as well as to benefit the community we make our source
code and the trained models publicly available.

Keywords: Information retrieval - Domain specific search -
Reproducibility - Legal search - Patent search : Cross-domain retrieval

1 Introduction

Bringing the substantial effectiveness gains from contextualized language
retrieval models from web and news search to other domains is paramount to
the equitable use of machine learning models in Information Retrieval (IR).

© Springer Nature Switzerland AG 2021
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The promise of these pre-trained models is a cross-domain transfer with lim-
ited in-domain training data. Thus we investigate in this paper the document
retrieval on two specific language domains, the legal and the patent domain, and
study the transferability of the retrieval models between both domains.

In case law systems the precedent cases are a key source for lawyers, there-
fore it is essential for the lawyers’ work to retrieve prior cases which support
the query case. Similarly in the patent domain, patent examiners review patent
applications and search for prior art, in order to determine what contribution
the invention makes over the prior art. The recent advances in language mod-
elling have shown that contextualized language models enhance the performance
of information retrieval models in the web and news domain compared to tra-
ditional ad-hoc retrieval models [10,11]. However for legal and patent retrieval
we have a different task setting as the documents contain longer text with a
mean of 11,100 words per document. In document retrieval every passage may
be relevant, therefore in a high-recall setting such as ours it is crucial for the
retrieval model to take the whole document into account. This is a challenge for
contextualized language retrieval models, which are only capable of computing
short passages with a length up to 512 tokens [7,25,26].

Recently, Shao et al. [20] aimed to bring the gains of language modelling
to legal document retrieval and tackle the challenge of long documents by
proposing BERT-PLI, a multi-stage framework which models Paragraph-Level
Interactions of queries and candidates with multiple paragraphs using BERT [6].
The document-level relevance of each query and candidate pair is predicted based
on paragraph-level interaction of the query and candidate paragraphs which are
aggregated with a recurrent neural network (LSTM or GRU). The BERT-PLI
model is trained in two stages: first, BERT is trained on a paragraph entailment
task, and second the recurrent aggregation component is trained on a binary
classification task.

In this paper we reproduce the results for the legal retrieval task. We found
shortcomings in the description of the data pre-processing and evaluation meth-
ods, after a discussion with the authors of the original paper we could clarify
how the evaluation results are achieved. As the published code is missing crucial
parts, we re-implement the pre-processing, the first stage BERT fine-tuning as
well as the retrieval with BM25 in the second stage and the overall evaluation.
Furthermore we analyze the ablation study of the original paper and answer the
following research question:

RQ1 Does fine-tuning BERT on domain specific paragraphs improve the retrieval
performance for document retrieval?

The original paper finds a 7-9% performance improvement of the BERT-
PLI model for legal retrieval, when fine-tuning BERT on the legal paragraphs.
Contrary to the original paper, we find that the paragraph-level modelling with
BERT, fine-tuned on the domain specific paragraph-level modelling, does not
appear to help the BERT-PLI model’s performance on legal document retrieval.
In line with that, we also demonstrate that the patent specific paragraph-level
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modelling harms the performance of the BERT-PLI model also for the patent
retrieval task and remains a promising opportunity.

In order to analyze the proposed BERT-PLI model for another document
retrieval task with long documents, we investigate following research question:

RQ2 To what extent is a BERT-PLI model, which is trained on patent retrieval,
beneficial for document retrieval in the patent domain?

We find that the patent domain BERT-PLI model is outperformed by the
BM25 baseline for the patent retrieval task. This shows that the document
retrieval with BERT is not yet beneficial for the patent retrieval and stays a
promising opportunity.

As the legal and patent documents come from similar language domains,
it becomes an interesting question to what extent we can transfer the domain
specific retrieval models from one to the other domain. Especially because of the
restricted accessbility of domain specific, labelled retrieval data there is the need
for studying cross-domain transfer of document retrieval models.

RQ3 To what extent is cross-domain transfer on paragraph- and document-level
of the domain specific BERT-PLI model between legal and patent domain
possible?

We show that the transfer of the domain specific paragraph-level interac-
tion modelling is possible between the legal and patent domain with similar
performance of the retrieval model. Furthermore we find on the document-level
transfer that the zero-shot application of a patent domain specific BERT-PLI
model for the legal retrieval task achieves a lower performance than the BM25
baseline. Showing first promising results, the cross-domain transfer of retrieval
models stays an open and exciting research direction. Our main contributions
are:

e We reproduce the experiments of Shao et al. [20] and investigate shortcomings
in the data pre-processing and model methods. Contrary to the paper we find
that domain specific paragraph-level modelling does not appear to help the
performance of the BERT-PLI model for legal document retrieval

e We train a domain specific BERT-PLI model for the patent domain and
demonstrate that it does not yet outperform the BM25 baseline

e We analyze the cross-domain transfer of the BERT-PLI model between the
legal and patent domain with first promising results

e In order to make our results available for reproduction and to benefit the
community, we publish the source code and trained models at:
https://github.com/sophiaalthammer /bert-pli

2 Methods

2.1 Task Description

Document retrieval in the legal and patent domain are specialized IR tasks
with the particularity that query and candidates are long documents which use
domain specific language.
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In legal document retrieval, the relevant documents are defined as the previ-
ous cases which should be noticed for solving the query case [17], in other words
which support or contradict the query document [20]. The legal documents con-
sist of long text containing the factual description of a case.

Relevance in the patent domain is defined for the prior art search task [15],
i.e. it is the task to find documents in the corpus that are related to the new
invention or describe the same invention. The patent documents consist of a
title, an abstract, claims and a description as well as metadata like the authors
or topical classifications. As we investigate retrieval and classification based on
the textual information, we will only consider the textual data of the patent
documents.

2.2 BERT-PLI Architecture Overview

"""""""" Interaction Matrix 41
q' Maxpool —> q'
o Attention e
b RNN Prediction
Prediction : q'N _”) N :
: b :
0 : PR ¥ T S S
[CLS] : ! Document-Level
' H Interaction
BERT [ BERT
concat ' _— concat —_
— gt ' ... aM
query candidate ! L
baraoraph Raracraph per candidate i | split in paragraphs EParagraph-LeveI
. Interaction
' splitin top K candidates d, ..,dx
H paragraphs
 query document g — BM 25 w
Stage 1 Stage 2

Fig. 1. BERT-PLI Multistage architecture

As the BERT model advanced the state-of-the-art in natural language process-
ing and information retrieval, but has the restriction that it can only model
the relation between short paragraphs, Shao et al. [20] propose a multi-stage
framework model using BERT for the retrieval of long documents which is illus-
trated in Fig. 1. The training is separated into two stages. In stage 1, BERT is
fine-tuned on a relevance prediction task on a paragraph-level. BERT takes the
concatenated query and document paragraph as input and is then fine-tuned
on predicting the relevance of the candidate paragraph to the query paragraph
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Fig. 2. Cross-domain evaluation approach

given the output vector of the special [CLS] token of BERT. Therefore this out-
put vector is trained to be a relevance representation on a paragraph-level of the
two concatenated input paragraphs.

This fine-tuned BERT model is used in stage 2, where the full document
retrieval with paragraph-level interaction modelling takes place. For a query
document ¢ the top K candidates are retrieved from a corpus using BM25 [18],
and the query document as well as the top K candidates are split into para-
graphs. Then for each candidate i € 1,.., K the first N paragraphs of the query
document and the first M paragraphs of the candidate are concatenated and
their relevance representation is calculated with the BERT model from stage
1. This yields an interaction matrix between the query and candidate para-
graphs. An additional Maxpooling layer captures the strongest matching signals
per query paragraph and yields a document-level relevance representation of the
query and the candidate. This document-level relevance representation is used
to train an RNN model with a succeeding attention and fully-connected forward
layer which we will refer to as Attention RNN. This Attention RNN yields the
binary prediction of the relevance for the query and candidate document.

2.3 Cross-Domain Evaluation Approach

In the first stage of the BERT-PLI framework the BERT model learns to model
the paragraph-level interaction. For the two different domains we fine-tune the
BERT model on a paragraph-level relevance prediction task, which yields the
paragraph-level interaction LawBERT model for the legal and the Patent-
BERT model for the patent domain. In order to analyze the influence of the
domain specific paragraph-level modelling, we compare the document retrieval
models trained with the paragraph-level modelling of LawBERT or Patent BERT
to document retrieval models trained on the paragraph-level modelling of the
original BERT model. The paragraph-level modelling with the original BERT
model is denoted with BERT org as in Fig. 2.
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Based on these paragraph-level interaction representations we train an Atten-
tionRNN on the legal as well as on the patent document-level retrieval task,
which we denote with LawRININ or PatentRININ respectively. In order to iso-
late the impact of the different modelling of the paragraph-level interactions
from LawBERT and PatentBERT, we additionally train an AttentionRNN on
the patent document retrieval task given their LawBERT relevance representa-
tions and vice versa.

We evaluate the resulting models on the legal or the patent test document
retrieval set, namely LawDocTest or PatentDocTest. This process is visual-
ized in Fig. 2 and yields six evaluation results R1-6 for each test set. For exam-
ple for LawDocTest, R3 is the in-domain evaluation result, whereas the other
results denote cross domain evaluations. For LawDocTest the results R1, R3 and
R5 are all from LawRNN document retrieval, but the LawRNNs differ in the
paragraph-level relevance representation they are trained with. Therefore com-
parison of the results R1, R3 and R5 on LawDocTest shows the transferability of
the paragraph-level modelling between the legal and patent domains and the dif-
ference of domain-specific paragraph-level modelling to the non-domain specific
modelling. Furthermore to analyze the cross-domain transfer on the document-
level, we compare the evaluation results of LawDocTest and PatentDocTest of R1
and R2, R3 and R4 as well as R5 and R6. This comparison shows the cross-domain
transferability on the document-level as the LawRNN and PatentRNN share the
same paragraph-level relevance representations, which they are trained on.

3 Experiments

3.1 Datasets

Legal Retrieval Dataset. Like Shao et al. [20], we use the legal retrieval
collections from the COLIEE evaluation campaign 2019 [17], which consist of
a paragraph-level and a document-level retrieval task. Both retrieval collections
are based on cases from the Canadian case law system and are written in English.
The paragraph-level task (COLIEE 2019 Task 2) involves the identification of
a paragraph which entails the given query paragraph [17]. For this task the
COLIEE evaluation campaign provides training and test queries with relevance
judgements which we will refer to as LawParaTrain and LawParaTest. In the
document-retrieval task (COLIEE 2019 Task 1) it is asked to find supporting
cases from a provided set of candidate documents, which support the decision
of the query document. As in the original paper we take 20% of the queries of
the training set as validation set, denoted with LawDocVal. We will refer to
the training and test datasets for the document retrieval as LawDocTrain and
LawDocTest.

Patent Retrieval Dataset. For the patent retrieval queries and relevance
judgments we use the datasets from the CLEF-IP evaluation campaign [14] as
they provide a patent corpus and training and test collections for patent retrieval
tasks on the paragraph- and document-level. The tasks contain English, French
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and German queries, we only consider the English queries and candidates. For
the paragraph-level training and test collection we choose the provided queries
and relevance judgements from the passage retrieval task starting from claims
of the CLEF-IP 2013 [14] where the participants are asked to find passages from
patent documents which are relevant to a given set of claims. We refer to these
datasets as PatentParaTrain and PatentParaTest. As the document-level
training and test collection we choose the queries and relevance judgements
from the prior art candidate search from the CLEF-IP evaluation campaign
2011 [15] and refer to them as PatentDocTrain and PatentDocTest. As in
the original paper, we take 20% of the training set as validation set, denoted with
PatentDocVal. Both patent retrieval tasks retrieve paragraphs and documents
from the patent corpus which consists of 3.5 million patent documents filed at
the European Patent Office (EPO) or at the World Intellectual Property Office
(WIPO).
The dataset statistics can be found in Table 1.

Table 1. Statistics of the training and test set for the paragraph the document-level
retrieval task

LawPara LawDoc PatentPara | PatentDoc

Train | Test | Train | Test | Train | Test | Train | Test
7 of queries 181 |41 285 |61 |44 42 351 100
avg # of candidates 32.12132.19 /200 |200 |3.5M |3.5M |3.5M |3.5M
avg # relevant candidates | 1.12 | 1.02 |5.21 |5.41 |43.52 |76.3 |3.27 |2.85

3.2 Experiment Setting

Stage 1: BERT Fine-Tuning. In the first stage we fine-tune the BERT
model’ on the paragraph-level relevance classification for either the legal domain
or the patent domain to attain LawBERT and PatentBERT. As there was no
code open-sourced for fine-tuning BERT, we use the HuggingFace transformers
library? and add the BERT fine-tuning script to the published code.

For LawBERT we use the LawParaTrain as training and LawParaTest as
test queries and relevance judgements. In order to use the queries and relevance
judgements for a binary classification task, we consider the paragraph pairs of the
query and one relevant candidate as positive samples. It was not stated clearly in
the original paper how the paragraph pairs of negative samples are constructed,
therefore we investigate this data pre-processing decision. We find that taking all
paragraph pairs constructed of the query and a non-relevant paragraph from the
paragraph candidates as negatives, yields comparable results for fine-tuning the

! checkpoint from https://github.com/google-research/bert.
2 https://github.com/huggingface/transformers.
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BERT model on the legal domain as in the original paper. This negative sampling
approach results in 3% positive and 97% negative samples in the training set.
The queries and paragraph candidates have less than 100 words on average and
are truncated symmetrically if they exceed the maximum input length of 512
tokens of BERT. For the training batch size we do a grid search and find that
the Fl-score of LawParaTest is the highest with a batch size of 2 (65.1% F1-
Score) instead of 1 (63.4% F1-Score) after fine-tuning BERT for 3 epochs on
LawParaTrain, contrary to the original paper: they report the highest F1l-score
of 65.2% without reporting the batch size. As stated in the original code, we
assumed they used the batch size of 1, due to our comparison we use a batch
size of 2 instead of 1. After a remark of the original authors it turns out the
original implementation was done with a batch size of 16. For the learning rate
we also do a grid search and find that the learning rate of le—5 is optimal as
in the original paper. As in the original paper, we fine-tune for 3 epochs and
we do the final fine-tuning of the LawBERT model on the merged training and
test set. This is permissible as we train and evaluate the BERT-PLI model on
LawDocTrain and LawDocTest, the LawParaTrain and LawParaTest sets are
only used for fine-tuning LawBERT.

For the PatentBERT fine-tuning we use the PatentParaTrain as training
and PatentParaTest as test set. We construct the negative paragraph pairs by
sampling randomly paragraphs (which are not the relevant paragraph) from the
documents which contain a relevant paragraph to a query paragraph. Here we
sample randomly 5 times the number of positive paragraphs as negatives, as
otherwise the share of positive pairs is below 1% and in order to have a similar
ratio as for the legal domain. We do a grid search for the training batch size and
learning rate and find that a batch size of 2 with a learning rate of 2e—5 yields the
highest Fl-score of 19.0%. We fine-tune PatentBERT solely on PatentParaTrain
as it is common practice to hold out the test set.

Stage 2: Document Retrieval. In stage 2 the first step is to retrieve relevant
documents from the given set of candidates (in the legal domain) or from the
whole corpus (in the patent domain). As it was not clearly stated in the original
paper nor was there code published, how to employ the BM25 algorithm [18] for
this first step, we re-implement this step and use the BM25 algorithm [18] with
k1 = 0.9 and b = 0.4 implemented in the Pyserini toolkit®. Furthermore we do
a grid search for the input length to the BM25 algorithm and find that the top
K = 50 retrieval with input length of 250 leads to similar recall scores as the
original paper for the LawDocTrain set (93.22%) and the LawDocTest (92.23%).
Here we only consider recall scores as in the original paper, as the focus of the
first step BM25 retrieval is to retrieve all relevant cases for re-ranking for the
training and test set.

For patent document retrieval, the task is to retrieve relevant documents
from the patent corpus with 3.5 million documents. As in the patent document

3 https://github.com/castorini/pyserini.
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retrieval task only 3.27 relevant patent documents per query document are con-
tained and as the recall does not significantly increase when taking K = 50
candidates, we choose the top K = 20 from the BM25 retrieval, in order to have
a similar ratio of positive and negative pairs as in the legal document retrieval
for training the AttentionRNN. Here we find that the BM25 algorithm with the
document input length of 250 reaches the highest recall score of 9.42% on Patent-
DocTrain compared to other document input lengths. Due to the low recall score
of the retrieved documents on PatentDocTrain we add the relevant documents
from the relevance judgements to PatentDocTrain and sample randomly non-
relevant documents from the BM25 candidates for the training dataset, so that
we have in total 20 candidates. For PatentDocTest we retrieve the top 50 candi-
dates as in the original implementation where we reach a recall of 10.66%, but
we do not add the relevant candidates after the BM25 retrieval step. In order
to reproduce the experiments for modelling the paragraph-level interaction and
training the Attention RNN, we use the open-sourced repository* of the original
paper. As in the original paper we set the number of paragraphs of the query
N = 54 and the number of paragraphs of the candidate M = 40 for legal and
patent retrieval. The query and candidate documents are split up in paragraphs
of 256 tokens. We model the paragraph-level interactions of LawDocTrain, Law-
DocTest, PatentDocTrain and PatentDocTest using LawBERT or PatentBERT
or BERTorg. With these paragraph-level representations of each query and its
candidate document we train an AttentionRNN network with either an LSTM [9]
or a GRU network [3] as RNN on classifying the relevance between the query
and candidate document. The AttentionRNN trained on the LawDocTrain is
denoted with LawRNN, on PatentDocTrain it is denoted with PatentRNN. For
training the AttentionRNN we use the same hyperparameter as in the origi-
nal implementation, except for the PatentBERT LawRNN configuration, where
we find that the learning rate of le—4 is better suited, when evaluated on the
LawDocVal set.

4 Evaluation and Analysis

4.1 In-Domain Evaluation for Legal Document Retrieval (RQ1)

Shao et al. [20] evaluate their models using the binary classification metrics
precision, recall and F1-Score on the whole test set. Furthermore they compare
their model performance to the two best runs from the COLIEE 2019 denoted
by the team names JNLP [22] and ILPS [19]. As it was not clearly stated in
the original paper, we assume that Shao et al. [20] evaluate the BERT-PLI
models on the whole LawDocTest set with all 200 given candidates per query.
With the first retrieval step, the top 50 query candidate pairs are retrieved for
binary classification, therefore we assume the lower 150 candidates classified as
irrelevant. As in [20], we use a cutoff value of 5 for the evaluation of ranking

4 https://github.com/ThuYShao/BERT-PLI-1IJCAT2020.
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algorithms like BM25, this means the top 5 retrieved documents are classified
as relevant, whereas the remaining 195 are considered irrelevant.

As Shao et al. [20] evaluate in their published code the top 50 candidates,
we investigate the overall evaluation of our reproduced BERT-PLI models for
all 200 candidates with the precision, recall and F1-score using the SciKitlearn
classification report®. The results can be found in Table 2, we test the statistical
significance compared to the BM25 baseline with the Student’s paired, inde-
pendent t-test [21,23]. Comparing the evaluation results stated in the original
paper and our evaluation results, we find that our reproduced BERT-PLI Law-
BERT LSTM and GRU model reach similar values. On the effect of domain
specific paragraph-level modelling on the legal case retrieval task (RQ1), the
original paper reports a 7-9% performance improvement for legal retrieval with
the BERT-PLI model, when BERT is fine-tuned on the legal paragraph-level
modelling compared to the original BERT. Contrary to that, we find that the
domain specific paragraph-level modelling does not appear to help the perfor-
mance of the legal case retrieval. Our reproduced BERTore LawRNN GRU
model outperforms all other BERT-PLI models except on the recall, however
this shows that contrary to the findings in the original paper, the domain spe-
cific paragraph-level modelling does not always improve the performance of the
BERT-PLI model.

Table 2. Precision, Recall and F1-Score comparison of Shao et al. [20] and our repro-
duction, BM25 cutoff value of 5 as in [20], JNLP [22] and ILPS [19] denote the best
two runs of the COLIEE 2019, T indicates statistically significant difference to BM25,
a=0.05

Team/Model Precision | Recall | F1-Score
JNLP [22] 0.6000 | 0.5545 | 0.5764
ILPS [19] 0.68 0.43 0.53
BERTorc LawRNN LSTM [20] |0.5278 | 0.4606 | 0.4919
BERTorc LawRNN GRU [20] |0.4958 | 0.5364 |0.5153
LawBERT LawRNN LSTM [20] |0.5931 | 0.5697 | 0.5812
LawBERT LawRNN GRU [20] | 0.6026 | 0.5697 | 0.5857
Reproduction

BM25 (cutoff at 5) 0.5114  |0.5360 | 0.5234
Repr BERTore LawRNN LSTM | 0.7053" | 0.5017" |0.58631
Repr BERTorc LawRNN GRU | 0.89727 |0.45017 | 0.59957
Repr LawBERT LawRNN LSTM | 0.86207 | 0.42957 | 0.57331
Repr LawBERT LawRNN GRU |0.3826" |0.6838" | 0.49071

5 https://scikit-learn.org/stable/modules/generated /sklearn.metrics.classification -
report.html.
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4.2 In-domain Evaluation for Patent Document Retrieval (RQ2)

In order to investigate the applicability of the BERT-PLI model for informa-
tion retrieval in the patent domain, we evaluate the Patent BERT PatentRNN
models trained on PatentDocTrain. The results can be found in Table 3, now
we analyze the in-domain evaluation for the PatentBERT PatentRNN models
on PatentDocTest. This shows that the in-domain, patent BERT-PLI model is
not beneficial for patent document retrieval, as it is outperformed by the BM25
baseline on all metrics. We reason this could be due to the number of considered
query and candidate paragraphs (N and M), which is fit to the legal retrieval
but not to the patent retrieval and could be unsuitable for patent retrieval as
PatentDocTrain and PatentDocTest contain on average more paragraphs than
LawDocTrain and LawDocTest. This demonstrates that the document retrieval
with contextualized language models for the patent domain is not yet benefi-
cial and needs to be taken under further investigation. In line with the findings
regarding RQ1 for the legal document retrieval, we find that the paragraph-level
modelling with the PatentBERT model impairs the performance of the docu-
ment retrieval compared to the paragraph-level modelling with BERT org. This
shows that the domain specific paragraph-level modelling is not always beneficial
for BERT-PLI for the legal and patent document retrieval.

Table 3. In-domain and cross-domain evaluation on the legal and patent document
retrieval test set, in-domain evaluation for LawBERT LawRNN models on LawDocTest
and Patent BERT PatentRNN on PatentDocTest, R1-6 denote the result numbers from
Fig.2, T indicates statistically significant difference to BM25, o = 0.05

Model LawDocTest PatentDocTest

Prec ‘ Rec ‘ F1 Prec ‘ Rec ‘ F1
In-domain
BM25 (cutoff at 5) 05114 0.5360 0.5234 |0.0500 0.3968 0.0888
LawBERT LawRNN (R3) LSTM 0.8620" 0.4295" 0.57337(0.0207" 0.4761"7 0.0398"

GRU 0.3826" 0.6838" 0.4907" [0.01817 0.4444% 0.0349"
PatentBERT PatentRNN (R6)|LSTM 0.75007 0.2268"7 0.3482% [0.03657 0.1904" 0.0613"
GRU 0.1153" 0.0412 0.0607" [0.04167 0.1904" 0.0683"

Cross-domain
LawBERT PatentRNN (R4) |LSTM 0.1103" 0.52927 0.1826" |0.0277" 0.1587" 0.0472f
GRU 0.0961" 0.2749" 0.1424" |0.02467 0.1904! 0.0436"
PatentBERT LawRNN (R5) |LSTM 0.80007 0.4673" 0.5900" |0.0188" 0.3650" 0.0357"
GRU 0.5460" 0.5704" 0.5579" 0.0233" 0.5555" 0.0448"
BERTOrg PatentRNN (R2) |LSTM 0.0000 0.0000" 0.0000" [0.06027 0.0793"! 0.0684"
GRU 0.0000" 0.0000" 0.0000" |0.0769" 0.0952" 0.0851"
BERTOrg LawRNN (R1) LSTM 0.7053" 0.5017" 0.5863" |0.01607 0.8095" 0.0314F
GRU 0.89727 0.45017 0.59957/0.0199" 0.4285" 0.0381"
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4.3 Cross-Domain Evaluation (RQ3)

In order to analyze the cross-domain retrieval between the legal and patent
domain, we evaluate each model on LawDocTest and PatentDocTest set as illus-
trated in Fig.2 and compare for each test set the performance of the differ-
ent models in order to gain insights about the transferability of the models
between the legal and patent retrieval task and on the paragraph as well as on
the document-level.

Analyzing the cross-domain transfer on the paragraph-level for LawDocTest,
we see in Table 3 that the performance is similar for the LawRNNs when mod-
elling the paragraph-level interaction with PatentBERT instead of LawBERT.
An interesting result is the performance of the PatentBERT PatentRNN LSTM
model, which was not trained on modelling legal paragraph-interactions nor
legal document retrieval, but performs well on LawDocTest, however it does not
outperform the domain independent BM25 baseline. On the document-level we
see that the PatentRNN models have on average a 40% lower F1-Score than
the LawRNN models with the same paragraph-level modelling, although we see
a positive effect of modelling the paragraph-level interactions with BERT ora
instead of LawBERT or PatentBERT.

For the cross-domain evaluation on PatentDocTest, we find that each BERT-
PLI model is outperformed by the BM25 baseline, except for the precision of the
BERT org PatentRNN models and the recall of the BERT org LawRNN models.
On the document-level transfer we see a consistent performance improvement of
the PatentRNN models compared to the LawRNN models independent of the
paragraph-level modelling, which leads to the conclusion that the domain specific
training for patent document retrieval is beneficial here. On a paragraph-level
transfer we can see a similar performance of the LawRNN models, indepen-
dent of the paragraph-level modelling. For the PatentRNN models we find that
the paragraph-level modelling with BERT org outperforms the modelling with
PatentBERT and LawBERT.

5 Related Work

There are numerous evaluation campaigns for patent [15] and legal retrieval
[2,8,17] with the goal to create and provide queries and relevance judgements
for domain-specific retrieval and with this promote research in legal and patent
IR. For legal retrieval, Cormack et al. [5] evaluate continuous, simple active and
passive learning models in the TREC legal evaluation campaign [8] and propose
an autonomous active learning framework [4]. In the COLIEE evaluation cam-
paign, Rossi et al. [19] combine text summarization and a generalized language
model to predict pairwise relevance for the legal case retrieval task, whereas
Tran et al. [22] apply a summarization method and the extraction of lexical fea-
tures. In the patent retrieval evaluation campaign CLEF-IP [14], Piroi et al. [16]
report different approaches using the probabilistic BM25 model [18] as well as
SVM-classifier trained on pretrained word-level representations.
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As the language model BERT [6] advanced the state-of-the-art in language
modeling, there are numerous approaches to apply BERT to IR tasks [12,25]
and for cross-domain IR for web and news search [1] as well as for biomedical
search [13,24].

6 Conclusion and Future Work

We reproduced the BERT-PLI model of Shao et al. [20] for the legal document
retrieval task of the COLIEE evaluation campaign 2019 [17]. We have addressed
shortcomings of the description of the data pre-processing and the second stage
retrieval, which we investigated and for which we complemented the published
code. Contrary to the original paper, we find that modelling the paragraph-level
interactions with a BERT model fine-tuned on the domain does not appear to
help the performance of the BERT-PLI model for document retrieval compared
to modelling the paragraph-level interactions with the original BERT model.
Furthermore we have analyzed the applicability of the BERT-PLI model for
document retrieval in the patent domain, but we find that the BERT-PLI model
does not yet improve the patent document retrieval compared to the BM25
baseline. We reason that the optimal number of query and candidate paragraphs
to be considered for the interaction modelling could be a decisive hyperparameter
to take into account. However bringing the gains from contextualized language
model to patent document retrieval stays an open problem. We have investigated
to what extend the BERT-PLI model is transferable between the legal and patent
domain on the paragraph and document-level by evaluating the cross-domain
retrieval of the BERT-PLI model. We show that the cross-domain transfer on the
paragraph-level yields comparable performance between the legal and the patent
domain. Furthermore the comparison on the document-level transfer shows first
promising results when applying the BERT-PLI model trained on the patent
domain to the legal domain. How to bring the benefits of contextualized language
models to domain-specific search and how to transfer retrieval models across
different domains remain open and exciting questions.

Acknowledgements. This work was supported by the EU Horizon 2020 ITN/ETN on
Domain Specific Systems for Information Extraction and Retrieval (H2020-EU.1.3.1.,
ID: 860721).
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Abstract. In this work, we perform an extensive investigation of two
state-of-the-art (SotA) methods for the task of Entity Alignment in
Knowledge Graphs. Therefore, we first carefully examine the bench-
marking process and identify several shortcomings, making the results
reported in the original works not always comparable. Furthermore, we
suspect that it is a common practice in the community to make the
hyperparameter optimization directly on a test set, reducing the infor-
mative value of reported performance. Thus, we select a representative
sample of benchmarking datasets and describe their properties. We also
examine different initializations for entity representations since they are
a decisive factor for model performance. Furthermore, we use a shared
train/validation/test split for an appropriate evaluation setting to evalu-
ate all methods on all datasets. In our evaluation, we make several inter-
esting findings. While we observe that most of the time SotA approaches
perform better than baselines, they have difficulties when the dataset
contains noise, which is the case in most real-life applications. Moreover,
in our ablation study, we find out that often different features of SotA
method are crucial for good performance than previously assumed. The
code is available at https://github.com/mberr/ea-sota-comparison.

Keywords: Knowledge Graph - Entity Alignment - Word embeddings

1 Introduction

The quality of information retrieval crucially depends on the accessible storage
of information. Knowledge Graphs (KGs) often serve as such data structure [6].
Moreover, to satisfy diverse information needs, a combination of multiple data
sources is often inevitable. Entity Alignment (EA) [2] is the discipline of align-
ing entities from different KGs. Once aligned, these entities facilitate information
transfer between knowledge bases, or even fusing multiple KGs to a single knowl-
edge base.

In this work, our goal is to analyze a SotA approach for the task of EA and
identify which factors are essential for its performance. Although papers often use
the same dataset in the evaluation and report the same evaluation metrics, the
selection of SotA is not a trivial task: as we found out in our analysis, the usage
© Springer Nature Switzerland AG 2021
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of different types of external information for the initialization or train/test splits
of different sizes' makes the results in different works incomparable. Therefore,
while still guided by the reported evaluation metrics, we identified these common
factors among strongly performing methods in multiple works:

— They are based on Graph Neural Networks (GNNs). GNNs build the basis of
the most recent works [4,7,9,10,12,14,16-23,25].

— They utilize entity names in the model. Supported by recent advances in word
embeddings, these attributes provide distinctive features.

— They consider different types of relations existing in KGs. Most GNNs ignore
different relationship types and aggregate them in the preprocessing step.

Given these criteria, we selected Relation-aware Dual-Graph Convolutional Net-
work (RDGCN) [17], as it also has demonstrated impressive performance in
recent benchmarking studies [15,24]. Additionally, we include the recently pub-
lished Deep Graph Matching Consensus (DGMC) [7] method in our analysis for
two reasons: the studies mentioned above did not include it, and the authors
reported surprisingly good performance, considering that this method does not
make use of relation type information.

We start our study by reviewing the used datasets and discussing the ini-
tializations based on entity names. Although both methods utilize entity names,
the actual usage differs. For comparison, we thus evaluate both methods on all
datasets with all available initializations. We also report the zero-shot perfor-
mance, i.e., when only using initial representations alone, as well as a simple GNN
model baseline. Furthermore, we address the problem of hyperparameter opti-
mization. Related works often do not discuss how they chose hyperparameters
and, e.g., rarely report validation splits. So far, this problem was not addressed
in the community. In the recent comprehensive survey [15], the authors use cross-
validation for the estimation of the test performance. The models are either eval-
uated with hyperparameters recommended for other datasets or selected by not
reported procedure. Also, in the published code of the investigated approaches,
we could not find any trace of train-validation splits, raising questions about
reproducibility and fairness of their comparisons. We thus create a shared split
with a test, train, and validation part and extensively tune the model’s hyperpa-
rameters for each of the dataset/initialization combinations to ensure that they
are sufficiently optimized. Finally, we provide an ablation study for many of the
parameters of a SotA approach (RDGCN), giving insight into the individual
components’ contributions to the final performance.

2 Datasets and Initialization

Table 1 provides a summary of a representative sample of datasets used for
benchmarking of EA approaches. In the following, we first discuss each dataset’s
properties and, in the second part, the initialization of entity name attributes.

! Commonly used evaluation metrics in EA automatically become better with a
smaller size of test set [3].
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Table 1. Summary of the used EA datasets. We denote the entity set as £, the relation
set as R, the triple set as 7, the aligned entities as A and the exclusive entities as X.

Dataset | Subset | Graph €l IR |T] Al X
DBP15k |zh-en |zh 19,388 | 1,701 | 70,414 | 15,000 | 4,388
en 19,572 11,323 | 95,142 | 15,000 | 4,572

jacen | ja 19,814 1,299 77,214 | 15,000 | 4,814
en 19,780 | 1,153 93,484 | 15,000 | 4,780
fren |fr 19,661 903 105,998 15,000 4,661

en 19,993 | 1,208 | 115,722 | 15,000 | 4,993
WK3l15k | en-de | en 15,126 | 1,841 209,041 | 9,783 | 5,343
de 14,603 | 596 144,244 | 10,021 | 4,582
en-fr |en 15,169 | 2,228 | 203,356 | 7,375 | 7,794
fr 15,393 | 2,422 1 169,329 | 7,284 | 8,109

OpenEA |en-de |en 15,000 | 169 | 84,867 | 15,000 0
de 15,000 96 | 92,632 | 15,000 0

en-fr |en 15,000 193] 96,318 | 15,000 0

fr 15,000| 166| 80,112 15,000 0

d-y d 15,000 72| 68,063 15,000 0

y 15,000 21| 60,970 | 15,000 0

d-w d 15,000 | 167 | 73,983 15,000 0

w 15,000 | 121 | 83,365 15,000 0

2.1 Datasets

DBP15k. The DBP15k dataset is the most popular dataset for the evaluation
of EA approaches. It has three subsets, all of which base upon DBpedia. Each
subset comprises a pair of graphs from different languages. As noted by [2], there
exist multiple variations of the dataset, sharing the same entity alignment but
differing in the number of exclusive entities in each graph. The alignments in
the datasets are always 1:1 alignments, and due to the construction method for
the datasets, exclusive entities do not have relations between them, but only
to shared entities. Exclusive entities complicate the matching process, and in
real-life applications, they are not easy to identify. Therefore, we believe that
this dataset describes a realistic use-case only to a certain extent. We found
another different variant of DBP15k as part of the PyTorch Geometric reposi-
tory?, having a different set of aligned entities. This is likely due to extraction
of alignments from data provided by [20] via Google Drive? as described in their

2 https://github.com /rusty1s/pytorch_geometric/blob/d42a690fba68005f5738008a04f
375ffd39bbb76 /torch_geometric/datasets/dbpl5k.py.
3 https://drive.google.com/open?id=1dYJtj1_J4nYJdrDY95ucGLCuZXDXI7PL.
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GitHub repository.* As a result, the evaluation results published in [7] are not
directly comparable to other published results. In our experiments, we use the
(smaller) JAPE variant with approximately 19-20k entities in each graph since
it is the predominantly used variant.

OpenEA. The OpenEA datasets published by [15] comprise graph pairs from
DBPedia, YAGO, and Wikidata obtained by iterative degree-based sampling to
match the degree distribution between the source KG and the extracted subset.
The alignments are exclusively 1:1 matchings, and there are no exclusive enti-
ties, i.e., every entity occurs in both graphs. We believe that this is a relatively
unrealistic scenario. In our experiments, we use all graph pairs with 15k entities
(15K) in the dense variant (V2), i.e., en-de-15k-v2, en-fr-15k-v2, d-y-15k-v2,
d-w-15k-v2.

WK3I15k. The Wk3l datasets are multi-lingual KG pairs extracted from
Wikipedia. As in [2], we extract additional entity alignments from the triple
alignments. The graphs contain additional exclusive entities, and there are
m:n matchings. We only use the 15k variants, where each graph has approx-
imately 15k entities. There are two graph pairs, en-de and en-fr. Moreover,
the alignments in the dataset are relatively noisy: for example, en-de con-
tains besides valid alignments such as (“trieste”, “triest”), or (“frederick i, holy
roman emperor”, “friedrich i. (hrr)”), also ambiguous ones such as (“1”, “1. fc
saarbriicken”), (17, “1. fc schweinfurt 05”), and errors such as (“1”, “157”), and
(1017, “100”). While the noise aggravates alignment, it also reflects a realistic
setting.

2.2 Label-Based Initializations

Prepared Translations (DBP15k). For DBP15k, we investigate label-based ini-
tializations based on prepared translations to English from [17] and [7] (which, in
turn, originate from [20]). Afterwards, they use Glove [11] embeddings to obtain
an entity representation. While [17] only provides the final entity representation
vectors without further describing the aggregation, [7] splits the label into words
(by white-space) and uses the sum over the words’ embeddings as entity repre-
sentation. [17] additionally normalizes the norm of the representations to unit
length.

Prepared RDGCN Embeddings (OpenEA). OpenEA [15] benchmarks a large
variety of contemporary entity alignment methods in a unified setting, also
including RDGCN [17]. Since the graphs DBPedia and YAGO collect data from
similar sources, the labels are usually equal. For those graph pairs, the authors
propose to delete the labels. However, RDGCN requires a label based initializa-
tion. Thus, the authors obtain labels via attribute triples of a pre-defined set of

* https://github.com/syxu828/Crosslingula-KCG-Matching/blob/56710f8131ae072f00
de97eb737315e4ac9510f2/README.md#how-to-run-the-codes.
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https://github.com/syxu828/Crosslingula-KG-Matching/blob/56710f8131ae072f00de97eb737315e4ac9510f2/README.md#how-to-run-the-codes
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Table 2. The statistics about label-based initialization in the OpenEA codebase:
attribute denotes initialization via attribute values for a predefined set of “name
attributes”. id denotes initialization with the last part of the entity URI. For d-y this
basically leaks ground truth, whereas, for Wikidata, the URI contains only a numeric
identifier, thus rendering the initialization “label” useless.

Subset | Side | via attribute | via id | via id (%)
d-w d 015,000 100.00%
w 8,391 7,301 48.67%
dy |d 2,883 12,122 80.81%
y 15,000 0 0.00%

“name-attributes”®: skos:prefLabel, http://dbpedia.org/ontology /birthName
for DBPedia-YAGO, and http://www.wikidata.org/entity /P373, http://www.
wikidata.org/entity /P1476 for DBPedia-Wikidata.

However, when investigating the published code, we noticed that if the label
is not found via attribute, the last part of the entity URI is used instead. For
DBPedia/YAGO, this effectively leaks ground truth since they share the same
label. For DBPedia/Wikidata, this results in useless labels for the Wikidata side
since their labels are the Wikidata IDs, e.g., Q3391163. Table 2 summarizes the
frequency of both cases. For d-w, DPBedia entities always use the ground truth
label. For 49% of the Wikidata entities, useless labels are used for initialization.
For d-y, YAGO entity representations are always initialized via an attribute
triple. For DBPedia, in 81% of all cases, the ground truth label is used. We store
these initial entity representations produced by the OpenEA codebase into a file
and refer in the following to them as Sun initialization (since they are taken
from the implementation of [15]).

Multi-lingual BERT (WK3l15k). Since we did not find related work with entity
embedding initialization from labels on WK3115k, we generated those using a
pre-trained multi-lingual BERT model [5], BERT-Base, Multilingual Cased®.
Following [5], we use the sum of the last four layers as token representation since
it has comparable performance to the concatenation at a quarter of its size. To
summarize the token representations of a single entity label, we explore sum,
mean, and max aggregation as hyperparameters.

5 https://github.com/nju-websoft /OpenEA /tree/2a6e0b03ec8cdcad4920704d1c38547
adad72abe.

5 https://github.com/google-research/bert /blob/cc7051dc592802f501e8a6f71f8fb3cf9
de95dc9/multilingual.md.


http://dbpedia.org/ontology/birthName
http://www.wikidata.org/entity/P373
http://www.wikidata.org/entity/P1476
http://www.wikidata.org/entity/P1476
https://github.com/nju-websoft/OpenEA/tree/2a6e0b03ec8cdcad4920704d1c38547a3ad72abe
https://github.com/nju-websoft/OpenEA/tree/2a6e0b03ec8cdcad4920704d1c38547a3ad72abe
https://github.com/google-research/bert/blob/cc7051dc592802f501e8a6f71f8fb3cf9de95dc9/multilingual.md
https://github.com/google-research/bert/blob/cc7051dc592802f501e8a6f71f8fb3cf9de95dc9/multilingual.md
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3 Methods

We evaluate two SotA EA methods, RDGCN [17] which we reimplemented and
DGMC [7] for which we used the original method implementation with adapted
evaluation. In the following, we revisit their architectures and highlight differ-
ences between the architecture described in the paper and what we found in the
published code.

Similarly to all GNN-based approaches, both models employ a Siamese archi-
tecture. Therefore, the same model with the same weights is applied to both
graphs yielding representations of entities from both KGs. Given these entity
representations, the EA approaches compute an affinity matrix that describes
the similarity of entity representations from both graphs. Since the main differ-
ence between methods is the GNN model in the Siamese architecture, for brevity
we only describe how it is applied on a single KG G = (£, R, 7).

3.1 Relation-Aware Dual-Graph Convolutional Network (RDGCN)

Architecture. The RDGCN [17] model comprises two parts performing
message-passing processes applied sequentially. The message passing process per-
formed by the first part can be seen as relation-aware. The model tries to learn
the importance of relations and weights the messages from the entities connected
by these relations correspondingly. The message passing performed by the sec-
ond component utilizes a simple adjacency matrix indicating the existence of any
relations between entities, which we call standard message passing. Both com-
ponents employ a form of skip connections: (weighted) residual connections [§]
in the first part and highway layers [13] in the second part.

Relation-Aware Message Passing. The entity embeddings from the first compo-
nent are computed by several interaction rounds comprising four steps

X, = RC(X,), X € RIRIx2d (
X, = DA(X,, X.), X, € RIRIx2d (
X = PA(Xe, X,) (3
Xe = X0+ i - Xe (

The first step, in (1), obtains a relation context (RC) X, from the entity repre-
sentations. For relation r € R, we extract its relation context as a concatenation
of the mean entity representations for the head and the tail entities. By denot-
ing the set of head and tail entities for relation r with H, and 7T;., we can
thus express its computation as (X.); = {1/|H7;\ ZjeH,i (Xe)jlIY/1T:] ZjeT,- (Xe)j}
where || denotes the concatenation operation. An entity occurring multiple times
as the head is weighted equally to an entity occurring only once.

The second step, in (2), is the dual graph attention (DA). The attention
scores on the dual graph ai[])- are computed by dot product attention with leaky
ReLU activation: 045 = Ji; - LeakyReLU(Wr,(Xc); + Wr(Xc);). Notice that
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Wi (Xe)i + Wr(Xe); = (WLIWR)T((Xe)ill(Xe);), where || denotes the con-
catenation operation. In the published code, we further found a weight sharing
mechanism for Wi, and Wgr implemented, decomposing the projection weight
matrices as W, = W W and Wr = W We with Wi, Wg € RI*r W €
R"*2d heing trainable parameters, and W¢ shared between both projections.
Ji; denotes a fixed triple-based relation similarity score computed as the sum
of the Jaccard similarities of the head and tail entity set for relation r; and r;:
Jij = HinH;l/|g,0H,;| + |T:0T5l/|7,0Ty|. The softmax is then computed only over
those relations, where J;; > 0, i.e., pairs sharing at least one head or tail entity.
In the implementation, this is implemented as dense attention with masking, i.e.
setting ] = —oo (or a very small value) for J;; = 0. While this increases the
required memory consumption to O(|R|?), the number of relations is usually
small compared to the number of entities, cf. Table 1, and thus this poses no
serious computational problem. With dQ denoting the softmax output, the new

relation representation finally is (X,); = ReLU (Z al (X, )j) .

ij

In the third step, in (3), the entity representations are updated. To this end,
a relation-specific scalar score is computed as of = LeakyReLU (WX, + b)
with trainable parameters W and b. Based upon the relation-specific scores, an
attention score between two entities e;, e; with at least one relation between
them is given as ozf; = EreTij o . These scores are normalized with a sparse
softmax over all {j | Ir € R : (es,r,¢;) € T}: &f; = softmax;:(a/},);. The final
output of the primal attention is (Xe); = ReLU (>, &;j(Xe);)-

The fourth step, in (4), applies a skip connection from the initial representa-
tions to the current entity representation. The weight j3; is pre-defined (8; = 0.1,
B2 = 0.3) and not trained.

Standard Message Passing. The second part of the RDGCN consists of a
sequence of GCN layers with highway layers. Each layer computes

X! = ReLU(AX.W) (5)
B =0(WgXe +by) (6)
Xe=p X+ (1-p) Xe (7)

A € RIE“IXIE] denotes the adjacency matrix of the primal graph. It is con-
structed by first creating an undirected, unweighted adjacency matrix where
there is a connection between e;,e; € EL if there exists at least one triple
(e;,rye5) € T for some relation r € RE. Next, self-loops (e,e) are added
for every entity e € &£U. Finally, the matrix is normalized by setting A =
D '/2AD~'/2 with D denoting the diagonal matrix of node degrees. When
investigating the published code, we further found out that the weight matrix
W is constrained to be a diagonal matrix and initialized as an identity matrix.

Training. Let x/ denote the final entity representation for e* € £ and anolo-
gously Xf for ef € £ RDGCN is trained with a margin-based loss formulation.
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It adopts a hard negative mining strategy, i.e., the set of negative examples for
one pair is the top k£ most similar entities of one of the entities according to the
similarity measure used for scoring. The negative [; distance is used as similarity,
the margin is 1, £ = 10, and the negative examples are updated every 10 epochs.

3.2 Deep Graph Matching Consensus (DGMC).

DGMC [7] also comprises two parts, which we name enrichment and corre-
spondence refinement. The enrichment part is a sequence of GNN layers enrich-
ing the entity representations with information from their neighborhood. Each
layer computes ¢(X) = ReLU(norm(A)XWi + norm(AT)XWy + XWj),
where A € RIE“IXIE"] denotes the symmetrically normalized adjacency matrix
(as for second part of RDGCN), norm the row-wise normalization operation,
X € RE"*din the layer’s input, and Wy, Wa, W3 € RdinXdout trainable param-
eters of the layer. An optional batch normalization and dropout follow this layer.
For the enrichment phase’s final output, all individual layers’ outputs are con-
catenated before a learned final linear projection layer reduces the dimension to
dout-

The second phase, the correspondence refinement, first calculates the k£ = 10
most likely matches in the other graph for each entity as a sparse correspon-
dence matrix S € R‘EL‘X‘5R|, normalized using softmax. Next, it generates ran-
dom vectors for each entity R € RIE“IXdrma and sends these vectors to the
probable matches via the softmax normalized sparse correspondence matrix,
STR € RI€"Ixdrma A GNN layer ¢ as in phase one distributes these vectors in
the neighborhood of the nodes: Y# = ¢(STR). A two-layer MLP predicts an
update for the correspondence matrix, given the difference between the represen-
tations Y’ and Y. This procedure is repeated for a fixed number of refinement
steps L = 10.

4 Experiments

Ezxperimental Setup. For the general evaluation setting and description of met-
rics, we refer to [3]. Here, we primarily use Hits@1 (H@Q1), which measures the
correct entity’s relative frequency of being ranked in the first position. When
investigating the published code of both, RDGCN [17]” and DGMC [7]8, we did
not find any code for tuning the parameters, nor a train-validation split. Also,
the papers themselves do not mention a train-validation split. Thus, it is unclear
how they choose the hyperparameters without a test-leakage by directly opti-
mizing the test set’s performance. We thus decided to create a shared test-train-
validation split used by all our experiments to enable a fair comparison. Since
DGMC already uses PyTorch, we could use their published code and extend it
with HPO code. RDGCN was re-implemented in PyTorch in our codebase. We

" https://github.com/StephanieWyt/RDGCN.
8 https://github.com /rustyls/deep-graph-matching-consensus, .
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Table 3. Investigated hyperparameters for all methods. * denotes that these parame-

M. Berrendorf et al.

ters share the same value range but were tuned independently.

Common

Parameter Choices

Optimizer Adam

Similarity {cos, dot, 11 (bound inverse), 11 (negative), 12
(bound inverse), 12 (negative)}

RDGCN

Parameter Choices

(entity embedding) normalization
(number of) GCN layers
(number of) interaction layers
Interaction weights

Trainable embeddings

{always-12, initial-12, never}
{0,1,2, 3}

{0, 1, 2, 3}
{0.1,0.2,...,0.6}

{False, True}

Hard negatives {no, yes}
Learning rate [10=4,1071]
DGMC

Parameter Choices

1 / 2 dimension*® [32,64,...,1024]
Y1 / 2 (number of) GCN layers* | {1, 2, 3, 4, 5}

11 / 12 batch normalization*®

Y1 / 12 layer concatenation®

11 dropout

12 dropout

Trainable embeddings

(entity embedding) normalization

Learning rate

{False, True}

{False, True}
[0.00,0.05,...,1.0]

0.0

False

{never, always-11, always-12}
[10—3,1071]

GCN-Align*

Parameter

Choices

Model output dimension
(number of) GCN layers

Batch normalization

Layer concatenation

Final linear projection

Dropout

Trainable embeddings

(entity embedding) normalization
(weight) sharing horizontal

Learning rate

(32,64, ..., (embeddingdimension)]
{1, 2, 3}

{False, True}

{False, True}

{False, True}

{0.0,0.1,...,0.5}

{False, True}

{never, always-11, always-12}
{False, True}

[10—3,1071]

use the official train-test split for all datasets, which reserves 70% of the align-
ments for testing. We split the remaining part into 80% train alignments and
20% validation alignments.
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We continued by tuning numerous model parameters (cf. Table 3) of all mod-
els on each of the datasets in Table 1 and each of the available initializations
described in Sect. 2.2 to obtain sufficiently well-tuned configurations. We used
random search due to its higher sample efficiency than grid search [1]. We addi-
tionally evaluate a baseline, which uses the GNN variant from DGMC without
the neighborhood consensus refinement, coined GCN-Align* due to its close cor-
respondence to [16], and also evaluate the zero-shot performance of the initial
node features.

For each tested configuration, we perform early stopping on validation HQ1,
i.e., select the epoch according to the best validation HQI. Across all tested
configurations for a model-dataset-initialization combination, we then choose
the best configuration according to validation HQ1 and report the test perfor-
mance in Table 4. We do not report performance for training on train+validation
with the final configuration due to space restrictions. We decided to report per-
formance when trained only on the train set to ensure that other works have
performance numbers for comparison when tuning their own models.

4.1 Results
Table 4 presents the overall results. We can observe several points.
Table 4. Results in terms of HQ1 for all investigated combinations of datasets, models,

and initializations. Each cell represents the test performance of the best configuration
of hyperparameters chosen according to validation performance.

DBP15k (JAPE)

init Wu [18] Xu [20]

subset fr-en ja-en zh-en fr-en ja-en zh-en

Zero Shot 79.47 63.48 56.07 83.70 65.64 59.40

GCN-Align* 81.81 67.45 57.94 86.74 67.65 60.32

RDGCN 86.91 72.90 66.44 86.82 74.35 69.54

DGMC 89.35 72.17 69.98 90.12 76.60 68.76
OpenEA

init Sun [15]

subset d-w d-y en-de en-fr

Zero Shot 46.53 81.90 75.99 79.90

GCN-Align* 45.76 84.65 85.34 89.41

RDGCN 64.28 98.41 80.03 91.52

DGMC 51.29 88.60 88.10 89.40
WK3l115k

init BERT

subset en-de en-fr

Zero Shot 85.55 77.27

GCN-Align* 85.92 78.22

RDGCN 86.76 78.05

DGMC 84.08 73.92
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Zero-Shot Performance. Generally, there is an impressive Zero-Shot perfor-
mance, ranging from 39.15% for OpenEA d-w to 83.85% WK3115k en-de. Thus,
even in the weakest setting, approximately 40% of the entities can be aligned
solely from their label, without any sophisticated method. Consequently, this
highlights that comparison against methods not using this information is unfair.
For DBP15k, we can compare the initialization from Wu et al. [17], used, e.g., by
RDGCN to the performance of the initialization by Xu et al. [7], used, e.g., by
DGMC. We observe that Wu’s initialization is 7-9% points stronger than Xu’s
initialization. For OpenEA d-w we obtain 39.15% zero-shot performance, despite
the original labels of the w side being meaningless identifiers. This is only due to
using attribute triples with a pre-defined set of “name” attributes, cf. Table 2.

Model Performance. When comparing the performance of both analyzed models,
we can observe that they have a clear advantage over both baselines in two
of three datasets. However, we cannot identify a single winner among them.
Although the performance of DGMC dropped compared to the results reported
originally?, it still leads by about 3-4 points on almost all DBP15k subsets.
Therefore, it confirms our observation that a smaller test set automatically leads
to better results. Furthermore, we can see that different initialization with entity
name also affects model performance, which especially applies to the ja-en subset
for DGMC or fr-en for GCN-Align*. RDGCN has a clear advantage on the
OpenEA subsets extracted from DBPedia with a margin of between 10 and 13
points on both subsets. Note that we significantly improved results of RDGCN
on the OpenEA dataset through our extensive hyperparameter search compared
to the original evaluation [15]. Interestingly, as can be seen in the next section,
the main reason is not the exploiting of information about different relations.
The WK3L15k dataset constitutes an interesting exception. The performance
of the DGMC method, which is supposed to be robust against noise due to
its correspondence refinement, is not better than the zero-shot results. While
DGMC and GCN-Align* can improve the results, the improvement by 1-2 points
does not look very convincing. From these results, we conclude that there exists
no silver bullet for the task of EA, and the method itself is still a hyperparameter.
At the same time, we see that the most realistic dataset poses a real challenge
for SotA methods.

4.2 Ablation: RDGCN

We additionally present the results of an ablation study for some model param-
eters of RDGCN on the OpenEA datasets in Table 5. For each presented param-
eter and each possible value, we fix this one parameter and select the best con-
figuration among all configurations with the chosen parameter setting according
to validation HQ1. The cell then shows the validation and test performance of
this configuration. We highlight the best setting on the respective graph pair in

9 As a general rule, the results improve by 1-2 points when trained on train+
validation, and it is not going to change the picture.
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Table 5. Ablation results for RDGCN on OpenEA datasets. The setting used by
[17] is underlined. The first number is validation HQ1, the second number test HQ1.
Bold highlights the best configuration. Please notice that due to the specialties of EA

evaluation, the test and validation performance are not directly comparable [3].

Parameter Value Subset
d-w d-y en-de en-fr
Normalization Always | 84.06/64.28 | 99.44/97.48 |97.72/93.56 | 96.89/91.52
Initial 82.67/62.58 |99.78/98.41 |97.67/93.02 | 95.56/89.50
Never 78.39/61.77 |99.72/98.53 | 98.11/80.03 | 95.44/90.14
GCN layers 0 57.33/50.79 | 92.33/83.83 |98.11/80.03 | 92.22/86.94
1 73.33/56.66 | 99.33/98.15 |96.00/91.63 |94.50/90.49
2 78.39/61.77 |99.56/98.16 |97.72/93.56 | 96.89/91.52
3 84.06/64.28 | 99.78/98.41 | 97.00/92.18 |95.44/90.14
Interaction layers 0 78.11/60.53 | 99.72/98.53 |97.72/93.56 | 95.33/89.08
1 78.39/61.77 | 99.78/98.41 |97.67/92.59 |95.44/90.14
2 82.67/62.58 |99.56/98.16 |98.11/80.03|96.89/91.52
3 84.06/64.28 | 99.50/97.85 | 97.67/93.02 | 95.56/89.50
Trainable embeddings | No 84.06/64.28 | 99.72/98.53 |97.72/93.56 | 96.89/91.52
Yes 82.67/62.58 |99.78/98.41 | 98.11/80.03 | 95.56/89.50
Similarity Cos 82.67/62.58 |99.56/98.16 |98.11/80.03 | 95.56/89.50
Dot 63.28/40.80 |91.50/79.81 |85.17/78.54 |89.94/78.17
11 (inv.) | 77.89/60.78 |99.50/97.85 |93.78/88.96 |94.06/88.69
11 (neg.) | 84.06/64.28 | 99.72/98.53 | 97.72/93.56 | 96.89/91.52
12 (inv.) | 75.28/60.20 | 96.72/92.06 | 95.06/90.13 | 94.44/89.60
12 (neg.) | 72.50/51.04 | 99.78/98.41 | 94.61/89.40 | 94.28/87.79
Hard negatives No 82.67/62.58 | 99.78/98.41 | 98.11/80.03  96.89/91.52
Yes 84.06/64.28 | 99.67/98.30 |97.72/93.56 | 95.33/90.62

bold font. Note that the test performance numbers also coincide with the per-
formance reported in Table 4 for OpenEA. We make the following interesting
observations: for all but one graph pair, always normalizing the entity represen-
tations before passing them into the layers is beneficial. For d-y, where this is not
the case, the difference in performance is small. For the number of GCN layers,
we observe an increase in performance from 0 to 2 layers, and on some datasets
(d-w, d-y) even beyond. Thus, aggregating the entities’ neighborhood seems
beneficial, highlighting the importance of the graph structure. For the number
of interaction layers, which perform relation-aware message passing, we observe
that for two of the four subsets (d-y, en-de) the best configuration does not use
any interaction layer. However, the difference is small. None of the best config-
urations uses trainable node embeddings. The negative 13 similarity is superior
on all datasets, with most of the others being close to it. Using the dot prod-
uct seems to be sub-optimal, maybe due to its unbound value range. Regarding
hard negative mining, there is no clear tendency, but considering the hard neg-
atives’ expensive calculation (all-to-all kNN), its use might not be worthwhile.
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Another observation is that sometimes there is a huge gap between the test per-
formance for the best configuration according to validation performance and the
best configuration according to test performance. For instance, if we had selected
the hyperparameters according to test performance for en-de, we had obtained
93.53 HQ1, while choosing them according to validation performance results in
only 80.03 HQ1 — a difference of 13.5% points. This difference emphasizes the
need for a fair hyperparameter selection.

5 Conclusion

In this paper, we investigated state-of-the-art in Entity Alignment. Since we iden-
tified shortcomings in the commonly employed evaluation procedure, including
the lack of validation sets for hyperparameter tuning and different initializations,
we provided a fair and sound evaluation over a wide range of configurations. We
additionally gave insight into the importance of individual components. Our
results provide a strong, fair, and reproducible baseline for future works to com-
pare against and offer deep insights into the inner workings of a GNN-based
model.

We plan to investigate the identified weakness against noisy labelings in
future work and increase the robustness. Moreover, we aim to improve the usage
of relation type information in the message passing phase of models like RDGCN,
which only use them in an initial entity representation refinement stage. For some
datasets such as OpenEA d-y and en-de, optimal configurations did not consider
the relational information. However, intuitively, this information should help to
improve the structural description of entities. Potential improvements include
establishing a relation matching between the two graphs or modifying the mech-
anism used to integrate relational information.
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Abstract. The ultimate goal of the evaluation is to understand when
two IR systems are (significantly) different. To this end, many compar-
ison procedures have been developed over time. However, to date, most
reproducibility efforts focused just on reproducing systems and algo-
rithms, almost fully neglecting to investigate the reproducibility of the
methods we use to compare our systems. In this paper, we focus on meth-
ods based on ANalysis Of VAriance (ANOVA), which explicitly model
the data in terms of different contributing effects, allowing us to obtain a
more accurate estimate of significant differences. In this context, recent
studies have shown how sharding the corpus can further improve the esti-
mation of the system effect. We replicate and compare methods based on
“traditional” ANOVA (tANOVA) to those based on a bootstrapped version
of ANOVA (bANOVA) and those performing multiple comparisons rely-
ing on a more conservative Family-wise Error Rate (FWER) controlling
approach to those relying on a more lenient False Discovery Rate (FDR)
controlling approach. We found that bANOVA shows overall a good degree
of reproducibility, with some limitations for what concerns the confidence
intervals. Besides, compared to the tANOVA approaches, bANOVA presents
greater statistical power, at the cost of lower stability. Overall, with this
work, we aim at shifting the focus of reproducibility from systems alone
to the methods we use to compare and analyze their performance.

1 Introduction

Comparing IR systems and identifying when they are significantly different is
a critical task for both industry and academia [4,15,23]. In recent years, many
fields have devoted a lot of effort to reproducing and generalizing their systems
and algorithms [5,7,9,17]. Yet, the literature still lacks reproducibility studies on
the statistical tools used to compare the performance of such systems and algo-
rithms. Using reproducible — and thus trustworthy — statistical tools is crucial
to drawing robust inferences and conclusions. In this respect, our work makes
a first step toward the study of the reproducibility of evaluation methodologies
themselves. In this context, ANalysis Of VAriance (ANOVA) [21] is a widely
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used technique, where we model performance as a linear combination of factors,
such as topic and system effects, and, by developing more and more sophisticated
models, we accrue higher sensitivity in determining significant differences among
systems. We focus on two recently developed ANOVA models. Voorhees et al.
[27] used sharding of the document corpus to obtain the replicates of the perfor-
mance score for every (topic, system) pairs needed to develop a model account-
ing not only for the main effects, but also for the interaction between topics and
systems; Voorhees et al. also used an ANOVA version based on residuals boot-
strapping [6], which we call bANOVA. Given the absence, at the current time,
of publicly available code, we are interested in replicating some of the results
presented by Voorhees et al. Ferro and Sanderson [11] used document sharding
as well but they developed a more comprehensive model, based on traditional
ANOVA, which also accounts for the shard factor, the shard*system interaction,
and the topic*shard interaction; we call this approach tANOVA. Another funda-
mental aspect to consider when comparing several IR systems is the need to
adjust for multiple comparisons [12,22]. Indeed, when comparing just two sys-
tems, significance tests control the Type-I error at the significance level a. The
Type-I error is the possibility to find a statistically significant difference between
a pair of systems when they are not (also called false positive). However, when
¢ simultaneous tests are carried out, the probability of committing at least one
Type-1 error increases up to 1 — (1 — «)¢. Several procedures have been devel-
oped for controlling Type-I errors when multiple comparisons are performed [14].
Voorhees et al. adopted a lenient False Discovery Rate (FDR) correction by Ben-
jamini and Hochberg [2]; Ferro and Sanderson used a conservative Family-wise
Error Rate (FWER) correction, using the Honestly Significant Difference (HSD)
method by Tukey [25]. In conclusion, we identified three aspects that can impact
the reproducibility of the above-mentioned ANOVA approaches: i) the strategy
used to obtain replicates, i) the kind of ANOVA used, and i) the control
procedure for the pairwise comparisons problem.
Our work is articulated in two research questions:

— RQ1: Given the absence of publicly available code, we are interested in deter-
mining the degree of replicability of the evaluation methodology proposed in
Voorhees et al. [27];

— RQ2: We are interested in studying the behaviour of tANOVA and bANOVA
under different experimental settings — with respect to the above-mentioned
focal points — and the generalizability of their results.

The paper is organized as follows: Sect. 2 discusses the related works; Sect. 3
details on the replicated approach (i.e. Voorhees et al. [27]) and the experimental
setup; Sects. 4 and 5 describe our efforts in generalizing the results by Voorhees
et al. and Ferro and Sanderson; finally, Sect. 6 draws some conclusions and
outlooks for future work.

1 We already have access to the code and data used by Ferro and Sanderson, so we
are not interested in their replicability.
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2 Related Work

Tague-Sutcliffe and Blustein [24] used ANOVA to decompose performance into
a topic and a system factor and adopted the Scheffe tests to compensate for
multiple comparisons. Tague-Sutcliffe and Blustein were not able to model the
topic*system interaction factor due to the lack of replicates for each (topic,
system) pair but, later on, Banks et al. [1] suggested that the topic*system
interaction should have been a large size effect. Bodoff and Li [3] used multiple
relevance judgements to obtain replicates. Ferro et al. [8], Ferro and Sanderson
[10,11], Voorhees et al. [27] investigated document shards as a mean to obtain
replicates and develop more sophisticated ANOVA models. One problem when
using document shards is that some topics may not have any relevant docu-
ment in a shard and this prevents the computation of any performance measure
on that shard. Voorhees et al. [27] solved this issue by resampling shards until
all the topics have relevant documents on all the shards; they developed an
ANOVA model consisting of a topic and system factors plus the topic*system
interaction. Ferro et al. [8], Ferro and Sanderson [11] substituted missing values
with an interpolated value. They developed models accounting for the topic, sys-
tem, and shard factors as well as all their interactions. Ferro and Sanderson [11]
(mathematically) proved that the system effect estimation is independent from
the used interpolation value, when adopting the most accurate ANOVA model.
Also Robertson and Kanoulas [20] explored the bootstrap usage to investigate
the inter-topic variability and to obtain the replicates necessary to compute the
interaction between topics and systems, while Robertson [19] investigated the
usage of document sampling to estimate the stability of traditional IR evalu-
ation. Multiple comparisons procedures aim at controlling either Family-wise
Error Rate (FWER) [16] or False Discovery Rate (FDR) [2]. FWER is the prob-
ability of having at most one false positive among all rejected null hypoteses,
and FWER-controlling procedures aim at keeping it equal to 1 — a. One of
the most popular FWER correction approaches is the Honestly Significant Dif-
ference (HSD) by Tukey [25]. Given fi,. and fi, the marginal means for two
different systems, the test value for the HSD is computed as:

|ﬂu - ﬂv‘
| MSerror
T-S

where: M Se,.or is the mean square error according to the ANOVA model and
T and S are respectively the number of topics and shards. This test value is
then compared against the critical value, obtained from Q%,dfermw the stu-
dentized range distribution , where R is the number of systems. Conversely,
FDR-controlling procedures aim at keeping the false discovery rate (the num-
ber of false findings over all findings) at level «: this corresponds to allowing
the number of false positives to increase, as long as the number of true dis-
coveries increases. One of the most important FDR-controlling procedures is
the Benjamini-Hochberg (BH) [2] procedure. It sorts in ascending order the p-
values associated with IV tested hypotheses. The greatest value of k£ for which

|th| =
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Py < oz% is then found: null hypotheses associated to p-values in ranks from 0
to k are rejected.

3 Approach

3.1 ANOVA Models

We consider the following ANOVA models:

Yijk = M. + T3 + a5 + €45k (MD1)
Yijk = Mo + T + 0 + (TQ)i5 + €4k (MD2)
Yijk = Ho. + Ti + aj + B + (Ta)ij + (78)ik + (@B)jk + €ijk (MD3)

where: p... is the grand mean; 7; is the effect of the i-th topic; «; is the effect
of the j-th system; (3 is the effect of the k-th shard; (7a)ij, (75)ik, and (af);x
are respectively interactions between topics and systems, topics and shards,
and systems and shards; € is the error committed by the model in predicting
y. Our (MD1) is the model originally used by Tague-Sutcliffe and Blustein
[24], it corresponds to the model in equation (2) of Voorhees et al. [27] and to
(MD2) of Ferro and Sanderson [11]. Our (MDZ2) corresponds to the model in
equation (3) of Voorhees et al. [27] and to (MD3) of Ferro and Sanderson [11].
Finally, our (MD3) corresponds to the model (MD6) of Ferro and Sanderson
[11]. Voorhees et al. did not experimented with the latter model; so, its usage
represents an aspect of generalizability.

3.2 Bootstrap ANOVA (bANOVA)

The bootstrap based version of ANOVA is the focus of our reproducibility study.
It relies on bootstrap sampling of the residuals produced by a traditional ANOVA
linear model. The use of bootstrap is motivated by the fact that, since it does
not rely on the traditional F statistics, it allows for minimizing the assumptions
imposed on the distribution of the data. To compute the bootstrap ANOVA,
it is necessary to fit a traditional ANOVA linear model. Once the model is
estimated, we can use it to compute the estimated performance §;;1, for the i-th
topic, using the j-th system on the k-th shard. Note that estimated performance
values can be organized in an estimated performance tensor Y, where Yijk =
Vijk- Afterwards, residuals are computed as 7ijx = ¥Yijx — Jijk, where y; . is
the observed performance value. Called R the set of all residuals, B different
perturbation tensors R(®) are sampled, with b € {0,..., B — 1}. In particular,

RS)L = rl(;),)c where rz(j’])g

original ANOVA residuals R. These perturbation tensors are then added to Y,
producing B perturbed observation tensors Y (). Each perturbed observation
tensor is then used to fit an ANOVA model, providing B new bootstrap sampled

is sampled uniformly with replacement among all possible
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estimations for the effect of each system. Using these estimations, it is possible to
fit a Probability Density Function (PDF) of the effect of the system. Note that,
Voorhees et al. do not specify the approach to fit the PDF, and thus we used the
Kernel Density Estimation (KDE) technique [28], using a Maximum Likelihood
Estimation (MLE) approach. The average MLE bandwidth is 0.0016 and ranges
between 0.0005 and 0.0033, according to the system, the number of shards, and
model considered. Such distribution is used to compute the p-value associated
with the null hypothesis that the system with greater effect is not statistically
significantly better then the other (one-tail hypothesis). Once a p-value for each
pairwise comparison is available, Voorhees et al. propose to apply Benjamini-
Hochberg correction procedure to correct for multiple comparisons. Finally, using
the information on the number of significant differences found, Voorhees et al.
propose a strategy to compute an interval of confidence around the system effect,
by trimming the vector of the bootstrap sampled estimations of the system
effects. In particular, the proportion of samples removed from each side is a%7
where N is the total number of pairwise comparisons between systems and k is
the number of pairs of systems for which one of the two system has statistically
larger effect size, according to the Benjamini-Hochberg procedure.

3.3 Experimental Setup

Akin Voorhees et al., we used two collections: the TREC-3 Adhoc track [13] and
TREC-8 Adhoc track [26]. TREC-3 contains 50 topics and 40 runs for a total
of 820 pairwise run comparisons. TREC-8 consists of 50 topics and 129 runs for
a total of 8,256 pairwise run comparisons. We conducted all the experiments
on both collections and we observed very similar behaviours. However, due to
space constraints, the replicability results in Sect. 4 are reported on TREC-3,
since Voorhees et al. provide more details on this collection; the generalizability
results in Sect. 5 are reported on TREC-8, since it contains more runs. Note
that the replicability experiments concern only bANOVA by Voorhees et al. and
not also tANOVA by Ferro and Sanderson, since the latter is our own code. We
use Average Precision (AP) and Precision (P) with the cutoff at 10 documents
(P@10) as performance measure. The document corpus has been split in 2, 3,5, 10
even-sized random shards and we repeated the sampling 5 times. For replicabil-
ity in Sect. 4, we repeated the sampling until all the shards contain at least
one relevant document for each topic; for generalizability in Sect. 5, if a shard
does not contain any relevant document for a topic, we interpolate the missing
value using 4 possible strategies: zero; 1q, the value of the lower quartile of the
measure scores; mean, the average value of the measure scores; and, one. Note
that, for generalizability in Sect. 5, due to space constraints, we report only the
case of 5-shards, being the others very similar. To ease the reproducibility of
our experiments, the source code is publicly available at https://github.com/
guglielmof/replicate_URIIRE.
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4 Replicability of bANOVA

We tried to replicate the widths of the confidence intervals of the system effect
and the number of s.s.d. pairs, i.e. systems for which one is significantly better
than the other. Table 1 reports the results of our replicability analysis. Con-
fidence intervals are much smaller, approximately halved, than those reported
in the original paper. On the other hand, the number of s.s.d. pairs is slightly
higher for both AP and P@10; however, this could be still considered within the
bounds of the variability due to the random sharding, observed also by Voorhees
et al.. To further investigate the interval size, we hypothesized that, even if the
original paper describes a single-tailed test, its implementation might have used
a more-strict two-tailed one, which is often the default in many statistical soft-
ware libraries. Table 2 shows the results when using such a two-tailed test. We
can note that the confidence intervals are still very similar to the case of Table 1
and, thus, the difference between one-tailed and two-tailed test is not the cause

Table 1. Confidence interval widths on systems effects and number of s.s.d. sys-
tem pairs using one-tailed bANOVA on TREC-3. Between parentheses, values originally
reported by Voorhees et al.; dashed values were not reported in the original paper.

Sample | Measure | No interactions (MD1) Interactions (MD2)
Mean Min Max s.s.d. Mean Min Max s.s.d.
2 shards | AP 0.045 0.044 | 0.045 683.80 | 0.016 0.016 0.017 749.00

(0.075) | (0.071) | (0.082) | (—) (0.029) | (0.026) | (0.031) | (743)
P@10 |0.078 |0.076 |0.080 |666.00 |0.038 0.037 0.039 728.00
(0.130) | (0.122) | (0.140) | (—) (0.065) | (0.061) | (0.069) | (712)
3 shards | AP 0.038 |0.037 |0.039 |699.40 |0.018 0.018 0.019 746.20
(0.064) | (0.060) | (0.069) | (—) (0.032) | (0.030) | (0.034) | (741)
P@10 | 0.062 |0.061 |0.063 |682.20 |0.037 0.036 0.037 727.00
(0.106) | (0.099) | (0.112) | (—) (0.065) | (0.061) | (0.071) | (712)
5 shards | AP 0.033 | 0.032 |0.033 |714.40 |0.020 0.020 0.021 742.20
(0.055) | (0.052) | (0.058) | (—) (0.033) | (0.031) |(0.034) |(—)

P@10 | 0.046 |0.045 [0.047 |697.00 |0.031 0.030 0.032 723.00
(0.081) | (0.076) | (0.086) | (—) (0.055) | (0.052) | (0.060) | (—)

Table 2. Confidence intervals width on systems effects and number of s.s.d. system
pairs using two-tailed bANOVA on TREC-3.

Sample | Measure | No interactions (MD1) Interactions (MD2)
Mean | Min | Max |s.s.d. |Mean |Min |Max |s.s.d.
2 shards | AP 0.045 | 0.044 | 0.046 | 661.40 | 0.016 | 0.016 | 0.017 | 743.20
Pa@l10 0.078 | 0.076 | 0.080 | 639.60 | 0.038 | 0.037 | 0.039 | 717.40
3 shards | AP 0.038 | 0.038 | 0.039 | 678.80 | 0.019 | 0.018 | 0.019 | 739.60
P@10 0.062 | 0.061 | 0.064 | 662.40 | 0.037 | 0.036 | 0.038 | 717.80
5 shards | AP 0.033 | 0.032 | 0.034 | 696.00 | 0.020 | 0.020 | 0.021 | 734.80
P@10 0.047 | 0.046 | 0.048 | 677.60 | 0.031 | 0.030 | 0.032 | 712.00
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of the observed discrepancy. On the other hand, the number of s.s.d. pairs is
getting even closer to those of Voorhees et al.; a little bit less close in the case
of PQ@10 but, as also observed by Voorhees et al., it is a less stable measure. To
understand the issue with confidence interval sizes, we modified how they are
computed. Instead of removing a percentage of the total number of samples, as
described by Voorhees et al., we treated that number as an integer value, rep-
resenting the actual number of samples to discard. Basically, this milder cut-off
allows for removing just the most extreme values. Table 3 reports the result for
such modification and we can now see that these modified confidence intervals
are closer to those of Voorhees et al. To double-check the confidence intervals,
we also tried the vice-versa, i.e. we used the intervals reported in Voorhees et
al. to determine the number of s.s.d. pairs. Note that Voorhees et al. use the
BH correction to determine the s.s.d. pairs and not the confidence intervals; in
their case, they estimate confidence intervals in such a way that they should be
consistent with the number of s.s.d. pairs obtained by the BH correction. Since
we do not have the sizes of the original intervals, we use, for all the systems, in
turn, the mean, minimum, and maximum interval widths reported by Voorhees
et al. Table4 reports the results of such analysis. The number of s.s.d. pairs
is still lower compared to the expected one, in the range of 30 to 70 less, on
average (cf. Table 2). This suggests that the original intervals are still a bit large
to obtain the reported number of s.s.d. pairs; this might be due to the intrinsic

Table 3. Mean, Min and Max modified confidence intervals widths of systems effects
on TREC-3, using 3 shards. Highlighted values are the closest to the original ones
by Voorhees et al. (* for AP and * for P@10).

Sample | Measure | No interactions (MD1) | Interactions(MD2)
Mean | Min Max Mean | Min Max
Original | AP 0.064 |0.060 |0.069 |0.032 |0.030 |0.034
Pai1o 0.106 |0.099 |0.112 |0.065 |0.061 |0.071
1 AP 0.065* | 0.061 |0.071 |0.033 |0.030" | 0.035
Pa@10 0.106* | 0.100 |0.113 |0.063 |0.058 |0.069*
2 AP 0.065* |0.061 |0.072 |0.032* |0.030" | 0.034"
P@10 | 0.105 |0.099% 0.112% |0.063 |0.060% | 0.068
3 AP 0.068 |0.065 |0.073 |0.037 |0.034 |0.041
pPa@1o0 0.107 |0.101 |0.113 |0.066 | 0.062 |0.074
4 AP 0.065* | 0.060* | 0.070 | 0.030 |0.028 |0.033
Pa@1o0 0.105 |0.098 |0.112% |0.061 |0.057 |0.064
5 AP 0.065* | 0.059 |0.069" |0.030 |0.026 |0.032
Pa@10 0.105 |0.099% | 0.114 |0.063 |0.059 |0.068
Avg AP 0.066 |0.061 |0.071 |0.032 |0.030 |0.035
Pa@10 0.106 |0.099 |0.113 |0.063 |0.059 |0.069
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accuracy of the estimation procedure or to some differences in the implementa-
tion, as we hypothesized in Table 3. Overall, we can conclude that it is possible
to fully replicate the bANOVA with BH correction and the resulting number of
s.s.d. system pairs which, to us, is the core contribution of the paper and what
is used in actual analyses. On the other hand, we were not able to replicate the
derived estimation of the confidence intervals and remains an open issue.

5 Generalizability of tANOVA and bANOVA

5.1 Impact of the Multiple Comparison Strategies and
Bootstrapping

To investigate the differences between ANOVA approaches, our first analysis
compares the number of s.s.d. system pairs found by them. We consider the
following multiple comparison procedures: HSD for tANOVA, as originally pro-
posed by Ferro and Sanderson, indicated with tANOVA(HSD); BH for bANOVA, as
originally proposed by Voorhees et al., indicated with bANOVA(BH); and, BH for
tANQVA, indicated with tANOVA(BH). tANOVA with Benjamini-Hochberg correction
is here employed and analyzed for the first time, representing a generalizabil-
ity aspect. It takes the p-values on the difference between levels of the factors
produced by the traditional ANOVA, but corrects them using the BH correc-
tion. The rationale behind it is that it enjoys the statistical properties provided
by the ANOVA while granting a higher discriminative power f, due to the BH
correction procedure. Finally, in this specific setting, such correction procedure
allows us to investigate whether the differences between the bANOVA and tANOVA
are due to the different ANOVA computation (bootstrap vs direct computation
of F-statistics), or are due to the correction procedure applied (BH vs HSD)
correction. zero has been used as interpolation strategy; in Sect. 5.3 we empir-
ically show that the interpolation strategy has a negligible effect on the results.
Finally, we experiment all the models from (MD1) to (MD3) with all the ANOVA
approaches; note that (MD3) has not been studied before for bANOVA and this
represents another generalizability aspect.

Table 4. s.s.d. system pairs as obtained by using the confidence intervals widths
reported by Voorhees et al. Compare them with the ones reported in Table 1.

Sample | Measure | No interactions (MD1) | Interactions (MD2)

Mean | Min Max Mean | Min Max
2 shards | AP 577.20 | 590.00 | 563.20 | 711.00 | 721.60 | 706.00
P@10 544.60 | 558.20 | 528.80 | 670.40 | 678.80 | 661.40
3 shards | AP 608.80 | 622.80 | 592.00 | 702.80 | 708.60 | 695.00
P@10 573.80 | 583.20 | 562.00 | 659.80 | 667.60 | 638.60
5 shards | AP 638.80 | 645.60 | 629.00 | 697.40 | 704.80 | 695.00
P@10 597.00 | 608.20 | 586.40 | 656.80 | 663.60 | 644.00
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Table 5. s.s.d. pairs of systems for different ANOVA approaches, using AP.

Model | Approach bANOVA(BH) tANOVA(BH) tANOVA(HSD)
MD1 |bANOVA(BH) |6866.60 + 36.965 | 329.20 + 22.027 |2275.80 + 39.844
tANOVA(BH) |- 6537.40 £ 57.107 | 1946.60 £ 23.190
tANOVA(HSD) | - - 4590.80 £ 75.850
MD2 |bANOVA(BH) |7231.80 + 51.085 | 375.20 + 17.436 |2133.40 + 70.456
tANOVA(BH) |- 6856.60 £ 65.859 | 1758.20 £ 54.580
tANOVA(HSD) | — - 5098.40 + 113.429
MD3 | bANOVA(BH) |7563.40 + 15.273|262.00 + 11.681 | 1655.80 + 25.377
tANOVA(BH) |- 7301.40 £ 11.734 | 1393.80 £ 32.585
tANOVA(HSD) | — - 5907.60 + 37.359

Table 5 reports the results averaged over the five samples of shards together
with their confidence interval. Numbers on the diagonal of Table 5 describe
how many pairs of systems are considered s.s.d. by a given approach; num-
bers above the diagonal are the additional s.s.d. pairs found by one method
with respect to the other. Table 5 shows that, as the complexity of the model
increases from (MD1) to (MD3), the pairs of systems deemed significantly differ-
ent increase as well, confirming previous findings in the literature. tANOVA(HSD)
controls tANOVA(BH) since all the s.s.d. pairs for tANOVA(HSD) are significant
also for tANOVA(BH); this was expected since FWER controls FDR [14]. It
is possible see this by considering the differences between approaches (above
diagonal): by summing the difference between tANOVA(HSD) and tANOVA(BH)
to the tANOVA(HSD) you obtain back the number of s.s.d. pairs identified by
tANOVA(BH). However, this pattern holds also for bANOVA(BH) and tANOVA(BH),
i.e. all the s.s.d. pairs of tANOVA(BH) are s.s.d. pairs for bANOVA(BH) too. While
the relation between BH and HSD was expected, this finding sheds some light on
the difference between using a traditional or a bootstrapped version of ANOVA.
In summary, most of the increase in the s.s.d. pairs is due to the correction
procedure rather than the use of bootstrap or not. Since bANOVA is more com-
putationally demanding than tANOVA, due to its iterative nature, its use may be
not worth if not when you really need to squeeze out all the possible s.s.d. pairs.

5.2 Effect of the Random Shards on the Stability of the Approaches

To assess the stability of different approaches against random resharding, we fix
the number of shards (5 in the following analysis). We resampled the shards 5
times and we considered all the possible pairs of shard samples —i.e. 10 possible
pairs of shards. To assess the stability with respect to random resharding, we
consider the following counting measures proposed in [18]:

— Active Agreements (AA), i.e. the number of pairs of systems A and B for
which an approach considers A to be significantly better than B on both
samples of shards;
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Table 6. Average PAA and PPA.

Model | Approach Average PAA | Average PPA
MD1 |bANOVA(BH) |0.979 £+ 0.001|0.903 £ 0.005
tANOVA(BH) | 0.980 + 0.001 | 0.924 + 0.004
tANOVA(HSD) | 0.979 + 0.002 | 0.973 £ 0.003
MD2 | bANOVA(BH) |0.980 + 0.001 | 0.866 + 0.007
tANOVA(BH) | 0.979 + 0.001 | 0.896 + 0.006
tANOVA(HSD) | 0.977 + 0.002 | 0.963 £ 0.004
MD3 | bANOVA(BH) |0.982 + 0.001|0.802 + 0.012
tANOVA(BH) |0.980 + 0.001 | 0.850 £+ 0.006
tANOVA(HSD) | 0.981 + 0.001 | 0.953 £ 0.003

— Active Disagreements (AD), i.e. the number of pairs of systems A and B for
which an approach considers A to be significantly better than B on a sample
but B is significantly better than A on the other sample;

— Passive Agreements (PA), i.e. the number of pairs of systems A and B for
which an approach considers A to not be significantly better than B on both
samples of shards;

— Passive Disagreements (PD), i.e. the number of pairs of systems A and B for
which an approach considers A to be significantly better than B on a sample
but A is not significantly better than B on the other sample.

We did not find any occurrence of AD in any of our experiments, which would
indicate a dependency of an approach on a specific random shard, raising some
concerns about its stability. AA, PA, and PD are aggregated as follows:

— The Proportion of Active Agreements (PAA), given by PAA =2AA/(2AA+
PD), represents how many times an approach agrees on two systems being
s.s.d. concerning the total number of times two systems are claimed s.s.d.;

— The Proportion of Passive Agreements (PPA), given by PPA = 2PA/(2PA+
PD), shows how often an approach agrees on two systems not being s.s.d.
compared to the total number of times two systems are not claimed s.s.d..

PAA and PPA indicate, respectively, the stability of the decisions about which
systems are and are not s.s.d., independently from the shard samples. Overall,
these two proportions indicate how much you would not change your mind when
changing the random shard sample at hand.

Table 6 shows the PAA and PPA averaged over every possible pair of shards
together with their confidence intervals. All the approaches have a very high
PAA, suggesting that the conclusion about which systems are to be considered
s.s.d. is quite stable. The PAA is also very close for all the approaches, slightly
increasing as we adopt the more sophisticated (MD3) model but without notable
differences between bootstrap and traditional ANOVA or between HSD and BH
correction. On the other hand, tANOVA approaches lead to higher PPA than
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Table 7. Average number of PD for ANOVA model MD2.

(MD2) 5 Shards

approach Interp. | zero 1q mean one

tANOVA(HSD) | zero 230.60 £ 21.55 | 23.00 £+ 15.21 | 100.20 £ 74.45 | 89.80 £ 82.47
1q — 239.20 £ 22.56 | 77.20 + 62.86 | 85.60 + 96.98
mean — — 253.20 £ 32.18 | 124.40 + 92.81
one — — — 265.80+ 53.21

bANOVA(BH) zero 282.60 £ 13.70 | 5.80 £ 3.45 41.60 £ 24.44 | 33.20 £ 28.83
1q — 280.80 £ 12.99 | 35.80 + 21.12 | 32.60 £+ 30.75
mean — — 285.00 £ 13.24 | 49.20 £+ 40.73
one — — — 288.40 + 18.59

43

bANOVA ones. The HSD correction produces notably higher PPA than the BH
one. We hypothesize that the additional s.s.d. pairs brought in by bootstrap and
BH are “corner cases” and the decision about them depends more on the actual
shards at hand. We can also observe as the PPA tends to decrease as the models
get more sophisticated from (MD1) to (MD3); also, in this case, a more complex
model can identify more s.s.d. pairs, but some of them are “corner” cases subject
to change from a random shard to another. Overall, the findings concerning PAA
and PPA suggest that tANOVA with HSD correction is the most stable approach
against different random shards. It should therefore be used when the goal is
not the absolute number of s.s.d. pairs, but the accuracy of the decisions.

5.3 Stability of ANOVA Models with Respect to Different
Interpolation Values

We study the impact of the interpolation strategy, i.e. how to substitute missing
values for topics without any relevant document on a given shard, for the different
approaches. Here, for space reasons, we report only the results for tANOVA(HSD)
and bANOVA(BH), being the tANOVA(BH) midway between these two.

Ferro and Sanderson [11] mathematically proved that model (MD3) is inde-
pendent of the adopted interpolation values while Voorhees et al. [27] did not
experiment with interpolation values and did not consider this model at all.
Tables 7 and 8 report the average PD counts together with their confidence inter-
val (remember that AD turned out to be zero in our experiments), respectively
for models MD2 and MD3. Values on the diagonal are the average PD observed
using the same interpolation strategy, but over the pairs of shards samples. The
upper triangle of the Table contains the average PD when using two different
interpolation values. The PD counts on the diagonal are consistent with the
findings of Table 6 in terms of PPA, confirming that bANOVA(BH) is more sensi-
tive to the random sampling of shards than tANOVA(HSD). Table 7 shows what
happens if, using model (MD2) by Voorhees et al., instead of re-sampling shards
we use an interpolation value. We can note that the PD count on the diago-
nal, compared to the one of Table 8, slightly increases for both bANOVA(BH) and
tANOVA(HSD). On the other hand, the values are in the same confidence interval,
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Table 8. Average number of PD for ANOVA model MD3.

(MD3) 5 Shards

approach
Interp. | zero 1q mean one

tANOVA(HSD) | zero 222.60 £+ 15.392 | 0.00 £ 0.000 0.00 £ 0.000 0.00 £+ 0.000
1q — 222.60 £+ 15.392 | 0.00 = 0.000 0.00 £+ 0.000
mean — — 222.60 4+ 15.392 | 0.00 £ 0.000
one — — — 222.60+ 15.392

bANOVA(BH) zero 279.20 £ 16.60 | 0.00 + 0.00 0.00 £ 0.00 0.00 £+ 0.00
1q 279.20 £ 16.60 | 0.00 &+ 0.00 0.00 £+ 0.00
mean - - 279.20 + 16.60 | 0.00 + 0.00
one - - - 279.20 £ 16.60

and thus are not significantly different. We can also note that, as the interpola-
tion value increases, the PD count on the diagonal tends to increase too. When
it comes to the upper triangles, we interestingly find that bANOVA(BH) is much
less sensitive to the interpolation values than tANOVA(HSD), being the PD counts
substantially lower. Thus, Voorhees et al. could have used an interpolation value
instead of re-sampling, without drastically changing the conclusions. The boot-
strapped version of ANOVA (bANOVA) appears to be less stable with respect
to the resharding. This phenomenon is likely due to its greater discriminative
power: since a small evidence for bANOVA is enough to assess when two sys-
tems are different, the random resharding might produce spurious evidence and
thus large variation among different samples. In Table 8, as expected from [11],
the upper triangle for tANOVA(HSD) is zero, since tANOVA(HSD) with (MD3)
is independent from the interpolation values. The most interesting finding is
that also bANOVA(BH) with (MD3) is independent of the interpolation values.
Indeed, the bANOVA approach samples the residuals and Ferro and Sanderson
proved that they are independent of the interpolation value for (MD3). There-
fore, using (MD3) also the bootstrap approach by Voorhees et al. does not need
to re-sample shards.

6 Conclusions and Future Work

The aim of this paper is multi-folded: we wanted to replicate results by Voorhees
et al., generalize the proposed method and compare it with other ANOVA
approaches. We were able to replicate the number of s.s.d. found by bANQOVA, i.e.
the main contribution of the paper, but not the size of the confidence interval.
Furthermore, we compared the tANOVA and bANOVA approaches under different
conditions. We found out that tANOVA tends to be more robust than bANOVA
with respect to the actual random shards used, suggesting more reliability in
drawing the same conclusions. On the other hand, when using partial ANOVA
models like (MD2) which are not able to deal with shards without relevant doc-
uments, bANOVA is more robust than tANOVA to the chosen interpolation value.



System Effect Estimation by Sharding 45

Regarding the multiple comparison strategy, we have found that tANOVA with
HSD is more restrictive than bANOVA but tANOVA with BH correction behaves
similarly to bANOVA. Overall, we can conclude that, the decision of the model
and the correction technique depends on the final aim of the researcher. If you
prioritize the stability of the results over the number of s.s.d. pairs found and
you plan to use a full model like (MD3), it is preferable to use tANOVA(HSD),
since it is more stable with respect to random shards and less computationally
expensive. If instead, your focus is on the number of pairs, bANOVA(BH) gives
you the maximum boost but at the price of less stability for random shards. If
you plan to use a partial model, like (MD2), which is less expensive from the
computational point of view, bANOVA(BH) frees you more from the dependency
on topics without relevant documents on some shards. Future work will investi-
gate the use of uneven-size random shards, instead of the even-size ones used in
the literature so far.

Acknowledgments. We thank the reviewers for their comments.

The work is partially funded by the DAta BenchmarK for Keyword-based Access
and Retrieval (DAKKAR) Starting Grants project sponsored by University of Padua
and Fondazione Cassa di Risparmio di Padova e di Rovigo.

References

1. Banks, D.,; Over, P., Zhang, N.F.: Blind men and elephants: six approaches to
TREC data. Inf. Retrieval 1(1-2), 7-34 (1999)

2. Benjamini, Y., Hochberg, Y.: Controlling the false discovery rate: a practical and
powerful approach to multiple testing. J. Royal Stat. Soc. 57(1), 289-300 (1995)

3. Bodoff, D., Li, P.: Test theory for assessing IR test collections. In: Proceedings of
SIGIR, pp. 367-374 (2007)

4. Carterette, B.A.: Multiple testing in statistical analysis of systems-based informa-
tion retrieval experiments. ACM Trans. Inf. Syst. 30(1), 4:1-4:34 (2012)

5. Clancy, R., Ferro, N., Hauff, C., Sakai, T., Wu, Z.Z.: The SIGIR 2019 open-source
IR replicability challenge (OSIRRC 2019). In: Proceedings of SIGIR, pp. 1432-1434
(2019)

6. Efron, B., Tibshirani, R.J.: An Introduction to the Bootstrap. Chapman and
Hall/CRC, Boca Raton (1994)

7. Ferrari Dacrema, M., Boglio, S., Cremonesi, P., Jannach, D.: A troubling analysis
of reproducibility and progress in recommender systems research. User Modeling
and User-Adapted Interaction (2019)

8. Ferro, N., Kim, Y., Sanderson, M.: Using collection shards to study retrieval per-
formance effect sizes. ACM Trans. Inf. Syst. 37(3), 30:1-30:40 (2019)

9. Ferro, N., Maistro, M., Sakai, T., Soboroff, I.: Overview of CENTREQCLEF 2018:
a first tale in the systematic reproducibility realm. In: Bellot, P., et al. (eds.) CLEF
2018. LNCS, vol. 11018, pp. 239-246. Springer, Cham (2018). https://doi.org/10.
1007/978-3-319-98932-7_23

10. Ferro, N., Sanderson, M.: Sub-corpora impact on system effectiveness. In: Proceed-
ings of SIGIR, pp. 901-904 (2017)

11. Ferro, N., Sanderson, M.: Improving the accuracy of system performance estima-
tion by using shards. In: Proceedings of SIGIR, pp. 805-814 (2019)


https://doi.org/10.1007/978-3-319-98932-7_23
https://doi.org/10.1007/978-3-319-98932-7_23

46

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

G. Faggioli and N. Ferro

Fuhr, N.: Some common mistakes in IR evaluation, and how they can be avoided.
SIGIR Forum 51(3), 32-41 (2017)

Harman, D.K.: Overview of the third text REtrieval conference (TREC-3). In:
Proceedings of TREC, pp. 1-19 (1994)

Hsu, J.C.: Multiple Comparisons. Theory and Methods. Chapman and Hall/CRC,
Boca Raton (1996)

Hull, D.A.: Using statistical testing in the evaluation of retrieval experiments. In:
Proceedings of SIGIR, pp. 329-338 (1993)

Lehmann, E.L., Romano, J.P.: Generalizations of the Familywise Error Rate, pp.
719-735. Boston (2012)

Marchesin, S., Purpura, A., Silvello, G.: Focal elements of neural information
retrieval models. An outlook through a reproducibility study. Inf. Process. Manage.
57, 102-109 (2019)

Moffat, A., Scholer, F., Thomas, P.: Models and metrics: IR evaluation as a user
process. In: Proceedings of ADCS, pp. 47-54 (2012)

Robertson, S.: On document populations and measures of IR effectiveness. In:
Proceedings of the 1st International Conference on the Theory of Information
Retrieval (ICTIR 2007), pp. 9-22. Foundation for Information Society (2007)
Robertson, S.E., Kanoulas, E.: On per-topic variance in IR evaluation. In: Pro-
ceedings of SIGIR, pp. 891-900 (2012)

Rutherford, A.: ANOVA and ANCOVA. A GLM Approach, 2nd edn. Wiley, New
York (2011)

Sakai, T.: On Fuhr’s guideline for IR evaluation. SIGIR Forum 54(1), 14:1-14:8
(2020)

Savoy, J.: Statistical inference in retrieval effectiveness evaluation. Inf. Process.
Manage. 33(44), 495-512 (1997)

Tague-Sutcliffe, J.M., Blustein, J.: A statistical analysis of the TREC-3 data. In:
Proceedings of TREC, pp. 385-398 (1994)

Tukey, J.W.: Comparing individual means in the analysis of variance. Biometrics
5(2), 99-114 (1949)

Voorhees, E.M., Harman, D.K.: Overview of the Eigth Text REtrieval Conference
(TREC-8). In: Proceedings of TREC, pp. 1-24 (1999)

Voorhees, E.M., Samarov, D., Soboroff, I.: Using replicates in information retrieval
evaluation. ACM Trans. Inf. Syst. 36(2), 12:1-12:21 (2017)

Wand, M.P., Jones, M.C.: Kernel Smoothing. Chapman and Hall/CRC, Boca
Raton (1995)



®

Check for
updates

Reliability Prediction for Health-Related
Content: A Replicability Study

Marcos Fernéndez-Pichel'®™) @, David E. Losada'@®, Juan C. Pichel'®,
and David Elsweiler?

! Centro Singular de Investigacién en Tecnoloxias Intelixentes (CiTIUS),
Universidade de Santiago de Compostela, 15782 Santiago de Compostela, Spain
{marcosfernandez.pichel,david.losada, juancarlos.pichel}@usc.es
2 University of Regensburg, Regensburg, Germany
david@elsweiler.co.uk

Abstract. Determining reliability of online data is a challenge that has
recently received increasing attention. In particular, unreliable health-
related content has become pervasive during the COVID-19 pandemic.
Previous research [37] has approached this problem with standard clas-
sification technology using a set of features that have included linguistic
and external variables, among others. In this work, we aim to replicate
parts of the study conducted by Sondhi and his colleagues using our own
code, and make it available for the research community (https://github.
com/MarcosFP97/Health-Rel). The performance obtained in this study
is as strong as the one reported by the original authors. Moreover, their
conclusions are also confirmed by our replicability study. We report on
the challenges involved in replication, including that it was impossible to
replicate the computation of some features (since some tools or services
originally used are now outdated or unavailable). Finally, we also report
on a generalisation effort made to evaluate our predictive technology over
new datasets [20,35].

Keywords: Reliability - Language - Health-related content

1 Introduction

The emergence of digital media has brought a change in the way people inform
themselves [33]. In many ways, this change has been positive, providing acces-
sibility of information and speed of access, but we must also be aware of the
dangers involved. The results offered can be unreliable [2], inaccurate [9], or of
poor quality [34]. This can have a greater or lesser impact depending on the con-
text [37], but is especially sensitive when it comes to health-related content,
as Pogacar et al. [31] showed in a recent study.

Medical hoaxes, miracle diets, or advice given by unqualified people abound
in this type of media [36] and can be highly dangerous if taken as true and
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applied without the supervision of a medical professional. This has become par-
ticularly evident in the context of the pandemic we are facing, with substantial
information about COVID-19 being either dubious or of poor quality [19,30].

Often, language is a powerful indicator of the veracity of the contents [24].
Hidden patterns can be discovered not only by analysing the latent topics dis-
cussed in a certain text but also by studying the use of certain words [28]. An
example is the use of technical terms or formalisms, which is usually associated
with documents of higher quality and, in many cases, of greater reliability.

In this work, we report on our endeavours to replicate the predictive tech-
nology developed in Sondhi et al. [37], based on Natural Language Processing
(NLP) and Machine Learning techniques. We chose this study since, to our
knowledge, it was the first one to address the issue of automatically assessing
the reliability of webpages in the medical domain. They reduced this problem
to a binary-classification task. Moreover, they also provided a test dataset and
a set of features to be taken into account (see Sect. 3).

If the results could be recreated, the conclusions extracted in the original
study would be verified and reinforced. This replication effort is worthwhile to
establish the utility of current technology, and its potential to be applied in
filtering non-reliable content.

To this end, we examined and, where possible, re-implemented the features
proposed by the original authors. In order for the results to be comparable, we
applied the same experimental methodology and performance metrics proposed
in the original paper. A final section is also provided in which our experiments
are extended and applied to two new datasets [20,35] for the sake of achieving
generalisation.

2 Related Work

Several studies address the concept of the credibility of a webpage. Different teams
have broadly analysed how online content credibility is assessed [10,26,40], and
they have concluded that subjective ratings are very likely to rely on the user’s
background [26], e.g. their trust in technology, or on their reading skills [14].

Other researches focused on determining how the search engine result page
(SERP) listings are used to determine credibility through user studies [22]. More
specifically, several studies have been conducted related to assessing the credi-
bility of health-related content on the web. For instance, Matthews et al. [25]
analysed a corpus about alternative cancer treatments and found that almost
90% contained false claims. Liao and Fu [23] analysed age differences in credibil-
ity judgements and argued that older adults care less about the content of the
site in comparison with younger ones.

Other teams focused on the association between different features and reli-
ability. For example, Griffiths et al. [12] showed that algorithms like PageRank
were unable to determine reliability on their own.

As can be seen, there are several concepts intimately related such as reliabilty
[37], trustworthiness [20], credibility [35], or veracity [39]. Our reference study
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Table 1. Class distribution in Sondhi’s dataset.

Sondhi et al.
# Reliable 180
% Reliable | 50%
# Unreliable | 180
% Unreliable | 50%

will be Sondhi et al.’s [37] (which we will refer to from now on as the original
paper), so we will use the same notion of reliability as them. For determining
reliability, they defined their guidelines using the eight HONcode Principles'.
For the generalisation experiments, we will consider the rest of the concepts
(credibility, trustworthiness, etc.) as proxies of reliability (see Sect.6).

3 Dataset

The original authors manually created a fully balanced dataset with reliable
and unreliable webpages (see Table 1) that we directly used in our replicability
task. This eases the classification task, but it is not very realistic since in real-
world problems it is rare to find the same ratio among classes.

In the original paper, the authors randomly selected the positive pages from
those websites accredited by HON? according to their principles. On the other
hand, as HON does not report non-accredited sites, they searched the Web with
a deliberate strategy to find poor quality pages. Using hand-crafted queries, such
as disease name + “miracle cure”. To ensure that topical overlap between nega-
tive and positive instances (i.e. to avoid topic-bias classification), they conducted
a topic analysis over the reliable corpus and extracted keywords related to dis-
eases that occur in the set of reliable pages. For each keyword, they manually
produced queries which involved terms like treatment or miracle. Finally, the
authors checked and selected 180 unreliable pages from the search results. As
the original download link for the dataset was no longer valid, the dataset was
sourced via personal communication with the authors.

The main goal of the original paper was to build a document-level classi-
fier using a standard supervised learning approach. We followed their experimen-
tal setup, in which the original authors argued that reliability can be represented
as a binary value as the first approach to this problem.

3.1 Features

A variety of features were proposed based on style, content and external infor-
mation such as links. As will be seen, we were not able to apply all of these in

! https://www.hon.ch/cgi-bin/HONcode/principles.pl?English.
2 https://www.hon.ch/en/.
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our experiments, since some tools or libraries were outdated, and other elements
were not described in a sufficiently detailed way.

In the original paper, webpages were represented using several features,

namely:

— Link-based features: the number and type of links are usually a good indi-

cator of the type of website we are dealing with [4,5]. For example, as Sondhi
and his colleagues exposed, a more reliable site tends to have more internal
links, while a less reliable site tends to have more external links and adver-
tisements [41]. On the other hand, the presence or absence of privacy policy
information or contact links for the page author can be indicators of reliabil-
ity. This is because the presence of these types of elements gives a sense of
confidence to the user who consults the resource [11,21].

Based on these criteria five features were defined to be taken into account:
normalised value of internal links, normalised value of external links, nor-
malised value of total links, the presence or not of contact link (boolean),
and the presence or not of privacy link (boolean). For the latter two, the
original paper did not explain how they were computed. Therefore, we man-
ually defined two lists of privacy® and contact* expressions, such as Privacy
Policy or Contact Us, after performing a first exploratory analysis over the
documents.

For normalisation, the original authors analysed a random sample of docu-
ments and they experimentally chose a large normalisation denominator (the
link count was divided by Z;, which was set to 200).

In our experiments, the links were extracted from the text using the Beautiful
Soup® Python package.

Commercial features: the presence of commercial interest and advertis-
ings often indicates a low reputation [4,41]. Therefore, two characteristics
were defined to be taken into account: the normalised value of commercial
links and the normalised frequency of commercial words on the website.

For the latter, an initial list of indicative words of commercial interest was
proposed in the article. We manually extend this list®. Since the original arti-
cle was not explicit about word preprocessing, we followed a naive approach
in which a word must match exactly with some of the words in the list to
be taken into account in the final metric. This strategy can be improved in
future versions by applying lemmatisation techniques, for example.
Regarding normalisation, the normalised value of commercial links was
obtained dividing by the same Z; used above. The second feature consisted
of dividing the number of commercial words found by the document length.
PageRank Features: the authors of the original paper used this feature as
an indicator of the relative importance of a website [3]. However, this ser-
vice has been removed by Google, and all Python packages that used their

3 https://github.com/MarcosFP97/Health-Rel /blob/master /lexicon /privacy.txt.

* https://github.com/MarcosFP97/Health-Rel /blob/master/lexicon/contact.txt.

5 https://www.crummy.com/software/BeautifulSoup,/bs4/doc/.

5 https://github.com/MarcosFP97/Health-Rel /blob/master /lexicon/comm _list.txt.
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endpoint cannot be applied. It would be still possible to manually compute
PageRank based on the web graph. However, the current web graph does not
reflect the situation of these pages when the collection was created (some
pages are no longer accessible). Furthermore, previous work has shown that
such features capture the popularity of a website, but fail to measure relia-
bility [32].

— Presentation features: reliable content is usually presented carefully and
clearly [11]. To evaluate this, the original paper employed elinks”, a tool to
extract the text of the webpage. Then, they defined two features based on
the number of blank lines. However, in the final comparison, they did not
include this feature set, so we did not take it into account in our replicability
experiments.

— Word-based features: textual content and style are often good indicators
of the reliability or reputation of a website [24,28]. Therefore, each word in
a document was considered as a different dimension, taking its normalised
frequency score. Since the original authors did not declare the use of any
preprocessing stage, we applied no stemming or lemmatisation.

We additionally considered two alternative pre-processing strategies, with and
without stopword removal. To achieve this, the NLTK® English stoplist was
manually extended® after a preliminary exploration of the documents.
Finally, for each word we divided the number of occurrences of the word by
the document length.

In addition to testing the feature sets in isolation, Sondhi and his colleagues
also considered a final combination that merged all features together. In our
case, we tested two variants of “all features” (one with word features extracted
with stopword removal and another one with word features extracted with no
stopword removal).

4 Experimental Setup

When carrying out the experimentation, a vector support machine was used
as learning method. The original paper used a C++ implementation but, for
compatibility reasons, we employed the SVMlight!® Python wrapper. We are
therefore facing a two-class classification problem.

To evaluate the results, we applied 5-fold cross validation, as in the original
study. When generating the predictions, there could be two types of errors:
classifying a reliable page as non-reliable (FP) and classifying a non-reliable page
as reliable (FN). The latter being the one we wish to avoid most. To make results
comparable, the performance metric used is the same as in the original paper:

" http://elinks.or.cz.

8 https://www.nltk.org/nltk_data.

9 https://github.com/MarcosFP97/Health-Rel /blob/master /lexicon /stopwords.txt.
10 https://bitbucket.org/wcauchois/pysvmlight.
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. A Xx TP)+TN
Weighted Accuracy(\) = Y x (1(’P—|—FN))—|—TN+FP (1)

Three variants were considered, corresponding to A € {1,2,3}. Moreover,
following the original paper strategy, the SVM classifier was trained with a cost-
factor set to the value of A (the weighted accuracy A = 1 was obtained with a
SVM whose cost-factor was set to 1, the weighted accuracy A = 2 was obtained
with a SVM whose cost-factor was set to 2, and so forth). Such an approach
tunes the classifier to the measure that would later evaluate its effectiveness.

We note that the experiments were performed on an Ubuntu 19.04 machine,
with 32 GB of RAM, 240 GB of storage and an Intel(R) Core(TM) i7-9750H
CPU @ 2.60 GHz. The Python version used was 3.7.3 in an Anaconda 4.8.0
environment. However, for the CLEF eHealth dataset experiments, detailed in
Sect. 6.2.2, it was necessary to use a server due to the storage requirements.
More specifically, we used a CentOS 7.6.1810 machine, with 377 GB of RAM,
15T of storage and Intel(R) Xeon(R) CPU E5-2630 v4 processor. The Python
and Anaconda versions used were the same as in the local experiments.

5 Results

Sondhi et al.’s original results are shown in Table2. In our experiments, we
considered two variants for word-based representation: with and without stop-
word removal. Moreover, commercial features were not tested in isolation, but
combined with link-based features. This is reasonable since they are intimately
related to external and advertising links.

Our results (see Table 3) differ from the original ones, but the same conclu-
sions can be drawn: word-based features and the merging all features achieve
the best performance. Our comparison of the two word-based variants (with and
without stopwords) suggests that keeping stopwords is the safest approach to
estimate the reliability of a webpage.

We note that our best performance is higher than that obtained in the orig-
inal work. More specifically, in our case, we observed a high increase in the
performance obtained by merging all features together. This contrasts with the

Table 2. Sondhi et al. original paper results.

Weighted accuracy (%)

Features A=1/A=2|A=3
Links 60.8 |71.1 |79.6
Links + Commercial | 67.8 |75.9 |79.6
Words 80.6 | 83.9 |85.0
All 80.0 |83.2 |86.8
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Table 3. Our results for Sondhi et al. dataset.

Weighted accuracy (%)

Features A=1|A=2Ax=3
Links 70.5 |80.0 |73.5
Links + Commercial 69.7 |79.4 | 74.3

Words (removing stopwords) | 80.8 |80.2 |80.3
Words (keeping stopwords) |82.8 |85.6 |88.5
All (removing stopwords) 97.5 98.3 | 98.6
All (keeping stopwords) 96.1 |96.3 |96.5

original study, where the combination of features did not add value. This is per-
haps the most surprising outcome of the replicability experiments, and the only
plausible explanation we can derive is that this results from the setup differences
between our experiments and the originals, as described in the previous sections.

6 Generalisation

To build on Sondhi et al.’s work and to determine the generalisability of their
findings, we apply new standardisation techniques to the Sondhi et al. dataset
and also test the methods with two further datasets.

6.1 Standardisation

The original paper authors did not report on how the standardisation of the
features (to get 0 mean and 1 standard deviation) - commonly applied in machine
learning [16] - could affect the algorithm performance. As such, we tested and
report the results here (see Table 4).

As can be seen, the performance of all feature sets increases in comparison
with results reported in Table 3. Of particular note, the models with word-based
representation are most improved. By carrying out this procedure, in addition
to the Z; normalisation per document previously described, we are favouring
features or words that have a low average, that is, less-common or technical
words (see Fig. 1). This evens out the differences between terms, and what really
guides the classifier, is whether a feature of them deviates from its average in
a particular document. For example, a word that is broadly used. This also
explains why the best feature combination is word-based with stopwords being
used.

6.2 New Test Datasets

The Web Search dataset by Schwarz et al. [35] and the CLEF eHealth consumer
health search task 2018 [20] were used to further evaluate this classification tech-
nology. Both contain health-related content, but the first additionally addresses
topics such as finance, politics, environment, and news about famous people.
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Table 4. Our results for Sondhi et al. dataset (with standard scaler).

Weighted accuracy (%)

Features A=1|{A=2/A=3
Links 744 |78.1 |76.4
Links + Commercial 73.3 |76.5 |79.9

Words (removing stopwords) | 97.2 | 98.3 | 98.5
Words (keeping stopwords) |98.1 |98.3 | 98.9
All (removing stopwords) 97.2 |98.3 |98.5

All (keeping stopwords) 97.8 1 98.3 |98.9
the ---  hydroxychloroquine the --- hydroxychloroquine
D1 (o6 --- 0,1 x—p DU (007 .- 0,1
Dz o7 - 0,2 —— Dz (007 - 0
4 B g 5 7 ; g
Dm \0,8 --- 0,3 Dm \0,13 --- 0,1

Fig. 1. Document-term matrix standardisation.

Schwarz et al. focused on credibility assessment to help people searching
for information online. The CLEF eHealth task addresses a similar problem,
but it is tighter to health-related online data. It must be noticed that these
documents were not labelled in terms of reliability, but the notions of credibility
and trustworthiness were used instead. However, we considered these concepts
as proxies of reliability and attempted to see how generalisable the previous
conclusions were against other datasets.

Schwarz et al. chose 1000 webpages related to multiple topics to be labelled
in terms of credibility. They proposed a five-point Likert scale, from 1 to 5, to
generate the ground-truth, and one of the authors of the paper rated the whole
collection.

On the other hand, the CLEF eHealth consumer health search task dataset
was created from webpages recovered from CommonCrawl'!. The organisers of
the task defined an initial list of potentially interesting sites and then, they
submitted queries against a search engine to retrieve the final URLs. The initial
list was extended by manually adding some reliable sites and other known to be
unreliable. Finally, the corpus was divided into folders by domain.

In this CLEF task, it was decided to implement the RBP-based method
proposed by Moffat et al. [27] to generate the assessment pool, instead of using
a fixed-depth pooling strategy. After the pool was formed, human assessors from
Amazon Mechanical Turk, with certain profiles, were selected. In the case of
trustworthiness judgements, an eleven point scale, from 0 to 10, was used.

" http://commoncrawl.org.
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It was necessary to relabel both datasets into a binary-class scale to fit with
our 2-class technology. We removed the middle values (3 for Schwarz et al. and
from 4 to 6 for CLEF) and mapped the extreme values to reliable and unreliable,
respectively.

The main statistics of these datasets after performing this relabelling process
are shown in Table 5. In both cases, we face an imbalanced data problem. This
is particularly acute in the case of the Schwarz et al. data.

Table 5. Class distribution in the different datasets.

Schwarz et al. | CLEF eHEALTH
# Reliable |75 9,879
% Reliable | 93.75% 73.25%
# Unreliable | 5 3,607
% Unreliable | 6.25% 26.75%

Imbalanced learning is a common problem and there are multiple techniques
to deal with the issue. In this case, we considered and compared two different
approaches: introducing a cost-factor that applies a higher penalty to errors in
the minority class and resampling techniques that try to balance the data by
adding artificial instances or by removing some majority examples [6,15,17,18].
In this paper, only cost-factor techniques are reported since our preliminary
experiments suggested that cost-factor methods outperform resampling methods
in both datasets.

On the other hand, in imbalanced learning, it is common to use metrics,
such as the F1 measure. Here, we report the micro-averaged F1, biased by
the frequency of each class, and the value of F1 for each class. At the time of
selecting the best feature combination for each collection, we gave priority to the
minority class or unreliable F1.

Finally, it is worth noting that for both datasets the standardisation method
described in Sect. 6.1 was applied.

6.2.1 Schwarz et al. Results

Due to the small dataset size, a stratified 2-fold cross validation was used
(instead of 5-folds). The obtained results are shown in Table 6. We note that in
case of a tie, we always select the simplest feature set.

With cost factor set to 1, link-based features perform the best, but the clas-
sifier does not detect a single unreliable document. With this learning strategy,
no combination is capable of correctly cataloguing examples from the minor-
ity class. This is not surprising given the low percentage of negative examples

(6.25%).
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Table 6. Our results for Schwarz et al. dataset.

Weighted accuracy (%)

Features SVM cost F1 F1 F1 (non A=1|A=2|A=3

factor (reliable reliable

class) class)

Links 1 0.94 | 0.97 o 93.75 | — —

2 0.94 | 0.97 0 - 88.26 | —

3 0.94 | 0.97 0 - - 83.4
Links + 1 0.94 | 0.97 0 93.75 | — -
Commercial

2 0.94 | 0.97 0 - 88.26 | —

3 0.94 | 0.97 0 — - 83.4
Words (removing 1 0.93 | 0.96 0 92.5
stopwords)

2 0.91 | 0.95 0.25 — 87.01 | —

3 0.91 | 0.95 0.33 - - 85.42
Words (keeping 1 0.91 | 0.95 0 91.25 | — -
stopwords)

2 0.91 | 0.95 0 — 85.88 | —

3 0.91 | 0.95 0.2 — - 84.54
All (removing 1 0.94 | 0.97 o 93.75 | — -
stopwords)

2 0.91 | 0.95 0 — 85.88 | —

3 0.91 | 0.95 0 — - 81.13
All (keeping 1 0.93 | 0.96 0 92.5 - —
stopwords)

2 0.91 | 0.95 0.25 — 87.02 | —

3 0.91 | 0.95 0.33 - — 85.42

With cost factor 2, the results were still even, but some feature combina-
tions were able to detect the minority class. This was the case of the word-based
model and for the model combining all features- keeping stopwords. The latter
was selected as the best combination, due to a slight difference in the weighted
accuracy performance.

With cost factor 3, the detection of the minority class is slightly improved.
As for the combination of features, both the word-based and the combination
of all features (maintaining the stopwords) offer the same performance, but the
former was selected because it generates a simpler model.

6.2.2 CLEF eHealth Results
This was the largest dataset in our experiments, and it also presents an imbalance
problem between classes. In contrast with Schwarz et al., a stratified 5-fold
cross validation could be applied given the larger number of data points. The
obtained results are shown in Table 7.

For all cost factor values, the word-based model that maintains the stopwords
was the one that offered the best results, with also reasonable minority or non-
reliable class detection.
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6.3 Generalisation Conclusions

Each of the studied datasets was different both in terms of content and task.
Moreover, the original collection was fully balanced, while the others were clearly
imbalanced. Nevertheless, some interesting conclusions can be drawn from the
generalisation experiments.

Table 7. Our results for CLEF eHealth dataset.

Weighted accuracy (%)

Features SVM cost F1 F1 F1 (non A=1|A=2|A=3

factor (reliable reliable

class) class)

Links 1 0.73 | 0.85 0 73.15 | — -

2 0.73 | 0.85 0 - 57.66 | —

3 0.46 | 0.39 0.28 - - 50.39
Links + 1 0.73 | 0.85 0 73.15 | — —
Commercial

0.73 | 0.84 0 — 57.63 | —

3 0.3 0.12 0.41 - - 51.74
Words (removing 1 0.74 | 0.85 0.14 73.86 | — -
stopwords)

2 0.68 | 0.79 0.38 - 61.57 | —

3 0.55 | 0.63 0.44 — - 58.65
Words (keeping 1 0.75 | 0.85 0.24 74.63 | — —
stopwords)

2 0.69 | 0.79 0.41 — 62.93 | —

3 0.59 | 0.68 0.45 - - 59.81
All (removing 1 0.74 | 0.85 0.15 73.88 | — -
stopwords)

2 0.68 | 0.79 0.38 - 61.58 | —

3 0.55 | 0.62 0.44 - - 58.39
All (keeping 1 0.75 | 0.85 0.24 74.53 | — -
stopwords)

2 0.7 0.79 0.4 - 62.89 | —

3 0.59 | 0.67 0.45 59.72

The obtained results reinforce the main insights of the original study. In
all of the experiments the best strategies are the bag-of-words approach or the
one that merges all features set together. The evidence moreover suggests that
keeping stopwords leads to enhanced performance.

7 Future Work

This work opens up a line of research that allows us to continue to study in-depth
how unreliable information is transmitted in the Web and how it is perceived by
users. A natural next step would be the application of our predictive technology
to the case of social media [1,13,38], extracting known true and false claims
from the labelled documents and seeing their impact on this media. This kind
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of news spreads very quickly in this media, which can help us to identify them
or put them under suspicion.

We also intend to further analyse the effect of combining different features
on performance and, additionally, plan to train new models using BERT [7].
This language modelling approach, which extracts a contextual representation
of words, has been proven to be successful in the field of Natural Language
Processing (NLP).

We will also perform transfer learning experiments among the different
datasets available [8,29]. This can be helpful to understand whether or not
training with one collection and testing with another reinforces the conclusions
obtained.

8 Conclusions

In this work, a replicability study of reliability technology was presented. The
main objective was to re-run the experiments and try to confirm the conclusions
extracted from the original study. Our results reinforce the fact that word-based
models or the ones that combine all available features are the most promising
approaches to distinguish reliable from unreliable sites.

We have also tested this predictive technology against two further and highly
different datasets and the conclusions remain the same. This gives us the con-
fidence to state that the research presented in the original paper establishes a
good reference for reliability detection in online data.

Finally, as a new test of its generalisation, this algorithm has been used by
our team in the TREC 2020 Health Misinformation Track!? to tackle misinfor-
mation about COVID-19 and its treatments. In order to replicate the experi-
ments presented in this work, the code is available for the research community
at Github'3.
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Abstract. Over the past two decades, several algorithms have been developed to
segment a web page into semantically coherent units, a task with several applica-
tions in web content analysis. However, these algorithms have hardly been com-
pared empirically and it thus remains unclear which of them—or rather, which
of their underlying paradigms—performs best. To contribute to closing this gap,
we report on the reproduction and comparative evaluation of five segmentation
algorithms on a large, standardized benchmark dataset for web page segmenta-
tion: Three of the algorithms have been specifically developed for web pages and
have been selected to represent paradigmatically different approaches to the task,
whereas the other two approaches originate from the segmentation of photos and
print documents, respectively. For a fair comparison, we tuned each algorithm’s
parameters, if applicable, to the dataset. Altogether, the classic rule-based VIPS
algorithm achieved the highest performance, closely followed by the purely visual
approach of Cormier et al. For reproducibility, we provide our reimplementations
of the algorithms along with detailed instructions.

1 Introduction

When visiting a web page, a key step for human comprehension is to identify its seman-
tic units. Eye-tracking studies show that participants identify such units immediately
upon perceiving a web page, then inspect them one at a time, often starting with nav-
igation elements [16]. To create a comprehensible web page, it is thus important for
its author to group its content into such comprehensible semantic units that are easy to
identify by its visitors. Though qualified web designers do so in a professional manner,
every web page author possesses an intuitive understanding of the basic principles of
Gestalt that apply here, as these principles form an integral part of human perception [8].
Naturally, these semantic units, then called web page segments, also form the basis for
various web content analysis tasks, like content extraction [2], template detection [13],
and design mining [11]. Consequently, several approaches for web page segmentation
have been developed over the past two decades [10].

The ongoing and rapid development of web technologies like Cascading Style
Sheets (CSS) and JavaScript (JS) has considerably increased the possibilities of web
design over the past years. The elements of a web page encoded in its HTML source
© Springer Nature Switzerland AG 2021
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code can be more or less arbitrarily rearranged in its visual appearance in the browser,
so that no correspondence between the linear order of elements in the source code and
its visual ordering can be presumed. Since the focus of web page authors are mostly
the human visitors and much less so web content analysis algorithms, there is hardly
any incentive to emphasize the semantic units in the web page’s HTML code. Web
page segmentation algorithms thus increasingly focus on the visual rendition of a to-
be-segmented web page; a recent algorithm completely disregards the HTML code [7].
But even the classic VIPS algorithm [3], which was introduced in 2003, uses the posi-
tions of elements in the rendered web page as features for its segmentation.

This reliance of algorithms on rendering the web page has limited the reproducibil-
ity of web page segmentation experiments, but the paper at hand demonstrates how to
overcome this problem through the use of web archiving technology. In essence, sev-
eral algorithms use JavaScript to segment the web page as it is rendered in a browser.
However, to reproduce this situation properly, the following elements have to be kept
constant: (1) the web page’s complete source code (HTML, CSS, JS, images, etc.);
(2) the browser, since different browsers and even different versions thereof render the
same page differently; and (3) the browser’s environment variables, like the date or
random numbers, which the web page might request from the browser. These are not
trivial requirements to meet, but modern web archiving technology can provide for a
stable reproduction of web pages as they were rendered in the past [9].

We develop and present a reproducible empirical comparison of five segmentation
algorithms, as well as an ensemble of them. The algorithms have been selected to rep-
resent and evaluate a variety of approaches and paradigms: two are rule-based, one is
based entirely on visual edges, one has been originally developed for print documents,
and one is a state-of-the-art approach in image segmentation of photos. For evaluation,
we employ our Webis-WebSeg-20 dataset, which contains both a manually created seg-
mentation ground-truth, and a web archive of 8490 web pages [10]. Moreover, we report
on and show the importance of parameter tuning for the different algorithms. Documen-
tation and provenance data of these experiments are available online.!

Among others, the results show that the classic VIPS algorithm still performs best
when tuned to the dataset, but also that purely visual approaches can reach a competi-
tive performance. Moreover, in adjusting the evaluation to the requirements of different
downstream tasks of web page segmentation, we find that purely visual approaches are
already the new state-of-the-art for downstream tasks that rely on pixel-based segments,
like design mining. One of these purely visual approaches, the MMDetection algorithm,
is able to reach this high performance despite being trained for a very different kind of
input document than web pages: photos. The ensemble of four of the algorithms under
consideration, however, does not outperform its base algorithms. Upon closer inspec-
tion, most of the ground-truth segments are identified by at least one of the algorithms.

After a brief literature review of web page segmentation experiments in Sect. 2,
we detail our evaluation setup in Sect. 3 and the employed algorithms—including their
parameter tuning—in Sect. 4. Section 5 discusses the empirical comparison of the algo-
rithms.

! Code + documentation: https://github.com/webis-de/ecir2 1 -an-empirical-comparison-of-web-
page-segmentation-algorithms
Provenance data: https://doi.org/10.5281/zenodo.4146889.
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2 Related Work

A number of publications that propose a new web page segmentation algorithm com-
pare it with the classic VIPS algorithm [3] (e.g., [7, 14,17]), which can thus be consid-
ered closest to a standard baseline. In the original publication, VIPS has been evaluated
with a three-scale human assessment on only 140 web pages: According to the asses-
sors, 61% of web pages were segmented “perfectly,” whereas just 3% “failed.” Such an
assessment is unfortunately hardly reproducible. Zeleny et al. [17] perform an empir-
ical comparison of their algorithms with VIPS on 800 semi-automatically annotated
web pages. Their performance measure, F, is closely related to F'gs (nodes), employed
in this paper (Sect. 5), and indeed, a similar performance is measured for VIPS: 0.71 by
Zeleny et al., and 0.70 here. For their visual-edge-based algorithm, Cormier et al. [7]
compare its segmentations with that of VIPS on 47 web pages using an adapted Earth
Mover’s Distance as performance measure. They find, that, though there is some agree-
ment, their algorithm “tends to produce results significantly different from VIPS.” Our
evaluation in Sect. 5 also shows such a difference. Manabe and Tajima [14] compare
the performance of their HEPS algorithm with that of VIPS for the task of identi-
fying web page blocks—i.e., textual segments with headings. In their comparison on
1219 web pages, they find that HEPS clearly outperforms VIPS for exactly identifying
such blocks: block precision is 0.59 (HEPS) vs. 0.22 (VIPS), and block recall is 0.56
vs. 0.07. This is in contrast to our results, which indicate a superior performance of
VIPS over HEPS, not only for a text-based evaluation. A possible explanation lies in
their different approach to ground-truth creation, which is tailored towards the men-
tioned header-based blocks.

However, no large-scale comparison of web page segmentation algorithms exists so
far. Kiesel et al. [10] attribute this situation to a lack of generic, standardized datasets, a
lack of a common view on how to measure algorithm performance, and a lack of repro-
ducible evaluation procedures. Reviewing the related work beyond the aforementioned
papers, evaluation datasets and performance measures have usually been created in an
ad-hoc manner, and with respect to just one of the various downstream tasks of web
page segmentation, which has led to several very focused datasets and many incom-
patible performance measures. The problem of reproducibility has, to the best of our
knowledge, scarcely been tackled in the relevant literature so far: Only Zeleny et al.
[17] attempt to reduce the influence of different browsers by using the same rendering
engine for all algorithms. Recently, web archiving technology has been considered for
web page segmentation, addressing its reproducibility problem for the first time [9].
This technology has been used to create the new Webis-WebSeg-20 dataset [10], which
is nearly an order of magnitude larger than previous ones, and which has been annotated
without specific downstream tasks involving web page segmentation in mind, based on
human perception only. Moreover, the use of this dataset as a new evaluation framework
is proposed, capturing the existing views on how to measure algorithm performance
within a unified evaluation measure that can be adapted to various downstream tasks.
This paper builds on this framework, and uses it for a first empirical comparison of
segmentation algorithms.
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3 Experiment Setup

For the empirical comparison of web page segmentation algorithms, this paper employs
the 8490 web pages of the Webis-WebSeg-20 dataset [10]. The web pages have been
sampled from a variety of sites, 4824 in total [9]. The dataset contains for each web
page a ground-truth segmentation, which is fused from the segmentations of five human
annotators. Furthermore, the dataset contains a web archive file for each web page,
which allows to re-render the web page as if viewed at the time of the archiving. For
algorithms that need no complete re-rendering, the dataset also provides for each page
the DOM HTML, a screenshot, and the list of DOM nodes mapped to their coordi-
nates on the screenshot. The latter allows to convert between segment descriptions as
screenshot coordinates and as sets of DOM nodes. As the ground-truth uses a flat seg-
mentation for all web pages but some algorithms produce hierarchical segmentations,
we flatten such hierarchical segmentations for the evaluation.

Our evaluation discusses the achieved Ppgs, Rps, and Fj5s for each algorithm. The
have been introduced by Kiesel et al. [10]. They are straightforward adaptations of the
respective extended BCubed measures from clustering theory [1]. In a nutshell, Pgs is
based on the elements that are segmented together in both the ground-truth and algorith-
mically created segmentations (the “true positives” in the usual definition of precision)
divided by the number of all elements segmented together in the algorithmically cre-
ated segmentations (the “positives”). Rgs has the same numerator, but is divided by
the number of all elements segmented together in the ground-truth segmentation. As
usual, Fgs is the harmonic mean of both for one web page. We here report the val-
ues averaged over all web pages, and F'3s is then the harmonic mean of the averaged
Pps and Rps. As discussed by Kiesel et al., Pgs decreases if algorithmically created
segments extend beyond ground-truth segments, whereas R ps decreases in the inverse
case. Put another way, Pgs ignores cases of over-segmentation—where the algorithmi-
cally created segmentation is more fine-grained than the ground-truth segmentation—,
whereas R gs ignores cases of under-segmentation. A segmentation of one segment that
contains the entire page would thus achieve an R gs of the maximum value of 1, whereas
a segmentation that puts every element into an own segment would achieve a Pgs of 1.

In order to provide results that are applicable for various downstream tasks of web
page segmentation, we execute all experiments for each of the five types of atomic ele-
ments defined by Kiesel et al. Different downstream tasks of web page segmentation
weigh certain errors differently. For example, although for most downstream tasks it
does not matter how background space is segmented, it is important for tasks that con-
sider the spacing between segments, like design mining. Pgs and Rps can be adapted
to a downstream task by calculating them specifically for the type of elements of the
web page that is relevant for that task. To cover a wide variety of tasks, this paper uses
the five types suggested by Kiesel et al.: all pixels (pixels), all pixels at visual edges as
per an edge detection algorithm in both a coarse (edgesc) and fine settings (edgesr), all
visible DOM nodes (nodes), and all textual characters (chars).

We provide all code for the evaluation in the repository of this paper, and all gener-
ated segmentations as a new data resource (cf. Sect. 1). In very rare cases (at most 0.2%
per algorithm), some algorithms failed (cf. Sect. 4): in these cases we used the baseline
segmentation—a single segment that covers the entire page—as fallback.
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4 Algorithms and Parameter Tuning

This section describes the segmentation algorithms that are compared in our experi-
ments, and reports on the results of a corresponding parameter tuning for the algo-
rithms. Table 1 gives an overview of the algorithms in the experiments, which are cho-
sen as representatives for different segmentation paradigms and tasks. For web page
segmentation, we evaluate the classic DOM-based VIPS (cf. Sect. 4.1), the specifically
heading-based HEPS (cf. Sect.4.2), and the purely visual algorithm of Cormier et al.
(cf. Sect. 4.3). Inspired by the impressive recent advances in image understanding, we
also evaluate the performance of one state-of-the-art algorithm of this field for the task
of web page segmentation: MMDetection (cf. Sect. 4.4). Furthermore, as the tasks of
web page segmentation is conceptually similar to the task of print document segmenta-
tion, we also evaluate the performance of a state-of-the-art approach for that task, the
neural network of Meier et al. (cf. Sect. 4.5). Moreover, we report results for a voting-
based ensemble of the algorithms (cf. Sect. 4.6). To contextualize the results, we include
a naive baseline for comparison (cf. Sect. 4.7). We found that the algorithms do fail for
a few web pages, for example, due to a web page’s own JavaScript code interfering with
the JavaScript code of the segmentation algorithm. As described in Sect. 3, we use the
segmentation of the baseline in this case as a fallback.

Table 1. Overview of the five compared segmentation algorithms with respect to the kind of input
documents they were created for, the features they use, and the format of the output segmentation.

Name Ref. Document Features Output

VIPS [3] Webpage Tree, style, location  Rectangle tree
HEPS [14] Web page  Tree, style Node set
Cormier etal. [6] Webpage  Screenshot Rectangle tree
MMDetection [4] Photo Screenshot Pixel masks

Meier et al. [15] Article page Screenshot, text-mask Mask

4.1 VIPS

The “VIsion-based Page Segmentation algorithm™ [3] is the de-facto standard for web
page segmentation. Starting from one segment that covers the entire page, VIPS creates
a hierarchical tree of segments based on the DOM tree of a web page. The rectan-
gular segments are split based on their so-called degree of coherence, which is com-
puted through heuristic rules based on the tag names, background colors, and sizes of
DOM nodes, as well as visual separators: segments are split if their so-called degree of
coherence is less than the permitted degree of coherence (PDoC), which is the single
parameter of the algorithm. Previous implementations of VIPS rely on web rendering
frameworks that are no longer maintained and render modern pages incorrectly. We
thus ported one implementation® to JavaScript so that every modern browser can run it.

2 Qur port of https://github.com/tpopela/vips_java is available in the code repository of this
paper.
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For the experiments, we then used the reproduction mode of the Webis-Web-Archiver
to have a Chrome browser run VIPS on the web pages as they are re-rendered from the
web archives. Though Cai et al. [3] described the degree of coherence to range from O
to 1, the implementation we ported and thus ours alike use an integer range from 1 to 11,
since the heuristic rules suggest the corresponding 11 thresholds. The VIPS algorithm
failed for 14 web pages (0.2%) due to rendering errors or due to interference of the web
page’s and VIPS’ JavaScript code.

In a 10-fold cross-validation, the optimal value for PDoC was consistently 6.
Figure 1 shows the average number of segments and performance for all values from 1
to 11 over all web pages. As the top graph shows, the number of segments stays almost
the same for PDoC from 1 to 6, but increases considerably beyond that. The graphs are
very similar for all types of atomic elements, with the notable exception of Pgs—and
thus also F'fss—for pixels, which is considerable worse. We discuss this observation in
Sect. 5. Compared to the default value for PDoC of 8 for the original implementation,
F'%s increases by up to 0.20, which highlights the importance of parameter tuning.

4.2 HEPS

The “HEading-based Page Segmentation algorithm” [14] uses heading detection to
identify segments. The authors define a heading as both visually prominent and describ-
ing the topic of a segment. HEPS does not solely rely on the HTML heading tags, as
the authors found that headings are frequently defined by other means, and that heading
tags are frequently used for other purposes. Instead, HEPS identifies headings and their
corresponding segments through heuristic rules based on their position in the DOM
tree, tag name, font size, and weight. The algorithm first identifies candidate headings
using text nodes and images, and after that their corresponding blocks. It then creates a
hierarchical segmentation based on the identified blocks. We use the original JavaScript
implementation by the authors of the algorithm? in the same manner as our reimplemen-
tation of VIPS. For consistency with the other algorithms in this comparison, we merge
the extracted headings with their associated segments. The HEPS algorithm originally
failed for 211 web pages (2.5%) due to rendering errors or due to interference of the
web page’s and HEPS’ JavaScript code, but we were able to reduce this amount to just
5 web pages (0.06%) through slight changes in handling of arrays in the code.

4.3 Cormier et al.

Cormier et al. implement a purely visual algorithm to web page segmentation that uses
edge detection to find semantically significant edges, used to synthesize a coherent seg-
mentation [6]. The algorithm takes a screenshot of the web page as input, and therefore
does not require to re-render the page. It first calculates for each pixel the probability
of a “locally significant edge,” which is based on how different the horizontal or ver-
tical image gradients at the pixel are from those of the surrounding pixels. After that,
the algorithm composes horizontal and vertical line segments from these edge pixels,
up to a maximum length of ;. Note that the larger ¢;, the larger the “gap” that visual

3 https://github.com/tmanabe/HEPS.
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Fig. 1. Number of segments (top plot), Fgs, Pgs, and Rgs for different parameters for the
algorithms of VIPS, Cormier et al. and MMDetection. Filled symbols correspond to the values
after fitting the segmentation to DOM nodes. The vertical lines show the overall best-performing
parameter setting for each algorithm after fitting, as measured by Fgs.
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edges can have to still be considered one line segment. The algorithm then starts with
the entire page as one segment, and recursively splits the segments into two by choos-
ing the vertical or horizontal line that is the most “semantically significant,” i.e., that
has the most and clearest edge pixels. The algorithm stops if there are no semantically
significant lines in a segment, or if a split would result in a segment with one side being
less than sp,i, long. The authors thankfully provided us with their implementation for
our experiments. The algorithm is computationally expensive, and requires up to 1h
for the larger web pages of the dataset on a modern CPU, but could likely be sped up
considerably through the use of multi-threading and GPUs.

Due to the runtime requirements of the current implementation, we only tested four
parameter settings that the original authors suggested to us: each combination of ¢; €
256,512 and sy € 45, 90. The algorithm contains another parameter ¢,, that is used as
a threshold for determining semantically significant line segments, but we always use
t, = 0.5 as suggested by the authors. Figure 1 shows the average number of segments
and performance over all web pages. For a fair comparison, we follow Kiesel et al.
and fit the visual segmentations to DOM nodes, which has for most cases just a minor
effect on the performance, though it does increase F'5s for the best parameter setting
(t; = 512, smin = 45) for pixels by 0.06. This setting is used in our further experiments.

4.4 MMDetection

The Hybrid Task Cascade models [5] from the MMDetection toolbox [4] jointly seg-
ment real-world images (photos) and detect objects in them. At the time of our experi-
ments, this algorithm led the MSCOCO [12] detection task leaderboard* and can thus be
considered state-of-the-art for photo segmentation. The neural network model® features
an intricate cascading structure. In spot checks, we found that the algorithm detected
only segments within images that were included in the web pages. We found that this is
due to a separate filtering step that classifies segments as containing real-world objects,
so we disabled this step since its purpose does not exist in web page segmentation.
Otherwise, the algorithm is the same as the original and no re-training is performed
to investigate the similarities of photos and web pages. As segments can be arbitrarily
formed in our evaluation setup, we use the corresponding instance segmentation output
of the algorithm instead of the more coarse bounding boxes. Like for Cormier et al., we
fit the resulting pixel mask segmentation to DOM nodes, which results in performance
increases up to 0.12 in F'gs. MMDetection found no segments for 103 web pages (1%),
which we treated like segmentations of one segment that contains the entire page.

4.5 Meier et al.

The convolutional neural network by Meier et al. [15] is state-of-the-art in segment-
ing digitized newspaper pages. We reimplemented it in contact with the authors,® but

4 https://cocodataset.org/#detection-leaderboard.

5 We use the model with X-101-64x4d-FPN backbone and c3-c5 DCN as available and suggested
at https://github.com/open-mmlab/mmdetection/blob/master/configs/htc.

® The authors reported an erratum in their publication to us, so we used the corrected kernel size
of 3 x 3 instead of 5 x 5 for layers conv6-1 and conv7-1.
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Fig. 2. Ground truth and algorithmic segmentations of the top of the same web page.

instead of determining the position of text through optical character recognition (OCR)
we use the positions of text nodes from the corresponding list of nodes that accom-
panies the Webis-WebSeg-20. As the algorithm requires the input to be always of the
same size, we had to crop or extend the web page screenshots to a uniform height. As
a compromise between extremes, we selected a height that covers about 2/3 of pages,
namely 4096 pixels. We then scaled the pages to 256x768 pixels to match the input
width of the original approach. Since no pre-trained model is available, we use standard
10-fold cross-validation in the evaluation, and assure that all pages of a website are in
the same fold. The training stopped when the loss did not improve for ten consecutive
epochs, which led to a training of 20.8 epochs on average.
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As the algorithm processes cropped web pages, its results are not fully comparable
to those of the other algorithms. For this reason, we report the obtained measurements
with some reservations and do not include the segmentations in the ensemble described
below. The algorithm found no segments for 4 web pages (0.05%), which we treated
like segmentations of one segment that contains the entire page.

4.6 Min-Vote@n

We also employ an ensemble of four of these algorithms, excluding the algorithm of
Meier et al. as explained above. The ensemble algorithm is identical to the algorithm
that was employed to fuse the human annotations to a single ground-truth for the Webis-
WebSeg-20 [10]—just treating the algorithms as annotators. To filter out noise, the algo-
rithm first removes all elements from consideration which less than n algorithms placed
into segments. After that, the algorithm performs standard classic hierarchical agglom-
erative clustering, with the similarity of two elements being the ratio of algorithms that
placed the elements in the same segment. In line with Kiesel et al., we use a similarity
threshold of 0, = "‘Tm, where k = 4 is the number of algorithms. The algorithm thus
tends to put elements in one segment if at least n algorithms did so. We report results
for all plausible values for n, namely 1 to 4.

4.7 Baseline

To put the performance of the algorithms into perspective, we report results for the naive
approach of segmenting a web page into one single segment. This approach reaches
always the maximum recall of 1 at the cost of the lowest possible precision. Both VIPS
and the algorithm of Cormier et al. use this segmentation as their starting point.

5 Results of the Comparison

Table 2 shows the performance of each of the algorithms detailed in Sect.4 on the
Webis-WebSeg-20 dataset (cf. Sect. 3). The reported values all reflect the results after
tuning the respective parameters of the algorithms.

The single algorithms, excluding baseline, Meier et al. and the ensemble, generate
between 15.3 and 36.1 segments on average. This difference can be explained by the
algorithms working at different levels of granularity. If successful, using more segments
should increase the Pgs. However, this is not necessarily the case: Though HEPS is
clearly working at a finer level of granularity than VIPS (cf. Table 2 and Fig. 2), both
algorithms perform similar in terms of Pps.

The highest F'5s scores are reached for chars and the smallest for pixels. This differ-
ence is likely due to web page segmentation algorithms being developed for information
extraction purposes mainly, and thus mostly optimized for text. However, for applica-
tions like design mining, even the spacing between elements needs to be segmented
correctly. New algorithms will be required for such and similar downstream tasks.

Conversely, the results differ only marginally between edgesr and edgesc, despite
the visually very different edge detection [10]. This result is very convenient for future
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Table 2. Average number of segments per web page and evaluation results for each discussed
algorithm on the Webis-WebSeg-20 dataset (Baseline, VIPS, HEPS, Cormier et al., MMDetec-
tion, Meier et al., and the Min-vote@n ensembles): average F-score (F'gs), precision (Pgs),
recall (Rp3), as well as the harmonic mean of the averaged precision and recall (F'53) for each
type of atomic elements. The ground truth contains 9.1 segments on average. The highest score
in each row (excluding the baseline) is highlighted in bold. The results of Meier et al. are shown
in gray as its evaluation is not fully comparable.

Measure Baseline VIPS HEPS Corm. MMD. Meier MV@] MV@2 MV@3 MV@4
Segments 1.0 16.1  36.1 153 23.0 4.6 6.5 18.7 36.5 69.5
pixels Fgs 024 038 033 036 042 032 030 0.39 0.30 0.28
FB’§, 0.28 047 044 053 054 0.50 035 0.50 0.45 0.42
Pgs 016 036 036 039 051 048 022 0.38 0.60 0.68
Rps 100 0.67 0.56 0.80 0.57 052 0.96 0.72 0.36 0.30
edgesp  Fpz 044 059 048 0.51 0.53 041 050 0.56 0.39 0.34
FB*3 0.49 0.68 058 0.65 0.61 0.55  0.56 0.66 0.49 0.45
Pgs 032 0.66 0.61 055 073 0.55 040 0.61 0.81 0.87
Rps 1.00 069 055 080 053 0.55  0.96 0.71 0.36 0.30
edgesc  Fpz 045 061 049 053 054 042 051 0.57 0.39 0.35
FB’E; 0.49 0.68 059 066 0.62 056 0.56 0.67 0.50 0.46
Pps 032 0.67 0.62 056 074 0.55 040 0.63 0.82 0.88
Rpgz 100 070 056  0.80 0.3 0.57  0.96 0.72 0.36 0.31
nodes Fpz 042 0.63 043 052 052 044 049 0.54 0.34 0.31
FB*3 0.46 070 054 0.65 0.61 056 0.55 0.65 0.44 0.42
Pg3 030 069 0.63 053 074 052 038 0.64 0.85 0.88
Rps 1.00 071 046 0.82 051 0.61 096 0.65 0.29 0.27
chars Fgs 052 0.67 050 0.61 0.61 0.50 059 0.62 0.40 0.39
FB*?’ 0.57 075 0.60 0.71 0.69 0.61  0.64 0.71 0.50 0.49
Pgs 039 077 073 0.61 0.79 059 048 0.72 0.90 0.92
Rps 100 072 051 0.84 0.60 0.63  0.96 0.71 0.35 0.33

evaluations, as it indicates that (1) the parametrization of the edge detector does not
play a major role, and (2) it is sufficient to evaluate for one parametrization of the edge
detector. We recommend to employ edgesy in the future, as it produces fewer segments
that have no edges and which are thus not considered in the evaluation.

The best-performing algorithm from the literature for most types of atomic elements
is the VIPS algorithm, reaching a F'5s of up to 0.75 and convincingly beating the base-
line in all cases. It thus comes closest to human annotators—and also relatively close
in terms of the average number of segments, which is 9.1 for the ground-truth. More-
over, for a higher value of PDoC it can reach a very high Pgs of up to 0.94 for chars
(cf. Fig. 1), which is close to human agreement (cf. [10]). Therefore, PDoC can indeed
be used to adjust the level of segmentation granularity. Nevertheless, Pgs is consider-
ably lower at the optimal value for PDoC, which suggests that VIPS can benefit from
an adaptation of PDoC to the (part of the) web page at hand. Though VIPS performs
similarly well for most types of atomic elements, its precision is rather low for pixels.
This difference is likely due to background pixels on the left and right of the actual con-
tent of the web pages: whereas VIPS includes such pixels in the segments, the human
annotators did not (cf. Fig. 2 for one example).
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However, both the algorithm by Cormier et al. and MMDetection reach a similar
performance to VIPS in terms of F'4s, which demonstrates the viability of purely visual
approaches to web page segmentation. By comparison, the algorithm by Meier et al.
fails to compete with the other algorithms, even though it had a clear advantage over
the other algorithms by being trained on the data. Its poor performance might be due to
the required adjustment of the input screenshots.

The results for the min-vote ensembles show that even a basic voting scheme can
be employed to efficiently fuse the output of different algorithms. Remarkably, Min-
vote @2 reaches a F'f5s scores very similar to those of VIPS. Like PDoC for VIPS, the
parameter n here fulfills the role of selecting the desired level of granularity. This is
especially helpful as some algorithms, like HEPS, do not have such a parameter. The
ensemble therefore allows to incorporate the HEPS heuristic (and others without such
a parameter) and still to select a level of granularity.

A special ensemble is that of Min-vote @4, which puts elements in one segment if
and only if all four single algorithms did so. We want to highlight that Pgs is about 0.9
for all types of atomic elements except pixels, which indicates that most segments of
these types of elements are indeed separated from others by at least one of the algo-
rithms. However, pixels are an exception here, which shows a deficit that needs to be
addressed by future algorithms.

6 Conclusion

As we contrast and discuss the results of our evaluation for each type of atomic page
elements, it becomes clear that the classical VIPS algorithm is still the overall best
option, unless the downstream task requires pixel-based segments. In that case, purely
visual page segmentation performs better, whereas otherwise it is a close second to
VIPS. MMDetection performed especially well for being designed and trained for pho-
tographic images. Interestingly, the state-of-the-art approaches for such images as well
as for newspaper page segmentation both employ deep learning, while the approaches
for web page segmentation rely mostly on hand-crafted heuristics and observations. We
believe that this difference mainly stems from the fact that no large-scale datasets for
web page segmentation have been available in the past. With this paper, we lay the foun-
dation for the development of new approaches that may improve over the long-standing,
yet heretofore unknown champion, VIPS.
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Abstract. Learning to quantify (a.k.a. quantification) is a task con-
cerned with training unbiased estimators of class prevalence via super-
vised learning. This task originated with the observation that “Classify
and Count” (CC), the trivial method of obtaining class prevalence esti-
mates, is often a biased estimator, and thus delivers suboptimal quantifi-
cation accuracy. Following this observation, several methods for learning
to quantify have been proposed and have been shown to outperform CC.
In this work we contend that previous works have failed to use properly
optimised versions of CC. We thus reassess the real merits of CC and its
variants, and argue that, while still inferior to some cutting-edge meth-
ods, they deliver near-state-of-the-art accuracy once (a) hyperparameter
optimisation is performed, and (b) this optimisation is performed by
using a truly quantification-oriented evaluation protocol. Experiments
on three publicly available binary sentiment classification datasets sup-
port these conclusions.

Keywords: Learning to quantify - Quantification - Prevalence
estimation - Classify and count

1 Introduction

Learning to quantify (a.k.a. quantification) consists of training a predictor that
returns estimates of the relative frequency (a.k.a. prevalence, or prior probability)
of the classes of interest in a set of unlabelled data items, where the predictor
has been trained on a set of labelled data items [13]. When applied to text,
quantification is important for several applications, e.g., gauging the collective
satisfaction for a certain product from textual comments [8], establishing the
popularity of a given political candidate from blog posts [17], predicting the
amount of consensus for a given governmental policy from tweets [4], or predict-
ing the amount of readers who will find a product review helpful [5].

The rationale of this task is that many real-life applications of classification
suffer from distribution shift [22], the phenomenon according to which the distri-
bution p, (U) of the labels in the set of unlabelled test documents U is different
from the distribution p,(L) that the labels have in the set of labelled training
documents L. It has been shown that, in the presence of distribution shift, the
trivial strategy of using a standard classifier to classify all the unlabelled docu-
ments in U and counting the documents that have been assigned to each class
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(the “Classify and Count” (CC) method), delivers poor class prevalence esti-
mates. The reason is that most supervised learning methods are based on the
IID assumption, which implies that the distribution of the labels is the same in L
and U. “Classify and Count” is considered a biased estimator of class prevalence,
since the goal of standard classifiers is to minimise (assuming for simplicity a
binary setting) classification error measures such as (FP+FN), while the goal of
a quantifier is to minimise quantification error measures such as |FP — FN|. (In
this paper we tackle binary quantification, so FP and FN denote the numbers
of false positives and false negatives, resp., from a binary contingency table.)
Following this observation, several quantification methods have been proposed,
and have been experimentally shown to outperform CC.

In this paper we contend that previous works, when testing advanced quan-
tification methods, have used as baselines versions of CC that had not been
properly optimised. This means that published results on the relative merits of
CC and other supposedly more advanced methods are still unreliable. We thus
reassess the real merits of CC by running extensive experiments (on three pub-
licly available sentiment classification datasets) in which we compare properly
optimised versions of CC and its three main variants (PCC, ACC, PACC) with a
number of more advanced quantification methods. In these experiments we prop-
erly optimise all quantification methods, i.e., (a) we optimise their hyperparam-
eters, and (b) we conduct this optimisation via a truly quantification-oriented
evaluation protocol, which also involves minimising a quantification loss rather
than a classification loss. Our results indicate that, while still inferior to some
cutting-edge quantification methods, CC and its variants deliver near-state-of-
the-art quantification accuracy once hyperparameter optimisation is performed
properly. We make available all the code and the datasets that we have used for
our experiments.’

2 “Classify and Count” and Its Variants

In this paper we use the following notation. We assume a binary setting, with
the two classes Y = {®, ©} standing for Positive and Negative. By x we denote
a document drawn from a domain X of documents; by L C X we denote a set
of labelled documents, that we typically use as a training set, while by U we
denote a sample of unlabelled documents, that we typically use as the sample to
quantify on. By p, (o) we indicate the true prevalence of class y in sample o, by
py(o) we indicate an estimate of this prevalence?, and by pi! (o) we indicate the
estimate of this prevalence as obtained via quantification method M. Of course,
for any method M it holds that pX (U) = (1 — p& (U)).

An obvious way to solve quantification is by aggregating the scores assigned
by a classifier to the unlabelled documents. We first define two different aggrega-
tion methods, one that uses a “hard” classifier (i.e., a classifier hg : X — {0,1}

! https://github.com/AlexMoreo/CC.
2 Consistently with most mathematical literature, we use the caret symbol (") to indi-
cate estimation.
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that returns binary decisions, 0 for © and 1 for @) and one that uses a “soft”
classifier (i.e., a classifier sq : X — [0, 1] that returns posterior probabilities
Pr(@|x), representing the probability that the classifier attributes to the fact
that x belongs to the @ class). Of course, Pr(|x) = (1 — Pr(®|x)). The classify
and count (CC) and the probabilistic classify and count (PCC) [3] methods then
consist of computing

, > xev ha (%) R > xev Sa (%)
e = Zxs e o) = Txepzeld g
Two popular, alternative quantification methods consist of applying an adjust-

ment to the pE°(U) and pEC(U) estimates. It is easy to show that, in the
binary case, the true prevalence pg (U) is such that

~CC ~PCC
_ #S°(U) ~ FPR, _ RO°(U) - FPR,
re(U) = Z1pR, “FPR, rs(U) = PR _FPR, 2)

where TPRy, and FPRy, (resp., TPR4 and FPRj) here stand for the true positive
rate and false positive rate that the classifier hg (resp., sg) has on U. The
values of TPRy, and FPRy, (resp., TPR; and FPR;) are unknown, but can be
estimated via k-fold cross-validation on the training data. In the binary case
this amounts to using the results that hg(x) (resp., sg(x)) obtains in the k-fold
cross-validation (i.e., when x ranges on the training documents) in equations

. h . h
TPRy, = Loxes Mo (%) FPR), = Lxeoho(®)
! o "
TPARS _ er@ sq(x) FPARS _ ere sa(x)
|| K=l

We obtain ﬁgcc(U ) and ﬁgACC(U ) estimates, which define the adjusted classify
and count (ACC) [11] and probabilistic adjusted classify and count (PACC) [3]
quantification methods, resp., by replacing TPR;, and FPRy, (resp., TPR, and
FPR;) in Eq. 2 with their estimates from Eq. 3.

3 Quantification and Parameter Optimisation

3.1 Unsuitable Parameter Optimisation and Weak Baselines

The reason why we here reassess CC and its variants we have described above,
is that we believe that, in previous papers where these methods have been used
as baselines, their full potential has not been realised because of missing or
unsuitable optimisation of the hyperparameters of the classifier on which the
method is based.

Specifically, both CC and its variants rely on the output of a previously
trained classifier, and this output usually depends on some hyperparameters.
Not only the quality of this output heavily depends on whether these hyperpa-
rameters have been optimised or not (on some held-out data or via k-fold cross-
validation), but it also depends on what evaluation measure this optimisation has
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used as a criterion for model selection. In other words, given that hyperparame-
ter optimisation chooses the value of the parameter that minimises error, it would
make sense that, for a classifier to be used for quantification purposes, “error”
is measured via a function that evaluates quantification error, and not classifi-
cation error. Unfortunately, in most previous quantification papers, researchers
either do not specify whether hyperparameter optimisation was performed at
all [9,11,14,15,17,19,26,27], or leave the hyperparameters at their default val-
ues [1,3,10,16,21], or do not specify which evaluation measure they use in hyper-
parameter optimisation [8,12], or use, for this optimisation, a classification-based
loss [2,25]. In retrospect, we too plead guilty, since some of the papers quoted
here are our own.

All this means that CC and their variants, when used as baselines, have
been turned into weak baselines, and this means that the merits of more modern
methods relative to them have possibly been exaggerated, and are thus yet to
be assessed reliably. In this paper we thus engage in a reproducibility study,
and present results from text quantification experiments in which, contrary to
the situations described in the paragraph above, we compare carefully optimised
versions of CC and its variants with a number of (carefully optimised versions
of) more modern quantification methods, in an attempt to assess the relative
value of each in a robust way.

3.2 Quantification-Oriented Parameter Optimisation

In order to perform quantification-oriented parameter optimisation we need to
be aware that there may exist two types of parameters that require estimation
and/or optimisation, i.e., (a) the hyperparameters of the classifier on which the
quantification method is based, and (b) the parameters of the quantification
method itself.

The way we perform hyperparameter optimisation is the following. We
assume that the dataset comes with a predefined split between a training set
L and a test set U. (This assumption is indeed verified for the datasets we will
use in Sect. 4.) We first partition L into a part L, that will be used for train-
ing purposes and a part Ly, that will be used as a held-out validation set for
optimising the hyperparameters of the quantifier. We then extract, from the
validation set Ly, several random validation samples, each characterised by a
predefined prevalence of the @ class; here, our goal is allowing the validation to
be conducted on a variety of scenarios characterised by widely different values of
class prevalence, and, as a consequence, by widely different amounts of distribu-
tion shift.? In order to do this, we extract each validation sample o by randomly
undersampling one or both classes in Ly,, in order to obtain a sample with

3 Note that this is similar to what we do, say, in classification, where the different
hyperparameter values are tested on many validation documents; here we test these
hyperparameter values on many validation samples, since the objects of study of
text quantification are document samples inasmuch as the objects of study of text
classification are individual documents.



Re-assessing the “Classify and Count” Quantification Method 79

prespecified class prevalence values. We draw samples with a desired prevalence
value and a fixed amount ¢ of documents; in order to achieve this, in some cases
only one class needs to be undersampled while in some other cases this needs
to happen for both classes. We use random sampling without replacement if the
number of available examples of @ (resp. ©) is greater or equal to the number
of required ones, and with replacement otherwise. We extract samples with a
prevalence of the @ class in the set {my,...,m,}; for each of these n values we
generate m random samples consisting of ¢ validation documents each. Let © be
the set of hyperparameters that we are going to optimise. Given the established
grid of value combinations 61, ...,6, that we are going to test for @, for each
0; we do the following, depending on whether the quantification method has its
own parameters (Case 1 below) or not (Case 2 below):

1. If the quantification method M we are going to optimise requires some param-
eters \; to be estimated, we first split Lt, into a part L% and a part L2,
training the classifier on LI using the chosen learner parameterised with 6;,
and estimate parameters \; on LY*.* Among the variants of CC, this applies
to methods ACC and PACC, which require the estimation of (the hard or
soft version of) TPR and FPR. Other methods used in the experiments of
Sect. 4 and that also require some parameter to be estimated are HDy and
QuaNet (see Sect. 4.3.2).

2. If the quantification method M we are going to optimise does not have any
parameter that requires estimation, then we train our classifier on Ly, using
the chosen learner parameterised with 6;, and use quantification method M
on all the samples extracted from Ly,.

In both cases, we measure the quantification error via an evaluation measure for
quantification that combines (e.g., averages) the results across all the validation
samples. As our final value combination for hyperparameter set © we choose the
0; for which quantification error is minimum.

Note that, in the above discussion, each time we split a labelled set into
a training set and a validation set for parameter estimation/optimisation pur-
poses, we could instead perform a k-fold cross-validation; the parameter esti-
mation/optimisation would be more robust, but the computational cost of the
entire process would be k times higher. While the latter method is also, from
a methodological standpoint, an option, in this paper we stick to the former
method, since the entire parameter optimisation process is, from a computa-
tional point of view, already very expensive.

4 Note that we do not retrain the classifier on the entire Lt,. While this might seem
beneficial, since L, contains more training data than LX, we need to consider that
the estimates TPRy, and FPRy, have been computed on L1, and not on L.
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Table 1. The three datasets used in our experiments; the columns indicate the class
prevalence values of the @ and © classes, and the numbers of documents contained in
the training set L and the test set U.

@ o L Lty Ly U

IMDB | 0.500 | 0.500 | 25,000 | 15,000 | 10,000 | 25,000
KinDLE | 0.917 | 0.083 | 3,821 | 2,292 | 1,529 21,592
HP 0.982/0.018 | 9,533 | 5,720| 3,813 18,401

4 Experiments

In order to conduct our experiments we use the same datasets and experimental
protocol as used in [7]. Specifically, we run our experiments on three sentiment
classification datasets, i.e., (i) IMDB, the popular Large Movie Review Dataset
[20]; (i) KINDLE, a set of reviews of Kindle e-book readers [7], and (iii) HP, a
set of reviews of the books from the Harry Potter series [7].% For all datasets we
adopt the same split between training set L and test set U as in [7]. The IMDB,
KINDLE, and HP datasets are examples of balanced, imbalanced, and severely
imbalanced datasets, since the prevalence values of the & class in the training
set L are 0.500, 0.917, 0.982, resp. Some basic statistics from these datasets are
reported in Table 1. We refer the reader to [7] for more details on the genesis of
these datasets.

In our experiments, from each set of training data we randomly select 60% of
the documents for training purposes, leaving the remaining 40% for the hyperpa-
rameter optimisation phase; these random splits are stratified, meaning that the
two resulting parts display the same prevalence values as the set that originated
them. In this phase (see Sect. 3.2) we use n = 21, m = 10, and ¢ = 500, i.e., we
generate m = 10 random samples of ¢ = 500 documents each, for each of the
n = 21 prevalence values of the @ class in {0.00,0.05, ...,0.95,1.00}.

In order to evaluate a quantifier over a wide spectrum of test prevalence
values, we use essentially the same process that we have discussed in Sect. 3.2
for hyperparameter optimisation; that is, along with [7,11], we repeatedly and
randomly undersample one or both classes in the test set U in order to obtain
testing samples with specified class prevalence values. Here we generate m = 100
random testing samples of ¢ = 500 documents each, for each of the n = 21
prevalence values of the & class in {0.00,0.05, ...,0.95,1.00}.

5 The three datasets are available at https://doi.org/10.5281 /zenodo.4117827 in pre-
processed form. The raw versions of the HP and KINDLE datasets can be accessed
from http://hlt.isti.cnr.it/quantification/, while the raw version of IMDB can be
found at https://ai.stanford.edu/~amaas/data/sentiment /.
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4.1 Evaluation Measures

As the measures of quantification error we use Absolute Error (AE) and Relative
Absolute Error (RAE), defined as

Py — Pyl
AE(p,p) = =5 Y by — by RAE(p, p) = |y|zy vl (4)

|y| yey yey Py

where Y is the set of classes of interest () = {®, &} in our case) and the sample
o is omitted for notational brevity. Note that RAE is undefined when at least one
of the classes y € ) is such that its prevalence in U is 0. To solve this problem,
in computing RAE we smooth both all p,’s and p,’s via additive smoothing, i.e.,

— e+py :
we take Il S cawm where P, denotes the smoothed version of p, and the

denominator is just a normalising factor (same for the p(y)’s); following [11], we
use the quantity e = ﬁ as the smoothing factor. We then use the smoothed
versions of p, and p, in place of their original non-smoothed versions in Eq. 4;
as a result, RAE is always defined.

The reason why we use AE and RAE is that from a theoretical standpoint
they are, as it has recently been argued [28], the most satisfactory evaluation
measures for quantification.

4.2 Data Processing

We preprocess our documents by using the stop word remover and default
tokeniser available within the scikit-learn framework®. In all three datasets
we remove all terms occurring less than 5 times in the training set and all punctu-
ation marks, and lowercase the text. As the weighting criterion we use a version
of the well-known tfidf method, i.e.,

1L
X' € L: #(f.x) > 0]

where #(f,x) is the raw number of occurrences of feature f in document x;
weights are then normalised via cosine normalisation.

Among the learners we use for classification (see below), the only one that
does not rely on a tfidf-based representation is CNN. This learner simply con-
verts all documents into lists of unique numeric IDs, indexing the terms in the
vocabulary. We pad the documents to the first 300 words.

tAdf(f, x) = log(#(f,x) + 1) x log (5)

5 http://scikit-learn.org/.
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4.3 The Quantifiers

We here describe all the quantification systems we have used in this work.

4.3.1 CC and Its Variants

In our experiments we generate versions of CC, ACC, PCC, and PACC, using
five different learners, i.e., support vector machines (SVM), logistic regression
(LR), random forests (RF), multinomial naive Bayes (MNB), and convolutional
neural networks (CNN). For the first four learners we rely on the implementations
available from scikit-learn, while the CNN deep neural network is something
we have implemented ourselves using the pytorch framework.” The setups that
we use for these learners are the following:

— SVM: We use soft-margin SVMs with linear kernel and L2 regularisation,
and we explicitly optimise the C' parameter (in the range C' € {10} with
1€ {—4,-3,...,4,5}) that determines the tradeoff between the margin and
the training error (default: C' = 1). We also optimise the Jg and Jg “rebalanc-
ing” parameters, which determine whether to impose that misclassifying a &
document has a different cost than misclassifying a © document (in this case
one sets Jg = igg; and Jg = 1), or not (in this case one sets Jg = Jo =1,
which is the default configuration) [23].

— LR: As in SVM, we use L2 regularisation, and we explicitly optimise the
rebalancing parameters and the regularisation coefficient C' (default values
are as in SVM).

— RF: we optimise the number of estimators in the range {10, 50, 100, 250, 500},
the max depth in {5,15,30,max},® and the splitting function in {Gini,
Entropy} (default: (100, max, Gini)).

— MNB: We use Laplace smoothing, and we optimise the additive factor « in
the range {0.00,0.05,...,0.95,1.00} (default: o = 1).

— CNN: we use a single convolutional layer with « output channels for three
window lengths of 3, 5, and 7 words. Each convolution is followed by a ReLU
activation function and a max-pooling operation. All convolved outputs are
then concatenated and processed by an affine transformation and a sigmoid
activation that converts the outputs into posterior probabilities. We use the
Adam optimiser (with learning rate 1E~2 and all other parameters at their
default values) to minimise the balanced binary cross-entropy loss, set the
batch size to 100, and train the net for 500 epochs, but we apply an early
stop after 20 consecutive training epochs showing no improvement in terms of
F; for the minority class on the validation set. We explore the dimensionality
of the embedding space in the range {100,300} (default: 100), the number
of output channels « in {256,512} (default: 512), whether to apply dropout
to the last layer (with a drop probability of 0.5) or not (default: “yes”), and
whether to apply weight decay (with a factor of 1E~%) or not (default: “no”).

" https:/ /pytorch.org/.
8 When the depth is set to “max” then nodes are expanded until all leaves belong to the
same class.
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Since we perform hyperparameter optimisation via grid search, the number of
validations (i.e., combinations of hyperparameters) that we perform amounts to
20 for SVMs, 20 for LR, 40 for RF, 21 for MNB, and 16 for CNN.

In the following, by the notation M;™ we will indicate quantification method
M using learner [ whose parameters have been optimised using measure m
(where M/ indicates that no optimisation at all has been carried out). We
will test, on all three datasets, all combinations in which M ranges on {CC,
ACC, PCC, PACC}, I ranges on {SVM, LR, RF, MNB, CNN}, and m ranges
on {A,F;,AE}, where A denotes vanilla accuracy, F; is the well-known har-
monic mean of precision and recall, and AE is absolute error. We stick to the
tradition of computing F; with respect to the minority class, which always turns
out to be © in all three datasets (this means that, e.g., the true positives of the
contingency table are the documents that the classifier assigns to © and that
indeed belong to ©).

Note that PCC requires the classifier to return posterior probabilities. Since
SVMs does not produce posterior probabilities, for PCCgyy and PACCgyy we
calibrate the confidence scores that SVMs return by using Platt’s method [24].

4.3.2 Advanced Quantification Methods

As the advanced methods that we test against CC and its variants, we use a
number of more sophisticated systems that have been top-performers in the
recent quantification literature.

— We use the Saerens-Latinne-Decaestecker method [6,27] (SLD), which con-
sists of training a probabilistic classifier and then exploiting the EM algorithm
to iteratively shift the estimation of p,(U) from the one that maximises the
likelihood on the training set to the one that maximises it on the test data.
As the underlying learner for SLD we use LR, since (as MNB) it returns
posterior probabilities (which SLD needs), since these probabilities tend to
be (differently from those returned by MNB) well-calibrated, and since LR is
well-known to perform much better than MNB.

— Weusemethods SVM(KLD), SVM(NKLD), SVM(Q),SVM(AE), SVM(RAE),
from the “structured output learning” camp. Each of them is the result of
instantiating the SVMpe,s structured output learner [18] to optimise a differ-
ent loss function. SVM(KLD) [10] minimises the Kullback-Leibler Divergence
(KLD); SVM(NKLD) [9] minimises a version of KLD normalised via the logistic
function; SVM(Q) [1] minimises the harmonic mean of a classification-oriented
loss (recall) and a quantification-oriented loss (RAE). We also add versions that
minimise AE and RAE, since these latter are now, as indicated in Sect. 4.1,
the evaluation measures for quantification considered most satisfactory, and
the two used in this paper for evaluating the quantification accuracy of our sys-
tems. We optimise the C parameter of SVM, ¢ in the range C' € {10}, with
i € {—4,-3,...4,5}. In this case we do not optimise the Jg and Jg “rebalanc-
ing” parameters since this option is not available in SVMe,¢.

— We use the HDy method of [15]. The method searches for the prevalence val-
ues that minimise the divergence (as measured via the Hellinger Distance)
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between two cumulative distributions of posterior probabilities returned by
the classifier, one for the unlabelled examples and the other for a valida-
tion set. The latter is a mixture of the distributions of posterior probabilities
returned for the & and & validation examples, respectively, where the param-
eters of the mixture are the sought class prevalence values. We use LR as the
classifier for the same reasons as discussed for SLD.

— We use the QuaNet system, a “meta-"quantification method based on deep
learning [7]. QuaNet takes as input a list of document embeddings, together
with and sorted by the classification scores returned by a classifier. A bidirec-
tional LSTM processes this list and produces a quantification embedding that
is then concatenated with a vector of predictions produced by an ensemble
of simpler quantification methods (we here employ CC, ACC, PCC, PACC,
and SLD). The resulting vector passes through a set of fully connected lay-
ers (followed by ReLU activations and dropout) that return the estimated
class prevalence values. We use CNN as the learner since, among the learners
we use in this paper, it is the only one that returns both posterior proba-
bilities and document embeddings (we use the last layer of the CNN as the
document embedding). We set the hidden size of the bidirectional LSTM to
128 + 128 = 256 and use two stacked layers. We also set the hidden sizes of
the fully connected layers to 1024 and 512, and the dropout probability to
0.5. We train the network for 500 epochs, but we apply early stopping with
a patience of 10 consecutive validations without improvements in terms of
mean square error (MSE). Each training epoch consists of 200 quantification
predictions, each of which for a batch of 500 randomly drawn documents at
a prevalence sampled from the uniform distribution. In our case, validation
epochs correspond to 21 quantification predictions for batches of 500 docu-
ments randomly sampled to have prevalence values 0.00,0.05,...,0.95,1.00.
We use Adam as the optimiser, with default parameters, to minimise MSE.
In order to train QuaNet, we split (using a 40%/40%/20% stratified split)

the training set Lty in three sets L%Tr, for training the classifier; L%T ", for

training QuaNet; and L%V &, for validating QuaNet. When optimising QuaNet
we do not explore any additional hyperparameter apart from those for the
CNN.

— We also report results for Mazimum Likelihood Probability Estimation
(MLPE), the trivial baseline for quantification which makes the IID assump-
tion and thus simply assumes that pg (U) is identical to the training preva-

lence pg, (L) irrespectively of the set U.

Note that ACC, PACC, HDy, and QuaNet need to estimate their own parameters
on a validation set, which means that their performance depends on exactly
which documents this set consists of. In order to mitigate the impact of this
random choice, for these methods we run each experiment 10 times, each time
with a different random choice. The results we report are the average scores
across these 10 runs.



Re-assessing the “Classify and Count” Quantification Method 85

Table 2. Results showing how the quantification error of CC changes according to
the measure used in hyperparameter optimization; a negative percentage indicates a
reduction in error with respect to using the method with default parameters. The
background cell color indicates improvement (green) or deterioration (red), while its
tone intensity is proportional to the absolute magnitude.

IMDB KINDLE HP
AE RAE AE RAE AE RAE
CCyy [10.065 6.029 0.305 15.928 0.471 24.058
CClyn |0.059 (-9.6%) [5.408 (-10.3%)((0.245 (-19.8%) (13.220 (-17.0%)(|0.401 (-14.9%) |20.645 (-14.2%)
COE [10.059 (-9.5%) |5.523  (-8.4%) ||0.108 (-64.5%) |7.192 (-54.8%)((0.236 (-50.0%) |13.590 (-43.5%)
CCE%\ 10065 (+0.3%)[6.091  (+1.0%)(|0.100 (-67.1%) |7.555 (-52.6%)||0.119 (-74.8%) |10.593 (-56.0%)
CCP: [0.059 5.477 0.470 23.990 0.500 25.508
CCPR [0.062 (+6.0%)|5.839 (+6.6%)]/0.202 (-57.0%) [11.215 (-53.3%)|(0.451 (-9.8%) |23.035 (-9.7%)
CCrL [10.062 (+5.3%)(5.725  (4+4.5%)|[0.163 (-65.3%) (9.278 (-61.3%)|(0.229 (-54.3%) |13.505 (-47.1%)
CORE [0.062 (+6.1%)|5.745  (+4.9%)]]0.094 (-80.0%) |7.087 (-70.5%)||0.110 (-78.0%) |10.304 (-59.6%)
CCP [0.155 13.388 0.448 22.988 0.493 25.196
CCRp ||0.080 (-48.1%)|7.446 (-44.4%)||0.463 (+3.5%) [23.744 (+3.3%)[0.500 (+1.3%) |25.482 (+1.1%)
CCRL (/0079 (-49.1%)(7.396  (-44.8%)[0.451 (+0.7%) [23.142 (+0.7%)(|0.499 (+1.2%) |25.469 (+1.1%)
CCRE 110.079 (-48.8%)|7.487 (-44.1%)||0.464 (+3.6%) |23.721 (4+3.2%){/0.500 (+1.3%) |25.487 (+1.2%)
CCY g []0.096 8.147 0.500 25.513 0.500 25.510
CCRinp|(0.098 (+1.6%)(8.529  (+4.7%)(|0.443 (-11.4%) |22.641 (-11.3%)((0.499 (-0.2%) |25.459 (-0.2%)
CCrap|0.097 (+0.8%)(8.311  (4+2.0%)|[0.444 (-11.3%) (22.731 (-10.9%)||0.499 (-0.2%) |25.470 (-0.2%)
CC%p|0.097 (+0.9%)|8.431  (+3.5%)(|0.443 (-11.4%) |22.701 (-11.0%)|[0.499 (-0.2%) |25.464 (-0.2%)
CC2xy [[0.072 6.683 0.087 8.138 0.255 17.042
CCexn |10.073 (+2.0%)[6.620  (-1.0%) ||0.107 (+23.8%)8.680 (4+6.7%)(|0.159 (-37.5%) |14.255 (-16.4%)
CCEAN [10.078 (+8.7%)(7.142  (+6.9%)([0.085 (-2.2%) |7.951 (-2.3%) ||0.149 (-41.5%) |14.030 (-17.7%)
CCakN]0.074 (+3.2%)(6.613  (-1.0%) ||0.109 (+26.2%)|8.591  (4+5.6%)1|0.343 (+34.3%)|19.008 (+11.5%)

4.4 Results

Tables 2, 3, 4, and 5 report the results obtained for CC, ACC, PCC, and PACC.
At a first glance, the results do not seem to give any clearcut indication on how
the CC variants should be optimised. However, a closer look reveals a number of
patterns. One of these is that SVM and LR (the two best-performing classifiers
overall) tend to benefit from optimised hyperparameters, and tend to do so
to a greater extent when the loss used in the optimisation is quantification-
oriented. Somehow surprisingly, not all methods improve after model selection
in every case. However, there tends to be such an improvement especially for
ACC and PACC. A likely reason for this is the possible existence of a complex
tradeoff between obtaining a more accurate classifier and obtaining more reliable
estimates for the TPR and FPR quantities.

Regarding the different datasets, it seems that there is no clear improvement
from performing model selection when the training set is balanced (see IMDB),
neither by using a classification-oriented measure nor by using a quantification-
oriented one. A possible reason is that any classifier (with or without hyperpa-
rameter optimisation) becomes a reasonable quantifier if it learns to pay equal
importance to positive and negative examples, i.e., if the errors it produces are
unbiased towards either @ or &. In this respect, RF and MNB prove strongly
biased towards the majority class, and only when corrected via an adjustment
(ACC or PACC) they deliver results comparable to those obtained for other
learners.
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Table 3. Same as Table 2, but with ACC instead of CC.

IMDB KINDLE HP

AE RAE AE RAE AE RAE
ACC?\,M 0.023 1.084 0.068 2.958 0.341 17.350
ACCE\ ][0.019 (-17.6%) |0.889 (-18.0%) |[0.070 (+4.1%) |3.093 (+4.6%) |[0.181 (-47.0%) [9.245 (-46.7%)
ACC?VM 0.022 (-5.2%) [1.153 (+6.3%) [|0.052 (-22.9%) [2.309 (-21.9%) {|0.110 (-67.8%) |7.019 (-59.5%)
ACCEY, 1/0.020 (-11.4%) 10.933 (-13.9%) ]|0.069 (+1.6%) [3.193 (+7.9%) ||0.108 (-68.4%) |7.225 (-58.4%)
ACCP, [0.017 0.569 0.279 9.997 0.500 25.508

ACCPR 1/0.020 (+21.2%)]0.933 (+63.9%)|(0.060 (-78.6%) |2.628 (-73.7%) |[0.185 (-62.9%) [9.629 (-62.3%)
ACC& 0.019 (+15.9%)[0.896 (+57.4%)|0.057 (-79.5%) [2.507 (-74.9%) {|0.098 (-80.5%) |6.534 (-74.4%)
ACCRE 1/0.018 (+10.8%)|0.850 (+49.3%)|(0.065 (-76.9%) |2.891 (-71.1%) |[0.092 (-81.7%) |5.849 (-77.1%)
ACCY, [[0.034 1.254 0.136 4.199 0.439 23.528

ACCHr 1/0.021 (-38.7%) 10.643 (-48.8%) [|0.180 (+31.7%)[6.603 (+57.3%)||0.482 (+9.7%) [24.654 (+4.8%)
ACC}?F 0.019 (-42.7%) |0.526 (-58.1%) [|0.155 (+13.4%)[4.282 (+2.0%) {|0.460 (+4.7%) |24.205 (+2.9%)
ACCRE 1/0.019 (-43.0%) |0.554 (-55.8%) |(0.197 (4+44.2%)|6.057 (+44.3%)|(0.499 (+13.5%)|25.436 (+8.1%)
ACCYni][0.049 2.316 0.473 23.280 0.500 25.508
ACCHing[[0.051 (+4.4%) |2.479 (+7.0%) |[0.189 (-59.9%) [9.065 (-61.1%) |[0.435 (-13.1%) [22.170 (-13.1%)
ACC{}NB 0.049 (+0.5%) |2.404 (+3.8%) [|0.197 (-58.3%) [9.285 (-60.1%) {|0.428 (-14.5%) |22.025 (-13.7%)
ACCHRE]0.051 (+3.9%) |2.591 (+11.9%)|(0.213 (-54.9%) |10.376 (-55.4%) |[0.451 (-9.7%) |23.146 (-9.3%)
ACC?NN 0.021 1.082 0.074 1.596 0.173 10.642
ACCA\x |[0.019 (-8.2%) [0.811 (-25.0%) |/0.064 (-12.7%) [1.515 (-5.1%) [|0.223 (+28.6%)[9.939 (-6.6%)
ACCE}VN 0.023 (+10.1%)|1.067 (-1.4%) [|0.061 (-17.4%) |1.424 (-10.8%) {|0.182 (+5.3%) [10.344 (-2.8%)
ACCAE\ 1/0.023 (+9.1%) |1.072 (-0.9%) ]/0.068 (-7.8%) [1.399 (-12.4%) {|0.174 (+0.7%) |10.810 (+1.6%)

Table 4. Same as Table 2, but with PCC instead of CC.

IMDB KINDLE HP
AE RAE AE RAE AE RAE
PCCZyy [[0.101 9.460 0.255 14.514 0.375 20.158
PCC8yn]|0.100 (-0.4%) [9.517  (+0.6%) |0.283 (+10.9%)[16.174 (+11.4%)|0.385 (4+2.6%) |20.653 (+2.5%)
PCCEL (10101 (+0.0%) [9.425 (-0.4%) ||0.251 (-1.8%) |14.239 (-1.9%) ||0.385 (+2.7%) |20.594 (+2.2%)
PCCEVy [|0.100 (-0.4%) [9.484 (+0.2%) ||0.254 (-0.6%) |14.461 (-0.4%) ||0.386 (+2.8%) |20.607 (+2.2%)
PCCZ, [[0.122 11.564 0.356 20.405 0.464 24.608
PCCly {|0.091 (-25.5%) (8.563 (-26.0%) ||0.279 (-21.5%) |15.031 (-26.3%) ||0.352 (-24.2%) |18.605 (-24.4%)
PCCry [|0.092 (-25.0%) [8.606 (-25.6%) ||0.172 (-51.6%) |11.222 (-45.0%) ||0.212 (-54.2%) |16.117 (-34.5%)
PCCRE [|0.079 (-35.3%) |7.348 (-36.5%) ||0.154 (-56.6%) |13.066 (-36.0%) ||0.211 (-54.6%) |19.597 (-20.4%)
PCCZr [[0.199 18.865 0.376 21.592 0.461 24.267
PCChr [|0.198 (-0.7%) [18.753 (-0.6%) ||0.368 (-2.0%) |21.209 (-1.8%) |0.482 (+4.7%) |25.349 (+4.5%)
PCCRL {|0.195 (-2.1%) [18.459 (-2.2%) {|0.372 (-0.9%) |21.319 (-1.3%) ||0.466 (+1.1%) |24.563 (+1.2%)
PCChi [|0.196 (-1.4%) [18.565 (-1.6%) ||0.366 (-2.5%) |21.088 (-2.3%) |/0.462 (+0.3%) |24.379 (+0.5%)
PCCYnp[0.171 15.928 0.478 24.702 0.498 25.453
PCCHing||0.168 (-1.7%) [15.663 (-1.7%) ||0.381 (-20.3%) |20.396 (-17.4%) ||0.497 (-0.2%) |25.397 (-0.2%)
PCCyixp||0.167 (-2.2%) [15.617 (-2.0%) {|0.380 (-20.4%) |20.369 (-17.5%) ||0.473 (-5.0%) |24.487 (-3.8%)
PCCRiNB||0.160 (-6.4%) [14.907 (-6.4%) [|0.380 (-20.4%) |20.396 (-17.4%) ||0.473 (-5.0%) |24.479 (-3.8%)
PCC2yy |[0.110 9.994 0.111 10.448 0.257 18.368
PCClxn ||0.105 (-4.8%) [9.893 (-1.0%) ||0.154 (+39.2%)|10.775 (+3.1%) ||0.389 (+51.6%)|21.093 (+14.8%)
PCCiAn[|0.099 (-10.3%) [9.377 (-6.2%) ||0.111 (+0.3%) [9.474 (-9.3%) |[0.251 (-2.2%) |17.005 (-7.4%)
PCCaEx ||0.145 (+31.3%)|11.146 (+11.5%)||0.148 (+33.8%)|14.017 (+34.2%)||0.156 (-39.3%) |14.644 (-20.3%)

CNN works well on average almost in all cases, and seems to be the least
sensitive learner to model selection.
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Table 5. Same as Table 2, but with PACC instead of CC.

IMDB KINDLE HP
AE RAE AE RAE AE RAE
PACCEyy [[0.021 1.166 0.059 2.464 0.137 8.368
PACCEyy |[0.021 (-3.2%) |1.215 (+4.3%) |[0.065 (+10.0%)(2.893 (+17.4%)|(0.106 (-22.8%) [6.425 (-23.2%)
PACCEL 110.021 (-3.4%) [1.202 (+3.1%) ||0.066 (+11.4%)|2.979 (+20.9%)|0.148 (+8.2%) [8.723 (+4.2%)
PACCEGy |[0.022 (4+5.1%) |1.363 (+17.0%)|[0.059 (-1.4%) |2.333 (-5.3%) |[0.114 (-16.6%) |7.497 (-10.4%)
PACCYy [[0.017 0.846 0.064 2.456 0.119 9.639
PACCg |[0.021 (422.0%)|1.087 (+28.4%)((0.053 (-16.7%) [2.177 (-11.4%) ||0.147 (+23.1%)(8.316 (-13.7%)
PACCr |[0.021 (424.5%)|1.176 (+39.0%)||0.065 (+2.2%) [2.060 (-16.1%) ||0.091 (-23.2%) |7.748 (-19.6%)
PACC{E |[0.021 (4+26.5%)|1.237 (+46.3%)([0.068 (+5.5%) [2.253 (-8.3%) |/0.104 (-12.3%) [8.812 (-8.6%)
PACCE: [[0.030 1.221 0.074 2.923 0.168 10.322
PACCHr |[0.022 (-28.4%) |0.877 (-28.2%) [|0.082 (+10.4%)|3.367 (+15.2%)(/0.180 (+7.1%) [11.095 (+7.5%)
PACCRL |[0.021 (-29.8%) [0.952 (-22.0%) ||0.079 (+6.9%) [3.331 (+13.9%)|/0.160 (-5.1%) [10.350 (+0.3%)
PACCRE |[0.020 (-33.2%) |0.914 (-25.1%) [|0.081 (+8.9%) [3.286 (+12.4%)|/0.140 (-17.1%) |10.067 (-2.5%)
PACCGx5([0.055 3.253 0.180 7.352 0.195 10.930
PACCiing|[0.058 (+4.8%) |3.412 (+4.9%) |[0.130 (-27.7%) [6.058 (-17.6%) |[0.335 (+71.6%)[17.883 (+63.6%)
PACCyi\g|[0.060 (+8.1%) |3.487 (+7.2%) |[0.122 (-32.2%) |5.570 (-24.2%) |[0.363 (+86.0%)[18.138 (+65.9%)
PACCHR[0.063 (+14.9%)|3.815 (+17.3%)[(0.144 (-19.6%) [6.626 (-9.9%) ||0.248 (+27.2%)|13.999 (+28.1%)
PACCZy [[0.022 1.205 0.064 1.414 0.181 9.808
PACCgyy |[0.019 (-11.1%) |0.970 (-19.5%) |[0.079 (+23.0%)[1.664 (+17.7%)([0.161 (-11.3%) [9.293 (-5.3%)
PACC{Ly |[0-019 (-14.4%) [0.928 (-23.0%) |0.073 (+13.0%)|1.464 (+3.5%) ||0.169 (-6.5%) [9.034 (-7.9%)
PACCKy |[0.018 (-17.3%) 0.830 (-31.2%) [|0.069 (+6.9%) [1.367 (-3.3%) |/0.165 (-9.1%) [8.829 (-10.0%)

In order to better understand whether or not, on average and across dif-
ferent situations, CC and its variants benefit from performing model selection
using a quantification-oriented loss, we have submitted our results to a statisti-
cal significance test. Table 6 shows the outcome of a two-sided t-test on related
sets of scores, across datasets and learners, from which we can compare pairs of
model selection methods. The test reveals that optimising AE works better than

Table 6. Two-sided t-test results on related samples of error scores across datasets and
learners. For a pair of optimization measures X vs. Y, symbol >> (resp. >) indicates
that method X performs better (i.e., yields lower error) than Y, and that the difference
in performance, as averaged across pairs of experiments on all datasets and learners, is
statistically significant at a confidence score of & = 0.001 (resp. @ = 0.05). Symbols <
and < have a similar meaning but indicate that X performs worse (i.e., yields higher
error) than Y. Symbol ~ instead indicates that the differences in performance between
X and Y are not statistically significantly different, i.e., that p-value > 0.05.

CC ACC PCC PACC

AE |RAE | AE  RAE | AE|RAE | AE | RAE
AE vs F1|> |~ < K > K > | >
AE vs A |>» > > | > > > > | >
AE vs O |>» > > > > | > > |~
Fi vs A |> |>» > > > > ~ |~
Fi vs O[> |> > > > > < K
A vs O[> |> > > > | > << | KL
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Table 7. Results showing how CC and its variants, once optimised using a
quantification-oriented measure, compare with more modern quantification methods.
Boldface indicates the best method. For columns AE and RAE, the best/worst results
are highlighted in bright green/red; the colour for the other scores is a linearly inter-
polation between these two extremes. For columns rag and rrag, green/red is used to
denote methods which have obtained higher/lower rank positions once the CC variants
have been optimised for AE, with respect to the case in which they have not been
optimised at all. All scores are different, in a statistically significant sense, from the
best one according to a paired sample, two-tailed t-test at a confidence level of 0.001.

IMDB KINDLE HP IMDB KINDLE HP

AE RAE AE RAE AE RAE TAE ITRAE TAE TRAE TAE TRAE

CC&¥y 0.065| 6.091|] 0.100] 7.555[[ 0.119]10.593([20 (20)[20 (20)[[13 (21)[15 (21)|| 8 (22)[11 (20)
ACCHy 0.020| 0.933|| 0.069| 3.193| 0.108| 7.225|| 7 (8)| 7 (6)|| 8 (6)| 9 (9)|| 5 (16)| 4 (15)
PCCiy 0.100| 9.484| 0.254|14.461|| 0.386|20.607||25 (23)|25 (23)|[24 (19)|24 (20) (|21 (17)|22 (18)
PACCAYy 0.022| 1.363|| 0.059| 2.333| 0.114| 7.497|| 9 (6)[11 (D] 3 B)| 7 M| 7 G)| 5 (3)
CCPR 0.062| 5.745(| 0.094| 7.087[| 0.110/10.304(|14 (14)[15 (14)[|12 (26)|14 (26)| 6 (29)|10 (28)
ACCLR 0.018| 0.850|| 0.065 2.891| 0.092| 5.849|| 4 (2)| 5 (3)|| 4 (20)| 8 (17)|| 3 (28)| 3 (27)
£PCCLR 0.079| 7.348|| 0.154|13.066 0.211|19.597||22 (25)(22 (25)||19 (22)|22 (22)|16 (21)|20 (22)
£ PACCER 0.021| 1.237|| 0.068| 2.253|| 0.104| 8.812|| 8 (3)[10 (4)|| 5 (4)| 6 (6)|| 4 (3)| 6 (5)
S[CCRE 0.079| 7.487|| 0.464|23.721( 0.500/25:487(|23 (26)(23 (26)[|29 (25)|28 (24)[|29 (24)|29 (23)
2|ACCRE 0.019| 0.554|| 0.197| 6.057|| 0.499/25.436| 5 (11)| 3 (11)||21 (14)|11 (10){|27 (19)|26 (19)
<|PCCAE 0.196/18.565|| 0.366|21.088|| 0.462|24.379|28 (28)[28 (28)(|25 (23)|26 (23)|24 (20)|24 (21)
F|PACCAE 0.020| 0.914|| 0.081| 3.286|| 0.140|10.067|| 6 (10)| 6 (10)||10 (9)[10 (8)||10 (6)] 9 (7)
S|CChe 0.097| 8.431(| 0.443|22.701 | 0:499|25:464|24 (22)[24 (22)[|28 (29)|27 (29)]|28 (26)|28 (29)
ACCHR g 0.051| 2.591|| 0.213]10.376 0.451|23.146||12 (12)[12 (12)||23 (27)|20 (25)|23 (27)|23 (26)
PCCi&E 0.16014.907|| 0.380/20.396|| 0.473|24.479]|27 (27) (27 (27)||26 (28)|25 (27)|25 (25)|25 (25)
PACCH% g 0.063| 3.815|| 0.144| 6.626| 0.248|13.999||16 (13)[13 (13)||16 (17)|12 (12){|19 (10)|17 (9)
CCeNn 0.074| 6.613[| 0.109| 8.591] 0.343|19.008[|21 (21)[21 (21)[|14 (11)|17 (14)[|20 (14)|19 (14)
ACCERN 0.023| 1.072|| 0.068| 1.399| 0.174/10.810|[10 (5)| 8 (5)|| 6 (8)| 3 (3)[|13 (7)|12 (8)
PCCaRy 0.145/11.146|| 0.148/14.017|| 0.156|14.644||26 (24)[26 (24)||17 (12)|23 (18)||11 (15)|18 (16)
PACCALy 0.018| 0.830|| 0.069| 1.367| 0.165| 8.829|| 2 (7)| 4 (9| 7 )| 2 ©@)|[12 )] 7 (6)
SLD{E 0.014]0.216][0.048] 1.606[[0-042[0.195][ 1 ()| 1 (D[ 1 W[4 @] 1 W] 1 (1)
SVM(KLD)AE || 0.064| 5.936|| 0.122| 7.866|| 0.185|12.185||18 (18)|18 (18)||15 (13)|16 (13)||14 (9)|14 (11)
L/SVM(NKLD)AE|| 0.065| 5.927| 0.085| 6.693|| 0.121| 9.566|/19 (19)[16 (16)||11 (10)|13 (11)|| 9 (4)| 8 (4)
E[SVM(Q)AT 0.064| 5.928|| 0.208|11.384|| 0.386|19.956||17 (17)[17 (17)||22 (18)|21 (19)|22 (18)|21 (17)
ZISVM(AE)A® 0.060| 5.572|| 0.159] 9.705|| 0.219|13.090||13 (15)[14 (15){|20 (16)|19 (16){|17 (12)|15 (12)
Z|SVM(RAE)RAE || 0.063| 5.957| 0.152| 9.242|| 0.239|13.575||15 (16)|19 (19) |18 (15)|18 (15)||18 (13)[16 (13)
HDy{# 0.018| 0.420|| 0.055|1.027|| 0.058| 2.970|| 3 (4)| 2 (2)|| 2 2|1 (V|| 2 2)| 2 (2
QuaNetAEy 0.027| 1.175|| 0.070| 2.119| 0.210|11.433|[11 (9)| 9 (B)|| 9 (7)| 5 (5)||15 (11)|13 (10)
MLPE) 0.262/24.874| 0.429|25.266| 0.484|25:447||29 (29)[29 (29)[|27 (24)|29 (28)]]|26 (23)|27 (24)

optimising A or than using default settings (0). The test does not clearly say
whether optimising AE or F; is better, but it suggests that PACC (the strongest
CC variant) works better when optimised for AE than when optimised for F;.
Finally, Table 7 compares the CC variants against more recent state-of-the-
art quantification systems. Columns AE and RAE indicate the error of each
method for each dataset. Columns rpg and rgag show the rank positions for
each pair (dataset, error) and, in parentheses, the rank position each method
would have obtained in case the CC variants had not been optimised.
Interestingly, although some advanced quantification methods (specifically:
SLD and HDy) stand as the top performers, many among the (supposedly more
sophisticated) quantification methods fail to improve over CC’s performance. At
a glance, most quantification methods tend to obtain lower ranks when compared



Re-assessing the “Classify and Count” Quantification Method 89

with properly optimised CC variants. Remarkable examples of rank variation
include CC and ACC with SVM and LR: when evaluated on KINDLE and HP,
they climb several positions (up to 25), often entering the group of the 10 top-
performing methods. In the most extreme case, ACCfg moves from position 28
(out of 29) to position 3 once properly optimised for quantification.

5 Conclusions

One of the takeaway messages from the present work is that, when using
CC and/or its variants as baselines in their research on learning to quan-
tify, researchers should properly optimise these baselines (i.e., use a truly
quantification-oriented protocol, which includes the use of a quantification-
oriented loss, in hyperparameter optimisation), lest these baselines become
strawmen. The extensive empirical evaluation we have carried out shows that, in
general, the performance of CC and its variants improves when the underlying
learner has been optimised with a quantification-oriented loss (AE). The results
of our experiments are less clear about whether optimising AE or F; (which,
despite being a classification-oriented loss, is one that rewards classifiers that
balance FPs and FNs) is better, although they indicate that optimising AE is
preferable for PACC, the strongest among the variants of CC.
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Abstract. With the exponential growth of online marketplaces and
user-generated content therein, aspect-based sentiment analysis has
become more important than ever. In this work, we critically review a
representative sample of the models published during the past six years
through the lens of a practitioner, with an eye towards deployment in
production. First, our rigorous empirical evaluation reveals poor repro-
ducibility: an average 4-5% drop in test accuracy across the sample.
Second, to further bolster our confidence in empirical evaluation, we
report experiments on two challenging data slices, and observe a consis-
tent 12-55% drop in accuracy. Third, we study the possibility of trans-
fer across domains and observe that as little as 10-25% of the domain-
specific training dataset, when used in conjunction with datasets from
other domains within the same locale, largely closes the gap between
complete cross-domain and complete in-domain predictive performance.
Lastly, we open-source two large-scale annotated review corpora from a
large e-commerce portal in India in order to aid the study of replicability
and transfer, with the hope that it will fuel further growth of the field.

Keywords: Aspect based sentiment analysis -+ Aspect polarity
detection + Reproducibility - Replicability - Transferability

1 Introduction

In recent times, online marketplaces of goods and services have witnessed an
exponential growth in terms of consumers and producers, and have prolifer-
ated in a wide spectrum of market segments, such as e-commerce, food delivery,
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healthcare, ride sharing, travel and hospitality, to name a few. The Indian e-
commerce market segment alone is projected to grow to 300-350M consumers
and $100-120B revenue by 2025'. In the face of ever-expanding choices, pur-
chase decision-making is guided by the reviews and ratings: Watson et al. [29]
estimates that the average product rating is the most important factor in mak-
ing purchase decisions for 60% of consumers. Similarly, the academic research
on Aspect Based Sentiment Analysis (ABSA) has come a long way since its
humble beginning in the SemEval-20142. Over the past 6 years, the accuracy on
a benchmark dataset for aspect term polarity has grown by at least 11.4%. We
ask, is this progress enough to support the burgeoning online marketplaces?

We argue on the contrary. On one hand, industrial-strength systems need to
demonstrate several traits for smooth operation and delightful consumer expe-
rience. Breck et al. [1] articulates several essential traits and presents a rubric of
evaluation. Notable traits include: (a) “All hyperparameters have been tuned”;
(b) “A simpler model is not better”; (c) “Training is reproducible”; and (d)
“Model quality is sufficient on important data slices”. On the other hand, recent
academic research in several fields has faced criticisms from within the commu-
nity on similar grounds: Dhillon et al. [6] points out the inadequacy of benchmark
dataset and protocol for few-shot image classification; Dacrema et al. [4] crit-
icises the recent trend in recommendation systems research on the ground of
lack of reproducibility and violations of (a)—(c) above; Li et al. [14] criticises
the recent trend in information retrieval research on similar grounds. A careful
examination of the recent research we conduct in this work reveals that the field
of ABSA is not free from these follies.

To this end, it is instructive to turn our attention to classic software engi-
neering with the hope of borrowing from its proven safe development practises.
Notably, Kang et al. [10] advocates the use of model assertions — an abstrac-
tion to monitor and improve model performance during the development phase.
Along similar lines, Ribeiro et al. [20] presents a methodology of large-scale
comprehensive testing for NLP, and notes its effectiveness in identifying bugs in
several (commercial) NLP libraries, that would not have been discovered had we
been relying solely on test set accuracy. In this work, in addition to the current
practice of reporting test set accuracies, we report performance on two challeng-
ing data slices — e.g., hard set [31], and, contrast set [7] — to further bolster the
comprehensiveness of empirical evaluation.

For widespread adoption, data efficiency is an important consideration in
real-world deployment scenarios. As an example, a large e-commerce marketplace
in India operates in tens of thousands of categories, and a typical annotation cost
is 3¢ per review. In this work, we introduce and open-source two additional large-
scale datasets curated from product reviews in lifestyle and appliance categories
to aid replicability of research and study of transfer across domains and locales
(text with similar social/linguistic characteristics). In particular, we note that

Y How India Shops Online — Flipkart and Bain & Company.
? SemEval-2014 Task 4.


https://www.bain.com/globalassets/noindex/2020/bain_report_how_india_shops_online.pdf
http://alt.qcri.org/semeval2014/task4/

94 R. Mukherjee et al.

just a small fraction of the in-domain training dataset, mixed with existing in-
locale cross-domain training datasets, guarantees comparable test set accuracies.
In summary, we make the following notable contributions:

— Perform a thorough reproducibility study of models sampled from a public
leaderboard?® that reveals a consistent 4-5% drop in reported test set accu-
racies, which is often larger than the gap in performance between the winner
and the runner-up.

— Consistent with the practices developed in software engineering, we bolster
the empirical evaluation rigour by introducing two challenging data slices that
demonstrates an average 12-55% drop in test set accuracies.

— We study the models from the perspective of data efficiency and note that
as little as 10-25% of the domain-specific training dataset, when used in
conjunction with existing cross-domain datasets from within the same locale,
largely closes the gap in terms of test set accuracies between complete cross-
domain training and using 100% of the domain-specific training instances.
This observation has immense implications towards reduction of annotation
cost and widespread adoption of models.

— We curate two additional datasets from product reviews in lifestyle and appli-
ances categories sampled from a large e-commerce marketplace in India, and
make them publicly accessible to enable the study of replicability.

2 Desiderata and Evaluation Rubric

Reproducibility and replicability have been considered the gold-standard in aca-
demic research and has witnessed a recent resurgence in emphasis across scientific
disciplines: see for e.g., McArthur et al. [18] in the context of biological sciences
and Stevens et al. [23] in the context of psychology. We follow the nomenclature
established in [23] and define reproducibility as the ability to obtain same exper-
imental results when a different analyst uses an identical experimental setup.
On the other hand, replicability, is achieved when the same experimental setup
is used on a different dataset to similar effect. While necessary, these two traits
are far from sufficient for widespread deployment in production.

Breck et al. [1] lists a total of 28 traits spanning the entire development and
deployment life cycle. Since our goal is only to assess the production readiness
of a class of models. We decide to forego all 14 data-, feature- and monitoring-
related traits. We borrow 1 (“Training is reproducible”) and 2 (“All hyperpa-
rameters have been tuned” and “Model quality is sufficient on important data
slices”) traits from the infrastructure- and modeling-related rubrics, respectively.

Further, we note that the ability to transfer across domains/locales is a desir-
able trait, given the variety of market segments and the geographic span of online
marketplaces. In other words, this expresses data efficiency and has implications
towards lowering the annotation cost and associated deployment hurdles. Given
the desiderata, we articulate our production readiness rubric as follows:

3 Papers With Code: ABSA on SemEval 2014 Task 4 Sub Task 2.
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— Reproducibility. A sound experimental protocol that minimises variability
across runs and avoids common pitfalls (e.g., hyperparameter-tuning on the
test dataset itself) should reproduce the reported test set accuracy within a
reasonable tolerance, not exceeding the reported performance gap between the
winner and the runner-up in a leaderboard. Section 6 articulates the proposed
experimental protocol and Sect. 7 summarises the ensuing observations.

— Replicability. The aforementioned experimental protocol, when applied to a
different dataset, should not dramatically alter the conclusions drawn from
the original experiment; specifically, it should not alter the relative positions
within the leaderboard. Section 4 details two new datasets we contribute in
order to aid the study of replicability, whereas Sect. 7 contains the ensuing
observations.

— Performance. Besides overall test-set accuracy, an algorithm should excel at
challenging data slices such as hard- [31] and contrast sets [7]. Section 7
summarises our findings when this checklist is adopted as a standard reporting
practice.

— Transferability. An algorithm must transfer gracefully across domains within
the same locale, i.e. textual data with similar social/linguistic characteristics.
We measure it by varying the percentage of in-domain training instances from
0% to 100% and locating the inflection point in test set accuracies. See Sect. 7
for additional details.

Note that apart from the “The model is debuggable” and “A simpler model
is not better” traits, the remaining traits as defined by Breck et al. [1] are inde-
pendent of the choice of the algorithm and is solely a property of the underlying
system that embodies it, which is beyond the scope of the present study. Unlike
[1], we refrain from developing a numerical scoring system.

3 Related Work

First popularised in the SemEval-2014 Task 4 [19], ABSA has enjoyed immense
attention from both academic and industrial research communities. Over the
past 6 years, according to the cited literature on a public leaderboard*, the
performance for the subtask of Aspect Term Polarity has increased from 70.48%
in Pontiki et al. [19], corresponding to the winning entry, to 82.29% in Yang et
al. [32] on the laptop review corpus. The restaurant review corpus has witnessed
a similar boost in performance: from 80.95% in [19] to 90.18% in [32].

Not surprisingly, the field has witnessed a phase change in terms of the
methodology: custom feature engineering and ensembles that frequented ear-
lier [19] gave way to neural networks of ever-increasing complexity. Apart from
this macro-trend, we notice several micro-trends in the literature: the year 2015
witnessed a proliferation of LSTM and its variants [24]; years 2016 and 2017
respectively witnessed the introduction [25] and proliferation [2,3,16,26] of mem-
ory networks and associated attention mechanisms; in 2018 research focused on

4 Papers With Code: ABSA on SemEval 2014 Task 4 Sub Task 2.
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CNN [31], transfer learning [13] and transformers [12], while memory networks
and attention mechanisms remained in spotlight [9,11,15,27]; transformer and
BERT-based models prevailed in 2019 [30,33], while attention mechanisms con-
tinued to remain mainstream [22].

While these developments appear to have pushed the envelope of perfor-
mance, the field has been fraught with “winner’s curse” [21]. In addition to the
replicability and reproducibility crises [18,23], criticisms around inadequacy of
baseline and unjustified complexity [4,6,14] applies to this field as well. The prac-
tice of reporting performance in challenging data slices [31] has not been adopted
uniformly, despite its importance to production readiness assessment [1]. Sim-
ilarly, the study of transferability and replicability has only been sporadically
performed: e.g., Hu et al. [8] uses a dataset curated from Twitter along with the
ones introduced in Pontiki et al. [19] for studying cross-domain transferability.

4 Dataset

For the Reproducibility rubric, we consider the datasets released as part of the
SemEval 2014 Task 4 - Aspect Based Sentiment Analysis® for our experiments,
specifically the Subtask 2 - Aspect term Polarity. The datasets come from two
domains — Laptop and Restaurant. We use their versions made available in this
Github® repository which forms the basis of our experimental setup.

The guidelines used for annotating the datasets were released as part of the
challenge. For the Replicability rubric, we tagged two new datasets from the
e-commerce domain viz., Men’s T-shirt and Television, using similar guidelines.

The statistics for these four datasets are presented in Table 1. As we can
observe, the sizes of the Men’s T-shirt and Television datasets are comparable
to the laptop and restaurant datasets, respectively.

Table 1. Statistics of the datasets showing the no. of sentences with corresponding
sentiment polarities of constituent aspect terms.

Dataset Train Test

Positive | Negative | Neutral | Total | Positive | Negative | Neutral | Total
Laptop 994 870 464 2328 |341 128 169 638
Restaurant |2164 807 637 3608 | 728 196 196 1120
Men’s T-shirt | 1122 699 50 1871 |270 186 16 472
Television 2540 919 287 3746 618 257 67 942

For the Performance rubric, we evaluate and compare the models on two
challenging subsets viz., hard as defined by Xue et al. [31] and contrast as defined
by Gardner et al. [7]. We describe below the process to obtain these datasets:

5 SemEval 2014: Task 4 http://alt.qcri.org/semeval2014/task4/.
5 https://github.com/songyouwei/ABSA-PyTorch.
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Table 2. Statistics of the Hard test sets

Dataset Positive | Negative | Neutral | Total (% of Test Set)
Laptop 31 24 46 101 (15.8%)
Restaurants |81 60 83 224 (20.0%)

Men’s T-shirt | 23 24 1 48 (10.2%)
Television 43 40 19 102 (10.8%)

— Hard data slice: Hard examples have been defined in Xue et al. [31] as the
subset of review sentences containing multiple aspects with different corre-
sponding sentiment polarities. The number of such hard examples from each
of the datasets are listed in Table 2.

— Contrast data slice: In order to create additional test examples, Gardner et
al. [7] adds perturbations to the test set, by modifying only a couple of words
to flip the sentiment corresponding to the aspect under consideration. For e.g.,
consider the review sentence: “I was happy with their service and food”. If
we change the word “happy” with “dissatisfied”, the sentiment corresponding
to the aspect “food” changes from positive to negative. We take a random
sample of 30 examples from each of the datasets and add similar perturbations
as above to create 30 additional examples. These 60 examples for each of the
four datasets thus serve as our contrast test sets.

5 Models Compared

As part of our evaluation, we focus on two families of models which cover the
major trends in the ABSA research community: (i) memory network based, and
(ii) BERT based. Among the initial set of models for the SemEval 14 challenge,
memory network based models had much fewer parameters compared to LSTM
based approaches and performed comparatively better. With the introduction
of BERT [5], work in NLP has focused on leveraging BERT based architectures
for a wide spectrum of tasks. In the ABSA literature, the leaderboard” has
been dominated by BERT based models, which have orders of magnitude more
parameters than memory network based models. However, due to pre-training
on large corpora, BERT models are still very data efficient in terms of number
of labelled examples required. We chose three representative models from each
family for our experiments and briefly describe them below:

— ATAE-LSTM [28] represents aspects using target embeddings and models
the context words using an LSTM. The context word representations and
target embeddings are concatenated and combined using an attention layer.

" https://paperswithcode.com /sota/aspect-based-sentiment-analysis-on-semeval.
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— Recurrent Attention on Memory (RAM) [2] represents the input review
sentence using a memory network, and the memory cells are weighted using
the distance from the target word. The aspect representation is then used to
compute attention scores on the input memory, and the attention weighted
memory is refined iteratively using a GRU (recurrent) network.

— Interactive Attention Networks (IAN) [17] uses separate components
for computing representations for both the target (aspect) and the context
words. The representations are pooled and then used to compute an attention
score on each other. Finally the individual attention weighted representations
are concatenated to obtain the final representation for the 3-way classification
task, with positive, negative, and neutral being the three classes.

— BERT-SPC [j] is a baseline BERT model that uses “[CLS] + context +
[SEP] + target + [SEP]” as input for the sentence pair classification task,
where ‘[CLS]” and ‘[SEP]’ represent the tokens corresponding to classification
and separator symbols respectively, as defined in Devlin et al. [5].

— BERT-AEN [22] uses an attentional encoder network to model the semantic
interaction between the context and the target words. Its loss function uses
a label smoothing regularization to avoid overfitting.

— The Local Context Focus (LCF-BERT) [33] is based on Multi-head
Self-Attention (MHSA). It uses Context features Dynamic Mask (CDM) and
Context features Dynamic Weighted (CDW) layers to focus more on the local
context words. A BERT-shared layer is adopted to LCF design to capture
internal long-term dependencies of local and global context.

6 Experimental Setup

We present an extensive evaluation of the aforementioned models across the four
datasets: Laptops, Restaurants, Men’s T-shirt and Television, as per the produc-
tion readiness rubrics defined in Sect. 2. While trying to reproduce the reported
results for the models, we faced two major issues; (i) the official implementations
were not readily available, and (ii) the exact hyperparameter configurations were
not always specified in the corresponding paper(s). In order to address the first,
our experimental setup is based on a community designed implementation of
recent papers available on GitHub®. Our choice for this public repository is
guided by its thoroughness and ease of experimentation. As an additional social
validation, the repository had 1.1k stars and 351 forks on GitHub at the time of
writing. For addressing the second concern, we consider the following options;
(a) use commonly accepted default parameters (for e.g., using a learning rate of
le=* for Adam optimizer). (b) use the public implementations to guide the choice
of hyperparameters. The exact hyperparameter settings used in our experiments
are documented and made available with our supporting code repository” for
further reproducibility and replicability of results.

8 https://github.com/songyouwei/ ABSA-PyTorch.
9 https://github.com/rajdeep345/ABSA-Reproducibility.
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From the corresponding experimental protocols described in the original
paper(s), we were not sure if the final numbers reported were based on the
training epoch that gave the best performance on the test set, or whether the
hyperparameters were tuned on a separate held-out set. Therefore, we use the
following two configurations; (i) the test set is itself used as the held out set, and
the model used for reporting the results is chosen corresponding to the training
epoch with best performance on the test set; and (ii) 15% of the training data
is set aside as a held out set for tuning the hyperparameters and the optimal
training epoch is decided corresponding to the best performance on the held out
set. Finally the model is re-trained, this time with all the training data (includ-
ing 15% held out set), for the optimal no of epochs before evaluating the test
set. For both the cases, we report mean scores over 5 runs of our experiments.

7 Results and Discussion: Production Readiness Rubrics

7.1 Reproducibility and Replicability

Tables 3(a) and 3(b) show our reproducibility study for the Laptop and Restau-
rant datasets, respectively. For both the datasets, we notice a consistent 1-2%
drop in accuracy and macro-fl scores when we try to reproduce the reported
numbers in the corresponding papers. Only exceptions were LCF-BERT for Lap-
top and BERT-SPC for Restaurant dataset, where we got higher numbers than
the reported ones. For ATAE-LSTM, the drop observed was much larger than
other models. We notice an additional 1-2% drop in accuracy when we use 15%
of the training set as a held-out set to pick the best model. These numbers indi-
cate that the actual performance of the models is likely to be slightly worse than
what is quoted in the papers, and the drop sometimes is larger than the difference
between the performance of two consecutive methods on the leaderboard.

To study the replicability, Tables 3(c) and 3(d) summarise the performance of
the individual models on the Men’s T-shirt and Television datasets, respectively.
We introduce these datasets for the first time and report the performance of all 6
models under the two defined configurations: test set as held out set, and 15% of
train set used as held out set. We notice a similar drop in performance when we
follow the correct experimental procedure (hyperparameter tuning on 15% train
data as held-out set). Therefore, following a consistent and rigorous experimental
protocol helps us to get a better sense of the true model performance.

7.2 Performance on the Hard and Contrast Data Slices

As per the performance rubric, we investigate the performance of all 6 models
on both hard and contrast test sets, using the correct experimental setting (15%
train data as held out set). The results are shown in brackets (in same order) in
the last two columns of Tables 3(a), 3(b), 3(c), and 3(d) for the four datasets,
respectively. We observe a large drop in performance on both these challenging
data slices across models. LCF-BERT consistently performs very well on these
test sets. Among memory network based models, RAM performs the best.
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Table 3. Performance of the models on the four datasets. The first two dataset cor-
respond to the reproducibility study, while the next two datasets correspond to the
replicability study. Towards performance study, results on the hard and contrast data
slices are respectively enclosed in brackets in the last two columns. All the reproduced

and replicated results are averaged across 5 runs.

Model Reported Reproduced Reproduced using 15% held out set
Accuracy |Macro-F1|Accuracy|Macro-F1 Accuracy Macro-F1
ATAE-LSTM| 68.70 - 60.28 44.33 58.62 (33.47, 26.00)|43.27 (29. 01 22.00)
RAM 7449 7135 [72.82  [68.34 70.97 (56.04, 46.00)[65.31 (55.81, 43.16)
IAN 72.10 - 69.94 62.84 69.40 (48.91, 34.67)|61.98 (48 70 33.40)
BERT-SPC 78.99 75.03 |78.72 74.52 77.24 (59.21, 52.00)|72.80 (59.44, 48.67)
BERT-AEN 79.93 76.31 78.65 74.26 75.71 (46.53, 37.33)(70.02 (45.22, 36.20)
LCF-BERT 77.31 75.58 |79.75 76.10 77.27 (62.57, 54.67)(72.86 (62.71, 49.56)
(a) Laptop
Model Reported Reproduced Reproduced using 15% held out set
Accuracy|Macro-F1|Accuracy Macro-F1 Accuracy Macro-F1
ATAE-LSTM| 77.20 - 73.71 55.87 73.29 (52.41, 38.71)|54.59 (47.35, 33.13)
RAM 80.23 70.80 78.21 65.94 76.36 (59.29, 56.77)|63.15 (56.36, 56.12)
IAN 78.60 - 76.80 64.24 76.52 (57.05, 50.32)|63.84 (55.11, 48.19)
BERT-SPC 84.46 76.98 |85.04 78.02 84.23 (68.84, 57.42)(76.28 (68.11, 57.23)
BERT-AEN 83.12 73.76  |81.73 71.24 80.07 (51.70, 45.81)|69.80 (48.97, 46.88)
LCF-BERT 87.14 81.74 |85.94 78.97 84.20 (69.38, 56.77)|76.28 (69.64, 57.81)
(b) Restaurant
Model Replicated Replicated using 15% held out set
Accuracy|Macro-F1 Accuracy Macro-F1
ATAE-LSTM|83.13 55.98 81.65 (58.33, 40.67)|54.84 (39.25, 30.54)
RAM 90.51 61.93 88.26 (83.33, 46.00)|59.67 (56.01, 33.85)
TAN 87.58 59.16 87.41 (63.75, 42.67)|58.97 (42.85, 31.94)
BERT-SPC |93.13 73.86 92.42 (89.58, 66.00)|73.83 (60.62, 56.90)
BERT-AEN |88.69 72.25 87.54 (50.42, 58.67)(59.14 (32.96, 43.00)
LCF-BERT |93.35 72.19 91.99 (91.67, 71.33)|72.13 (62.30, 59.70)
(c¢) Men’s T-shirt
Model Replicated Replicated using 15% held out set
Accuracy|Macro-F1 Accuracy Macro-F1
ATAE-LSTM|81.10 53.71 79.68 (53.92, 25.33)(52.78 (39.13, 16.80)
RAM 84.29 58.68 83.02 (64.31, 53.33)|58.50 (50.07, 45.51)
IAN 82.42 57.15 80.49 (54.31, 32.00)[56.78 (41.67, 25.16)
BERT-SPC [89.96 74.68 88.56 (80.20, 62.67)|74.81 (74.32, 60.25)
BERT-AEN (87.09 67.92 85.94 (50.39, 50.66)[65.65 (38.08, 45.75)
LCF-BERT |90.36 76.01 90.00 (80.98, 66.67)|75.86 (73.72, 64.15)

(d) Television

7.3 Transferability Rubric: Cross Domain Experiments

In a production readiness setting, it is very likely that we will not have enough
labelled data across individual categories and hence it is important to under-
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stand how well the models are able to transfer across domains. To understand the
transferability of models across datasets, we first experiment with cross domain
combinations. For each experiment, we fix the test set (for e.g., Laptop) and
train three separate models, each with one of the other three datasets as train-
ing sets (Restaurant, Men’s T-shirt, and Television in this case). Consistent
with our experimental settings, for each such combination, we use 15% of the
cross-domain data as held-out set for hyperparameter tuning, re-train the cor-
responding models with all the cross-domain data and obtain the scores for the
in-domain set (here Laptop) averaged across 5 different runs of the experiment.

Table 4. Transferability: Average drop between in-domain and cross-domain accuracies
for each dataset pair for (a) BERT based and (b) Memory network based models. Rows
correspond to the train set. Columns correspond to the test set.

Laptop Restaurant Men’s T-shirt Television Laptop Restaurant Men’s T-shirt Television
Laptop 0 4.50 3.84 3.53 Laptop 0 7.18 15.75 9.89
Restaurant ~ 2.17 0 3.49 3.68 Restaurant ~ 5.29 0 10.7 10.3
Men’s T-shirt  9.59 7.57 0 2.00 Men’s T-shirt 8.34 10.02 0 3.48
Television 3.85 5.65 2.08 0 Television 4.5 7.5 6.77 0
(a) BERT based models (b) Memory network based models

Table 4 summarises the results averaged across the BERT-based models and
Memory network based models, respectively on the four datasets. The rows and
columns correspond to the train and test sets, respectively. The diagonals corre-
spond to the in-domain experiments (denoted by 0) and each off-diagonal entry
denotes the average drop in model performance for the cross-domain setting
compared to the in-domain combination.

From Table 4 we observe that on an average the models are able to generalize
well across the following combinations, which correspond to a lower drop in the
cross domain experiments: (i) Laptops and Restaurants, and (ii) Men’s T-shirt
and Television. For instance, when testing on the Restaurant dataset, BERT
based and memory network based models respectively show an average of ~4
and ~7 point absolute drops in % accuracies, when trained using the Laptop
dataset. The drops are higher for the other two training sets. Interestingly, the
generalization is more pronounced across locales rather than domains, contrary
to what one would have expected. For e.g., we notice better transfer from Men’s
T-shirt — Television (similarity in locale) than in the expected Laptop — Tele-
vision (similarity in domain). Given that our task is that of detecting sentiment
polarities of aspect terms, this observation might be attributed to the similarity
in social/linguistic characteristics of reviews from the same locale.

Further, in the spirit of transferability, we consider the closely related locales
as identified above — {Laptop, Restaurant} and {Men’s T-shirt, Television},
and conduct experiments to understand the incremental benefits of adding in-
domain data on top of cross domain data, i.e., what fraction of the in-domain
training instances can help to cover the gap between purely in-domain and purely



102 R. Mukherjee et al.

Table 5. Transferability: Results on including incremental in-domain training data.
The rows correspond to cross-domain performance (0), adding 10%, 25% and 50%
in-domain dataset to the cross-domain. To improve illustration, we repeat in-domain
results. Inflection points for each dataset are boldfaced.

% in-domain‘ Laptop ‘ Restaurant ‘ Men’s T-shirt ‘ Television

0 74.6 (73.6, 74.6, 75.5) | 78.3 (77.3, 77.8, 79.9) | 88.6 (86.3, 89.6, 89.8) | 86.1 (83.5, 87.5, 87.4)
10 76.5 (73.9, 76.6, 78.9)|81.6 (80.1, 81.5, 83.3)[88.9 (85.7, 90.6, 90.4) | 83.8 (82.0, 86.1, 83.2)
25 76.3 (74.8, 77.0, 77.0) | 82.1 (79.8, 82.8, 83.7) |90.0 (87.2, 91.7, 91.0)| 86.3 (83.8, 86.8, 88.2)
50 78.2 (76.4, 79.2, 78.9) | 82.9 (80.8, 83.6, 84.4) |90.1 (86.8, 91.3, 92.3) |87.2 (85.5, 88.2, 87.8)

In-domain | 76.7 (75.7, 77.2, 77.3) | 82.8 (80.1, 84.2, 84.2) | 90.6 (87.5, 92.4, 92.0) | 88.2 (85.9, 88.6, 90.0)
(a) Variance across BERT based models (BERT-AEN, BERT-SPC, LCF-BERT) is small.

% in—domain‘ Laptop ‘ Restaurant ‘ Men’s T-shirt ‘ Television

0 61.0 (58.6, 60.9, 63.6) | 68.2 (68.3, 68.0, 68.3) | 79.0 (76.6, 78.6, 81.9) | 77.6 (75.4, 77.8, 79.6)
10 65.1 (60.7, 65.6, 69.1)|73.0 (70.1, 74.1, 74.9)|83.8 (80.3, 84.1, 86.9)|79.1 (77.1, 79.1, 81.2)
25 65.3 (59.9, 66.2, 69.8) | 74.8 (72.2, 75.4, 76.6) | 85.1 (82.9, 86.0, 86.4) | 80.0 (78.7, 79.8, 81.5)
50 66.2 (60.5, 68.7, 69.5) | 75.0 (72.9, 75.3, 76.8) | 85.8 (82.7, 86.1, 88.4)|80.6 (78.8, 80.7, 82.4)

In-domain | 66.3 (58.6, 69.4, 71.0) | 75.4 (73.3, 76.5, 76.4) | 85.8 (81.7, 87.4, 88.3)| 81.1 (79.7, 80.5, 83.0)

(b) Variance across Memory network models (ATAE-LSTM, TAN, RAM) is significant.

cross-domain performance largely. For each test dataset, we take examples from
the corresponding cross-domain dataset in the same locale as training set and
incrementally add in-domain (10%, 25% and 50%) examples to evaluate the
performance of the models. Table 5 summarises the results from these experi-
ments for the BERT based models (a) and memory network based models (b).
For instance, on the Restaurant dataset, the average cross-domain performance
(i.e., trained on Laptop) across the three BERT-based models is 78.3 (first row),
while the purely in-domain performance is 82.8 (last row). We observe that
among all increments, adding 10% of the in-domain dataset (second row) gives
the maximum improvement, and is accordingly defined as the inflection point,
which is marked in bold. In Table 5(a), we report the accuracy scores (averaged
over 5 runs) for the individual BERT based models (BERT-AEN, BERT-SPC,
LCF-BERT) in brackets, in addition to the average numbers. As we can see, the
variability in the numbers across models is low. For the memory network based
models, on the other hand, the variability is not so low, and the corresponding
scores have been shown in Table 5(b) in the order (ATAE-LSTM, IAN, RAM).

Interestingly, we notice that in most of the cases, the inflection point is
obtained upon adding just 10% in-domain examples and the model performance
reaches within 0.5-2% of purely in-domain performance, as shown in Table 6.
While in a few cases, it happens by adding 25-50% in-domain samples. This is
especially useful from the production readiness perspective since considerably
good performance can be achieved by using limited in-domain labelled data on
top of cross-domain annotated data from the same locale.
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Table 6. Performance scorecard in accordance with the rubric: reproducibility — %
drop in test set accuracy across Laptop and Restaurant, resp.; replicability — rank in
leaderboard for Men’s T-shirt and Television, resp. (rank obtained from avg. test set
accuracy on Laptop and Restaurant); performance — % drop in test set accuracy (aver-
aged across all four datasets) with hard and contrast-set data slices, resp.; transferabil-
ity — % drop in test set accuracy in cross-domain setting, and upon adding in-domain
training instances as per the inflection point, resp. (averaged over the four datasets)

Model Reproducibility | Replicability | Performance | Transferability
ATAE-LSTM | (14.67, 5.06) 6, 6 (6) (33.07, 55.31) | (4.60, 1.44)
RAM (4.73, 4.82) 3,4 (4) (17.88, 36.12) | (8.06, 2.06)
TAN (3.74, 2.64) 5,5 (5) (28.64, 48.93) | (9.22, 3.55)
BERT-SPC | (2.22, 0.27) 1,2 (2) (13.53, 30.58) | (3.83, 1.33)
BERT-AEN | (5.28, 3.67) 4,3 (3) (39.44, 41.88) | (2.61, 0.83)
LCF-BERT |(0.05, 3.37) 2,1(1) (11.75, 27.55) | (3.14, 0.64)

7.4 Summary Comparison of the Different Models Under
the Production Readiness Rubrics

We now make an overall comparison across different models considered in this
study under our production readiness rubrics. Table 6 shows the various numbers
across these rubrics. Under reproducibility, we observe a consistent drop in per-
formance even for the BERT-based models, atleast for one of the two datasets,
viz. Laptop and Restaurant. For Memory network based models, while there is
a considerable drop across both the datasets, the drop for the Laptop dataset
is quite noteworthy. Under replicability, we observe that the relative rankings
of the considered models remain quite stable for the two new datasets, which
is a good sign. Under performance, we note a large drop in test set accuracies
for all the models across the two challenging data slices, with a minimum drop
of 11-27% for LCF-BERT. Surprisingly, BERT-AEN suffered a huge drop in
performance for both hard as well as contrast data slices. This is a serious con-
cern and further investigation is needed to identify the issues responsible for this
significant drop. Under transferability, while there is consistent drop in cross-
domain scenario, the drop with the inflection point, corresponding to a meager
addition of 10-25% of in-domain data samples, is much smaller.

7.5 Limitations of the Present Study

While representative of the modern trend in architecture research, memory
network- and BERT-based models do not cover the entire spectrum of the ABSA
literature. Important practical considerations, such as debuggability, simplicity
and computational efficiency, have not been incorporated into the rubric. Lastly,
a numeric scoring system based on the rubric would have made its interpretation
objective. We leave them for a future work.
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8 Conclusion

Despite the limitations, the present study takes an important stride towards
closing the gap between empirical academic research and its widespread adoption
and deployment in production. In addition to further strengthening the rubric
and judging a broader cross-section of published ABSA models in its light, we
envision to replicate such study in other important NLP tasks. We hope the two
contributed datasets, along with the open-source evaluation framework, shall
fuel further rigorous empirical research in ABSA. We make all the codes and
datasets publicly available'©.
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Abstract. In this paper, we explore the reproducibility of MetaMF, a
meta matrix factorization framework introduced by Lin et al. MetaMF
employs meta learning for federated rating prediction to preserve users’
privacy. We reproduce the experiments of Lin et al. on five datasets,
i.e., Douban, Hetrec-MovieLens, MovieLens 1M, Ciao, and Jester. Also,
we study the impact of meta learning on the accuracy of MetaMF’s
recommendations. Furthermore, in our work, we acknowledge that users
may have different tolerances for revealing information about themselves.
Hence, in a second strand of experiments, we investigate the robustness
of MetaMF against strict privacy constraints. Our study illustrates that
we can reproduce most of Lin et al.’s results. Plus, we provide strong
evidence that meta learning is essential for MetaMF'’s robustness against
strict privacy constraints.

Keywords: Recommender systems * Privacy - Meta learning -
Federated learning * Reproducibility - Matrix factorization

1 Introduction

State-of-the-art recommender systems learn a user model from user and item
data and the user’s interactions with items to generate personalized recommen-
dations. In that process, however, users’ personal information may be exposed,
resulting in severe privacy threats. As a remedy, recent research makes use of
techniques like federated learning [2,4,6] or meta learning [7,20] to ensure pri-
vacy in recommender systems. In the federated learning paradigm, no data ever
leaves a user’s device, and as such, the leakage of their data by other parties is
prohibited. With meta learning, a model gains the ability to form its hypothesis
based on a minimal amount of data.

Similar to recent work [5,15], MetaMF by Lin et al. [16] combines federated
learning with meta learning to provide personalization and privacy. Besides,
MetaMF exploits collaborative information among users and distributes a private
rating prediction model to each user. Due to MetaMF’s recency and its clear
focus on increasing privacy for users via a novel framework, we are interested
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in the reproducibility of Lin et al.’s research. Additionally, we aim to contribute
our own branch of research regarding privacy, i.e., MetaMF’s robustness against
strict privacy constraints. This is motivated by a statement of Lin et al. about one
critical limitation of MetaMF, i.e., its sensitivity to data scarcity that could arise
when users employ strict privacy constraints by withholding a certain amount of
their data. In this regard, every user has a certain privacy budget, i.e., a budget
of private data she is willing to share. Thus, in our paper at hand, the privacy
budget is considered a measure of how much data disclosure a user tolerates
and is defined as the fraction of rating data she is willing to share with others.
Thereby, employing small privacy budgets and thus, withholding data, serves as
a realization of strict privacy constraints.

Our work addresses MetaMF’s limitation against data scarcity and is struc-
tured in two parts. First, we conduct a study with the aim to reproduce the
results given in the original work by Lin et al. Concretely, we investigate two lead-
ing research questions, i.e., RQIa: How does MetaMF perform on a broad body
of datasets? and RQ1b: What evidence does MetaMF provide for personaliza-
tion and collaboration? Second, we present a privacy-focused study, in which we
evaluate the impact of MetaMF’s meta learning component and test MetaMF’s
performance on users with different amounts of rating data. Here, we investigate
two more research questions, i.e., RQ2a: What is the role of meta learning in the
robustness of MetaMF against decreasing privacy budgets? and RQ2b: How do
limited privacy budgets affect users with different amounts of rating data? We
address RQIa and RQ1b in Sect. 3 by testing MetaMF’s predictive capabilities
on five different datasets, i.e., Douban, Hetrec-MovieLens, MovieLens 1M, Ciao,
and Jester. Here, we find that most results provided by Lin et al. can be repro-
duced. In Sect. 4, we elaborate on RQ2a and RQ2b by examining MetaMF in
the setting of decreasing privacy budgets. Here, we provide strong evidence of
the important role of meta learning in MetaMF’s robustness. Besides, we find
that users with large amounts of rating data are substantially disadvantaged by
decreasing privacy budgets compared to users with few rating data.

2 Methodology

In this section, we illustrate our methodology of addressing RQIa and RQ1b,
i.e., the reproducibility of Lin et al. [16], and RQ2a and RQ2b, i.e., MetaMF’s
robustness against decreasing privacy budgets.

2.1 Approach

MetaMF. Lin et al. recently introduced a novel matrix factorization framework
in a federated environment leveraging meta learning. Their framework comprises
three steps. First, collaborative information among users is collected and sub-
sequently, utilized to construct a user’s collaborative vector. This collaborative
vector serves as basis of the second step. Here, in detail, the parameters of
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a private rating prediction model are learned via meta learning. Plus, in par-
allel, personalized item embeddings, representing a user’s personal “opinion”
about the items, are computed. Finally, in the third step, the rating of an item
is predicted utilizing the previously learned rating prediction model and item
embeddings. We resort to MetaMF to address RQIa, RQ1b, and RQ2b, i.e., the
reproducibility of results presented by Lin et al. and the influence of decreasing
privacy budgets on users with different amounts of rating data.

NoMetaMF. In our privacy-focused study, RQ2a addresses the role of meta
learning in MetaMF’s robustness against decreasing privacy budgets. Thus, we
conduct experiments with and without MetaMF’s meta learning component. For
the latter kind of experiments, we introduce NoMetaMF, a variant of MetaMF
with no meta learning. In MetaMF, a private rating prediction model is gen-
erated for each user by leveraging meta learning. The authors utilize a hyper-
network [11], i.e., a neural network, coined meta network, that generates the
parameters of another neural network. Based on the user’s collaborative vector
c,, the meta network generates the parameters of the rating prediction model,
i.e., weights W' and biases b;" for layer [ and user w. This is given by

h = ReLU(W} ¢, + b}) (1)
i = Upwph + by, (2)
= Uth + be (3)

where h is the hidden state with the widely-used ReLU(z) = max(0,z) [8,12]
activation function, W7}, U*Wlu, Uzlu are the weights and by, bI*/Vlu, bZzL are the
biases of the meta network. NoMetaMF excludes meta learning by disabling
backpropagation through the meta network in Eqgs. 1-3. Thus, meta parameters
Wi, Uy, Ugy, by, by, by will not be learned in NoMetaMF. While back-
propagation is disabled in the meta network, parameters W;* and b}’ are learned
over those non-meta parameters in NoMetaMF to obtain the collaborative vec-
tor. Hence, the parameters of the rating prediction models are still learned for
each user individually, but without meta learning.

Lin et al. also introduce a variant of MetaMF, called MetaMF-SM, which
should not be confused with NoMetaMF. In contrast to MetaMF, MetaMF-SM
does not generate a private rating prediction model for each user individually, but
instead utilizes a shared rating prediction model for all users. Our NoMetaMF
model generates an individual rating prediction model for each user but operates
without meta learning. Furthermore, we note that in our implementation of
NoMetaMF, the item embeddings are generated in the same way as in MetaMF.
With NoMetaMF, we aim to investigate the impact of meta learning on the
robustness of MetaMF against decreasing privacy budgets, i.e., RQ2a.

2.2 Datasets

In line with Lin et al., we conduct experiments on four datasets: Douban [14],
Hetrec-MovieLens [3], MovieLens 1M [13], and Ciao [10]. We observe that none
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of these datasets comprises a high average number of ratings per item, i.e., 22.6
(Douban), 85.6 (Hetrec-MovieLens), 269.8 (MovieLens 1M), and 2.7 (Ciao). To
increase the diversity of our datasets, we include a fifth dataset to our study, i.e.,
Jester [9] with an average number of ratings per item of 41,363.6. Furthermore,
Lin et al. claimed that several observations about Ciao may be explained by its
low average number of ratings per user, i.e., 38.3. Since Jester exhibits a similarly
low average number of ratings per user, i.e., 56.3, we utilize Jester to verify Lin et
al.’s claims. To fit the rating scale of the other datasets, we scale Jester’s ratings
to a range of [1, 5]. Descriptive statistics of our five datasets are outlined in
detail in the following lines. Douban comprises 2,509 users with 893,575 ratings
for 39,576 items. Hetrec-MovieLens includes 10,109 items and 855,598 ratings of
2,113 users. The popular MovieLens 1M dataset includes 6,040 users, 3,706 items
and 1,000,209 ratings. Ciao represents 105,096 items, with 282,619 ratings from
7,373 users. Finally, our additional Jester dataset comprises 4,136,360 ratings
for 100 items from 73,421 users.

We follow the evaluation protocol of Lin et al. and thus, perform no cross-
validation. Therefore, each dataset is randomly separated into 80% training set
Rirain, 10% validation set R,q and 10% test set Ryest. However, we highlight
that in the case of Douban, Hetrec-MovieLens, MovieLens 1M, and Ciao, we
utilize the training, validation and test set provided by Lin et al.

Identification of User Groups. In RQ2b, we study how decreasing privacy
budgets influence the recommendation accuracy of user groups with different
user behavior. That is motivated by recent research [1,19], which illustrates dif-
ferences in recommendation quality for user groups with different characteristics.
As an example, [19] measures a user group’s mainstreaminess, i.e., how the user
groups’ most listened artists match the most listened artists of the entire pop-
ulation. The authors split the population into three groups of users with low,
medium, and high mainstreaminess, respectively. Their results suggest that low
mainstream users receive far worse recommendations than mainstream users.
In a similar vein, we also split users into three user groups: Low, Med, and
High, referring to users with a low, medium, and a high number of ratings,
respectively. To precisely study the effects of decreasing privacy budgets on each
user group, we generate them such that the variance of the number of ratings
is low, but yet, include a sufficiently large number of users. For this matter,
each of our three user groups includes 5% of all users. In detail, we utilize the
5% of users with the least ratings (i.e., Low), the 5% of users with the most
ratings (i.e., High) and the 5% of users, whose number of ratings are the closest
to the median (i.e., Med). Thus, each user group consists of 125 (Douban), 106
(Hetrec-MovieLens), 302 (MovieLens 1M), 369 (Ciao), and 3,671 (Jester) users.

2.3 Recommendation Evaluation

In concordance to the methodology of Lin et al., we minimize the mean squared
error (MSE) between the predicted # € R and the real ratings r € R as the
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objective function for training the model. Additionally, we report the MSE and
the mean absolute error (MAE) on the test set Ryes: to estimate our models’
predictive capabilities. Since we dedicate parts of this work to shed light on
MetaMF’s and NoMetaMF’s performance in settings with different degrees of
privacy, we illustrate how we simulate decreasing privacy budgets and how we
evaluate a model’s robustness against these privacy constraints.

Simulating Different Privacy Budgets. To simulate the reluctance of users
to share their data, we propose a simple sampling procedure in Algorithm 1.
Let § be the privacy budget, i.e., the fraction of data to be shared. First, a user
u randomly selects a fraction of § of her ratings without replacement. Second,
the random selection of ratings R is then shared by adding it to the set R5.
That ensures that (i) each user has the same privacy budget 8 and (ii) each user
shares at least one rating to receive recommendations. The set of shared ratings
R without held back ratings then serves as a training set for our models.

Algorithm 1: Sampling procedure for simulating privacy budget 3.
Input: Ratings R, Users U and privacy budget (.
Result: Shared ratings R®, with a fraction of 3 of each user’s ratings.

R? ={}
for v € U do

R? =RPURE
end

Measuring Robustness. Our privacy-focused study is concerned with dis-
cussing MetaMF’s robustness against decreasing privacy budgets. We quantify a
model’s robustness by how the model’s predictive capabilities change by decreas-
ing privacy budgets. In detail, we introduce a novel accuracy measurement called
AMAEQQ, which is a simple variant of the mean absolute error.

Definition 1 (AMAEQQ). The relative mean absolute error AMAEQS mea-
sures the predictive capabilities of a model M under a privacy budget G relative
to the predictive capabilities of M without any privacy constraints.

MAEQS = 3 |(rui = MRy i, 0)u)]| (4)
test 7'u,'ieRtest
MAE@g
AMABSS = {AEa10 ©)
where M(Rfmmﬂ)u,i is the estimated rating for user u on item i for M with

parameters § being trained on the dataset Rfrain and | -| is the absolute function.

Please note that the same Ryest is utilized for different values of 3.
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Table 1. MetaMF’s error measurements (reproduced/original) for our five datasets
alongside the MAE (mean absolute error) and the MSE (mean squared error) reported
in the original paper. The non-reproducibility of the MSE on the Ciao dataset can be
explained by the particularities of the MSE and the Ciao dataset. All other measure-
ments can be reproduced (RQIa).

Dataset MAE MSE
Douban 0.588/0.584 | 0.554,/0.549
Hetrec-MovieLens | 0.577/0.571 | 0.587/0.578
MovieLens 1M 0.687/0.687 | 0.765/0.760
Ciao 0.774/0.774 | 1.125/1.043
Jester 0.856/- 1.105/-

Furthermore, it is noteworthy that the magnitude of AMAEQQS measure-
ments does not depend on the underlying dataset, as it is a relative measure.
Thus, one can compare a model’s AMAE@{S measurements among different
datasets.

2.4 Source Code and Materials

For the reproducibility study, we utilize and extend the original implemen-
tation of MetaMF, which is provided by the authors alongside the Douban,
Hetrec-MovieLens, MovieLens 1M, and Ciao dataset samples via BitBucket!.
Furthermore, we publish the entire Python-based implementation of our work
on GitHub? and our three user groups for all five datasets on Zenodo® [18].

We want to highlight that we are not interested in outperforming any state-
of-the-art approaches on our five datasets. Thus, we refrain from conducting
any hyperparameter tuning or parameter search and utilize precisely the same
parameters, hyperparameters, and optimization algorithms as Lin et al. [16].

3 Reproducibility Study

In this section, we address RQ1a and RQ1b. As such, we repeat experiments by
Lin et al. [16] to verify the reproducibility of their results. Therefore, we evaluate
MetaMF on the four datasets Douban, Hetrec-MovieLens, MovieLens 1M, and
Ciao. Additionally, we measure its accuracy on the Jester dataset. Please note
that we strictly follow the evaluation procedure as in the work to be reproduced.

We provide MAE (mean absolute error) and MSE (mean squared error) mea-
surements on our five datasets in Table 1. It can be observed that we can repro-
duce the results by Lin et al. up to a margin of error smaller than 2%. Only in

! https:/ /bitbucket.org/HeavenDog/metamf/src/master/, Last accessed Oct. 2020.
2 https://github.com/pmuellner/RobustnessOfMetaMF.
3 https://doi.org/10.5281 /zenodo.4031011.
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the case of the MSE on the Ciao dataset, we obtain different results. Due to the
selection of random batches during training, our model slightly deviates from
the one utilized by Lin et al. Thereby, also, the predictions are likely to differ
marginally. As described in [21], the MSE is much more sensitive to the variance
of the observations than the MAE. Thus, we argue that the non-reproducibility
of the MSE on the Ciao dataset can be explained by the sensitivity of the MSE on
the variance of the observations in each batch. In detail, we observed in Sect. 2.2
that Ciao comprises very few ratings but lots of items. Thus, the predicted rat-
ings are sensitive to the random selection of training data within each batch.
However, it is noteworthy that we can reproduce the more stable MAE on the
Ciao dataset. Hence, we conclude that our results provide strong evidence of
the originally reported measurements being reproducible, enabling us to answer
RQ@1a in the affirmative.

Next, we study the rating prediction models’ weights and the learned item
embeddings. Again, we follow the procedure of Lin et al. and utilize the popular
t-SNE (t-distributed stochastic neighborhood embedding) [17] method to reduce
the dimensionality of the weights and the item embeddings to two dimensions.
Since Lin et al. did not report any parameter values for t-SNE, we rely on the
default parameters, i.e., we set the perplexity to 30 [17]. After the dimensionality
reduction, we standardize all observations x € X by %, where p is the mean
and o is the standard deviation of X. The rating prediction model of each user
is defined as a two-layer neural network. However, we observe that Lin et al.
did not describe what layer’s weights they visualize. Correspondences with the
leading author of Lin et al. clarified that in their work, they only describe the
weights of the first layer of the rating prediction models. The visualizations of
the first layer’s weights of the rating prediction models on our five datasets are
given in Fig. 1.

In line with Lin et al., we discuss the weights and the item embeddings with
respect to personalization and collaboration. As the authors suggest, personal-
ization leads to distinct weight embeddings and collaboration leads to clusters
within the embedding space. First, we observe that MetaMF tends to generate
different weight embeddings for each user. Second, the visualizations exhibits
well-defined clusters, which indicates that MetaMF can exploit collaborative
information among users. However, our visualizations of the weights deviate
slightly from the ones reported by Lin et al. Similar to the reproduction of the
accuracy measurements in Table 1, we attribute this to the inability to derive
the exact same model as Lin et al. Besides, t-SNE comprises random compo-
nents and thus, generates slightly varying visualizations. However, the weights
for the Ciao dataset in Fig. 1d illustrate behavior that contradicts Lin et al.’s
observations. In the case of the Ciao dataset, they did not observe any form of
clustering and attributed this behavior to the small number of ratings per user
in the Ciao dataset. To test their claim, we also illustrate the Jester dataset
with a similarly low number of ratings per user. In contrast, our visualizations
indeed show well-defined clusters and different embeddings. We note that Jester
exhibits many more clusters than the other datasets due to the much larger
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Fig. 1. MetaMF’s weights embeddings of the first layer of the rating prediction models.
One observation corresponds to an individual user (RQ1b).

number of users. Overall, we find that both, Ciao and Jester, do not support the
claim made by Lin et al. However, we see the possibility that this observation
may be caused by randomness during training.

Due to space limitations, we refrain from visualizing the item embeddings.
It is worth noticing that our observations on the weights also hold for the item
embeddings. In detail, our visualizations exhibit indications of collaboration and
personalization for all datasets. Overall, we find the visualizations of the weights
and the item embeddings presented by Lin et al. to be reproducible for the
Douban, Hetrec-MovieLens, and MovieLens 1M datasets and thus, we can also
positively answer RQ1b.

4 Privacy-Focused Study

In the following, we present experiments that go beyond reproducing Lin et al.’s
work [16]. Concretely, we explore the robustness of MetaMF against decreasing
privacy budgets and discuss RQ2a and RQ2b. More detailed, we shed light on
the effect of decreasing privacy budgets on MetaMF in two settings: (i) the role
of MetaMF’s meta learning component and (ii) MetaMF’s ability to serve users
with different amounts of rating data equally well.

First, we compare MetaMF to NoMetaMF in the setting of decreasing privacy
budgets. Therefore, we utilize our sampling procedure in Algorithm 1 to generate
datasets with different privacy budgets. In detail, we construct 10 training sets,
ie, {R . B3 e{1.0009,...,020.1}}, on which MetaMF and NoMetaMF
are trained on. Then, we evaluate both models on the test set Res¢. It is worth
noticing that Ryies: is the same for all values of 3 to enable a valid compari-
son. Our results in Fig. 2a illustrate that for all datasets, MetaMF preserves its
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Fig. 2. AMAE@Q measurements on (a) MetaMF and (b) NoMetaMF, in which meta
learning is disabled. Especially for small privacy budgets, MetaMF yields a much more
stable accuracy than NoMetaMF (RQ2a).

predictive capabilities well, even with decreasing privacy budgets. However, a
privacy budget of ~ 50% seems to be a critical threshold. The AMAE@( only
marginally increases for § > 0.5, but rapidly grows for 8 < 0.5 in the case of
the Douban, Hetrec-MovieLens, and MovieLens 1M dataset. In other words, a
user could afford to withhold < 50% of her data and still get well-suited recom-
mendations. Additionally, the AMAEQ/ remains stable for the Ciao and Jester
dataset. Similar observations can be made about the results of NoMetaMF in
Fig. 2b. Again, the predictive capabilities remain stable for 3 > 0.5 in the case of
Douban, Hetrec-MovieLens, and MovieLens 1M, but decrease tremendously for
higher levels of privacy. Our side-by-side comparison of MetaMF and NoMetaMF
in Fig. 2 suggests that both methods exhibit robust behavior for large privacy
budgets (i.e., 8 > 0.5), but exhibit an increasing MAE for less data available
(i.e., B < 0.5). However, we would like to highlight that the increase of the MAE
is much worse for NoMetaMF than for MetaMF. Here, the AMAEQ@/ indicates
that the MAE for NoMetaMF increases much faster than the MAE for MetaMF
for decreasing privacy budgets. This observation pinpoints the importance of
meta learning and personalization in settings with a limited amount of data per
user, i.e., a high privacy level. Thus, concerning RQ2a, we conclude that MetaMF
is indeed more robust against decreasing privacy budgets than NoMetaMF, but
yet, requires a sufficient amount of data per user.

Next, we compare MetaMF to NoMetaMF with respect to their ability for
personalization and collaboration in the setting of decreasing privacy budgets.
As explained in Sect. 3, we refer to Lin et al., which suggest that personalization
leads to distinct weight embeddings and collaboration leads to clusters within the
embedding space. In Fig. 3, we illustrate the weights of the first layer of the rat-
ing prediction models of MetaMF and NoMetaMF for the MovieLens 1M dataset
for different privacy budgets (i.e., 5 € {1.0,0.5,0.1}). Again, we applied t-SNE
to reduce the dimensionality to two dimensions, followed by standardization to
ease the visualization. In the case of MetaMF, we observe that it preserves the
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Fig. 3. Weights of the first layer of the rating prediction models for the MovieLens 1M
dataset. (a), (b), (c) depict MetaMF, whereas (d), (e), (f) depict NoMetaMF, in which
meta learning is disabled. No well-defined clusters are visible for NoMetaMF, which
indicates the inability to exploit collaborative information among users (RQ2a).

ability to generate different weights for each user for decreasing privacy budgets.
Similarly, well-defined clusters can be seen, which indicates that MetaMF also
preserves the ability to capture collaborative information among users. In con-
trast, our visualizations for NoMetaMF do not show well-defined clusters. This
indicates that NoMetaMF loses the ability to exploit collaborative information
among users. Due to limited space, we refrain from presenting the weights of the
first layer of the rating prediction models for the other datasets. However, we
observe that MetaMF outperforms NoMetaMF in preserving the collaboration
ability for decreasing privacy budgets on the remaining four datasets, which is
also in line with our previous results regarding RQ2a.

In the following, we elaborate on how the high degree of personalization in
MetaMF impacts the recommendations of groups of users with different amounts
of rating data. In a preliminary experiment, we measure the MAE on our three
user groups Low, Med, and High on our five datasets in Table 2. Except for the
Ciao dataset, our results provide evidence that Low is served with significantly
worse recommendations than High. In other words, users with lots of ratings are
advantaged over users with only a few ratings.

To detail the impact of decreasing privacy budgets on these user groups,
we monitor the AMAEQS on Low, Med, and High. The results for our five
datasets are presented in Fig. 4. Surprisingly, Low seems to be much more robust
against small privacy budgets than High. Here, we refer to our observations about
MetaMF’s performance on the Ciao and Jester dataset in Fig. 2a. In contrast
to the other datasets, Ciao and Jester comprise only a small average number of
ratings per user, i.e., 38 (Ciao) and 56 (Jester), which means that they share
a common property with our Low user group. Thus, we suspect a relationship



Robustness of MetaMF Against Strict Privacy Constraints 117

Table 2. MetaMF’s MAE (mean absolute error) measurements for our three user
groups on the five datasets. Here, we simulated a privacy budget of 8 = 1.0. According
to a one-tailed t-Test, Low is significantly disadvantaged over High, indicated by *, i.e.,
a = 0.05 and **** ie., a = 0.0001 (RQ2b).

Dataset Low | Med | High
Douban* 0.638 | 0.582 | 0.571
Hetrec-MovieLens**** | 0.790 | 0.603 | 0.581
MovieLens 1M**** 0.770 1 0.706 | 0.673
Ciao 0.77310.771 | 0.766
Jester**** 1.135|0.855 | 0.811

between the robustness against decreasing privacy budgets and the amount of
rating data per user. The most prominent examples of Low being more robust
than High can be found in Figs. 4a, 4b and 4c. Here, the accuracy of MetaMF
on High substantially decreases for small privacy budgets. On the one hand,
MetaMF provides strongly personalized recommendations for users with lots of
ratings, which results in a high accuracy for these users (i.e., High). On the
other hand, this personalization leads to a serious reliance on the data, which
has a negative impact on the performance in settings with small privacy budgets.
Thus, concerning RQ2b, we conclude that users with lots of ratings receive better
recommendations than other users if they can take advantage of their abundance
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Fig. 4. MetaMF’s AMAE@Q( measurements for the (a) Douban, (b) Hetrec-MovieLens,
(c) MovieLens 1M, (d) Ciao, and (e) Jester dataset for all three usergroups. Especially
(a), (b), and (c) illustrate that High is sensitive to small privacy budgets. In contrast,
Low can afford a high degree of privacy, since the accuracy of its recommendations
only marginally decreases (RQ2b).
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of data. In settings where a high level of privacy is required, i.e., a low privacy
budget, and thus, users decide to hold back the majority of their data, users are
advantaged who do not require as much personalization from the recommender
system.

5 Conclusions and Future Work

In our study at hand, we conducted two lines of research. First, we reproduced
results presented by Lin et al. in [16]. Besides, we introduced a fifth dataset,
i.e., Jester, which, in contrast to the originally utilized datasets, has plenty
of rating data per item. We found that all accuracy measurements are indeed
reproducible (RQ1a). However, our reproduction of the t-SNE visualizations of
the embeddings illustrated potential discrepancies between our and Lin et al.’s
work (RQ1b). Second, we conducted privacy-focused studies. Here, we thor-
oughly investigated the meta learning component of MetaMF. We found that
meta learning takes an important role in preserving the accuracy of the recom-
mendations for decreasing privacy budgets (RQ2a). Furthermore, we evaluated
MetaMF’s performance with respect to decreasing privacy budgets on three user
groups that differ in their amounts of rating data. Surprisingly, the accuracy of
the recommendations for users with lots of ratings seems far more sensitive to
small privacy budgets than for users with a limited amount of data (RQ2b).

Future Work. In our future work, we will research how to cope with incomplete
user profiles in our datasets, as users may already have limited the amount
of their rating data to satisfy their privacy constraints. Furthermore, we will
develop methods that identify the ratings a user should share based on the
characteristics of the data.
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Abstract. Fake news, a deliberately designed news to mislead others, is
becoming a big societal threat with its fast dissemination over the Web
and social media and its power to shape public opinion. Many researchers
have been working to understand the underlying features that help iden-
tify these fake news on the Web. Recently, Horne and Adali found, on
a small amount of data, that news title stylistic and linguistic features
are better than the same type of features extracted from the news body
in predicting fake news. In this paper, we present our attempt to repro-
duce the same results to validate their findings. We show which of their
findings can be generalized to larger political and gossip news datasets.

Keywords: Misinformation detection on the web - Fake news -
Linguistic analysis

1 Introduction

Social media and online news sources have become the major source of news diet
for the increasingly large population instead of traditional media. In 2019, the
Pew Research Center reported that more than half (55%) of American adults
consume news from online platforms often or sometimes, which is 8% increase
since 2018 [13]. With its increase in popularity, social media have also been
proven to be an effective platform for fake news proliferation due to its lower
cost and convenience of further sharing [16], which has attracted the attention
of researchers, making it a global topic of interest. Several studies have been
carried out to determine the validity of news relying on linguistic cues derived
from the readability and lexical information of the news content [7,11,12].
Horne and Adali [7] conducted a study to understand and analyze the asso-
ciated language patterns of the title and content of fake news. This paper has
gained a lot of attention by the research community, with over 200 citations
according to Google Scholar, and became the reference reading to understand-
ing textual content differences between real and fake news. Horne and Adali
witnessed that the general assumption about fake news that it is written to
camouflage with real news and deceive the reader who does not care about the
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news sources’ veracity is actually not true. In fact, they found the fake news is
more similar to satire than to real news, and the focus of fake news is on users
who are unlikely to read beyond the title. This sheds light on the necessity of
research to understand the significant difference between the title of fake and
real news separately from the news body content to mitigate the possible diffu-
sion of the fake news. However, these claims were established based on a small
data used in which labels were assigned according to the credibility of the news
source, instead of fact-checking, which does not consider the fact that a news
source can have mixed credibility and publish both real and fake information.

Thus, we decided to reproduce the paper by Horne and Adali [7] to vali-
date their findings on larger state-of-the-art datasets with labels provided by
professional journalists who have fact-checked the news, namely PolitiFact and
GossipCop [15] and BuzzFeedNews [12]. Because the news trends continuously
evolve, we analyze, similarly to Horne and Adali, news text (from body and
title) by focusing on linguistic style, text complexity, and psychological aspects
of the text, rather than topic-dependent representations of documents (e.g., [3]).
In addition, we expanded the set of emotion features considered in the original
paper to explore this aspect of the text further, given that Ghanem et al. [4]
recently showed emotions play a key role in detecting false information. We also
compare the classification performance of different classifiers beyond linear SVM
(the only model used in [7]), and we discuss textual differences between two news
domains, namely political and gossip news.

Our experiments confirm most of the original paper’s findings regarding title
and body feature differences between fake and real news, e.g., fake political news
packs a lot in the title. However, differently from Horne and Adali, we found
that fake titles contain more stop words than real titles. When using linear SVM
to classify fake vs. real news, we confirm that title features outperform body
features, but we observe the opposite results if we consider a non-linear and
more expressive classifier such as Random Forest.

Furthermore, we show new patterns that were not present in the paper by
Horne and Adali, namely fake news title and body express more negative emo-
tions and sentiment than real news, and real news articles are more descriptive
than fake news ones. Also, we highlight some differences between two different
news domains: political and gossip. For instance, among stylistic, psychology, and
complexity features in the news title, psychology features are the most important
group of features for gossip news, while the most important group for political
news is the one containing stylistic features. This shows how gossip news titles
tend to be more persuasive than other news domains.

2 Overview of the Paper by Horne and Adali

In this section, we provide an overview of the approach, features, and findings
by Horne and Adali [7].
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2.1 Approach

Horne and Adali conducted a content analysis to study fake news by analyzing
three small datasets: (i) a dataset (DS1) created by Buzzfeed leading to the
2016 U.S. elections which contains 36 real news stories and 35 fake news stories;
(ii) a dataset (DS2) created by using Zimdars’ list of fake and misleading news
websites [18] and fact-checking website like snopes.com [7], containing 75 stories
for each category: real, fake and satire sources; (iii) a dataset (DS3) containing
4000 real and 233 satire articles from a previous study [2]. During the experi-
ments, they considered features from both news body and title for determining
the veracity of news and comparing real news vs. fake news vs. satire.

2.2 Features

This research focused on three groups of features, including stylistic features
(syntax, text style, and grammatical elements measured by 2015 Linguistic
Inquiry and Word Count (LIWC) [10] and the Python Natural Language Toolkit
Part of Speech tagger [1]), complexity features to capture details about how com-
plex the article or title is (e.g., words per sentence, syntax tree depth determined
by the Stanford Parser and readability level of text), and psychological features
to capture emotional (positive/negative), social, and cognitive processes incor-
porated in news body or title computed by using the LIWC tool. Sentiment
analysis was done through SentiStrength [17].

Feature Selection and Anaysis. The goal of feature selection is to avoid
overfitting and increase generalizability. Because the datasets were small and
the features generated were large, Horne and Adali performed feature selection
by leveraging the one-way ANOVA test for those normally distributed features
and the Wilcoxon rank-sum test for those that did not pass the normality test.
This feature selection concluded with the selection of top 4 features for news
body (number of nouns, lexical diversity (TTR), word count, and number of
quotes) and news title (percentage of stop words, number of nouns, average
word length, and Flesh-Kincaid Grade Readability Index).

Besides, they also used the above mentioned statistical tests to uncover sta-
tistically significant feature value differences among news with different labels
(fake, satire, and real). If the value of a feature was higher (on average) for real
news articles as compared to fake news articles, they denoted this by R > F
(and F' > R vice versa). We used the same notation while reproducing this
experiments in Tables 2 and 3.

2.3 Observation and Evaluation

Horne and Adali’s findings show how real news is different from fake and satire
news and that fake news and satire have a lot in common across several dimen-
sions. Regarding real vs. fake news (which is the scope of our reproducibility
paper), they found that:
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(f1) fake news articles tend to be shorter in terms of content, but use repetitive
language,! smaller words, less punctuation, and fewer quotes (these results
is consistent between datasets DS1 and DS2);

(f2) fake news articles require a lower educational level to read, use fewer analytic
words, use more personal pronouns and adverbs, but fewer nouns (this result
is not consistent between datasets DS1 and DS2 and it is less significative);

(f3) fake titles are longer, contain shorter words, use more all capitalized words,
fewer stop words, and fewer nouns overall but more proper nouns (these
results is consistent between datasets DS1 and DS2);

(f4) titles are a strong differentiating factor between fake and real news. They
performed a binary classification of real vs. fake news separately on news
body content and title on dataset DS2. They used the top 4 features from
the feature selection process to run a linear SVM model with 5-fold cross-
validation. The classification results show 71% accuracy for news body con-
tent and 78% accuracy for the title. Thus, they argued that the title is more
important in predicting fake vs. real news, and the title and the body of the
news should be analyzed separately.

3 Reproducibility

In this section, we describe in detail our attempt to reproduce and generalize
findings (f1)—(f4) shown by Horne and Adali in their paper [7].

3.1 Datasets

There is generally limited availability of large scale benchmarks for fake news
detection, especially where the ground truth labels are assigned via fact-checking,
which is a time-consuming activity. FakeNewsNet [15] and BuzzFeedNews [12]
are the only publicly available datasets having fact-checked labels. Thus, in this
paper, we use these datasets to conduct our study (Table 1).

FakeNewsNet: PolitiFact and GossipCop. FakeNewsNet consists of two
datasets, PolitiFact and GossipCop, from two different domains, i.e., politics
and entertainment gossip, respectively. Thus, we used these two datasets sepa-
rately in our study. Each of these datasets contains details about news content,
publisher information, and social engagement information. We only used news
content information in this paper.

! Repetitive language is measured by using the Type-Token Ratio (TTR) which is
the number of unique words in the document by the total number of words in the
document. A low TTR means more repetitive language, while a high TTR means
more lexical diversity. Horne and Adali claim fake news has more repetitive language
but show the opposite result in their paper, i.e., TTR is on average higher for fake
than real news (cf. Table4 in [7]), indicating more lexical diversity for fake than real
news. Our results confirms more lexical diversity for fake news as shown in Table 2.
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Table 1. Size of datasets used in our study.

Dataset # Total News | # Fake News | # Real News
PolitiFact 838 378 460
BuzzFeedNews | 1,561 299 1,262
GossipCop 19,759 4,734 15,025

PolitiFact contains news with known ground truth labels collected from the
fact-checking website PolitiFact.? After cleaning the dataset from missing news
bodies or titles, we obtained a total of 838 news articles, 378 fake and 460 real.

The GossipCop dataset contains fake news collected from GossipCop?, which
is a fact-checking website for entertainment stories and real news collected from
E!Online,* a trusted media website for entertainment stories. After cleaning the
dataset from missing news bodies or title, we obtained a total of 19,759 news
articles, 4,734 fake and 15,025 real.

BuzzFeedNews Dataset. The BuzzFeedNews dataset contains news regard-
ing the 2016 U.S. election published on Facebook by nine news agencies. This
dataset® contains 1,262 articles that are mostly true, 212 that are a mixture of
true and false, and 87 that are false, after cleaning the dataset from missing
news bodies or titles. Ground truth is derived from professional journalists at
BuzzFeed who have fact-checked the news in the dataset. As also done in the
other datasets, we considered false news and news with a mixture of true and
false as fake news and mostly true news as real news.

3.2 Features

This section describes the set of features we used in the paper to analyze real
vs. fake news. In our implementation, we consider features similar to Horne and
Adali [7], namely stylistic features, text complexity features, and psychology
features. These features are computed for both the title and body text of the
news.

Stylistic Features. We used the subset of LIWC features that represent the
functionality of text, including word count (WC), words per sentence (WPS),
time orientation (e.g., focus on past (focuspast) and focus on future (focusfu-
ture)), number of personal (I, we, you, she/he — one feature each) and impersonal
pronouns, number of quantifying words (quant), number of comparison words

2 https://www.politifact.com/.

3 https://www.gossipcop.com/.

* https://www.eonline.com/ap.

5 The BuzzFeedNews dataset is available at https://zenodo.org/record/1239675#.
X5riw0JKgXA.
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(compare), number of exclamation marks (exlam), number of negations (negate),
e.g., no, never, not, number of swear words (swear), number of online slang terms
(netspeak), e.g., lol, brb, number of interrogatives, e.g., how, what, why (inter-
rog), number of punctuation symbols (allPunc), number of quotes (quote).

Regarding the part of speech features, we used the Python Natural Lan-
guage Toolkit part of speech (POS) tagger to compute the number of nouns
(NN), proper nouns (NNP), personal pronouns (PRP), possessive pronouns
(PRP$), Wh-pronoun (WP), determinants (DT), Wh-determinants (WDT), car-
dinal numbers (CD), adverbs (RB), interjections (UH), verbs (VB), Adjective
(JJ), past tense verbs (VBD), gerund or present participle verbs (VBG), past
participle verbs (VBN), non-3rd person singular present verbs (VBP), and third-
person singular present verbs (VBZ).

This stylistic group of features also includes the upper case word count (all
caps) and percent of stop words (per_stop).

Psychology Features. We computed these features by using the LIWC tool
and include the number of analytic words (analytic), insightful words (insight),
causal words (cause), discrepancy words (discrep), tentative words (tentat),
certainty words (certain), differentiation words (differ), affiliation words (affil),
power words, reward words, risk words, personal concern words (work, leisure,
religion, money, home, death — one each), anxiety-related words (anx), emo-
tional tone words (tone), and negative (negemo) and positive (posemo) emo-
tional words. This group of features also includes positive (pos) and negative
(neg) sentiment metrics as computed by the VADER sentiment analysis tool [5].
We also investigated the importance of features describing emotions expressed
through the text, as Ghanem et al. [4] recently showed emotions play a key role
in deceiving the reader and can successfully be used to detect false informa-
tion. Thus, in addition to some emotion features provided by the LIWC tool
(as described above), we computed additional emotion features such as anger,
joy, sadness, fear, disgust, anticipation, surprise, and trust by using the Emotion
Intensity Lexicon (NRC-EIL) [9] and the approach proposed in [8].

Complexity Features. The complexity of text in natural language processing
depends on how easily the reader can read and understand a text. We used pop-
ular readability measures as complexity features in our analysis: Flesh Kincaid
Grade Level (FK), Gunning Fog Index (GI), Simple Measure of Gobbledygook
Index (SMOG). Higher scores of these readability measures indicate that the
text is easier to read. This group of features also includes lexical diversity or
Type-Token Ratio (TTR) and the average length of each word (avg wlen).

3.3 Analysis

Considering all the features from each group, we have a total of 68 features,
which can still be too many for the size of the considered datasets (PolitiFact,
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BuzzFeedNews, and GossipCop) to perform a real vs. fake news articles classi-
fication. Therefore, we used the same statistical tests (ANOVA and Wilcoxon
rank-sum) used by Horne and Adali to perform feature selection and analysis.
For each dataset, features are sorted by F-value in descending order to deter-
mine the importance, and only features where the two averages (real vs. fake)
were significantly different according to the statistical test (p-value < 0.05) were
considered. Among these features, we selected a number of features up to the
square root of the training set size (rule of thumb) for both news body and title
to feed the classification algorithm.

Instead of just using the linear SVM classifier as done by Horne and Adali, we
compared the performances of different classification algorithms, namely Logistic
Regression (LR) classifier with L2 regularization, linear Support Vector Machine
(SVM), and Random Forest (RF), with default parameters. As the datasets we
considered are not balanced, we used class weighting to deal with class imbalance,
stratified 5-fold cross-validation, and results are reported by using AUROC and
average precision (AvgP).

3.4 Results

Feature Statistical Analysis. We start our analysis by checking whether
Horne and Adali’s findings (f1), (f2), and (f3) reported in Sect. 2.3 are con-
firmed in the three larger datasets we considered, namely PolitiFact and Buz-
zFeed (political news datasets), and GossipCop (gossip news dataset). To analyze
these findings we refer to the results reported in Table 2 for news body text and
Table 3 for news title.

Regarding finding (f1) (cf. Table 2), we confirm that fake news articles have a
shorter content (WC) and use less punctuation (allPunc) than real news articles
in all the three datasets we considered, and fake political articles have more
lexical diversity (TTR) than real political articles. Our analysis does not allow
us to generalize the finding that fake news articles use smaller words (avg wlen)
and fewer quotes (true in BuzzFeedNews, but not in Politifact and GossipCop).

Regarding finding (f2) (cf. Table 2), we can generalize the finding that fake
news articles use fewer analytic words (true in BuzzFeedNews and GossipCop).
We found that fake news articles require a lower educational level to read (as
measured by FK, GI, and SMOG readability indexes) only in one dataset (Buz-
zFeedNews) while the opposite trend holds for GossipCop dataset; the use of
more personal pronouns (PRP), adverbs (RB), and proper nouns (NNP) in fake
news articles is not confirmed in our analysis. We observe fake titles containing
more proper nouns (NNP) in all the three datasets considered.

Regarding finding (f3) (cf. Table 3), we confirm that fake titles have more
proper nouns (NNP) than real titles in all the three datasets we considered and
have fewer nouns (NN) in BuzzFeedNews and GossipCop. Also, we confirm that
fake political titles are longer (WC and WPS), use more capitalized words (all
caps) (they also use more possessive pronouns — PRP$), and contain shorter
words (avg wlen). Our analysis does not confirm the fact that fake titles contain
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Table 2. Features that differ in body of news content. All differences are statistically
significant (p < 0.05).

Features | PolitiFact | BuzzFeed | GossipCop | Features PolitiFact | BuzzFeed | GossipCop
allPunc |R > F R>F R>F analytic F>R R>F R>F
exclam | FF >R F>R F>R quote F>R R>F F>R
tone R>F R>F R>F wC R>F R>F R>F
WPS R>F R>F affect F>R R>F
affil R>F F>R cause F>R F>R
certain F>R F>R all caps R>F R>F R>F
differ R>F F>R F>R discrep R>F F>R F>R
FK R>F focusfuture F>R
GI R>F F>R i R>F
insight F>R interrog R>F
leisure F>R R>F TTR F>R F>R

money |R>F negate F>R F>R
netspeak R>F JJ R>F R>F R>F
RB R>F R>F CD R>F R>F R>F
DT R>F R>F R>F UH R>F

NN R>F R>F R>F NNP R>F R>F R>F
PRP R>F R>F R>F PRP$ R>F R>F

VBD R>F R>F R>F VBG R>F R>F

VBN R>F R>F VBP R>F R>F R>F
VBZ R>F R>F VB R>F R>F R>F
wpP R>F R>F R>F WDT R>F R>F R>F
perstop | F' > R F>R F>R power R>F R>F
quant R>F relig F>R F>R R>F
reward R>F risk F>R
sheshe |F >R F>R SMOG R>F F>R
swear F>R F>R tentat F>R F>R
we R>F R>F avg wlen R>F

work R>F R>F you R>F F>R R>F
compare R>F focuspast | F' > R F>R
neg F>R F>R F>R surprise F>R

disgust | F > R F>R F>R negemo F>R F>R F>R
pos R>F R>F fear F>R F>R

posemo | R > F R>F anx F>R F>R F>R
sadness | F' > R F>R F>R anger F>R F>R
trust F>R joy F>R

fewer stop words (per_stop). Similarly, we observe that fake news articles contain
more stop words.

Furthermore, our results in Tables 2 and 3 highlight new patterns that were
not present in the analysis performed by Horne and Adali. Specifically, we found
that real news articles use a more positive tone and more nouns (NN), deter-
minants (DT), wh-determinants (WDT), verbs (VB), past tense verbs (VBD),
Wh-pronouns (WP), and adjectives (JJ) in all the three datasets considered.
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Table 3. Features that differ in the title of news content. All differences are statistically
significant (p < 0.05).

Features PolitiFact | BuzzFeed | GossipCop | Features | PolitiFact | BuzzFeed | GossipCop
WC F>R F>R avg wlen | R > F R>F F>R
quote F>R F>R F>R allPunc |R>F F>R
exclam F>R F>R F>R tone R>F R>F R>F
WPS F>R F>R R>F affect F>R R>F
affil F>R compare | F'>R R>F
differ F>R discrep |F > R F>R
focusfuture | F' > R F>R focuspast | F' > R F>R

insight F>R interrog R>F
leisure R>F TTR F>R F>R
money R>F negate F>R
netspeak | R > F R>F JJ R>F R>F
UH F>R GI F>R F>R
FK F>R F>R SMOG |F >R F>R
analytic R>F R>F allcaps |FF >R F>R

NN R>F R>F NNP F>R F>R F>R
PRP F>R F>R PRP$ F>R F>R R>F
DT R>F RB F>R F>R
VBD F>R VBG F>R F>R
VBN F>R VBP F>R F>R

VBZ F>R R>F VB F>R F>R
wp F>R perstop |F >R F>R

quant R>F relig F>R F>R

reward R>F risk F>R
work R>F R>F i F>R R>F
you R>F shehe F>R F>R

CD R>F fear F>R F>R F>R
neg F>R F>R F>R sadness |F >R F>R F>R
surprise F>R R>F anger F>R F>R F>R
negemo F>R F>R trust R>F R>F
disgust F>R F>R F>R pos R>F
posemo R>F anx F>R
joy R>F

This indicates that real news articles are more descriptive than fake news arti-
cles. Also, fake news titles and bodies use more exclamation marks (exclam)
than real news titles (true in all the three datasets considered).

In addition, we observe that fake titles express more negative emotions
(anger, sadness, fear, and disgust) and negative sentiment (neg) than real titles
consistently across all the three considered datasets. This pattern is also true
for fake news body. In contrast, real titles tend to express more positive emo-
tions (trust, posemo, joy) and positive sentiment (pos), but this is less consistent
across datasets. When selecting information, people have a sensitivity to nega-
tive information [6]. This negativity bias induces people to pay more attention
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Table 4. News title vs. news body features for detecting fake news on the PolitiFact,
BuzzFeedNews, and GossipCop datasets: stylistic, psychology, and complexity features.
Best results for both news title and body are in bold. Best overall results between news
title and body are shaded.

PolitiFact BuzzFeedNews | GossipCop

Features AUROC | AvgP | AUROC | AvgP | AUROC | AvgP
News body (SVM) | 0.583 0.466 |0.614 0.257 1 0.623 0.327
News body (LR) 0.855 0.809 | 0.728 0.351 [0.703 0.437
News body (RF) 0.911 0.878 | 0.785 0.417 0.782 0.630

News Title (SVM) | 0.833 0.804 | 0.669 0.317 |0.588 0.309
News Title (LR) |0.849 0.813 |0.787 0.423 |0.663 0.380
News Title (RF) |0.867 |0.823 0.812 0.424 | 0.715 0.490

Table 5. News title vs. news body features for detecting fake news on the PolitiFact,
BuzzFeedNews, and GossipCop datasets: same four features as in Horne and Adali [7]
— NN, TTR, WC, and Quote for news body and FK, NN, per_stop, and avg wlen for
title. Best results for both news title and body are in bold. Best overall results between
news title and body are shaded.

PolitiFact BuzzFeedNews GossipCop

Features AUROC | AvgP | AUROC | AvgP | AUROC | AvgP
News Body (SVM) | 0.544 | 0.445 | 0.678 | 0.292 | 0.500 | 0.232
News Body (LR) 0.754 | 0.663 | 0.691 | 0.297 | 0.534 | 0.251
News Body (RF) 0.861 0.803| 0.708 |0.342| 0.631 | 0.42
News Title (SVM) | 0.649 | 0.531 | 0.713 |0.342| 0.528 | 0.250
News Title (LR) 0.643 | 0.530 | 0.716 0.342 0.530 | 0.251
News Title (RF) 0.735 |0.612| 0.706 | 0.330 | 0.582 |0.332

to negative news, hence fake news tiles, bodies, and even associated images [14]
express negative emotions to be catchier and circulate more among people.

Furthermore, there are some differences between political and gossip news.
We found that fake political news articles have more religion-related words
(relig) than real political news articles, while fake gossip news articles have fewer
religion-related words; fake political news titles contain shorter words (avg wlen),
and more words per sentence (WPS) and possessive pronouns (PRP$) than real
political news titles, while this is the opposite for gossip news titles.

Real vs. Fake News Classification. Finding (f4) by Horne and Adali claims
that title features are more informative (i.e., achieve higher accuracy) than news
body features in classifying fake vs. real news with a linear SVM. Table 4 shows
our classification results by comparing three classifiers, and when we used a
number of features up to the square root of the training set size. We observe
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Table 6. Feature group ablation for news title and body when the best classifier
(Random Forest) is used on the PolitiFact, BuzzFeedNews, and GossipCop datasets.
Best results for both news title and body are in bold.

Features PolitiFact BuzzFeedNews | GossipCop
AUROC | AvgP | AUROC | AvgP | AUROC | AvgP

News body
Stylistic (RF) 0.882 0.838  0.753 0.382|0.752 0.590
Psychology (RF) | 0.723 0.662 | 0.681 0.319 |0.713 0.509
Complexity (RF) | 0.804 0.708 |0.630 0.285 |0.000 0.000
News title
Stylistic (RF) 0.819 0.729 | 0.805 0.433 | 0.634 0.365
Psychology (RF) |0.791 0.691 |0.645 0.320 | 0.651 0.407
Complexity (RF) | 0.583 0.486 | 0.555 0.257 |0.553 0.287

that when we consider the linear SVM classifier, finding (f4) is confirmed, i.e.,
AUROC and average precision scores are higher for the title than the news body.
However, Random Forest is the best classifier for both news body and title and
outperforms linear SVM. When we consider Random Forest as the classifier,
finding (f4) is reversed, i.e., AUROC and average precision scores are higher
for news body than news title (this is true for two out of three of the datasets
considered). We observe a similar trend also when we consider only the four
features chosen by Horne and Adali to perform the classification (see results
reported in Table 5). Of course, considering more than four features as we did in
Table 4 results in better AUROC and average precision in all the three datasets.

Thus, our experiments reveal that whether or not the title is more informative
than the news body depends on the chosen classifier. A non-linear classifier such
as Random Forest has higher expressive power and outperforms linear SVM.
Thus, if we choose the best classifier, namely Random Forest, finding (f4) does
not hold in the larger datasets we considered. Having more information helps
the Random Forest classifier to increase classification performances.

In addition, we performed feature ablation by feature group (style, psychol-
ogy, and complexity) when the best classifier (Random Forest) is used. Results
are reported in Table 6. We observe that stylistic features are the most impor-
tant features in both title and news body for political news. For gossip news,
stylistic features are the most important news body features, while psychology
features are the most important features in title. Interestingly, this validates the
definition of gossip as “small talk” that is originated from evolutionary psychol-
ogy and has the basic intent to share information about third persons to indulge
people in some discussion. Also, the reason people like gossip is because it is
tempting and fun. Thus, the news title of gossip stories are written with more
psychological words like tone and affect, e.g., “Angelina Jolie Can’t Get Over
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Heartbreak Of Losing Brad Pitt—Real Reason For Fury, Says Source” to catch
readers attention even though the body text is not that engaging.

4 How to Reproduce Our Experiments

For reproducibility propose, we made our code available in a GitHub reposi-
tory.® Because we did not directly collect the datasets, we are not uploading
them in our repository, but we provide instructions on finding and downloading
them. In our repository, we make our code available for extracting the features
that are considered in this paper, including complexity, stylistic and psychology
features extracted using NLTK part-of-speech, VADER Sentiment Analyser and
the Emotion Intensity Lexicon (NRC-EIL),” except LIWC features as the LIWC
tool has proprietary dictionaries whose licence should be purchased. LIWC fea-
tures can be computed in two ways: (1) by using the software tool to compute
the features, or (2) by downloading the dictionary provided by the tool for which
we have provided code to extract features using the dictionary. In addition, we
also provide code for the statistical test performed in this paper to reproduce
Tables 2 and 3. Likewise we also provide code for the classification to reproduce
Tables 4, 5 and 6.

5 Conclusions

In this paper, we reproduced the study by Horne and Adali [7] of the relative
importance of news body and title in detecting fake news. We extended their
experimental setting by using larger real and fake news datasets with ground
truth at the news level, considering additional features describing emotions
expressed through the text, comparing different classification algorithms, and
highlighting differences between political and gossip news domains. Our exper-
iments have shown that some of the original paper’s observations are not the
same as the trend of news writing is continuously evolving. For instance, the
finding that the news title is more informative and plays an important role in
discerning the news’s veracity is confirmed if we use the same classifier, linear
SVM, as in [7], but using a non-linear classifier such as Random Forest reverses
the finding. Finally, we provide evidence that fake news title and body attract
readers’ attention with more negative emotions and sentiment, while real news
articles are more descriptive.
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providing us the code used in their paper [8] to compute emotional features.

6 https://github.com /shresthaanu/ECIR21TextualCharacteristicsOfFakeNews.
" The NRC-EIL lexicon should be downloaded at https://www.saifmohammad.com/
WebPages/AffectIntensity.htm.
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Online learning to rank (OLTR) exploits users queries and interactions with
search engine result pages (SERPs) to iteratively train and update a ranker
in production [16]. In particular, OLTR relies on implicit user feedback from
interactions on SERPs, e.g., clicks, rather than editorial relevance labels. Several
methods for OLTR exist that attempt to address the specific challenges of online
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Abstract. Online Learning to Rank (OLTR) optimizes ranking mod-
els using implicit users’ feedback, such as clicks, directly manipulating
search engine results in production. This process requires OLTR meth-
ods to collect user queries and clicks; current methods are not suited to
situations in which users want to maintain their privacy, i.e. not sharing
data, queries and clicks.

Recently, the federated OLTR with evolution strategies (FOLtR-ES)
method has been proposed to provide a solution that can meet a number
of users’ privacy requirements. Specifically, this method exploits the fed-
erated learning framework and e-local differential privacy. However, the
original research study that introduced this method only evaluated it on
a small Learning to Rank (LTR) dataset and with no conformity with
respect to current OLTR evaluation practice. It further did not explore
specific parameters of the method, such as the number of clients involved
in the federated learning process, and did not compare FOLtR-ES with
the current state-of-the-art OLTR method. This paper aims to remedy
to this gap.

Our findings question whether FOLtR-ES is a mature method that can
be considered in practice: its effectiveness largely varies across datasets,
click types, ranker types and settings. Its performance is also far from
that of current state-of-the-art OLTR, questioning whether the main-
tained of privacy guaranteed by FOLtR-ES is not achieved by seriously
undermining search effectiveness and user experience.
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learning [7,9,16,30]: from making sense of the implicit feedback, to exploring the
space of feature weights, accounting for biases in the click signal, reducing the
impact of the online learning process on user experience, among others.

An aspect that has not been received wide attention in OLTR is how the
privacy of users could be guaranteed. Current OLTR methods in fact assume
that a central server collects all queries and interactions of all users of the search
system, and it is this central server that is responsible for the indexing of the
collection, the training of the ranker and the production of the SERPs. A recent
work by Kharitonov, however, has attempted to provide a mechanism for OLTR
that preserves the privacy of users [10]. The method, called FOLtR-ES, relies on
the federated learning paradigm [27], in which data (collection, queries, interac-
tions) is maintained at each client’s side along with a copy of the ranker, and
updates to the rankers that are learned from the interaction on the client side
are shared to the central server, which is responsible for aggregating the update
signal from clients and propagate the aggregated ranker update. In this specific
case, all users observe and act on the same feature space; each user however
retains control of their own data, which includes the collection, the queries and
the interactions. FOLtR-ES uses evolutionary strategies akin to those in genetic
algorithms to make client rankers explore the feature space, and a parametric
privacy preserving mechanism to further anonymise the feedback signal that is
shared by clients to the central server.

This paper aims to replicate and then reproduce the experiments from the
original work of Kharitonov [10], investigating the effect different configura-
tions of that federated OLTR method have on effectiveness and user experience,
extending and generalising its evaluation to different settings commonly used in
OLTR and to different collections. Specifically, we address the following research
questions:

RQ1: Does the performance of FOLftR-ES generalise beyond the MQ2007/2008
datasets? The original method was only evaluated using MQ2007,/2008
[18], while current OLTR practice is to use larger datasets that are feature
richer and that contain typical web results.

RQ2: How does the number of clients involved in FOLtR-ES affect its per-
formance? FOLtR-ES was previously evaluated using a set number of
clients involved in the federated OLTR process (n = 2,000), and it was
left unclear whether considering more or less client would impact perfor-
mance.

RQ3: How does FOLtR-ES compare with current state-of-the-art OLTR meth-
ods? Compared to OLTR methods, FOLtR-ES preserves user privacy, but
it is unclear to what expense in terms of search performance: the original
work compared FOLtR-ES to rankers in non-federated settings, but the
rankers used in there were not the current state-of-the-art in OLTR.

RQ4: How does FOLtR-ES performance generalise to the evaluation settings
commonly used for OLTR evaluation, i.e. measuring offline and online
performance, with respect to nDCG and with relevance labels? The orig-
inal evaluation of FOLtR-ES considered an unusual setting for OLTR,
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consisting of using MaxRR [19] as evaluation measure in place of nDCG,
computed on simulated clicks instead of on relevance labels.

The results of our empirical investigation of FOLtR-ES help understanding the
specific settings in which this technique works, and the trade-offs between user
privacy and search performance (in terms of effectiveness and user experience).
They also unveil that more work is require to devise effective federated meth-
ods for OLTR that can guarantee some degree of user privacy without sensibly
compromising search performance.

2 Federated OLTR with Evolution Strategies

We provide a brief overview of the FOLtR-ES method, which extends online LTR
to federated learning; this is done by exploiting evolution strategies optimization,
a widely used paradigm in Reinforcement Learning. The FOLtR-ES method con-
sists of three parts. First, it casts the ranking problem into the federated learning
optimization setting. Second, it uses evolution strategies to estimate gradients
of the rankers. Finally, it introduces a privatization procedure to further protect
users’ privacy.

2.1 Federated Learning Optimization Setting

The federated learning optimization setting consists in turn of several steps, and
assumes the presence of a central server and a number of distributed clients.
First, a client downloads the most recently updated ranker from the server.
Afterwards, the client observes B user interactions (search queries and exam-
ination of SERPs) which are served by the client’s ranker. The performance
metrics of these interactions are averaged by the client and a privatized message
is sent to the centralized server. After receiving messages from N clients, the
server combines them to estimate a single gradient g and performs an optimiza-
tion step to update the current ranker. Finally, the clients download the newly
updated ranker from the server.

2.2 Gradient Estimation

The method assumes that the ranker comes from a parametric family indexed
by vector # € R™. Each time a user u has an interaction a, the ranking quality
is measured; this is denoted as f. The goal of optimization is to find the vector
0* that can maximize the mean of the metric f across all interactions a from all
users u:

0" = arg max F(0) = arg mgmeuEa|u79f(a; 0,u) (1)

Using Evolution Strategies (ES) [20], FOLtR-ES considers a population of
parameter vectors which follow the distribution with a density function pe(6).
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The objective aims to find the distribution parameter ¢ that can maximize the
expectation of the metric across the population:

Eo~p,0) [F(6)] (2)

The gradient g of the expectation of the metric across the population (Eq. 2)
is obtained in a manner similar to REINFORCE [24]:

9= VE[F(0)] =V /9 Po(6)F(0)d0 = /9 F(6)V o (6)d6
(3)
- /9 F(0)po(6) (Vs log py(6)) d6 = Eg [F(8) - Vg log po(6)]

Following the Evolution Strategies method, FOLtR-ES instantiates the pop-
ulation distribution py () as an isotropic multivariate Gaussian distribution with
mean ¢ and fixed diagonal covariance matrix ¢21. Thus a simple form of gradient
estimation is denoted as:

9= Bompio) [FO): 50~ 0)] 0

Based on the federated learning optimization setting, € is sampled indepen-
dently on the client side. Combined with the definition of F(#) in Eq. 1, the
gradient can be obtained as:

9= EuBann o) | (Bapuo (36,) - 250~ 0)] 9

To obtain the estimate § of g from Eq.5, § ~ g, the following steps are
followed: (i) each client u randomly generates a pseudo-random seed s and uses
the seed to sample a perturbed model 6, ~ N ((;S, 021), (ii) the average of metric

f over B interactions is used to estimate the expected loss f ~ Ea|u,95f(a; Os,u)
from Eq. 5, (iii) each client communicates the message tuple (s, f ) to the server,
(iv) the centralized server computes the estimate g of Eq.5 according to all
message sent from the N clients.

To reduce the variance of the gradient estimates, means of antithetic variates
are used in FOLtR-ES: this is a common ES trick [20]. The algorithm of the
gradient estimation follows the standard ES practice, except that the random
seeds are sampled at the client side.

2.3 Privatization Procedure

To ensure that the clients’ privacy is fully protected, in addition to the feder-
ated learning setting, FOLtR-ES also proposes a privatization procedure that
introduces privatization noise in the communication between the clients and the
server.

Assume that the metric used on the client side is discrete or can be discretized
if continuous. Then, the metric takes a finite number (n) of values, fo, f1, ..., fn—1.
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For each time the client experiences an interaction, the true value of the metric
is denoted as fy and the remaining n — 1 values are different from f;. When the
privatization procedure is used, the true metric value fy is sent with probability
p. Otherwise, with probability 1 — p, a randomly selected value f out of the
remaining n — 1 values is sent. To ensure the same optimization goal described
in Sect. 2.2, FOLtR-ES assumes that the probability p > 1/n.

Unlike other federated learning methods, FOLtR-ES adopts a strict notion
of e-local differential privacy [10], in which the privacy is considered at the level
of the client, rather than of the server. Through the privatization procedure,
e-local differential privacy is achieved, and the upper bound of € is:

(n—1)

e< logp1

— (6)
This means that, thanks to the privatization scheme, at least log[p(m —

1)/(1 — p)]-local differential privacy can be guaranteed. At the same time, any

e-local differential private mechanism also can obtain e-differential privacy [3].

3 Experimental Settings

3.1 Datasets

The original work of Kharitonov [10] conducted experiments on the MQ2007 and
MQ2008 learning to rank datasets [18], which are arguably small and outdated.
In our work, we instead consider more recent and lager datasets: MSLR-WEB10k
[18] and Yahoo! Webscope [1], which are commonly-used in offline and online
learning to rank [6,7,16,30]. Compared to MQ2007/2008, both MSLR-WEB10k
and Yahoo! use 5-level graded relevance judgements, ranging from 0 (not rele-
vant) to 4 (perfectly relevant). Each dataset contains many more queries and
corresponding candidate documents than MQ2007/2008: MSLR-WEB10k has
10,000 queries, with each query having 125 assessed documents on average, while
Yahoo! has 29,921 queries with 709,877 documents. In addition, both datasets
have much richer and numerous features. MSLR-WEB10k has 136 features and
Yahoo! 700. For direct comparison with the original FOLtR-ES work, we also
use MQ2007,/2008.

3.2 Simulation

It is common practice in OLTR to use LTR datasets and simulate user inter-
actions [6,22]. This is because no public dataset with LTR features and clicks
is available; in addition OLTR methods directly manipulate the rankings that
have to be shown to users, so even if a public dataset with LTR features and
clicks was to be available, this could not be used for OLTR. Thus, we simulate
users and their reaction with the search results using labelled offline learning to
rank datasets, akin to previous work [6,22].
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For the experiment, we follow the same method used by the original FOLtR-
ES work. We sample B queries for each client randomly and use the local per-
turbed model to rank documents. The length for each ranking list is limited to 10
documents. After simulating users clicks, we record the quality metric for each
interaction and perform the privatization procedure with probability p. Next, we
send the averaged metric and pseudo-random seed to optimize the centralized
ranker. Finally, each client receives the updated ranker.

For simulating users’ clicks, we use the Cascade Click Model (CCM) [5],
as in the original FOLtR-ES work. We run instances of CCM using the same
click probabilities and stop probabilities for MSLR-WEB10K and Yahoo!. Under
CCM, the users are assumed to examine a SERP from top to bottom. Each doc-
ument is examined and clicked with click probability P(click = 1|r), conditioned
on the relevance label r. After a click occurs, the user stops with stop proba-
bility P(stop = 1|r), or continues otherwise. It is common practice in OLTR
to consider three instantiations of the CCM: a per fect user with very reliable
feedback, a navigational user searching for reasonably relevant documents, and
an in formational user with the noisiest feedback among three instantiations.
Table 1 summarises the parameters of three click models. For simulating clicks
for the MQ2007,/2008, we use the same parameter settings from Table 1 in the
original FOLtR-ES paper [10]: these are partially different from those used for
MSLR-WEBI0K and Yahoo! because relevance labels in these datasets are five-
graded, while they are three-graded in MQ2007/2008.

Table 1. The three click model instantiations used for the MSLR-WEB10K and Yahoo!
datasets.

p(click = 1|R) p(stop = 1|R)

R 0 1 12 |3 |4 0o |1 |2 |3 |4
perf 0.0 [0.2/04/0.8/1.0 [0.0/0.0/0.0/0.0|/0.0
nav [0.05/0.3/0.5/0.7/0.95/0.2|0.3/0.5/0.7/0.9
inf |04 [0.6/0.7/0.8/0.9 [0.1/0.2/0.3/0.40.5

3.3 Evaluation Metric

For direct comparison with the original FOLtR-ES work, we use the reciprocal
rank of the highest clicked result in each interaction (MaxRR [19]). This metric
is computed on the clicks produced by the simulated users on the SERPs.

The evaluation setting above is unusual for OLTR. In RQ4, we also consider
the more commonly used normalised Discounted Cumulative Gain (nDCG), as
FOLtR-ES is designed to allow optimization based on any absolute measures
of ranking quality. We thus record the nDCG@10 values from the relevance
labels of the SERP displayed to users during interactions. This is referred to as
online nDCG and the scores represent users’ satisfaction [6]. We also record the
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nDCG@10 of the final learned ranker measured a heldout test set: this is refer
to as offline nDCG.

3.4 FOLtR-ES and Comparison OLTR Methods

In all experiments, we adopt the same models and optimization steps used by
Kharitonov [10], and rely on the well document implementation made publicly
available by the author. The two ranking models used by FOLtR-ES are a linear
ranker and a neural ranker with a single hidden layer of size 10. For optimization,
we use Adam [11] with default parameters.

To study how well FOLtR-ES compares with current state-of-the-art OLTR
(RQ3), we implemented the Pairwise Differentiable Gradient Descent (PDGD)
[16]. Unlike many previous OLTR methods that are designed for linear models,
PDGD also provides effective optimization for non-linear models such as neu-
ral rankers. During each interaction, a weighted differentiable pairwise loss is
constructed in PDGD and the gradient is directly estimated by document pairs
preferences inferred from user clicks. PDGD has been empirically found to be
significantly better than traditional OLTR methods in terms of final conver-
gence, learning speed and user experience during optimization, making PDGD
the current state-of-the-art method for OLTR [7,16,30].

4 Results and Analysis

4.1 RQ1: Generalisation of FOLtR-ES Performance Beyond
MQ2007/2008

For answering RQ1 we replicate the results obtained by Kharitonov [10] on the
MQ2007 and MQ2008 datasets; we then reproduce the experiment on MSLR-
WEB10k and Yahoo datasets, on which FOLtR-ES has not been yet investigated,
and we compare the findings across datasets. For these experiments we use anti-
thetic variates, set the number of interactions B = 4 and simulate 2,000 clients,
use MaxRR as reward signal and for evaluation on clicked items.

Figure 1a reports the results obtained by FOLtR-ES on the MQ2007 dataset!
with respect to the three click models considered, various settings for the priva-
tization parameter p, and the two FOLtR-ES methods (linear and neural). Our
results fully replicate those of Kharitonov [10] and indicate the following find-
ings: (1) FOLtR-ES allows for the iterative learning of effective rankers; (2) high
values of p (lesser privacy) provide higher effectiveness; (3) the neural ranker is
more effective than the linear ranker when p — 1 (small to no privacy), while
the linear model is equivalent, or better (for informational clicks) when p = 0.5.

However, not all these findings are applicable to the results obtained when
considering MSLR-WEB10k and Yahoo!, which are displayed in Figs. 1b and 1c.
In particular, we observe that (1) the results for MSLR-WEB10k (and to a lesser
extent also for Yahoo!) obtained with the informational click model are very

1 Similar results were obtained for MQ2008 and are omitted for space reasons.
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Fig. 1. Results for RQ1: performance of FOLtR-ES across datasets under three differ-
ent click models (averaged across all dataset splits).

unstable, and, regardless of the click model, FOLtR-ES requires more data than
with MQ2007/2008 to arrive at a stable performance, when it does; (2) the neural
ranker is less effective than the linear ranker, especially on MSLR-WEB10k. We
believe these findings are due to the fact that query-document pairs in MSLR-
WEB10k and Yahoo! are represented by a larger number of features than in
MQ2007/2008. Thus, more data is required for effective training, especially for
the neural model; we also note that FOLtR-ES is largely affected by noisy clicks
in MSLR-WEB10k.

4.2 RQ2: Effect of Number of Clients on FOLtR-ES

To answer RQ2 we vary the number of clients involved in FOLtR-ES; we inves-
tigate the values {50, 1,000, 2,000}. Kharitonov [10] used 2,000 in the original
experiments, and the impact of the number of clients has not been studied. To



142 S. Wang et al.

be able to fairly compare results across number of clients, we fixed the total
number of ranker updates to 2,000,000; we also set B = 4 and p = 0.9. We
perform these experiments on all three datasets considered in this paper, but we
omit to report results for Yahoo! due to space limitations.
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Fig. 2. Results for RQ2: performance of FOLtR-ES with respect to number of clients
(averaged across all dataset splits).

The results of these experiments are reported in Fig. 2, and they are mixed.
For MQ2007, the number of clients have little effect on the neural ranker used in
FOLtR-ES, although when informational clicks are provided this ranker is less
stable, although often more effective, if very few clients (50) are used. Having
just 50 clients, instead, severally hits the performance of the linear ranker, when
compared with 1,000 or 2,000 clients. The findings on MSLR-WEB10k, however,
are different. In this dataset, a smaller number of clients (50), is generally better
than larger numbers, both for linear and neural ranker. An exception to this is
when considering navigational clicks: in this case the linear ranker obtains by
far the best performance with a small number of clients, but the neural ranker
obtains the worst performance. This suggest that the number of clients greatly
affects FOLtR-ES: but trends are not consistent across click types and datasets.

4.3 RQ3: Comparing FOLtR-ES to State-of-the-Art OLTR Methods

The original study of FOLtR-ES did not compared the method with non-
federated OLTR approaches. To contextualise the performance of FOLtR-ES
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and to understand the trade-off between privacy and performance when design-
ing FOLtR-ES, we compare this method with the current state-of-the-art OLTR
method, the Pairwise Differentiable Gradient Descent (PDGD) [16]. For fair
comparison, we set the privatization parameter p = 1 (lowest privacy) and
the number of clients to 2,000. In addition note that in normal OLTR set-
tings, rankers are updated after each user interaction: however in FOLtR-ES,
rankers are updated in small batches. For fair comparison, we adapt PDGD to
be updated in batch too. Instead of updating the ranker after each interaction
(batch size 1), we accumulate gradients computed on the same batch size as for
FOLtR-ES. Specifically, with 2000 clients for FOLtR-ES, the batch size of each
update is 8,000 iterations (4 x 2,000). We then compute the updated gradients
for PDGD on 8,000 interactions too. We perform these experiments on all three
datasets considered in this paper, but we omit to report results for Yahoo! due
to space limitations.
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Fig. 3. Results for RQ3: performance of FOLtR-ES and PDGD across datasets with
privatization parameter p = 1 and 2,000 clients (averaged across all dataset splits).

Results are shown in Fig. 3: regardless of linear or neural ranker, FOLtR-ES
is less effective than PDGD. The gap in performance is greater in larger datasets
like MSLR-WEB10k than in the smaller MQ2007/2008. This gap becomes even
bigger, especially for the first iterations, if the PDGD ranker was updated after
each iteration (not shown here), rather than after a batch has been completed.
This highlights that FOLtR-ES has the merit of being the first privacy preserving
federated OLTR approach available; however, more work is needed to improve
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the performance of FOLtR based methods so as to close the gap between privacy-
oriented approaches and centralise approaches that do not consider user privacy.

4.4 RQ4: Extending FOLtR-ES Evaluation to Common OLTR
Practice

In the original work and in the sections above, FOLtR-ES was evaluated using
MaxRR computed with respect to the clicks performed by the simulated users
(click models). This is an unusual evaluation for OLTR because: (1) usually
nDCG@10 is used in place of MaxRR as metric, (2) nDCG is computed with
respect to relevance labels, and not clicks, and on a withheld portion of the
dataset, not on the interactions observed — this is used to produce learning curves
and is referred to as offline nDCG, (3) in addition online nDCG is measured from
the relevance labels in the SERPs from which clicks are obtained, and either
displayed as learning curves or accumulated throughout the sessions — these
values represent how OLTR has affected user experience. We then consider this
more common evaluation of OLTR next, where we set the number of clients
to 2,000 and experiment with p = {0.5,0.9,1.0}; we omit to report results for
Yahoo! due to space limitations.

Perfect Navigational Informational

eo00000e0
poL L T2

T rrn | eetee
ae?tet e 032

Linear, p=1.0 —— Neural, p=1.0 ’J =
Linear, p=0.9 *+ Neural, p=0.9 4 026
Linear, p=0.5  --®- Neural, p=0.5
0275 ¢ > ol P 0275 & 024
0 500 1000 1500 2000 o 500 1000 1500 2000 0 500 1000 1500 2000

# interactions, thousands

(a) Mean batch nDCG@10 for MQ2007.

Perfect Navigational Informational
0.204 0.194

0.202

e Mo 0192
- -
***** esss¥afee®® 0200 , 0190

0.188

e00ee®®®® (198

021 0196 0.186

Mean batch nDCG

— Linear,p=1.0 —— Neural,p=1.0 (194 0.184
PRE Linear, p=0.9  --x- Neural, p=0.9

; @ Linear,p=0.5 --@- Neural, p=05 (495

0.182

.
-

0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000
# interactions, thousands

(b) Mean batch nDCG@10 for MSLR-WEB10k.

Fig. 4. Results for RQ4: performance of FOLtR-ES in terms of online nDCG@10 com-
puted using relevance labels and the SERPs used for obtaining user iterations (averaged
across all dataset splits).

Results are reported in Fig.4. It is interesting to compare these plots with
those in Fig.1, that relate to the unusual (for OLTR) evaluation setting used
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Fig. 5. Results for RQ4: performance of FOLtR-ES and PDGD in terms of offline
nDCGQ10 with privatization parameter p = 1 and 2,000 clients (averaged across all
dataset splits).

in the original FOLtR-ES work. By comparing the figures, we note that for
MQ2007, FOLtR-ES can effectively learn rankers for perfect and navigational
clicks. However, when the clicks become noisier (informational clicks), then
FOLtR-ES learning is effective for the linear ranker but no learning occurs for
the neural ranker: this is unlikely in the evaluation settings of the original work
(Fig.1). We note this finding repeating also for MSLR-WEB10k, but this time
this affects both linear and neural rankers; we also note that the online per-
formance in MSLR-WEB10k on navigational clicks is also quite unstable and
exhibits little learning for specific values of p and ranker type. The online per-
formance on MSLR10k for informational clicks (noisiest clicks) even exhibits a
decreasing trend as iterations increase.

We further investigate the performance of FOLtR-ES with respect to offline
nDCG@10. Results are shown in Fig. 5, and are plotted along with the offline
nDCGQ@10 of PDGD for additional context. Also the offline performance confirm
that FOLtR-ES does not provide stable learning across click settings, datasets
and ranker types. We also note that the performance of PDGD are sensibly
higher than that of FOLtR-ES, apart for the neural ranker on MQ2007 when
perfect and navigational clicks are considered.

These findings suggest that FOLtR-ES is yet far from being a solution that
can be considered for use in practice, and more research is required for devising
effective federated, privacy-aware OLTR techniques.
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5 Related Work

Learning to rank (LTR) consists of the application of supervised machine learn-
ing techniques to learn a ranking function from a set of labelled query-document
pair examples, represented by features. A key limitation of LTR is the reliance
on explicit relevance annotations (labels), which require substantial effort and
cost to collect [1,18]. Editorial labelling also poses ethical issue when needing
labels for private data [23], e.g., emails; in addition user preferences may not
agree with that of annotators [21] and these labels cannot reflect evolving user
preferences and search intents [15].

The use of implicit feedback in the form of, e.g., clicks has been suggested
as a way to go beyond the above limitations [8]; this is the type of signal that
the methods studied in this paper consider. This setting however presents a
number of challenges: clicks are affected by a number of biases and noise, e.g.,
position bias and noisy clicks [4,9,17]. Approaches that exploit click feedback can
be divided into counterfactual learning to rank (CLTR) [9] and online learning
to rank (OLTR) [28]. CLTR relies on historical click through logs, treated as
pure binary relevance labels, and commonly inverse propensity scoring (IPS)
is used to re-weight clicks to minimise the impact of biases. Rankers are then
trained in an offline manner and deployed online after training. OLTR instead,
interactively updates rankers after each user interaction, in an online manner,
and rankers explicitly manipulate SERPs to guide the learning process. This is
the setup we consider in this paper, where rankers are iteratively updated in
an online fashion following user interactions. A key aspect of OLTR is that the
online interventions performed by rankers to guide the learning process carry
the risk of displaying non optimal SERPs directly to the user, thus hurting user
experience. It is important then for OLTR to rapidly learn a high quality ranker
so as to not displaying low quality SERPs to a large number of users.

Little attention has been put on the fact that OLTR requires the search
engine to monitor and collect user behaviour, thus not being appropriate when
users want to preserve their privacy. In fact, current OLTR methods consider
a central server that produces SERPs, collects queries and implicit user feed-
back, and updates a central ranker. An exception is the work of Kharitonov [10],
considered in this paper, that instead exploits federate learning to de-centralise
the collection of user data and computation of gradient updates to the ranker;
a central server is still required, but this only observes the federated gradient
updates, which are then applied to the central ranker which is then distributed to
the clients at each update iteration (more details in Sect. 2). Federated (machine)
learning was recently introduced by Konecny et al. [12,13]; in this framework
models are learnt based on datasets distributed across different locations (clients)
without the need to share the actual data, and with mechanisms to guarantee
data leakage [27]. Privacy preservation is a topic of growing interest in infor-
mation retrieval, with related workshops and tutorials being held in relevant
venues [25,26], but its main focus so far has been on query log anonymisation
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and privacy-preservation when sharing logs [2,14,29], rather than on integrating
privacy preservation mechanisms within the ranking algorithms, as the work of
Kharitonov instead does [10].

6 Conclusions

In this paper we considered the federated online learning to rank with evolution-
ary strategies (FOLtR-ES) method recently proposed by Kharitonov [10]. This
is an interesting method because privacy requirements have been so far ignored
in OLTR, and FOLtR-ES represents the first method of its kind.

We set to explore four research questions related to FOLtR-ES. RQ1 aimed to
investigate the generalisability of the original results obtained by FOLtR-ES on
the MQ2007/2008 dataset to other datasets used in current OLTR practice. Our
experiments on MQ2007,/2008 show consistent findings with that of Kharitonov
[10]. However, when larger LTR datasets are considered, results change. In par-
ticular, the neural ranker used in FOLtR-ES is less effective than the linear
ranker, especially on MSLR-WEB10k.

RQ2 aimed to investigate the effect varying the number of clients involved in
FOLtR-ES has on the effectiveness of the method. Our experiments show mixed
results with respect to the number of clients: the effect largely varies depending
on dataset, ranker type and click settings.

RQ3 aimed to compare FOLtR-ES with current OLTR state-of-the-art meth-
ods to understand the gap required to be paid for maintaining privacy. Our
experiments show that FOLtR-ES lags behind the current OLTR state-of-the-
art in terms of ranking performance: differences become more substantial when
noisy clicks or larger datasets are considered.

RQ4 aimed to investigate the generalisability of the original results obtained
for FOLtR-ES to common evaluation practice in OLTR. Our experiments show
that if the common evaluation settings used in OLTR are used to evaluate
FOLtR-ES, then thee method shows high variability in effectiveness across
datasets, rankers and clicks types — and overall that FOLtR-ES is unreliable
on large datasets and noisy clicks. This finding suggests that more research and
improvements are needed before a federated OLTR method, and FOLtR-ES in
particular, can be used in practice.

Code, experiment scripts and further results are provided at https://github.
com/ielab/foltr.
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Abstract. While BERT has been shown to be effective for passage
retrieval, its maximum input length limitation poses a challenge when
applying the model to document retrieval. In this work, we reproduce
three passage score aggregation approaches proposed by Dai and Callan
[5] for overcoming this limitation. After reproducing their results, we
generalize their findings through experiments with a new dataset and
experiment with other pretrained transformers that share similarities
with BERT. We find that these BERT variants are not more effective
for document retrieval in isolation, but can lead to increased effective-
ness when combined with “pre—fine-tuning” on the MS MARCO passage
dataset. Finally, we investigate whether there is a difference between fine-
tuning models on “deep” judgments (i.e., fewer queries with many judg-
ments each) vs. fine-tuning on “shallow” judgments (i.e., many queries
with fewer judgments each). Based on available data from two different
datasets, we find that the two approaches perform similarly.

1 Introduction

In the context of text retrieval, pretrained transformers such as BERT [6] have
been shown to substantially improve ranking effectiveness across many domains,
tasks, and settings [10]. Adapting BERT to passage retrieval is straightforward:
it can be used as a classifier to predict the relevance of a passage with respect to
a query, and such a relevance prediction model can be used to rerank candidate
passages retrieved by an efficient first-stage keyword-based ranking method like
BM25. However, BERT’s maximum length limitation of 512 tokens prevents this
approach from directly being applied to longer input texts like full-length doc-
uments. Several solutions have been proposed to address this issue by breaking
a document into passages and then aggregating passage-level relevance to arrive
at a document relevance score [1,5,9,12].

In this paper, we reproduce one such approach proposed by Dai and Callan
[5]. Their approach segments documents into passages that can each be scored
independently. At inference time, Dai and Callan [5] use one of three approaches
to aggregate passage-level scores, called FirstP, MaxP, and SumP, which either
© Springer Nature Switzerland AG 2021
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takes the score of the first passage as the document score, the score of the
maximum passage, or the sum of all passage scores, respectively. Dai and Callan
[5] considered title and description queries on the Robust04 and ClueWeb09 test
collections, finding that taking the maximum passage score as the document
score (i.e., MaxP) was the most effective approach except when using description
queries on ClueWeb09. However, the differences between MaxP and SumP were
small in all settings.

Instead of replicating these results using the code' provided by Dai and
Callan [5], we first independently reproduce their findings on Robust04 by imple-
menting their approach with the Capreolus toolkit [18]. Note that our focus here
is not to exactly obtain the same ranking metrics as their paper, but to attempt
to reproduce their findings about the relative effectiveness of the various score
aggregation approaches. Our Tensorflow v2 implementation is completely inde-
pendent from the original code, which used Tensorflow v1 with an entirely dif-
ferent pipeline. In addition to the three approaches proposed in the paper, we
introduce a new aggregation approach, AvgP, to compare with SumP and inves-
tigate the impact of document length. Our results show that the original findings
are reproducible, though we observe much larger differences between MaxP and
SumP than in the original work. In our results, MaxP consistently and signifi-
cantly outperforms FirstP, SumP, and AvgP. As in the original work, we also find
that BERT is more effective with description queries than with keyword queries.

Given that we are able to reproduce the results of Dai and Callan [5] on
Robust04, we omit experiments on the ClueWeb09 collection. Instead, to further
generalize the above findings and to provide a reference for the community,
we apply the four aggregation approaches to the GOV2 test collection.? While
we continue to observe a larger gap between MaxP and SumP than previously
reported, our findings on GOV?2 are consistent with those on Robust04: (1) MaxP
is more effective than FirstP, SumP, and AvgP, and (2) description queries are
more effective than keyword queries.

Since Dai and Callan [5] first demonstrated the effectiveness of MaxP for
document retrieval, several BERT variants have been proposed that claim to
improve BERT’s effectiveness on NLP tasks by making architectural changes,
e.g., sharing the same weights across all transformer layers [8] and changes to
the pretraining setup such as removing the next sentence prediction task [11]. It
is natural to ask whether retrieval can benefit from these model improvements
and, if so, how much of an increase in effectiveness can be provided by using an
improved variant. To answer this question, we repeated the above experiments
with MaxP, the most effective aggregation approach, with different pretrained
neural language models: RoBERTa [11], ALBERT [8], and ELECTRA [4].

In addition to the finding that pretrained language models improve effective-
ness on ranking tasks, Dai and Callan [5] found that “pre—fine-tuning” BERT
on Bing search log data further improves effectiveness (i.e., fine-tuning BERT
on Bing data before further fine-tuning on the target dataset). Li et al. [9] pro-

! https://github.com/AdeDZY /SIGIR19-BERT-IR.
2 http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm.
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vide further support for the benefit of pre—fine-tuning, and found that the MS
MARCO passage dataset is more effective for this task than the Bing search logs.
Furthermore, Zhang et al. [20] found that pre—fine-tuning BERTg,g improves
effectiveness regardless of the amount of data used to fine-tune for the down-
stream task. To validate these findings and to compare the impact of pretraining
and pre—fine-tuning, we additionally consider whether the effectiveness of MaxP
increases with pre—fine-tuning on MS MARCO.

Finally, we investigate the impact of different strategies for gathering rele-
vance judgments on the effectiveness of MaxP. Traditionally, the Text REtrieval
Conferences (TRECs) build test collections with “deep” judgments, in which a
large number of judgments are obtained for a relatively small number of queries
(typically, around 50). However, neural models are often trained on relevant
query—document pairs or triples (queries with positive and negative instances),
so it is unclear whether the “deep” approach of TREC is preferable to using
many more queries but with fewer judgments per query (i.e., a “shallow” judg-
ment approach). The recent MS MARCO dataset takes this shallow approach by
providing a large number of queries that are associated with only one relevant
document on average [3]. This dataset has become popular for training neural
models. Similarly, the TREC 2007 Million Query dataset [2] provides shallow
judgments and has also been used to train neural models for this reason [7,14].
To provide a more comprehensive view of how to best apply the BERT-MaxP
model, we investigate the effectiveness of these two types of training data. Inter-
estingly, based on available data from two different datasets, we find that the
two approaches perform similarly (unlike Yilmaz and Robertson [19]).

In summary, the contributions of this work are:

1. We reproduce and confirm the findings of Dai and Callan [5] on Robust04
and further generalize the findings to the GOV2 test collection.

2. We investigate two approaches to obtaining “free” improvements in ranking
effectiveness: using improved BERT variants or “pre—fine-tuning” on another
retrieval dataset. The different BERT variants we examined bring no signifi-
cant improvements, but pre—fine-tuning with MS MARCO data does improve
effectiveness.

3. We investigate the impact of “deep” vs. “shallow” judgments on BERT-MaxP.
At least for the datasets and sample sizes we explore, both approaches obtain
similar levels of effectiveness.

2 Related Work

2.1 Passage Aggregation

Prior work has investigated several approaches for overcoming BERT’s maximum
length limitation by segmenting long documents into shorter passages. However,
no consensus has been reached on how per-passage results should be aggregated.
Dai and Callan [5] were the first to propose and evaluate different strategies
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for aggregating document scores. To do so, Dai and Callan [5] segment each
document into N overlapping passages; each passage receives the relevance label
of the document at training time. They compared three approaches to aggregate
passage-level scores at inference time: FirstP, MaxP, and SumP. Given N passage
scores from the same document, FirstP uses the score of the first passage as the
document score, MaxP uses the highest passage score, and SumP uses the sum
of all passage scores. Even though FirstP only uses the first passage from the
document when computing document scores, it is not identical to truncating all
documents in the corpus since the model is trained using all passages from the
document. That is, although most passages do not directly contribute to the
document score, they contribute to model fine-tuning.

Birch [1], another approach for aggregating passage scores, improves effec-
tiveness by interpolating the top-k sentence-level scores, where k£ € 1,2,3. To
train the Birch model, datasets with passage-level judgments are used (e.g., MS
MARCO and tweets). The model is then adapted for a target domain with
longer documents by learning only the weights for the top-k scores as well as an
interpolation weight for the first-stage ranker. Note that before these approaches,
monoBERT [13] considered passage datasets where all “documents” were shorter
than the model length limit, and thus the entire text can be fed into BERT at
both training and inference time.

Rather than aggregating passage scores, MacAvaney et al. [12] concatenate
the term representations BERT produces for each passage in order to form a
document vector. This document vector is then used to construct a similarity
matrix, which is used to compute a relevance score. Some variants of this app-
roach additionally include the average of BERT’s [CLS] representation of each
passage. Li et al. [9] investigate additional approaches for aggregating passage
representations instead of aggregating passage scores directly. They find that
several strategies can improve over score aggregation.

In this work, we reproduce and extend the experiments in Dai and Callan
[5] on different aggregation approaches. Note that since we apply other BERT
variants to initialize this model (see Sect.2.2), we use MaxP when referring to
the general model architecture to avoid ambiguity and only use BERT-MaxP
when the model is initialized with BERTgge.

2.2 BERT Variants

While Devlin et al. [6] proposed several BERT variants with different model
sizes (e.g., 110M weights with BERTgase and 330M weights with BERT 1,arge ),
additional variants have been proposed that purport to improve the model in
different ways. RoBERTa [11] found that BERT’s effectiveness on NLP tasks can
be improved by modifying the training data and tuning pretraining hyperparam-
eters. Additionally, ROBERTa eliminates the Next Sentence Prediction (NSP)
objective as it was found to be ineffective for improving downstream tasks.
ALBERT [8] proposed to reduce BERT’s parameters by factorizing word
embedding into smaller matrices and sharing the parameters of each BERT layer.
They found that, while these strategies compress the model size and accelerate
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pretraining given the same model configuration, the pretrained model still per-
forms roughly on par with BERTg,s.. This work additionally replaced the NSP
task with Sentence Ordering Prediction (SOP), where the model is given two
segments from the same document and learns to discriminate whether the two
segments have been swapped. They found that the SOP task improves effective-
ness on most of the downstream NLP tasks considered.

ELECTRA [4] improved representation learning efficiency by replacing the
Masked Language Modeling (MLM) task with a new task called replaced token
detection. In this task the model classifies whether each output token was gener-
ated by another small “generator” model or was the original token. The generator
is a small two-layer BERT model that predicts masked tokens. While this app-
roach requires training the generator model as well as the ELECTRA model, the
new objective enables the model to learn from the output at all the positions,
rather than just the 15% of the positions that are randomly masked in BERT’s
pretraining.

3 Experimental Setup

In this section, we describe in detail the BERT score aggregation approaches
in our study, our approach for experimenting with other BERT variants, our
methodology for generating deep and shallow judgments, and finally the exper-
iment configurations.

3.1 BERT with MaxP, FirstP, SumP, and AvgP Aggregation

To apply BERT as a relevance classifier for text ranking, Nogueira and Cho
[13] proposed feeding a query ¢ and passage p to BERT to obtain a vector Egrg
representing the interactions between them. To do so, a special [CLS] token is
prepended to the input sequence, and a special [SEP] token is placed before
and after the passage. This usage of the [CLS] vector follows the approach for
applying a pretrained BERT model to classification tasks proposed by Devlin et
al. [6]. This [CLS] vector is then fed to a fully-connected layer with two outputs
followed by a softmax. The score of the positive class serves as the relevance
score s used to rank the passages.

This approach is referred to as monoBERT. BERT’s maximum input length
limitation of 512 tokens® prevents this strategy from being directly applied to
longer documents, however. In the work we are reproducing, Dai and Callan [5]
proposed overcoming this limitation by converting a document d into a series of
passages p;, applying BERT as a relevance classifier to each passage p; to obtain
a series of relevance scores s;, and then applying a score aggregation approach

3 The length of BERT’s inputs cannot exceed 512 tokens. This includes the query,
the passage, and the three special tokens. This limitation comes from the fact that
position embeddings are used to encode BERT’s input; these position embeddings
were only pretrained for sequences up to length 512.
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to arrive at a final document relevance score s4. To generate the passages, Dai
and Callan [5] used a sliding window of 150 terms with a stride of 75.

Given this sequence of passages, one of three aggregation approaches was
applied: taking the maximum passage score as the document score (MaxP), tak-
ing the first passage’s score (FirstP), or taking the sum of all passage scores
(SumP). We additionally consider an AvgP variant in which the sum of scores is
divided by the number of passages in the document.

3.2 BERT Variants

In the original work, Dai and Callan [5] used BERTp,s as a relevance classifier
to obtain the scores s; for aggregation. In addition to conducting experiments in
this setting, we also experiment with using the larger BERT 4;¢c model provided
by Devlin et al. [6], as well as the RoOBERTa [11], ALBERT [8], and ELECTRA
[4] models in their “base” sizes. Apart from the general-purpose pretrained mod-
els, we fine-tune BERTg.sc and ELECTRAR,se using the MS MARCO passage
dataset and add these pre—fine-tuned weights into our comparisons. These mod-
els can be viewed as drop-in replacements for BERT; to use them, we simply
replace BERT gase with a different variant when computing Egps.

In the experiments investigating each pretrained model, we use the mod-
els available in the HuggingFace model hub [15], with names bert-base-uncased,
bert-large-uncased, google/electra-base-discriminator, albert-base-v2 and roberta-
base. For the experiment investigating the impact of MS MARCO pre—fine-
tuning, we use the BERTpase weights provided by Nogueira and Cho [13] and
the ELECTRAR,se weights provided by Li et al. [9].

3.3 Deep and Shallow Sampling

)

In order to investigate whether it is preferable to use “deep and narrow” or
“shallow and wide” judgments for training, we sample judgments from an exist-
ing test collection to simulate both cases. To accomplish this, we prepare ten
smaller datasets from each of the Robust04* and GOV2° datasets by sampling
the relevance judgments in a “shallow” or “deep” manner with a sampling rate
r, described below.

Given the same number of judgments, the shallow setting contains more
queries and fewer labeled documents per query, whereas the deep setting con-
tains fewer queries with more labeled documents per query. The shallow setting
is used in MS MARCO [3], whereas the deep setting is traditionally used in
TREC evaluations. Shallow and deep sampling are two sampling schemes that
we adopted to simulate these two labeling styles, respectively. The sampling app-
roach we adopted in previous work [20] can be viewed as deep sampling, which
provides a reference point for this paper.

* https://trec.nist.gov/data/robust/04.guidelines.html.
5 http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm.
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Specifically, given a dataset with ) queries, D documents per query, and M
judgments in total, where M = @ - D, the r-sampled dataset always contains
r-D judgments. Deep sampling accomplishes this by dropping queries with higher
priority, while shallow sampling only drops the documents associated with each
query and always preserves the original number of queries.

We achieve this with a two-step process. In the first step, deep sampling ran-
domly preserves around [r- Q] queries, and shallow sampling randomly preserves
[r - D] documents per query. At this point, both sampling mechanisms should
produce slightly more than r - M judgments. In the second step, we eliminate
the extra judgments by looping over the queries and randomly dropping one of
its labeled documents until exactly - D judgments are left.

Note that we use cross-validation in our experiments and the sampled
datasets are only used in the training and validation folds. Test folds always
contain the original judgments. That is, while the model is trained and wvali-
dated on sampled data, it is evaluated with all available judgments to make fair
comparisons.

3.4 Experimental Details

All the configurations are run on both the Robust04 and GOV2 datasets.
Robust04 is a TREC collection with documents from the news domain that the
original work [5] used in their evaluation. GOV2 contains documents crawled
from .gov websites, which forms a different domain from Robust04. As in the
original work, we use 5-fold cross-validation for Robust04 collection, with three
folds for training, one fold for validation, and the other fold for evaluation.
While Dai and Callan [5] did make their Robust04 folds available,® we opted
to instead use the folds from Yang et al. [17] in order to ensure that the choice
of folds does not affect the original findings. We randomly assign the queries in
GOV2 into three groups and applied 3-fold cross-validation, with one fold for
training, one fold for validation, and the other fold for evaluation.

We implement our experiments with the Capreolus toolkit [18]. To produce
candidate documents for reranking, we use the Anserini BM25 implementation
[16] with default parameters k; = 0.9 and b = 0.4 (i.e., the first-stage ranker).
At training time we construct training instances from the top 1000 documents
retrieved by BM25. We consider the top 100 documents at inference time since
this setting is substantially more efficient (i.e., reranking 1000 documents takes
ten times longer). This setting differs from the original work, which used a query-
likelihood model as the first-stage ranker. As with the change in folds used, this
allows us to provide evidence that the original work’s findings are robust to
minor changes in the experimental setup.

Following the original work, we generate passages from each document using
a 150-term sliding window with a 75-term stride. The maximum number of
passages per document is set to 30. During training, passages after the first

5 http://boston.lti.cs.cmu.edu/appendices/SIGIR2019-Zhuyun-Dai/.
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passage are randomly preserved with probability 0.1.” We use pairwise hinge
loss and fine-tune the models over 36 epochs, with each epoch containing 256
batches of 16 training triples (i.e., a query, a positive document, and a negative
document). We run validation every 4 epochs and preserve the best model in
terms of nDCG@20 to mitigate overfitting. All experiments are fine-tuned using
the Adam optimizer with Ir = 1072 for non-BERT parameters and lr = 107>
for BERT parameters. The dropout rate for all fully-connected layers® is set to
0.1 except for ALBERT, where the dropout rate is set to 0.

For the reproduction and BERT variant experiments, we consider both key-
word queries (title field) and description queries (desc field) on both datasets
and report mAP, P@20, and nDCG@20, whereas for experiments comparing
sampling mechanisms, we only report nDCG@20 on keyword queries. Our code
and instructions are available on GitHub.?

4 Results and Discussion

4.1 Reproduction and Generalization of Aggregation Approaches

We report results from our attempts to reproduce Dai and Callan [5] in Table 1,
which consist of the FirstP, MaxP, SumP, and AvgP score aggregation approaches
with both keyword and description queries on the Robust04 and GOV2 datasets.
All models are initialized from BERTRas.. Table 1a shows the Robust04 results
copied from the original paper; Table 1b presents our results.

The nDCG@20 column under Robust04 in Table 1b shows that the original
work’s finding that MaxP outperforms FirstP on Robust04 is reproducible. In
fact, we achieve slightly higher results for both methods, which confirms the
correctness of our implementation. While MaxP continues to outperform SumP,
the difference between these two methods is greater than in the original work.
That is, Table 1a shows a tiny difference between the two with both approaches
outperforming FirstP. However, in our results, SumP is not more effective than
FirstP. Given that the implementation differences between these approaches are
very small,!® we attribute this finding to changes in our experimental setup
(e.g., different folds and a different first-stage ranker). This suggests that MaxP
is a more robust approach. In our results, MaxP almost always significantly
outperforms the other approaches regardless of the query type or the dataset.

4.2 MaxP with BERT Variants

Results when initializing MaxP from different pretrained and pre-fine-tuned
(denote “pFT”) checkpoints are shown in Table2. From the table, it can be

" https://github.com/AdeDZY /SIGIR19-BERT-IR,/blob/master /run_qe_classifier.
py#L468-1471.

8 The hidden_dropout_prob configuration in HuggingFace’s library.

9 https://github.com/crystina-z/MaxP-Reproduction.

10 See line 58 of tools/bert_passage result_to_trec.py in the original code.


https://github.com/AdeDZY/SIGIR19-BERT-IR/blob/master/run_qe_classifier.py#L468-L471
https://github.com/AdeDZY/SIGIR19-BERT-IR/blob/master/run_qe_classifier.py#L468-L471
https://github.com/crystina-z/MaxP-Reproduction

X. Zhang et al.

158

"U013001100 TuolIdjuOg I99Je (TQ°Q > d) 1S931-3 po[re}-om} & o3 SUIPIOdD® 9100S dxe|\ Surpuodseiiod
oY) uey) I9mo[ AJ3uedyruSis ST 9I00S oY) s9jedIpul [oquAs | 9y J, 'P[O] Ul o1e s3[NsaI 1s9q 9YJ, "(F0IsSnqoy uo OgoOHOU 'o°'1) BT 9[qe],
ur pajrodar senyea ayj 03 puodsolilod S3I0DS pauriepun oy J, ‘dSAy—THHAg PUe ‘quns—THHAdg ‘dXeWN—TIMHI ‘disi4—THAd Ym symsax angQ (q)

660<°0 9689°0 196L1°0 l1e6v0 19170 logezo d3ny
laesyo 1296670 198910 19¢%%0 l1eseo letteo dwng
08%9°0 2629°0 TY61°0 €0€9°0 0SS0 9%92°0 dxeiN oseq
€12S°0 1€08g°0 11181°0 6050 leeev o levve o disiig
9Z8%°0 $69S°0 TELT'O €8E7°0 67L€°0 168020 d3ay
6L9%°0 £T¥S°0 6L9T°0 1927770 LE]E'0 legtzo dwng
gL19°0 £09°0 gg81°0 29170 890%°0 ¥8€T°0 dxeiN SIILL
T16¥°0 $99S°0 0€LT°0 €677°0 128€°0 legtzo disiig
0zeHOHAU 0zod 00TOdVW 0zOHOAU 0zod 00TOd VW
TAOD ¥03snqoy
"F01snqoy uo [g] ue[rep pue req Aq pejioder soujewr Og@OOAU UL, ()
¥2S°0 629°0 16%°0 L9¥%°0 6970 iaaa]
dwng dxeiN disiig dung dxen disig

ose CIEIN

‘oeoxdde uoryedsidde o100s agessed yors 10] sjuswiLIadxs INO pUR JIOM [RUISLIO S} WOIJ S}NSY ‘T S[qr],



Comparing Score Aggregation Approaches 159

Table 2. Results of MaxP models initialized with various pretrained or pre—fine-tuned
weights. The t symbol indicates the score is significantly higher than the corresponding
BERTRase score (p < 0.01) after Bonferroni correction. The best results among all
pretrained models are underlined, and the best among all are in bold. Note that the
Base Subscript is omitted when there is no ambiguity.

Robust04 GOV2
mAP@100 | P@20 nDCG@20 | mAP@100 | P@Q20 nDCG@20
Title | BERTp,4e 0.2384 0.4068 0.4767 0.1855 0.6030 0.5175
BERTLarge 0.2424 0.4120 0.4875 0.1865 0.5990 0.5161
ELECTRA 0.2437 0.4253 0.4959 0.1810 0.5718 0.4841
RoBERTa 0.2425 0.4259 0.4938 0.1696 0.5591 0.4679
ALBERT 0.2326 0.4006 0.4632 0.1925 0.6114 0.5354
BERTR,ge (PFT) | 0.2401 0.4207 0.4857 0.1958 0.6322 0.5473
ELECTRA (pFT) | 0.2575 0.44827 | 0.52257 0.1998 0.6466 | 0.5624
Desc | BERTp ¢, 0.2646 0.4504 0.5303 0.1942 0.6292 0.5480
BERTLarge 0.2672 0.4655 0.5448 0.1968 0.6272 0.5420
ELECTRA 0.2726 0.4584 0.5480 0.1895 0.6081 0.5152
RoBERTa 0.2692 0.4671 0.5489 0.1928 0.6195 0.5370
ALBERT 0.2637 0.4542 0.5400 0.1977 0.6309 0.5459
BERTR,4e (PFT) | 0.2719 0.4624 0.5476 0.2046+ 0.6550 0.5788
ELECTRA (pFT) | 0.28657 0.47797 | 0.5741¢} 0.21007 0.68227 | 0.60627}

observed that although each BERT variant can achieve an improvement over
BERT, such improvements are neither significant nor consistent across datasets
or query types. On Robust04, BERT L arge, ELECTRA, and RoBERTa show some
improvement over BERTg,se for both query types, but their results on GOV2
are only on par with or even worse than BERT gs¢e. On the other hand, ALBERT
is less effective than BERT on Robust04 with keyword queries and GOV2 with
description queries, but improves over BERTp,¢ in the other settings.

Compared with the inconsistent improvements brought by different BERT
variants, the benefits of pre—fine-tuning on MS MARCO are much more stable.
While the differences are significant only on GOV2, the pre—fine-tuned BERT g5
numerically outperforms the vanilla BERT g, across different query types and
datasets. Moreover, the pre—fine-tuned ELECTRA yields an improvement with
significant increases in a variety of settings.

4.3 Deep vs. Shallow Relevance Judgments

Table 3 shows the training effectiveness of MaxP across a spectrum of training
and validation data sizes. Table 3a shows several baselines to put the results in
context, including a BERT-MaxP model fine-tuned on only the MS MARCO
collection (i.e., the pre—fine-tuned setting without further fine-tuning on the
target domain) and the BERT-MaxP scores previously reported by Dai and
Callan [5] and Li et al. [9]. Table3b shows the BERT-MaxP metrics obtained
by fine-tuning with each deep or shallow sampled dataset at different sampling
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Fig. 1. Plots of baselines and our experiments with deep and shallow sampling.

rates . As mentioned in Sect. 3.4, we report the median nDCG@20 of the five
experiments under the same settings.

By plotting the scores in Fig.1, it can be observed that while effectiveness
benefits from more training and validation labels, there is no clear trend in
terms of the superiority of the two schemes. It is not the case that one judgment
scheme consistently yields better effectiveness than the other. This observation
applies regardless of whether the model is pre-fine-tuned on MS MARCO. This
is an interesting finding that differs from the results of Yilmaz and Robertson
[19], who conducted similar experiments, but in a feature-based learning-to-rank
context. Note that an important caveat here is that our sampling schemes apply
only to sampling training data—in all cases, our test data are “complete”. We
have not explored the case where the test data are also sampled, in which case
there may be differences between the two schemes for evaluating effectiveness.
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5 Conclusion

In this work, we reproduced the three passage score aggregation approaches
proposed in Dai and Callan [5]. We found that the MaxP aggregation approach
is the most effective, and furthermore, the differences between MaxP and AvgP
are larger than in the original work. We generalized this finding by conducting
the same experiments on the GOV2 dataset and reaching the same conclusion.
We found that MaxP can further benefit from pre—fine-tuning the model on the
MS MARCO passage dataset, but does not necessarily benefit from replacing
BERT with a newer variant. While none of the general-purpose pretrained models
consistently improved over BERT, the pre—fine-tuned ELECTRA model achieved
significant improvements under many settings. Finally, we explored the impact
of fine-tuning BERT with shallow or deep judgments via sampling, finding that
the model performed similarly regardless of which judgment scheme was used.
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Research Excellence Fund and the Natural Sciences and Engineering Research Council
(NSERC) of Canada. In addition, we would like to thank Google Cloud and TensorFlow
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Abstract. The task of identifying emotions from a given music track has
been an active pursuit in the Music Information Retrieval (MIR) commu-
nity for years. Music emotion recognition has typically relied on acoustic
features, social tags, and other metadata to identify and classify music
emotions. The role of lyrics in music emotion recognition remains under-
appreciated in spite of several studies reporting superior performance of
music emotion classifiers based on features extracted from lyrics. In this
study, we use the transformer-based approach model using XLNet as the
base architecture which, till date, has not been used to identify emotional
connotations of music based on lyrics. Our proposed approach outper-
forms existing methods for multiple datasets. We used a robust method-
ology to enhance web-crawlers’ accuracy for extracting lyrics. This study
has important implications in improving applications involved in playlist
generation of music based on emotions in addition to improving music
recommendation systems.

Keywords: Music emotion recognition - Lyrics - Valence-arousal -
Transformers

1 Introduction

Information retrieval and recommendation, be it related to news, music, prod-
ucts, images, amongst others, is crucial in e-commerce and on-demand content
streaming applications. With the staggering increase in paid subscribers for
music streaming platforms over the years, and especially in these Covid times
[1], MIR systems have increased need and relevancy. Music Emotion Recognition
has gained prominence over the recent years in the field of MIR, albeit relying
on acoustic features [11,29] and social tags [6] to identify and classify music
emotions. Lyrics have been largely neglected despite the crucial role they play in
especially eliciting emotions [14], a vital factor contributing to musical reward
[25], in addition to reflecting user traits and tendencies [34] which in turn are
related to musical preferences [26]. Despite a handful of studies reporting the
superior performance of music emotion classifiers based on features extracted
from lyrics than audio [16,38], the role of lyrics in music emotion recognition
remains under-appreciated.
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Analyzing lyrics and its emotional connotations using advanced Natural Lan-
guage Processing (NLP) techniques would make for a natural choice. However,
NLP in MIR has been used for topic modelling [20], identifying song structure
via lyries [13], and mood classification [16]. In the context of Music emotion
recognition [23,38], typically traditional NLP approaches have been used, which
are limited to word-level representations and embeddings, as opposed to more
modern NLP techniques that are based on context and long-term dependencies
such as transformers [10,40]. Lyrics can be treated as narratives rather than inde-
pendent words or sentences, which therefore renders the use of transformers a
natural choice in mining affective connotations. In this study, we use transformer
model which, till date, has not been used for identifying emotional connotations
of music based on lyrics.

2 Related Work

Analyzing affective connotations from text, that is, sentiment analysis, has been
actively attempted in short contexts like reviews [4,30], tweets [3,7], news arti-
cles [35] amongst others with limited application to lyrics. Sentiment analy-
sis has come a long way from its inception based on surveys and public opin-
ions [21] to use of linguistic features like character n-grams [15], bag-of-words [4]
and lexicons like SentiWordNet [27] to state-of-the-art that employ context-
based approaches [10,33] for capturing the polarity of a text. The task of sen-
timent analysis has been approached using several deep learning techniques like
RNN [7,31], CNN [7], and transformers [10,18] and have shown to perform
remarkably better than traditional machine-learning methods [19].

Music emotion classification using lyrics has been performed based on tradi-
tional lexicons [16,17]. The lexicons not only have very limited vocabulary but
also the values have to be aggregated without using any contextual informa-
tion. In recent years the use of pre-trained models like GloVe [32], ELMO [33],
transformers [10,37] are fast gaining importance for large text corpus has shown
impressive results in downstream several NLP tasks. Authors in [2,9] perform
emotion classification using lyrics by applying RNN model on top of word-level
embedding. The MoodyLyrics dataset [5] was used by [2] who report an impres-
sive Fi-score of 91.00%. Recurrent models like LSTMs work on Markov’s princi-
ple, where information from past steps goes through a sequence of computations
to predict a future state. Meanwhile, the transformer architecture eschews recur-
rence nature and introduces self-attention, which establishes longer dependency
between each step with all other steps. Since we have direct access to all the
other steps (self-attention) ensures negligible information loss. In this study, we
employ Multi-task setup, using XLNet as the base architecture for classifica-
tion of emotions and evaluate the performance of our model on several datasets
that have been organized by emotional connotations solely based on lyrics. We
demonstrate superior performance of our transformer-based approach compared
to RNN-based approach [2,9]. In addition, we propose a robust methodology for
extracting lyrics for a song.
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3 Methodology

3.1 Datasets

MoodyLyrics [5]: This dataset comprises 2595 songs uniformly distributed
across the 4 quadrants of the Russell’s Valence-Arousal (V-A) circumplex model
[36] of affect where emotion is a point in a two-dimensional continuous space
which has been reported to sufficiently capture musical emotions [12]. Valence
describes pleasantness and Arousal represents the energy content. The authors
used a combination of existing lexicons such as ANEW, WordNet, and WordNet-
Affect to assign the V-A values at a word-level followed by song-level averaging
of these values. These were further validated by using subjective human judg-
ment of the mood tags from AllMusic Dataset [24]. Finally, the authors had
retained songs in each quadrant only if their Valence and Arousal values were
above specific thresholds, thereby rendering them to be highly representative of
those categories.

MER Dataset [24]: This dataset contains 180 songs distributed uniformly
among the 4 emotion quadrants of the 2-D Russell’s circumplex model. Sev-
eral annotators assigned the V-A values for each song solely based on the lyrics
displayed without the audio. The Valence and Arousal for each song were com-
puted as the average of their subjective ratings. Also, this dataset was reported
to demonstrate high internal consistency making it highly perceptually relevant.

3.2 Lyrics Extraction

Due to copyright issues, the datasets do not provide lyrics, however, the URLs
from different lyric websites are provided in each of the datasets. In order to mine
the lyrics, one approach is to write a crawler for each of the websites present
in the datasets. However, some of those URLs were broken. Hence, in order to
address this concern, we provide a robust approach for extracting lyrics using
the Genius website. All the existing APIs, including Genius API require the
correct artist and track name for extracting the lyrics. However, if the artist or
track names are misspelled in the dataset, the API fails to extract the lyrics. We
handled this issue by introducing a web crawler to obtain the Genius website
URL for the lyrics of the song instead of hard-coding the artist and track name
in Genius API. Using the web crawler, we were able to considerably improve the
number of songs extracted from 60%-80% for the different datasets to ~99% for
each dataset.

3.3 Proposed Architecture

We describe a deep neural network architecture that, given the lyrics, outputs the
classification of Emotion Quadrants, in addition to Valence and Arousal Hemi-
spheres. The entire network is trained jointly on all these tasks using weight-
sharing, an instance of multi-task learning. Multi-task learning acts as a regu-
larizer by introducing inductive bias that prefers hypotheses explaining all the
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tasks. It overcomes the risk of overfitting and reduces the model’s ability to
accommodate random noise during training while achieving faster convergence
[41]. Figure 1 displays the architecture of our proposed method.

We use XLNet [40] as the base network, which is a large bidirectional trans-
former that uses improved training methodology, larger data and more computa-
tional power. XLNet improves upon BERT [10] by using the Transformer XL [§]
as its base architecture. The added recurrence to the transformer enables the
network to have a deeper understanding of contextual information.

M Quadrant
N Labels
e N
Lyrics XLNet Sequence
Transformer Summary
pree Valence
\ ) - Labels
U N [ Arousal
=

Labels

Fig. 1. Overview of our method

The XLNet transformer Model outputs raw hidden states, which are then
passed on to SequenceSummary block, which computes a single vector summary
of a sequence of hidden states, followed by one more hidden Fully-Connected
(FC) layer which encodes the information into a vector of length 8. This layer
finally branches out into three complementary tasks via a single FC layer on
top for classification of Quadrant, Valence, and Arousal separately. As we feed
input data, the entire pre-trained XLNet model and the additional untrained
classification layers are trained for all three tasks. We use the following loss
function to train our network.

L= #Lo)+ A\axLy) + (A3 % Ly) (1)

where Lg, Ly, and L4 represents the classification loss on Quadrants, Valence,
and Arousal, respectively.

Implementation Details. We use the AdamW optimizer [22] with an initial
learning rate of 2e~® and a dropout regularization with a 0.1 discard probability
for the layers. We use Cross-Entropy Loss for calculating loss. A batch size of
8 was used. We also restrict the length of the lyrics to 1024 words. Lyrics of
more than 99% of the songs had less than 1024 words. We leverage the rich
information of pre-trained (XLNet-base-cased) model as they are trained on
big corpora. As the pre-trained model layers already encode a rich amount of
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information about language, training the classifier is relatively inexpensive [37].
We also run our network on single-task classification and compare the results as
part of our ablation study in a later section.

4 Experiment and Results

4.1 Evaluation Measures

For evaluating the effectiveness of our proposed model, we use the standard
recall, precision, and F; measures. We provide results for both macro-averaged
F} and micro-averaged Fj. The micro-average Fj is also the classifier’s overall
accuracy. We use Macro-averaged Fy (Fi-score) [39] as given in Eq. 2. The scores
are first computed for the binary decisions for each individual category and then
are averaged over categories.

P.R, 1
Fl, =2—2% . 7 - -N"F1, P
P IR, 1= zx: (2)

where F'1,, P,, R, denote Fl-score, precision and recall with respect to class x.
This metric is significantly more robust towards the error type distribution as
compared to the other variants of the Macro-averaged F; [28].

4.2 Results

We use multi-task setup to compare our performance on various datasets. For a
fair evaluation of our method, we use the data splits for respective datasets, as
mentioned in respective studies. All the results reported hereon are the average
of multiple data splits. Tables 1 and 2 compares the results of our approach
on MoodyLyrics and MER dataset respectively. These results demonstrate the
far superior performance of our method when compared to studies that have
attempted the same task.

We also compare the performance of our approach by validating on an addi-
tional dataset, the AllMusic dataset comprising 771 songs provided by [24]. We
follow the same procedure of training on the MER dataset and evaluating on
the AllMusic dataset as mentioned by the authors. We get an improved Fi-
score of 75.40% compared to their reported 73.60% on single-task Quadrant
classification in addition to improved Accuracy of 76.31% when compared to

Table 1. Results of classification by Quadrants on MoodyLyrics dataset.

Approach Accuracy | Precision | Recall | Fi-score
Naive Bayes [2] 83.00% | 87.00% |81.00% | 82.00%
BIiLSTM + Glove [2] | 91.00% 92.00% |90.00% | 91.00%
Our method 94.78% | 94.77% | 94.75% | 94.77%




172 Y. Agrawal et al.

Table 2. Results of classification on MER dataset.

Classification | Approach Accuracy | Precision | Recall | Fj-score

Quadrant CBF + POS tags, Structural | — - - 80.10%
and Semantic features [24]

Quadrant Our method 88.89% [90.83% |88.75% |88.60%

Valence CBF + POS tags, Structural |- - - 90.00%
and Semantic features [24]

Valence Our method 94.44% 92.86% | 95.83% |93.98%

Arousal CBF + POS tags, Structural |— - - 88.30%
and Semantic features [24]

Arousal Our method 88.89% [90.00% |90.00% | 88.89%

Table 3. Ablation study on MoodyLyrics

Classification | Accuracy JF1-score

Multi-task | Single-task | Multi-task | Single-task
Quadrant 94.78% 95.68% 94.77% 95.60%
Valence 95.73% 96.51% 95.67% 96.46%
Arousal 94.38% 94.38% 94.23% 94.35%

the reported Accuracy of 74.25%, albeit on a subset of the AllMusic dataset, in
[5]. Our Multi-task method demonstrated comparable Fi-score and accuracy of
72.70% and 73.95% when compared to our single-task Quadrant classification.

Ablation Study: Owing to its large size and quadrant representativeness of the
MoodyLyrics dataset, we perform extensive analysis with different architecture
types and sequence lengths. In the initial set of experiments, we aimed to find
the best model where we compared our baseline model with BERT transformer
with same sequence length of 512, which resulted in inferior performance of an
Fi-score down by around 1.3%. We also compare the performance of our baseline
model with our multi-task setup. Table 3 shows that we perform similar to our
baseline method, but we saw a huge improvement in training speed as the latter
converge faster. This also requires training different tasks from scratch every
time, which makes it inefficient.

5 Conclusion

In this study, we have demonstrated the robustness of our novel transformer-
based approach for music emotion recognition using lyrics on multiple datasets
when compared to hitherto used approaches. Our multi-task setup helps in faster
convergence and reduces model overfitting, however, the single-task setup per-
forms marginally better albeit at the expense of computational resources. This
study can help in improving applications like playlist generation of music with
similar emotions. Also, hybrid music recommendation systems, which utilize
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predominantly acoustic content-based and collaborative filtering approaches can
further benefit from incorporating emotional connotations of lyrics for retrieval.
This approach can be extended in future to multilingual lyrics.
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Abstract. In this paper, we present BIGBERT, a deep learning model
that simultaneously examines URLs and snippets from web resources to
determine their alignment with children’s educational standards. Prelim-
inary results inferred from ablation studies and comparison with base-
lines and state-of-the-art counterparts, reveal that leveraging domain
knowledge to learn domain-aligned contextual nuances from limited
input data leads to improved identification of educational web resources.

Keywords: Web classification -+ BERT - Educational standards

1 Introduction

Web resource classification is a well-explored area in Information Retrieval [15].
Recently, the field has seen an influx of research related to domain-specific clas-
sification, especially within the legal, financial and medical domains [11,18,36].
Classification in the domain of education, however, remains relatively unexplored.
As a broad term, education applies to a variety of classification tasks. Prior
work includes classifying educational resources based on “the strength of the
educative resource [as] a property evaluated cumulatively by the target audience
of the resource (e.g., students or educational experts)” using a Support Vector
Machine (SVM) [16]. This model, however, relies heavily on manually-annotated
data and is applicable only to computer science education. Xia [32] also uses an
SVM to classify resources supporting instruction, whereas EQuBERT [7] detects
college-level forum posts written by struggling students. In general, efforts in
this area classify resources for unspecified age groups, adult students, limited
subject areas, instructors or institutional-level insights. There is a gap in the lit-
erature regarding recognizing educational web resources for children ages 6-18
in grades Kindergarten-12 (K-12). Educational standards, such as the United
States” Common Core State Standards (CCSS) and the Next Generation Science
Standards (NGCS), provide learning outcomes for K-12 students. For example,
a grade 1 learning outcome from CCSS states “Identify the main topic and retell
© Springer Nature Switzerland AG 2021
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Fig. 1. BiGBERT architecture (Ry and Rs denote the URL and snippet, resp.).

key details of a text” [19]. We posit that domain knowledge obtained from these
standards can inform the classification of children’s educational web resources.

Regardless of the domain, classifiers tend to rely on features inferred from
HTML page content [9,28]. Processing full web pages requires high computa-
tional power, large data storage, and time to retrieve [25] as web pages are
often dynamic and contain pictures, videos, or scripts in addition to text [26].
To address some of these constraints, state-of-the-art approaches examine only
URLs [14,26]. Unfortunately, URLs are not always comprised of meaningful
tokens (i.e., valid terms), which may cause misclassifications. Consider the URL
https://www.youtube.com/watch?v=pX3V9hoX1leM for a YouTube video by
National Geographic For Kids related to animals. In this case, meaningful tokens
include “youtube” and “watch,” neither of which indicates the corresponding
resource is child-friendly.

Mindful of the aforementioned limitations, in this paper, we introduce BiG-
BERT, a Bidirectional Gated Recurrent Unit (BiGRU) with BERT that rec-
ognizes educational web resources for children. In particular, we focus on edu-
cational resources that inform on subjects for grades K-12, such as language
arts, science and social studies, described in CCSS, NGCS, and Idaho Content
Standards (ICS). As illustrated in Fig. 1, BIGBERT has two main components:
a URL and a snippet vectorizer. To vectorize URLs, we combine the domain-
specific embeddings from Edu2Vec [3] with a BiGRU and a self attention layer.
Shen et al. [27] show that using summaries instead of full page content results
in comparable classification performance, thus we use snippets in place of full
content. To vectorize snippets, we fine tune the transformer model BERT [§]
using educational standards. Last, we concatenate the snippet and URL vectors
and apply a softmax function to determine the class of a web resource.

With our work, we seek to answer these research questions: RQ1: Do URLs
provide sufficient indication that resources are educational?; RQ2: Do snippets
along with URLSs help identify educational resources?; and RQ3: Does domain-
specific knowledge affect identification of educational resources? Our main con-
tribution is a hybrid strategy that simultaneously considers resource URL and
snippet, while informing domain-dependent learning with minimal educational
data for determining resource alignment to K-12 educational standards. We envi-
sion BiGBERT (https://github.com/BSU-CAST/BiGBERT) as groundwork to
support other Information Retrieval tasks, e.g., easing access to online resources
supporting K-12 curriculum-related information discovery tasks.
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2 BiGBERT

In this section, we detail how BiGBERT simultaneously leverages features from
the URL (Ry) and snippet (Rg) of a web resource R for classification purposes.
BiGBERT is trained using a batch size of 128, binary cross-entropy loss function,
and RMSProp optimizer [30] with momentum=0.2 and learning rate=0.001.

URL Vectorizer. BiGBERT tokenizes Ry into a sequence of terms T by split-
ting on non-alphanumeric symbols (e.g., periods, dashes and forward slashes)
and using SymSpell [13] to perform word segmentation as URLs tend to com-
pound words together (e.g., changing stackoverflow to stack overflow). Each
token t; € T is mapped to its corresponding word embedding. If ¢; is not part of
the embedding dictionary, we attribute this to a possible misspelling or spelling
variation, and thus attempt a correction using a single edit distance operation
(i.e., replacing, adding, or removing a character). If ¢; is still not in the dictionary,
we discard it to ensure only meaningful tokens remain.

To learn a representation of Ry, BIGBERT uses the Fdu2Vec word embed-
dings dictionary [3] as it incorporates domain knowledge from NGCS, CCSS,
and ICS. These standards serve as structured knowledge sources to identify
terms, topics, and subjects for K-12 grades, enabling BIGBERT to emphasize
K-12 curriculum concepts in Ry that may be overlooked by general-purpose
pre-trained embeddings. Rather than analyzing independent embeddings, we
design BiGBERT to scrutinize context-sensitive indications from 7. Inspired
by Rajalakshmi et al. [24] and in response to URLs not following traditional
language syntax, we examine groups of embeddings (i.e., trigrams) using a Con-
volutional Neural Network (CNN)-a fast, effective, and compact method [20] to
generate feature vectors from trigrams. The convolution results in a feature map
Frap = <F1, Fo, ..., F;> V=1 5 Fy = relu(w.x;.i4m—1+by), where the rectified
linear function relu is applied to the dot product of a kernel w with a window of
embeddings x;.;+m—1 in T of size m =3; b, is a bias term. To explore long term
dependencies of features that may appear far apart BIGBERT uses a BiGRU
network, as it captures context information in a forwards and backwards direc-
tion. A self-attention layer then determines the importance of features identified
by the CNN and BiGRU. This is followed by a flatten and dense layer that yields
a single feature vector representation of Ry of size 128, denoted BiG yec-

Snippet Encoding. As snippets are a few sentences long, unlike URLs which
are at most a few words, we require a model that can scrutinize each snippet as
a whole. Hence, we incorporate the state-of-the-art transformer model BERT [§]
into BIGBERT’s design. BERT’s ability to process sequences up to a maximum
size of 512 tokens enables BiGBERT to exploit the sequential, contextual infor-
mation within Rg in its entirety. Additionally, BERT’s architecture consisting of
12 transformer blocks and self-attention heads ensures the learning of rich con-
textual information from each snippet. As such, we tokenize Rg into a sequence
of sentences, encode it to BERT’s specifications, and use BERT to attain an
aggregate feature vector representation of size 768, denoted BERT ,ec.
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On domain-dependent tasks like the one we address here, BERT benefits from
fine-tuning [29]. Thus, we adjust traditional BERT to our definition of educa-
tion by exploiting established educational standards. We perform fine-tuning as
described in [29], training! BERT embeddings as an educational text classifier
by adding a linear classification layer which uses binary cross entropy as loss and
the Adam optimizer with learning rate =1le~>.

Classification. To leverage evidence of educational alignment inferred from
Ry and Rg, we concatenate BiGye. with BERT,.. as BB,c.. BIGBERT then
invokes a fully connected layer on BB,.. that uses a softmax activation function
to produce a probability distribution ¥ over each class, educational and not, such
that § € [0,1]. This function ensures that the sum of the probabilities per class
adds up to one. The class predicted for R is the one with the highest probability.

3 Experiments and Discussion

We conducted empirical explorations to answer the research questions that
guided our work. Below we discuss our experimental set up and results.

Set-up. There is no dataset? we can use to assess the proposed task. Thus, we
build one using URLs (with text in English) from Aleza Top Sites [2]-based on
the well-known Open Directory Project (ODP) [6,22]. We treat as educational the
1,273 URLs in subcategories Pre-School and School Time from Kids & Teens. We
also randomly select 3,998 non-educational URLs uniformly distributed among
Adult, Business, Recreation, and Games. To validate that dataset labels align (or
not) with our definition of educational, an education expert annotated a repre-
sentative sample (n=527). As in [23], we calculate the accuracy between the two
annotations (Alexa vs. expert) per sample, obtaining an inter-annotator agree-
ment of 94.7%. For performance assessment, we use Accuracy, a common classifi-
cation metric, along with False Positive (FPR) and False Negative (FNR) ratios,
to offer insights on the type of misclassified resources.

To the best of our knowledge, there are no domain-specific classifiers that we
can use to contextualize BIGBERT’s performance. Thus, we optimize and adapt
several classifiers to detect K-12 web resources: (i) BoW? [14], a bag-of-words
model that computes cosine similarity between a vectorized resource URL and
ODP category descriptions to determine the resource’s respective category (note
that we use the text of learning outcomes from educational standards in lieu of
category descriptions); (ii) BGCNN [26], a model based on a BiGRU with a
CNN which identifies child-friendly URLs; (iii) BERT4TC [35], a text classifier
that uses a BERT encoder to perform topic and sentiment classification, and (iv)

! For fine-tuning we use 2,655 text passages from NGCS, CCSS, and ICS along with
2,725 from the Brown corpus [5,12].

2 Due to Terms of Use for Alexa Top Sites, we are unable to share this dataset.

3 We explored SVM as an additional baseline, which performed similarly to BoW and
is excluded for brevity.
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Table 1. Experimental results. U and S applied to URL and snippet only; E aug-
mented with educational data. * and 7 significant w.r.t. BIGBERT and non-educational
counterpart, resp. Significance determined with McNemar’s test, p < 0.05.

Row | Type Models Accuracy | FPR | FNR
1 Baseline BoW 7205 * 1115 |.796
2 State-of the-art | BGCNN .8399 * 1.073 | .432
3 BERTATC 9353 * .041 |.140
4 Hybrid-NB .8600 * 145 | .123
5 Ablation study | BIGBERT-U |.8276 * |.073 |.484
6 BiGBERT-U-E | .8287 * { |.072 | .483
7 BiGBERT-S 9374 * 1.027 |.175
8 BiGBERT-S-E | .9334 * |.038 | .155
9 BiGBERT-U-S | .9381 * |.035 | .146
10 BiGBERT 9533 t |.027.106

Hybrid-NB [1], a hybrid model which examines both URL and content of web-
sites to determine their target audience (i.e., Algerian users). Reported results
for BGCNN and BERT4TC are the average of 5-fold cross validation. Addi-
tionally, we explore variations of BIGBERT where U, S, and E indicate when
BiGBERT examines only URLs, snippets, and infuses educational information,
respectively. Finally, through an ablation study, we showcase the contributions of
the URL and snippet vectorizers towards the overall architecture of BIGBERT.

Results and Discussion. We summarize our results in Table 1.

Do URLs provide sufficient indication that resources are educational? Reports
in [26] showcase the effectiveness of only examining URLs to identify sites as
child-friendly. This motivates us to study the applicability of the approach for
detecting educational web resources targeting K-12 populations. The accuracy
of BoW does not surpass the 75% mark attained via a naive baseline (one
always predicting non-educational due to the unbalanced nature of our dataset).
BGCNN, BiGBERT-U, and BiGBERT-U-E outperform more traditional models
with accuracies in the low 80 percentile. We attribute the increase in performance
to the fact that state-of-the-art models do not assume URL token independence,
unlike BoW. Results from our analysis indicate that when semantic and context-
rich information is available, URLs are a valuable source to inform classification.
The number of misclassified educational resources in this case, however, is high
as nearly half of educational samples, which comprise 25% of our data, are being
labelled non-educational (see respective FNR). This leads us to investigate addi-
tional information sources that can contribute to the classification process.

Do snippets along with URLs help identify educational resources? As content
analysis is a staple of classification, it is logical to consider knowledge inferred
from snippets to better support the classification of K-12 educational web
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resources. This is demonstrated by significant performance improvements of
Hybrid-NB, BiGBERT-U-S, and BiGBERT over counterparts solely looking at
URLs (BoW and BGCNN). In fact, BIGBERT significantly outperforms hybrid
models in accuracy and FPR. Fewer false positives means lower likelihood for
potentially inappropriate sites being labelled educational, which is of special
importance given the domain and audience of our work. The results suggest
that snippets, combined with URLs, do help identify educational resources. How-
ever, the higher FNR of BiIGBERT-U-S compared to Hybrid-NB, again points
to the misclassification of educational resources. This can be seen on samples
like www.sesamestreet.org, recognized as educational by Hybrid-NB but over-
looked by BiGBERT-U-S. This would suggest that the lack of explicit domain
knowledge is a detriment to BiIGBERT-U-S.

Does domain-specific knowledge affect identification of educational resources?
BiGBERT’s accuracy increases when using Edu2Vec and fine-tuned BERT
embeddings (rows 9 vs 10 in Table 1). To determine whether the improvement is
the result of explicitly infusing educational knowledge into the classification pro-
cess, we compare BIGBERT-U and BiGBERT-S with educationally-augmented
counterparts. Our experiments reveal a significant decrease in FPR and FNR
between BiGBERT-U and BiGBERT-U-E; non significant between BiGBERT-
S and BiGBERT-S-E. Unlike for URL variations, BIGBERT-S-E’s performance
improved only in FNR after augmentation. We attribute this to the relatively
small training set used for fine-tuning in comparison to the initial pre-training
set for BERT, leading to less new contextual information learned by the stan-
dard transformer model. Nonetheless, the significant increases in accuracy and
decreases in FPR and FNR for BIGBERT when compared to BIGBERT-U-S
suggest that domain-specific knowledge can have a positive effect on the classifi-
cation of educational resources. This is illustrated by the URL www.xpmath.com,
a site to support math education in grades 2-9, that is labelled non-educational
by BiGBERT-U-S, yet it is correctly recognized as educational by BiGBERT.

4 Conclusion and Future Work

In this paper, we focused on a relatively unexplored area: identification of educa-
tional web resources for K-12 populations. We introduced BiGBERT based on
a hybrid, deep learning architecture that relies on contextual analysis strategies
alongside educational knowledge sources to capture features that best showcase
resource alignment with K-12 subjects. Results from our experiments demon-
strate that classifiers of educational K-12 web resources benefit from concurrently
accounting for snippets and URLs. Further, via an ablation study we validate
BiGBERT’s design; specifically the need for the infusion of educational domain
knowledge. Outcomes from our work align with [21], regarding leveraging scarce
labelled data to better support classification.

Our findings can help improve how children can access educational content
online. In particular, we will explore the effectiveness of BIGBERT when applied
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to re-ranking search results on educational alignment as a step toward support-
ing search as learning among K-12 students [17,31,33]. BiGBERT provides a
foundation to support research in other Information Retrieval areas, e.g., iden-
tification of resources that teachers may use in the classroom [10], automatic
curation of resources for educational search engines similar to Infotopia [4], and
identification of educational questions on question answering sites [34].

Acknowledgments. Work funded by NSF Award # 1763649. The authors would like
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Abstract. A product search on an e-commerce site can return zero hits
for several reasons. One major reason is that a user’s query may not be
appropriately expressed for locating existing products. To enable suc-
cessful product purchase, an ideal e-commerce site should automatically
revise the user query to avoid zero hits. We investigate what kinds of
query revision strategies turn a zero-hit query into a successful query,
by analyzing data from a major Japanese e-commerce site. Our analysis
shows that about 99% of zero-hit queries can be turned into success-
ful queries that lead to product purchase by term dropping (27%), term
replacement (29%), rephrasing (17%), and typo correction (26%). The
results suggest that an automatic rewriter for avoiding zero-hit product
queries may be able to achieve satisfactory coverage and accuracy by
focusing on the above four revision strategies.

Keywords: E-commerce search - Zero hits + Revision strategy

1 Introduction

According to a McKinsey report from July 2020, after the advent of COVID-
19, more people are relying on online shopping, and plan to continue to do
so'. However, while shopping sites provide product search capabilities for users,
product searches often result in zero hits. There are several reasons behind this
failure, such as the site not selling the product being sought or the product
being out of stock. Among them, the most serious situation for the shopping
sites is that the user’s query may not be appropriately expressed for locating
existing relevant products; this means that vendors lose customers’ business
even though they have the products to sell. Therefore, our final goal is to resolve
this situation by automatically rewriting the user’s query to avoid zero hits. To
build an automatic query rewriter, the first and the most crucial step is to learn
how users revise zero-hit queries to yield successful ones that lead to an actual

! https://www.mckinsey.com/business-functions/marketing-and-sales /our-insights/
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purchase. However, there is no comprehensive work that covers effective revision
strategies and addresses zero-hit queries in the e-commerce search realm.

In light of this, we investigate what kinds of query revision strategies turn a
zero-hit query into a successful query, by analyzing data from a major Japanese
e-commerce site. Our analysis shows that about 99% of zero-hit product queries
can be turned into successful queries that lead to product purchase by term
dropping (27%), term replacement (29%), rephrasing (17%), and typo correc-
tion (26%). The results suggest that an automatic rewriter for zero-hit product
queries may be able to achieve satisfactory coverage and accuracy by focusing
on the above four revision strategies.

Section 2 discusses previous work related to the present study. Section 3
describes how we collected zero-hit queries and the corresponding successful
queries with similar intents for our analysis. Section4 describes the four major
query revision strategies we have identified by analysing the pairs of zero-hit and
successful queries. Section 5 analyzes the distribution of zero-hit queries over the
four strategies. Finally, Sect.6 concludes this paper.

2 Related Work

Understanding and rewriting zero-hit product queries is not a new problem. For
example, Singh et al. [13] reported that zero-hit queries tend to be long, and one
cause of zero hits is vocabulary mismatch between buyers and sellers. Parikh
et al. [11] built a semantic query network to recover from zero-hit queries. Singh
et al. [12] developed a system that drops some unimportant terms from the
query and uses temporal feedback to rewrite zero-hit queries. Yang et al. [15]
built a classifier to delete unimportant query terms, while Tan et al. [14] pro-
posed term dropping and term replacement algorithms for query rewriting. Maji
et al. [9] proposed a supervised classification method that rewrites queries into
semantically similar ones with a high click-through rate. Manchanda et al. [10]
proposed a query refinement approach that can suggest effective query terms
that are not present in the original query. However, most of the above studies
focus on a particular revision strategy or two for zero-hit queries.

Query refinement taxonomies help us understand queries and serve as the
basis for automatic query reformulation. Huang et al. [3] developed a taxon-
omy for query refinement, which featured 13 reformulation types. Manchanda
et al. [10] also divided e-commerce query transitions into five categories, including
transition from a general to a specific intent and transition from an incomplete
to a complete query. Hirsch et al. [2] analyzed the characteristics of the three
reformulation types for e-commerce queries: add, remove, and replace. Unlike the
above studies, we specifically focus on the problem of turning a zero-hit query
into a successful one to enable product purchase.

Table 1 presents a comparison of our revision strategies for zero-hit product
queries and query reformulation types in previous studies. Although we relied
on Japanese queries to analyze revision strategies for zero-hit product queries,
we believe that the strategies are language-independent, as they are a subset
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of existing generic query reformulation types (that are not specific to zero-hit
product queries).

Table 1. A comparison of our revision strategies for zero-hit product queries and query
reformulation types in previous studies

Present study |Hirsch et al. [2]|Yang et al. [15] |Tan et al. [14] Jones et al. [5] |Hasan et al. [1]|Huang
Zhou et al. [16] et al. [3]
Term dropping|Remove Query term Query term - - Remove
deletion dropping words
Term Replace — Query term Phrase - ‘Word sub-
replacement replacement |substitution stitution
Rephrasing — - - —
Typo - — — - Spelling Spelling
correction correction correction

3 Collecting Zero-Hit and Successful Queries
with Similar Intents

For analyzing which revision strategies are effective for turning zero-hit queries
into successful ones, we used a two-month search log of the Yahoo! JAPAN Shop-
ping site. The queries used for the analysis include human-performed searches
and exclude those from query suggestions or web crawlers.

We first extracted user sessions from the query logs. Following previous
work [7,8], we limit the user session length to 30min and break up sessions
that are longer than this threshold because search intents may change within
long sessions. From the user sessions, we extracted query pairs ¢ and ¢/, where
q is a zero-hit query and ¢’ is a successful query, which is defined as a query
obtained by rewriting ¢ in the same user session and resulting in an actual pur-
chase. For privacy concerns, we ensured that both ¢ and ¢’ were observed in the
data for at least two users, respectively. Henceforth, we denote a query transition
from the zero-hit query ¢ to the successful query ¢’ as q — ¢'. We thus obtained
3,438 query pairs.

To identify effective revision strategies for zero-hit product queries, we first
filtered the aforementioned 3,438 query pairs (q,¢’) to ensure that ¢ (zero-hit
query) and ¢’ (successful query) have the same or similar intent. To this end,
we hired crowd workers on the Yahoo! JAPAN Crowdsourcing site and let three
assessors independently label query pairs as either “similar” or “not similar.”
We showed each query pair (g, ¢’) to the assessors. We instructed the assessors
to label it as “similar” if it is likely that ¢ and ¢’ will return at least one product
in common, assuming that neither of them returns zero hits. The final label
was obtained by majority voting. Consequently, we obtained 1,922 query pairs,
where ¢ and ¢’ are considered to have similar intents.

It should be noted that our Japanese queries were processed by morpholog-
ical analysis (MeCab?) before they were shown to the crowd workers in all of

2 http://taku910.github.io/mecab/.
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our experiments. This is because Japanese texts do not contain white spaces
between words [4]: after morphological analysis, we can identify query terms
and thereby consider existing query revision strategies such as term dropping
and term replacement, as described below.

4 Four Revision Strategies for Zero-Hit Product Queries

By analyzing the above query pairs, we first observed that many users utilized
the following two revision strategies for their zero-hit queries at the term level.

(1) Term dropping

In term dropping, a successful query ¢’ is generated when any number of terms is
removed from the zero-hit query g¢; that is, the terms included in the successful
query ¢’ are a subset of those included in the zero-hit query gq.

Example (translated): smartphone grip chick — smartphone grip
(2) Term replacement

In term replacement, a successful query ¢’ is generated by replacing at least one
term in the zero-hit query ¢ with a new term.

Example (translated): CASIO keyboard leg — CASIO keyboard stand

We conducted a preliminary analysis of how term dropping and term replace-
ment actually occur as follows. First, from the 1,922 query pairs mentioned in
Sect. 3, we automatically extracted pairs that are likely to have gone through
term dropping and term replacement by comparing the set of query terms from
the zero-hit query with that from the corresponding successful query for each
pair. We thus obtained 364 and 787 query pairs that are likely to be term drop-
ping and term replacement cases, respectively. We then examined the positions
of query terms that were dropped or replaced; if multiple query terms within
a zero-hit query were dropped or replaced, all of these were recorded. Figure 1

3 length=2 M 3 length=2

175 [ length=3 175 [ length=3
150 3 length=4 150 3 length=4
125 length=5 125 length=5
€ €
3 100 3 100
S S
75 75
50 50
25 —}T H 25
o Il 0 . il
0 1 2 3 4 5 6 0 1 2 3 4 5 6
query term position query term position

Fig. 1. Positions of query terms dropped (left) or replaced (right) from zero-hit queries.
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visualizes the counts of query term positions summed across the aforementioned
query pair sets where term dropping or replacement occurred, for original query
lengths 2-5. It is clear that when the query length is between 2 and 4, term
dropping and replacement tend to occur near the end of the original zero-hit
query. Interestingly, this trend does not hold when the query length is 5.

Another query revision strategy we frequently observed in our query pairs is
when the user modifies the entire query, as defined below.

(3) Rephrasing

In rephrasing, a successful query ¢’ is generated by replacing all the terms in the
zero-hit query ¢ with other words. Rephrasing is similar to term replacement,
but there is no term overlap between ¢ and ¢'.

Example (translated): enekeep — dry cell type portable battery charger

The fourth revision strategy we frequently observed in our query pairs was
revision at the character level rather than term level. There are several reasons
that this type of revision occurs, as discussed below.

(4) Typo correction

In typo correction, the user corrects a query that was not originally spelt correctly
for some reason. The reasons include misspellings and typos, omitting white
spaces between English terms, and inadvertently entering an incomplete query.

e Misspellings and typographical errors

Example: wearoot — webroot

e Omitting white spaces between English terms

Example: edfir — edfir

e Inadvertently entering an incomplete query

Example: cnstor — cnstore

Because the typo correction category occurs at the character level, automat-
ically classifying zero-hit queries based on term-level comparisons as we have
done for Fig. 1 is not sufficient if we want to classify our query pairs based on all
four categories that we have mentioned. For example, given an instance CASIO
keyboard legg — CASIO keyboard leg, we would like to consider this as a typo
correction rather than term replacement. Hence in Sect. 5, we manually classify
our query pairs using the four revision strategies.
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5 Coverage of the Four Revision Strategies

In this section, we analyze how many zero-hit queries can be remedied by the four
revision strategies formulated in Sect. 4. To this end, we also used Yahoo! JAPAN
Crowdsouring to label each of the 1,922 query pairs as one of term dropping,
term replacement, rephrasing, typo correction, or others. The fifth category is
to ensure that we capture all query revision phenomena. In this experiment,
five workers independently classified each query pair into the five categories,
and the final gold category was determined based on majority voting. The four
categories are not strictly mutually exclusive: for example, there was an actual
query pair seven lens seed disposable — 7 lens (translated), where two terms
were dropped, while one term was replaced (from seven to 7). However, we let
assessors choose exactly one revision strategy for each query pair, as mutually
exclusive categories are more convenient for analysing the distribution of queries
over them. We ensured that at least three assessors agreed for each query pair;
consequently, we were left with 1,530 pairs. The inter-assessor agreement in terms
of Krippendorff’s « [6] for nominal labels was 0.337, which we find satisfactory.
Table 2 shows the distribution of the 1,530 pairs over the five categories. It
can be observed that the query pairs are reasonably evenly spread across term
dropping, term replacement, rephrasing, and typo correction. To be more specific,
term dropping, term replacement, and typo correction each cover about 26-29%
of the zero-hit queries, while rephrasing covers about 17%. As rephrasing is sub-
stantially less frequently occurring than the other three revision strategies, we
can say that users (who adhere to their original search intents) tend to reuse
parts of their original queries rather than to completely rewrite them. Together,
the four revision strategies cover 99% of our zero-hit queries and turn them
into successful queries. As for the others category, we found that many of the
instances are artifacts of morphological analysis applied to the Japanese queries.
For example, we had a query pair btsdvd — bts dvd. However, after morpholog-
ical analysis, both the zero-hit and the successful queries became bts dvd and
therefore the crowd workers were shown a pair of seemingly identical queries.

Table 2. The results of labeling each of the query pairs with the gold revision strategy

Strategy ## of zero-hit queries | Percentage
Term dropping 405 | 26.5%
Term replacement 438 | 28.6%
Rephrasing 261|17.1%
Typo correction 404 | 26.4%
Others 22| 1.4%
Total 1,530 | 100%
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6 Conclusions and Future Research

By analyzing query pairs consisting of zero-hit and successful queries based on a
query log from the Yahoo! JAPAN Shopping site, we investigated what kinds of
query revision strategies turn a zero-hit query into a successful query that lead
to product purchase. Our analysis shows that about 99% of zero-hit product
queries can be turned into successful queries by term dropping (27%), term
replacement (29%), rephrasing (17%), and typo correction (26%). The results
suggest that an automatic rewriter for zero-hit product queries may be able
to achieve satisfactory coverage and accuracy by focusing on the above four
strategies. We also found that term dropping and term replacement tend to occur
near the end of the zero-hit query. For future research, we plan to construct an
automatic zero-hit query rewriter that incorporates these four revision strategies.
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