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1 Introduction

Having a disability gives rise to specific practical needs, related for example to
mobility and transport, communication, learning, or access to information. It is an
essential insight of the socialmodel of disability [46] that the impairment of a person’s
capacity to function in a certain respect only becomes problematic in conjunctionwith
specific physical or social environments. It is the combination of an impairment—
for example, a sensory, physical, or cognitive limitation of the individual—with the
demands of an environment that raises barriers to autonomy and social participation.
Thus, byway of illustration, a physical disability that necessitates use of a wheelchair
only creates difficulties if the built environment is not conducive to this mode of
travel, for instance by requiring the use of stairs. Communication only poses inherent
difficulties to a person who is deaf, for example, under circumstances in which the
auditory mode is offered as the exclusive channel. Likewise, dyslexia only poses
challenges in so far as reading is required to complete a task and suitable supports
or alternatives are not available. Correspondingly, written text is problematic to a
person who is blind only in the absence of a familiar, non-visual representation, such
as braille or speech. Color blindness introduces challenges in so far as distinctions of
color alone are used to convey information. This analysis, and the social model more
generally have been criticized for offering an incomplete and inadequate conception
of disability [45]. Nevertheless, its shifting of attention away from impairment as
a problem of the individual that ought to be cured or alleviated as proposed by the
medical model of disability, and toward the social determinants of inclusion and
exclusion, is both historically and conceptually fundamental.

For this reason, much policy and advocacy in recent decades have focused on
overcoming barriers to full participation in society by people with disabilities that
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are the product of inadequacies in the design and construction of physical, social,
and digital environments. The installation of ramps in buildings as alternatives to
stairs and the use of braille and large print signage are among the most prominent
accessibility features now increasingly found in public spaces.

Consistently with the insights derived from the social model,1 article 1 of the
United Nations Convention on the Rights of Persons with Disabilities (CRPD) [55]
asserts that

[p]ersons with disabilities include those who have long-term physical, mental, intellectual,
or sensory impairments which in interaction with various barriers may hinder their full and
effective participation in society on an equal basis with others.

As this characterization indicates, people with disabilities are highly diverse—an
observation that will be of crucial importance in later discussion. According to the
World Health Organization [59], more than one billion people, comprising approx-
imately 15% of the global population, live with disability, and a continued increase
is expected to result from the effects of aging as well as changes in the incidence
of chronic health issues. Although the total population subject to disability is large,
its great diversity with regard to the nature of impairments, capabilities, resources,
experiences, and life circumstances undermines the reliability of naive generaliza-
tions or simplifying assumptions. Two people who appear to have a similar kind
and degree of impairment may nevertheless differ greatly in their capabilities, needs,
and experiences of disability. This heterogeneity is attributable to variation in the
social conditions which have become the focus of critical attention by the disabil-
ity rights movement and in disability studies scholarship. Indeed, the variability
and complexity of the interactions between a person’s impairment, development,
and social conditions lie at the core of arguments against the received view that
having a disability is in general bad for well-being [10].2 Thus, for example, dif-
ferences in educational opportunities can exercise a profound, long-term influence
over the capacity of individuals not only to participate meaningfully in society, but
also to address the practical needs that emerge from disability itself in such every-
day contexts as employment, family life, and community activities. The quality of
one’s educational prospects depends significantly on socially determined conditions,
including for example the availability of appropriate support, and the incidence of
discriminatory treatment. The same is true in other domains of life activity.

Artificial intelligence has long served a valuable function in enhancing access for
people with disabilities. Text-to-speech technology has been used as an alternative
means of communication by those with speech-related disabilities. Speech recogni-
tion can function as an alternative to keyboard or pointer input, thus allowing those
with certain physical disabilities to interact with software independently. From the
1970s onward, [30] people who are blind have benefited from the combination of
optical character recognition with text to speech, enabling printed text to be read

1 According to Degener [14], the CRPD acknowledges but then extends considerably beyond the
conception of the human rights of people with disabilities recognized by the social model.
2 The authors instead regard most forms of impairment as neutral traits that do not in themselves
negatively affect quality of life.
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aloud automatically. Each of these examples is an application that arguably engages
capabilities that have traditionally required human intelligence. Consequently, they
all amount to applications of AI, and indeed historically have constituted difficult
computational problems. Each of these applications also stands to benefit greatly
from recent advances in machine learning, notably deep neural networks.3 It is rea-
sonable to anticipate continued improvements in the accuracy of speech recogni-
tion and optical character recognition, as well as enhancements in the quality of
text-to-speech synthesis. To this extent, the ongoing development of AI, including
its shift toward machine learning, is likely further to improve the capabilities of long
established applications valuable to people with disabilities.

These advances also open possibilities that have not been feasible with previous
technologies. The World Institute on Disability [60] envisions automatic captioning
for people who are deaf, autonomous vehicles for individuals who are unable to
drive, image and facial recognition for those who are blind, language generation to
support comprehension by people with cognitive disabilities, and technologies that
support people with disabilities in pursuing and retaining employment. Desirable
though these applications are in improving accessibility, each of them raises a variety
of design challenges and ethical issues. Together, these and associated examples
are taken up in Sect. 2 as suitable starting points for briefly considering some of
the questions that emerge in the use of AI in overcoming barriers to access and
participation. These areas of potential application focus on improving well-being
by addressing challenges specifically arising from the needs and circumstances of
people with disabilities.

AI presents a risk to people with disabilities in addition to opportunities. Although
concerns about its potential role in discrimination have received sustained public and
scholarly attention in recent years, the disability-related dimension of the problem
is only beginning to be explored. Nevertheless, central issues have already been
identified, and there is ample scope for further research. With this in mind, Sect. 3
offers an exploration of the problem and of some potential strategies for addressing
it, emphasizing the role of the social and policy contexts. The scope of the discussion
is here broadened to applications of AI in general, by which people with disabilities
are affected, for example as users of a system or as individuals who are subject to
decision-making processes that AI at least partly automates. Failing to address chal-
lenges of bias, discrimination, or exploitation of personal information can directly
and negatively affect human well-being. There is thus a welfare-related dimension to
the moral argument for establishing policies and for creating human-AI partnerships
that address the potential of AI technologies to contribute to injustice. The discussion
in this chapter also suggests that the concept of partnership should be understood in
the current context as having social as well as technical aspects, as embracing the
normative arrangements and practices in which the technology operates in addition
to more narrowly conceived elements of its design and implementation.

3 For an overview of these technical developments, see LeCun, Bengio and Hinton [31].
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2 Use of AI to Enhance Accessibility and Inclusion

In this section, the potential of AI to contribute to the solution of practical prob-
lems arising in the lives of people with disabilities is explored. Ethical issues are
raised that motivate consideration of the proper role of AI systems in given social
contexts which affect design and development decisions. The general conclusions
are informed by discussion of cases based on the domains of application noted by
the World Institute on Disability [60]. Each of these examples is considered in turn
(Sect. 2.1) to illuminate issues that it introduces. This analysis of the examples then
leads in Sect. 2.2 to a reflection on the important contributions of design processes
and policy incentives in influencing the fit between AI applications and the needs
and values of users with disabilities.

2.1 Identification of Ethical and Design Issues Through
Analysis of Examples

The examples considered here, which elaborate those put forward by the World
Institute on Disability [60], serve multiple purposes. First, they are illustrative of
applications of AI that have evident potential to solve practical problems which arise
for people due to living with a disability. Second, considerations are introduced that
demonstrate the contingency of these benefits on appropriate decisions in the design
and deployment of the technologies. Such issues are the focus of the discussion in
this section. Third, the examples motivate a more general treatment in Sect. 2.2 of
approaches which can be taken to developing applications of AI that are genuinely
and effectively responsive to the needs of people with disabilities.

2.1.1 Speech, Sound, and Image Recognition

Captions are a well-establishedmeans of providing access for people who are deaf or
hard of hearing to information conveyed in the auditory content of online video and
broadcast media. Although captions have traditionally been created manually and
synchronized appropriately with the video content, speech recognition and natural
language processing enable thiswork to be increasingly automated, as the example by
the World Institute on Disability [60] acknowledges. Automatic caption generation
is only useful in so far as the speech recognition system is sufficiently accurate,
and the degree of accuracy that ought reasonably to be required varies according
to context. Thus, speech recognition could be applied as the first step of adding
captions to a video as part of the production process. In this scenario, a skilled
human operator is responsible for editing the captions to correct speech recognition
errors. The speech recognition system need only be sufficiently accurate that it is
more efficient to correct its output than to write the captions manually. However, if
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the caption generation tool is used directly by a person who is deaf, for example in a
live meeting, there may be inadequate opportunity to correct errors; and, plainly, the
original audio is entirely inaccessible to the user. In such a situation, it is inequitable
to impose the burden of dealing with the consequences of recognition errors solely
on the person with a disability, except, perhaps, under conditions in which a high
level of accuracy equivalent to that of human captioning can be assured. A better
alternative would be to design the captioning application, or the context of its use,
to facilitate manual, corrective intervention, for example by the producer of the
communication or by a third party employed for the purpose, or to insist that captions
be written manually by a skilled service provider. On the other hand, there may be
circumstances in which a desire for privacy is best served by placing the speech
recognizer under the control of the person with a disability. Whether this is the case
additionally depends on privacy-related aspects of the system’s design, as there is
potential for disclosure of information both from the user who is deaf, and from
other parties to communication. The user interface of the system could also provide
notification of probable recognition errors, a capability that at least provides the
user with means of judging its reliability and suitability for a given purpose in a
specific context. Preliminary research investigating the styling of caption text to
indicate the confidence level of the speech recognizer in the accuracy of each word
suggests that this practice may be distracting to users who are deaf or hard of hearing,
particularly the uninitiated [5]. It may also increase cognitive load, as the user is
implicitly encouraged to interpret the confidence indicators in reading the content of
the captions. There is also disagreement over whether captions should be given as full
transcripts of the dialogue presented in the audio track or instead edited in the hope of
reducing the required reading rate and facilitating comprehension by simplifying the
vocabulary and syntax [51]. Text simplification combined with speech recognition
would further increase the opportunities for error, while considerably complicating
the design and development of an AI system. A decision to use automated captioning
would thus tend to favor the use of full transcripts of the dialogue rather than the
creation of simplified captions. In general, the appropriate course of action in deciding
whether to offer automated captioning, and how the software should be designed,
verymuch depends not just on the capabilities of the AI, but also on the social context
of its proposed deployment.

The use of AI to recognize non-speech sounds and to report them via visual or
tactile cues could also benefit people who are deaf or hard of hearing. However, it
would evidently be inappropriate to rely on such an application in the circumstances
of an emergency, for example as a substitute for providing an accessible alarm system
in a building. Designing a general sound recognition tool also inherently involves
making decisions about what sounds should be recognized, and what information
about them should be presented to the user [18].

Similar observations apply to the use of object, face, and scene recognition by
people who are blind. The question arises of under what circumstances it is appropri-
ate to expect the person with a disability to use the technology without any effective
opportunity for correction of errors, and in what conditions alternative solutions
meeting the need for accessibility should be put in place. There is a risk that, unless
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image recognition systems become as reliable as human observers under a wide
variety of conditions, their availability will be seen as an opportunity to reduce labor
costs and to impose the responsibility for addressing the effects of their limitations
directly on the ultimate beneficiaries. There are also circumstances in which decid-
ing not to use image recognition is preferable to running the risk of being misled
by it. Educating users in the limitations of the technology is clearly indispensable to
informing decisions about its appropriate application, whether those users are peo-
ple with disabilities themselves, or other parties responsible for ensuring equitable
access and inclusion, such as educators or employers. For example, misidentification
of people and objects could be at least embarrassing and at worst result in ill-advised
decision making—as when a stranger at the door is mistaken for a friend [18]. As
with speech recognition, questions of privacy emerge, not only for the person who
has a disability, but potentially for others whose information is placed at risk of inap-
propriate disclosure. Analogously to the case of captions, there are applications of
image recognition that do not raise all of the foregoing issues. For example, it could
serve as a component in an authoring tool for the development ofWeb sites, in which
the automatically generated descriptions are supposed to be manually reviewed and
corrected.4 Again, however, proper application of the AI technology depends on
users’ knowledge of its limitations, which can be reinforced through features of the
application’s user interface, for example by prompting document authors to verify
textual descriptions produced by image recognition.

2.1.2 Text Simplification and User Interface Adaptation

AI-based text simplification and summary generation tools could be valuable to
people with learning or cognitive disabilities that affect linguistic understanding.
However, with every simplification or summarizing strategy, there is an associated
risk of misinforming and misleading the recipient, or of producing information that
is more rather than less difficult to comprehend. A twofold question arises: first, how
best to control this risk in the design and use of such systems, and, second, in what
contexts it is appropriate to deploy these language processing technologies. As in
the previous examples, AI could here be used to empower people with disabilities
and to promote individual autonomy, but it could also be relied on in circumstances
to which it is unsuited. The task of system designers is further complicated by the
observation that the objective should be not primarily to simplify natural language as
such, but rather to ensure the simplicity of the tasks that users are expected to perform
with the information to be provided. As Lewis [32] has argued, simplicity should be
understood as a relation between the cognitive demands of using a system, and the
cognitive capabilities of the user. Thus, a system that is simple for one individual
may not be so for another whose cognitive abilities are relevantly different, as Lewis
[32] illustrates by analyzing the trade-offs between breadth and depth of control

4 For further discussion of issues raised by sound and image recognition systems designed for use
by people with disabilities, including some of the concerns introduced here, see Findlater et al. [18].
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presentation in graphical user interface design. A deeper hierarchy, for example in
a menu structure, is simpler for users who are more easily distracted, for instance,
but more complex for those who have difficulty holding attention throughout a long
sequence of actions. The proper role of language simplification in designing tasks
that are more cognitively tractable is thus likely to be highly dependent not only on
the tasks themselves, but also on the user’s capabilities and on the surrounding social
context.

The diverse and sometimes conflicting needs of people with disabilities regard-
ing what constitutes an accessible user interface, as illustrated by the preceding
example, have motivated efforts to develop systems that can be configured appropri-
ately according to each individual’s personal needs and preferences. Significantly,
the Global Public Inclusive Infrastructure (GPII) project [57] has created software
that maintains a profile of the user’s needs and preferences, on the basis of which
any supported system that the individual with a disability wishes to access can be
automatically configured to satisfy accessibility requirements. This is achieved by
matching the profile with an appropriate set of configuration choices at the operating
system, assistive technology, and application levels, and then setting those param-
eters accordingly. The benefits of AI can be seen in the ‘matchmaking’ process by
which the user’s profile, possibly also taking into account environmental conditions
such as ambient light and noise characteristics, is used to infer a suitable system con-
figuration [27]. Two approaches to matchmaking have been developed, the first of
which is a system of rules based on knowledge representation [34], whereas the sec-
ond employs statistical techniques to derive a configuration by analyzing the profiles
and settings of other users who have similar needs. These rule-based and statistical
techniques are not mutually exclusive, and may therefore be implemented in a com-
plementary, hybrid solution [27]. So long as privacy is preserved, this application
of AI has the potential greatly to simplify and to facilitate the adaptation of user
interfaces to individual access needs.

2.1.3 Autonomous Vehicles

As the World Institute on Disability [60] recognizes, autonomous vehicles must be
universally designed if they are to satisfy the needs of users with disabilities. The
features needed for a vehicle to be accessible depend on the nature and extent of
its autonomy. Notably, if human participation is required in aspects of driving, as is
true of all but the most fully autonomous of systems, controls and sensory feedback
arrangements need to be developed which can be used effectively by people with
a wide variety of abilities. While a highly accessible autonomous vehicle does not
appear to have yet been created, some aspects of the problem have been the subject
of preliminary research. For example, the design of tactile and auditory interfaces to
enable driving decisions to be made by a person who is blind or vision-impaired has
been explored [9].

The prospect of a fully autonomous vehicle occupied by a person with a disability
who cannot intervene in driving to override the decisions of an AI system, raises legal
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and moral concerns. Clearly, questions of safety are of paramount importance, both
for the vehicle’s occupant and for other road users, as are issues of ethical and legal
responsibility in the event of accidents. As noted by Bradshaw-Martin and Easton
[8], the use of autonomous vehicles by people with disabilities who are unable to
take direct control departs from the long-standing legal assumption that a human
being is responsible for driving decisions at all times. Bradshaw-Martin and Easton
[8] suggest that such cases should be considered acceptable only if the operation
of ‘empty’ autonomous vehicles (i.e., those without human occupants) on public
roads is also acceptable. An alternative approach would be to enable the function-
ing of the autonomous vehicle to be overseen by a remote human observer who
is able to assume manual control of the driving in potentially dangerous situations
[8]. Although this solution introduces challenges of privacy and security, it could
overcome risks to safety without greatly diminishing the independence of the person
with a disability. If fully autonomous vehicles ultimately become commonplace, the
skill and readiness of their human occupants to intervene can be expected to decline.
Further, manual intervention is likely to be most difficult and risky in situations that
pose the most danger. The problems of safety and accessibility are especially com-
plex under conditions of mixed traffic, in which some vehicles are driven by humans
and others are under the control of AI systems. In these circumstances, anticipating
the actions of other ‘drivers,’ some ofwhich areAI agents, can become difficult—and
possibly more so for a person with a disability who is interacting with a vehicle via
an assistive technology.5 Fulfilling the promise of autonomous vehicles for people
with disabilities thus necessitates the development of novel user interfaces, as well
as a combination of technological and legal measures that can fairly allocate the risk
of accidents, while reducing it to an acceptable level.

2.1.4 Employment and Education

The potential applications of AI that could enhance employment of people with dis-
abilities are diverse, and capable of operating at all stages of the process from educa-
tion and training to improving accessibility in the workplace.6 Whether education is
offered by educational institutions or directly in the work environment, there is the
possibility of using AI to improve its efficacy. Intelligent tutoring systems, for exam-
ple, are AI-based applications that can adapt the delivery of educational content to
the learning needs of the individual. AI has also been introduced into the recruitment
of employees, raising questions about the possibility of bias against candidates with
disabilities. Employees may also take advantage of AI systems, including technolo-
gies supporting accessibility as considered elsewhere in this chapter, in performing
theirwork. There are nevertheless issues of ethics and privacy to be taken into account
in deciding what the capabilities of these applications should be, and in arriving at
appropriate design decisions.

5 Solutions to the general problem of mixed traffic are developed in Nyholm and Smids [38].
6 See generally Employer Assistance and Resource Network on Disability Inclusion [16].
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An ‘intelligent’ educational application could, in principle, adapt the presentation
of material and its evaluations of the learner’s responses according to needs arising
from a disability. For example, it could offer additional explanations of geometric or
spatial concepts to a student who is blind andwhose knowledge of the relevant spatial
relationships is found to be in needof consolidation. Thepossibility of individualizing
the delivery of education based, in part, on a person’s disability has genuine potential
to improve learning, leading ultimately, in the present context, to greater success in
a career. However, it also has the potential to perpetuate misconceptions about what
people with disabilities can do and to entrench stereotypes. For example, whether
a student who is blind would benefit from additional support in performing tasks
requiring geometric knowledge ought not to be inferred from the disability category,
but should instead be ascertained with respect to each person individually. Similarly,
whether sign language interpretation should be provided for multimedia content
(for instance, in a tutoring system) depends on the individual’s knowledge of and
preference for a sign language—factors that are not captured by the classification of
the individual as a student who is deaf. There is thus a risk of drawing inappropriate
generalizations from a disability classification, instead of attending to the specific
needs of each learner. Adaptive AI systems developed as educational technologies
could exacerbate this problem, unless suitable design choices are taken.

Further cause for concern emerges from thepossibility of building educational sys-
tems that use AI-related techniques in an attempt to determine whether a person has
a disability. For example, an arithmetic tutoring application might be equipped with
the ability to flag a student as possibly having dyscalculia—a learning disability. The
negative personal and social consequences that could result from a misclassification
are considerable, including stigmatization and inappropriate educational interven-
tions.7 The same could also occur in the event of a correct classification, particularly
in the absence of knowledgeable and skilled educators who understand the nature of
the disability and the needs of the student. Depending on the design of the system
and the conditions of its use, individual privacy rights could also be infringed in this
scenario. In general, the design of AI systems to detect a disability—particularly
a disability of which the individual may be unaware—is fraught with ethical diffi-
culties, while also giving rise to legal issues. For example, the European Union’s
General Data Protection Regulation (GDPR) ([17], article 5(1) (b)) constrains the
processing of personal information for purposes that are incompatible with the ‘spec-
ified, explicit and legitimate’ purposes for which the data are collected, and consent
to which is among the permissible bases of authorization ([17], article 6(1) (a)).8

In addition, the creation and disclosure of health-related information is a sensitive
matter that is appropriately subject to legal safeguards which vary by jurisdiction.

7 The risks of using AI as a tool of medical diagnosis in relation to people with disabilities is
discussed in Trewin et al. [54].
8 The limitation of data processing to specified, explicitly stated purposes is an aspect of European
data protection law that raises difficulties for machine learning-based AI applications generally. See
Marsch [37] for treatment of the relevant human rights obligations.
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A further case which well illustrates the importance of preserving privacy is that
of a hypothetical recommender system designed to match prospective employees
with available employment opportunities. Under readily foreseeable conditions, vol-
untary disclosure of an individual’s disability status to the system could be beneficial.
For example, in some countries, there are policies in place which establish quotas
to improve the employment rate of people with disabilities, who are expected to
comprise a specified proportion of each employer’s workforce [22]. A recommender
system could take an individual’s disability status into account, together with qual-
ifications and experience, to suggest opportunities offered by employers who are
likely to have unfilled quotas. Of course, this would require informed consent, as
some people with disabilities may object to having their disability status operate as a
factor in an employment decision. On the negative side, however, any disclosure of
disability status to employers by such an AI system not only raises privacy issues, but
also creates a risk of discrimination in the selection process. Such a case is thus illus-
trative of the value of statutory protection of privacy, and of requiring consent for the
purposes for which data are collected. Controlling the disclosure of information—in
this case, about a person’s disability—thereby limits the opportunities for its misuse.

2.2 Observations

Drawing on a recent paper [47] that connects technological choices with social
assumptions revealed by the contrasting models of disability introduced in Sect. 1, it
is argued in Sect. 2.2.1 that a collaborative and participatory approach is necessary,
which engages people with disabilities directly in the development of AI systems
designed to meet their needs. This position is supported by further comments on
examples considered in Sect. 2.1. Section2.2.2 takes up the suggestion, advanced in
a recent contribution to the literature on AI and people with disabilities [54], that
theoretical and methodological traditions in design thinking have much to contribute
to an elaboration of what constitutes appropriate participation. This scholarship also
offers a framework—value-sensitive design—inwhich to address themoral questions
raised by AI-related projects. In Sect. 2.2.3, it is maintained that such design-based
approaches, though valuable, should also be complemented by supporting norms and
incentives grounded in policy. The principal conceptual relations developed in this
section are depicted in Fig. 1.

2.2.1 The Need for an Inclusive Collaboration

Each of the examples in Sect. 2.1 is a good illustration of the potential benefits
that AI can bring to people with disabilities. It can serve a positive function by
helping to overcome problems of access to information, communication, education,
employment, and transport. Nevertheless, as has been shown in each case, there
emerge important questions to be considered in decidingwhat AI applications should
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Fig. 1 Examples of AI applications intended to benefit people with disabilities (in accessibility,
transport, education and employment), together with the medical and social models of disability,
raise ethical issues. These issues give rise to the need for an inclusive development process, sup-
ported by design methods such as inclusive design, participatory design, and value-sensitive design.
Consideration of these design methods illuminates the need for policy constraints

be built, and in arriving at appropriate designdecisions.As has been emphasized in the
discussion, these issues are concerned not only with the AI system as a technological
artifact, but also with the wider social environment in which it is likely to be deployed
and used. Choices about design and implementation should thus be made from a
perspective that is informed by knowledge of how a proposed system would actually
function in the specific life circumstances of people with disabilities.

In deciding what problems AI should be used to solve, and what constitute ade-
quate solutions, there is a risk of introducing prejudiced assumptions about the lives
of people with disabilities. Shew [47] warns of this danger, noting examples of tech-
nologies that perpetuate problematic assumptions about disability, particularly the
notion central to the medical model that the shortcoming essentially resides in the
bodily limitations of the individual, whichmust be ‘treated’ orminimized, rather than
in the physical and social context. Narratives about the benefits of technology for
people with disabilities are connected with notions of independence, which, Shew
points out, downplay the extent to which people in general are interdependent in
a multiplicity of respects. Thus, the promise of autonomous vehicles as enhancing
independence for people with disabilities reinforces these narratives, situating the
problem in the individual’s inability to drive, rather than in a social responsibility to
provide effective and accessible means of transport [47].9 A more careful analysis
would recognize that although autonomous vehicles would increase independence in
some respects, they would also create a less obvious dependence on the developers

9 Shew further develops the point in a brief discussion of additional examples, including the rationale
for using companion robots, which may serve the interests of human care givers more than those
of the person with a disability whose needs are to be met.
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and maintainers of the technology—designers, implementers, trainers, and service
personnel among them. Thus, the central question is concerned not with a greater or
lesser degree of independence as such, but instead with the type of interdependence
that is desired. An autonomous vehicle offers freedom to choose when and where
to travel, without having to coordinate with other people (namely human drivers or
public transport operators). However, it also requires the person with a disability to
entrust his or her safety to the creators and maintainers of a complex AI system.

The discussion of speech, sound, and image recognition in Sect. 2.1.1 directs atten-
tion to issues of societal responsibility for making information and communication
accessible, as well as associated questions of privacy and confidentiality. Clearly,
imposing responsibility for using AI to solve problems of information access princi-
pally on the individual who is faced with accessibility barriers is consistent with an
individualistic, medicalized concept of disability. Also, as has been noted, it shifts
the burden of the technology’s shortcomings onto the person who is least able to
overcome them. This is not to suggest, however, that people with disabilities should
be deprived of opportunities to gain the full benefit of such technologies and to use
them independently. Rather, the point is to acknowledge the need for informed deci-
sion making about appropriate application, both at the individual level and in policy
decisions regarding the overcoming of obstacles to access and inclusion.

Shew emphasizes the importance of ensuring the agency and autonomy of people
with disabilities, and of fully recognizing their expertise in their own needs, lives, and
experiences. This can be achieved, in part, by bringing the knowledge and experience
of people with disabilities directly into the process of making decisions about the
development and use of AI applications. User participation in design is thus of crucial
value, as is educating decision-makers and developers about disability.

The concept of human–AI partnership can be extended to acknowledge the impor-
tance of social practices and institutions in shaping the creation and application of
AI-based technologies. What is proposed here is that technological decision making
ought to be sensitive to this social context, and, ideally, not isolated from choices
about the social practices in which technologies are developed, maintained, and used.
Questioning implicit presuppositions, as well as gaining a greater understanding of
the lives, desires, and needs of people with disabilities are essential aspects of this
approach. The slogan put forward by the disability rights movement, ‘nothing about
us without us’, aptly conveys the importance of involving people with disabilities
directly in making decisions that affect them, including choices about appropriate
uses of AI technologies [58].

The considerations advanced so far build a case for engaging people with disabil-
ities directly in problem identification and definition, as well as in determining what
constitute appropriately designed solutions capable of meeting their practical needs
effectively. To be clear, it is not argued here that only people with disabilities are
appropriately qualified to conceive and to plan suitable AI-based solutions. Rather,
the claim is that the design and development of these systems should be carried
out in close collaboration with people who have disabilities and should preferably
be undertaken by developers who are personally interacting with disability-related
communities in non-trivial ways. Through a genuine and mutual understanding of
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the problems to be solved and of the design possibilities, informed decisions can be
madewhich lead toAI projects that are successful in enhancing equity and life oppor-
tunities. The risks of perpetuating prejudiced assumptions, and of devising systems
which attempt to solve the wrong problems, can thus be minimized by establishing
an inclusive collaboration in which prospective users and beneficiaries play a cru-
cial role. This collaboration should persist throughout a project, from its inception
through to the evaluation and refinement of the delivered AI system.

2.2.2 The Role of Users in Application Design

As discussed by Trewin et al. [54] in connection with the development of AI systems
that avoid algorithmic bias against people with disabilities, there are traditions of
research and practice in which the users of a technology play a central role in the
design process. Among these traditions, the authors emphasize the contributions of
‘inclusive design,’ ‘participatory design,’ and ‘value-sensitive design’ in particular.
Such approaches are clearly germane not only to the design of AI applications gen-
erally, but also to the development of applications which, in their over-all purpose or
via the inclusion of certain assistive technologies and accessibility-related features,
aim to satisfy needs specific to certain users who have disabilities. In these cases, the
potential users with disabilities who are intended to benefit from a proposed project
(an automated captioning application, for example) can be identified, and efforts can
then be made to engage representative individuals. Drawing on design methods that
privilege the user’s perspective in decision making or which make explicit the value
judgments inherent in technical choices has the potential to improve the quality and
suitability of the resulting AI systems. Nevertheless, the limitations of these methods
should also be kept in mind in relation to the project at hand.

In participatory design, for example, the users are genuine partners in decision
making. Participatory design approaches originated in the Scandinavian industrial
democracy movement, and were substantially motivated by resistance to taylorism
in the workplace.10 There thus arose a tradition that recognizes the value of the tacit
knowledge possessed by users (in the original context, industrial workers) in per-
forming tasks and solving problems. Instead of seeking to analyze, formally describe
and optimize this tacit, practical knowledge, participatory design develops and builds
upon it in ways that are meant to empower the users and to preserve their autonomy.
Moreover, participatory design methods are intended to be applied to the entire work
process, not merely to the creation of technological artifacts. The emphasis placed
on preserving and enhancing users’ tacit knowledge gives rise to a tendency toward
solutions that retain instead of radically reconfiguring established practices—a favor-
ing of evolutionary over revolutionary change.11 These aspects of the approach have

10 For an overview of the history and the guiding ideas, see Ehn [15]. A more recent introduction
to participatory design appears in Spinuzzi [49].
11 This consequence of the value placed on preexisting tacit knowledge is acknowledged as a
limitation of participatory design in Spinuzzi [49].
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the potential to contribute to improving the design of AI systems intended for use
by people with disabilities. However, they may also discourage more fundamentally
innovative, long-term projects.

Development of an AI system to facilitate indoor navigation by people who are
blind, for example, would begin with an understanding of existing, formal and infor-
mal practices of orientation andmobility. It would tend to favor extending established
approaches, such as those centered on the white cane and the guide dog, instead of
proposing the development of robots as substitutes. It would also seek to preserve
existing mobility skills. This could be achieved, for instance, by further developing
orientation applications suitable for use with mobile phones or wearable devices that
could give information and directions to the user, especially in unfamiliar, indoor
settings, and ideally without requiring the installation of specialized infrastructure
such as radio beacons that enable precise locations to be identified. On the other hand,
developing robots capable of navigating and of guiding their users in a wide vari-
ety of environments is arguably a valuable, long-term objective, notwithstanding the
practical limitations of current prototypes. The state-of-the-art prototype described
byGuerreiro et al. [23] is largely limited to flat, indoor environments in virtue of tech-
nical constraints, including weight and battery capacity. If these constraints could be
overcome and the capabilities of the AI system responsible for navigation improved,
the technology could manifestly be advantageous to users, at the risk of their placing
too much reliance on a robotic guide to the detriment of existing skills. The shortfall
in the user’s orientation andmobility skillswould then become problematicwhenever
robotic assistance was unreliable or unavailable. The principal benefits of robots—
effective navigation in unfamiliar settings, and avoidance of hazards or obstacles that
conventional mobility aids would miss—could be obtained by developing solutions
that extend rather than supplant current tools and strategies. The robots, however,
may in the long-term offer usability advantages that would not be achieved via more
evolutionary approaches.

Respect for users’ tacit knowledge in the design of new technological solutions
is thus autonomy-preserving, enhancing the individual’s control over the manner in
which tasks are performed and capacity for decision making. It operates also as a
constraint onmore radical forms of innovation. Participatory design offers the advan-
tage of making the practical knowledge and skills possessed by users conspicuous,
and therefore of raising questions about the role it should continue to occupy in the
application of new, AI-based systems. The fostering of user involvement in design
decisions also provides practical means of negotiating these issues, among others, in
arriving at appropriate technical solutions.

The design problems that have here been discussed all introduce questions of
value, broadly construed. Value-sensitive design seeks to bring investigation of the
values implicated by technological choices directly into the development process.12

Importantly, value-sensitive design attends to the salient moral considerations that

12 The approach is articulated and illustrated in Friedman, Kahn and Borning [20]. For a recent
treatment of the underlying concepts and design methods, see Friedman and Hendry [19] (Chaps. 2
and 3).

http://dx.doi.org/10.1007/978-3-030-72188-6_2
http://dx.doi.org/10.1007/978-3-030-72188-6_3
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may otherwise be overlooked or disregarded in technological projects. It accord-
ingly has potential to serve as a useful tradition to draw upon in building AI sys-
tems for people with disabilities. Through ‘conceptual,’ ‘empirical,’ and ‘techni-
cal’ investigations, value-sensitive designers identify and engage direct and indirect
stakeholders—people whose interests are affected by a project. The values of the
stakeholders and of the designers themselves with respect to the design problem are
investigated and incorporated into technical decisions. Of particular significance in
relation to the role of AI in enhancing the lives of people with disabilities is the con-
cept of ‘value tensions’ [19] (Chap. 2) among and even within stakeholders. Recog-
nition of these value tensions can lead to creative solutions that reconcile apparently
conflicting priorities. For instance, [19] (Chap. 2) an energy-efficient design may be
agreed upon both by stakeholders who prioritize cost minimization and by those who
favor environmental sustainability, without requiring resolution of their underlying
moral disagreement. Of course, this is only possible if the proposal contains costs
while also reducing energy consumption from sources that are ecologically harmful.

Opportunities for creatively overcoming value tensions can and indeed should be
sought in cases such as those discussed in this chapter. As an illustration, the choice
between providing captions that give a full transcript of the dialogue in a video,
and providing captions as simplified summaries of the dialogue, can be understood
as a value tension that may arise not only between users but even within a single
individual. As is evident from the discussion in Szarkowska et al. [51], unsimplified
captions offer the user full access to the dialogue, without interposing another per-
son’s interpretation of it, whereas simplified captions can improve readability and
comprehension, which are also valuable to and valued by users, at the cost of preclud-
ing equal, unmediated access to the spoken content. If sufficiently reliable speech
recognition and summary generation technologies were available, this value tension
could be overcome simply by generating both types of caption. The user could then
choose which type of caption to read in each particular situation. Though attractive,
this solution also exacerbates a second value tension—that between the quality and
availability of captions, on the one side, and the desirability of containing production
costs by reducing the human labor associated with editing and verifying captions,
on the other. Much of the appeal of automating caption creation derives from the
desire for improved cost efficiency. Generating two sets of captions for video con-
tent obviously runs contrary to this objective. The resulting tension can be resolved
by a technological solution if the automatic speech recognition and text simplification
algorithms are sufficiently accurate to maintain labor costs that are acceptable to the
producers. This places a heavy demand on AI researchers and software developers.
In the absence of a technical solution, the value tension should instead be regarded
as a value conflict. The wider question, then, is how to address such value conflicts
if, as in the current example, the human rights of people with disabilities are at stake.
In this case, the right of access to information and communication [55] (article 9) is
implicated.
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2.2.3 Commentary

Engaging users appropriately in the design process has genuine potential to encour-
age the development of technologies that are well aligned with the needs and values
of people with disabilities. However, treating the resolution of value tensions largely
as a design question for negotiation among designers and stakeholders in individ-
ual technical projects would risk the formation of compromises that undermine the
rights and interests of those whom it is supposed to benefit. For this reason, poli-
cies, ultimately established by governments, have a necessary and important role.
Indeed, the presence of deeply entrenched practices of social subordination oper-
ating against people with disabilities, manifested in technological choices as Shew
has described, justifies skepticism toward the ability of designers and stakeholders to
resolve value conflicts appropriately in the absence of incentives created by policy. In
AI, as elsewhere, one can plausibly argue that regulation and oversight are indispens-
able elements of upholding a moral commitment to social equality for people with
disabilities. Trewin et al. [54] do not suggest otherwise. Nevertheless, this conclusion
is important in understanding the complementary role that design methods occupy to
policy considerations in relevantly shaping the future of AI development.13 Further-
more, design procedures centered on the participation of users and other stakeholders
are expensive, raising doubts about whether organizations responsible for building
AI-based technologies will deploy them sufficiently in the absence of externally
imposed incentives. True power sharing among stakeholders in the design process
challenges existing structures of authority in addition to creating participation costs.
These factors suggest that its widespread application to AI development will require
policy-based interventions. In evaluating current policies and planning future regula-
tory approaches, there also arises the challenge of promoting the rights of people with
disabilities while allowing suitable flexibility for stakeholders to arrive at creative
solutions to technological problems, including mutually advantageous responses to
value tensions.

The development of human-AI partnerships that respect the rights and satisfy the
needs of people with disabilities thus requires an interplay of technical and social
choices. The social aspects of these choices bring to the fore issues of morality,
including questions of justice and human rights. Adequate resolution of these con-
siderations in technological projects depends on the nature of the design process, the
motivations and skills of the participants, as well as the internal and external incen-
tives that influence decisions. There is an important role for policy in establishing
appropriate incentives. Traditions emerging from design research can also be applied
and refined to support meaningful participation by direct and indirect stakeholders
with disabilities. Addressing value tensions can be regarded as partly a function of the
design process, and in large measure as lying in the domain of overarching policies.

13 Interestingly, Friedman and Hendry [19] (Chap. 2) regard policy as a kind of technology for the
purpose of applying value sensitive design methods.

http://dx.doi.org/10.1007/978-3-030-72188-6_2
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Fig. 2 Mutually related problems of bias and privacy give rise to technical and social responses.
Technical responses concern treatment of outliers and inclusive development processes. Inclusive
processes engage appropriate design methods (as described earlier in the chapter), while also inter-
acting with privacy issues. Policy responses concern antidiscrimination (practical barriers as well as
normative issues of proxy discrimination) and questions concerning the appropriate degree to which
decisions should be automated. The latter questions, in turn, raise issues regarding the advantages
of human decision making, and the transparency and auditability of machine learning algorithms

3 Disability as a Site of Algorithmic Bias

Whereas the previous section examined respects inwhichAI systems can be designed
to benefit people with disabilities by solving specific, practical problems, the follow-
ing discussion addresses the more general issue of the role of AI in perpetuating,
and even amplifying, discrimination against them. The disability-related aspects of
the problem of algorithmic bias are introduced (Sect. 3.1) and briefly illustrated by
citing examples presented in recent literature (Sect. 3.1.1). Closely related issues of
privacy are discussed in Sect. 3.1.2. The difficulties associated with technical, social,
and policy-related remedies are then explored (Sect. 3.2), enabling the identification
of open questions pertinent to research and practice. Even more so than in the pre-
ceding section, the purpose of this commentary is to pose questions rather than to
recommend solutions and to offer a conceptual approach to thinking about the prob-
lems rather than to give concrete guidance. The accumulation of multidisciplinary
research and evidence derived from actual cases of AI applications in subsequent
years can be expected to clarify the issues, while strengthening the guidance available
to practitioners. Figure2 presents a conceptual overview of the issues considered.

3.1 Introduction to the Problem of Bias

It has long been established that software, including AI applications, can reinforce
biases already present in the social context, while introducing new sources of bias of
its own [21]. The growing utility and increasingly diverse applications of AI systems
based on machine learning which have emerged in recent years greatly expand the
potential for biases to be introduced and extend the range of possible harms that
may result. As decision making becomes increasingly automated in a wide variety
of domains, all the more opportunities arise for biased algorithms to contribute to
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social injustice,14 includingdiscrimination against peoplewith disabilities.Questions
concerning algorithmic bias with respect to disability are necessarily part of a larger
discussion of the role of AI in discrimination generally.What distinguishes disability
from other social categories subject to algorithmic bias, such as gender and national
or ethnic origin, consists in the nature of the diversity that disability represents. As
introduced in Sect. 1, impairments can affect a broad range of human functioning,
including sensory, physical, psychological, and cognitive aspects. A given individual
can have one ormore impairments of different kinds and degrees, whichmay occur at
different stages of life and vary over time. These impairments can then combine with
highly variable, socially mediated conditions to constitute disabilities that present
practical challenges to the individual. As with other social categories of interest in
connection with algorithmic bias, societal practices of subordination and exclusion
can have a large role in limiting a person’s well-being and the life opportunities that
can effectively be pursued. As has been recognized in recent literature, [53, 54, 58],
the great diversity of impairments, social circumstances, resources, and experiences
among people with disabilities creates an associated diversity in the ways in which
they can be subjected to biases in AI systems.

3.1.1 Potential for Bias

Scholars and practitioners have reported on the findings of workshops that have
identified a variety of AI applications in which such biases have real potential to
occur [54, 58]. These examples are not exhaustive, as the range of AI applications
is large and becoming more so. Nor are all of the examples reviewed here, as the
discussion which follows can be sufficiently motivated by a brief overview.15 It
is clear from the actual and hypothetical cases discussed in the literature that the
biases in question tend to operate against people with specific circumstances and
types of disability, rather than against people with disabilities as a general category.
Moreover, an AI system exhibiting bias may do so to different extents and in different
ways to different individuals. This is a product of the many dimensions of diversity
characteristic of people with disabilities. A clear illustration of the specificity and the
danger of algorithmic bias is given by Treviranus, who presented machine learning
models designed to control autonomous vehicleswith images of a friendwho ‘propels
herself backwards in her wheelchair’ [52, 1]. The models would have directed the
vehicle to run her over at an intersection, and, worse, they reached this decision
with even greater confidence after having been trained with data depicting people in
wheelchairs [52].

AI systems designed to draw inferences from the behavior or appearance of a
person are problematic, since people with disabilities can differ in many respects
from the relatively homogeneous populations likely to be used in training. Examples

14 An informative overview of how discrimination can occur is presented in Barocas and Selbst [3].
15 The cited references should be consulted for more detailed illustration and discussion of appli-
cations in which bias against people with disabilities can reasonably be foreseen.
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of these applications, and the ways in which they may adversely classify people due
to a disability, have been noted in domains such as partially automated job interview
assessment, and public safety systems meant to detect suspect behavior [54, 58].
The monitoring of a person’s interactions with a user interface, for example in an
educational measurement application such as a test or an interactive learning tool,
raises similar concerns [54, 58]. More generally, machine learning algorithms have
been applied to various tasks in which people are ranked or categorized to determine
their eligibility for an opportunity or benefit, or their liability for a sanction. In
employment, for example, AI has been applied at every stage of the process from
decidingwhom to select for targeted advertising of open positions, to the screening of
job applications, and ultimately the monitoring of the employee’s work performance
[7]. In such cases, biases could occur against people with disabilities for different
reasons and to varying extents, depending on details of the interactions between
disability-related circumstances and the factors taken into account by the machine
learning algorithm. Such algorithmic bias may then be reflected in adverse decisions
with discriminatory effects [54, 58]. For instance, an individual’s job application
may be automatically excluded from further consideration or an employee’s work
performance may be automatically flagged as likely to be inadequate.

As an additional example, AI systems have the potential to be used extensively
by governments to determine eligibility for welfare benefits.16 This prospect raises
the possibility of algorithmic biases that could disadvantage people with disabilities,
especially those who are in greatest need of public support. A formula used by soft-
ware to calculate individualized budgets for government-funded services needed to
support the independent living of adults with developmental disabilities has become
the subject of litigation in the USA on grounds of due process [56]. Although this
case does not appear to be an example of anAI technology, it is indicative of the types
of welfare-related decisions that could be readily carried out by machine learning
applications.

3.1.2 Privacy and Bias

There is also a complex relationship between privacy and the problem of bias in AI
applications. Inclusion of data obtained from people with disabilities is often neces-
sary to the construction and evaluation ofmachine learning systems that avoid ormin-
imize bias. However, the acquisition of information that reveals a person’s disability
also introduces opportunities for exploitation, or for unintended but nonetheless sub-
stantive discrimination, whether carried out by the data collector or by third parties
to whom details are disclosed. As noted in Trewin et al. [54], this problem is further
complicated by diversity among people with disabilities. The exclusion of obviously
identifying information from data collections may not be sufficient to anonymize
them. Knowledge of the person’s disability, combined with other attributes, may be
enough to enable the individual to be uniquely identified, for example as the only

16 See Alston [1] for an overview of human rights-related concerns about this practice.
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wheelchair user who lives in a given locality [54]. Some individuals, such as those
with cognitive disabilities that preclude the requisite understanding, may be unable
to give informed consent to the acquisition and use of their data. Yet, these data could
be highly valuable and indeed indispensable to the development of AI applications
designed to enhance the well-being and to improve opportunities in life for such
populations.

An additional risk of discriminatory treatment is created by what Marks [35]
refers to as ‘emergent medical data,’ namely health-related information about an
individual that is inferred at a high degree of probability from diverse sources of
evidence. The distinctive characteristic of emergent medical data is that none of the
sources of evidence is overtly health-related. Consequently, no voluntary disclosure
of medical information is involved. For example, a person’s purchasing history could
be combined with indicators gleaned from online communications and interactions
with social media applications to infer the nature of the individual’s disability [36].
This disability classification,whether or not it is accurate, could then serve as a ground
for unjustly denying a benefit or opportunity. Marks is essentially concerned with the
deliberate inferring and later exploitation of disability-related information. However,
as noted in Sect. 3.2.2, this process could also take place unintentionally. Whereas
intentional derivation and misuse of medical data can be regulated by privacy laws as
Marks [36] discusses, the possibility that a machine learning system could detect and
respond adversely to disability in a completely autonomous fashion raises additional
difficulties.

3.1.3 Summary and Comments

Thus, it is clear that the nature of the diversity manifest among people with disabili-
ties opens the possibility of bias in a variety of AI applications, especially those built
on machine learning. Being a statistical outlier–one who is significantly different in
a relevant respect from most of the population—can readily lead to misrecognition
or misclassification of a person by a machine learning model. For this reason, tech-
nical measures that have been proposed to address the problem of AI bias against
people with disabilities focus largely on improving the ability of machine learning
systems to treat outliers appropriately [53, 54]. The distinct but related problem of
maintaining adequate privacy protection for information that reveals aspects of a
person’s disability also calls for technical and regulatory solutions. These solutions
are necessary to support the acquisition of data enabling people with disabilities to
be included in the development of machine learning systems, thereby alleviating bias
and consequent discrimination. However, privacy controls can also reduce the risk
of biases that result from the exploitation of emergent medical data.



Artificial Intelligence and People with Disabilities … 299

3.2 Responses to the Problem of Bias

By reviewing some of the potential measures that can be taken to avoid or to mitigate
bias in AI systems, it is possible to identify research problems of particular relevance
in the context of disability.What follows is not therefore intended as a comprehensive
survey of possible interventions, but rather as a discussion of starting points in this
direction which illuminate issues worthy of further investigation.

Technical approaches to overcoming bias suitable for adoption in software devel-
opment projects are briefly noted in Sect. 3.2.1. Attention is then turned in Sect. 3.2.2
to the limits of antidiscrimination law as a regulatory solution, emphasizing the chal-
lenges introduced by proxy discrimination and its relevance to decisions affecting
people with disabilities. In determining which practical problems to solve by means
of AI and in weighing the adequacy of proposed solutions, choices often need to
be made concerning whether, how and to what extent decision making in the rel-
evant domain of application should be automated. Issues concerning the strengths
and weaknesses of human and algorithmic decision making are raised in Sect. 3.2.3
as they arise in relation to the automation of decisions involving a highly diverse
population. Concluding remarks appear in Sect. 3.2.4.

3.2.1 Technical Measures

The advice for developers of AI systems put forward in Trewin et al. [54] is aligned
with the typical process of building a machine learning application. Emphasis is
placed on systematically identifying people with disabilities who constitute potential
outliers for purposes of the application under development, and including them at
all stages, beginning with the planning of the project and progressing through to
testing of the delivered product. Once the application is deployed, monitoring of its
outcomes and remediation of any discovered biases are recommended. Crucially, the
inclusion of people with disabilities consists in both engaging them directly as part
of the project and incorporating their data into the design and training of machine
learning models. Attention is paid to questions of privacy, noting standardization
efforts toward developing technical controls that can be implemented to enable users
to specify their privacy-related preferences. Aswas discussed in Sect. 2.2, the authors
recommend drawing on traditions of design practice in which the involvement of
users and other stakeholders is accorded a central role. The guidance offered in
Trewin et al. [54] serves as a valuable point of reference for anyone who is concerned
with the practical challenge of designing machine learning applications which are
inclusive of people with disabilities.

There are practical limits to the number and therefore the diversity of users or
other stakeholders who have disabilities that can be meaningfully included in a
software project. The people with disabilities who are introduced into the process
should therefore be regarded as having a representative function. Their contributions
of data and insight derive from their own personal circumstances and experiences
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of disability. They may also be able to deploy personally or professionally acquired
knowledge concerning others who have disabilities and whose backgrounds differ
relevantly from their own. The knowledge possessed collectively by participants in
a project, including people with disabilities themselves, can thus vary substantially,
even if systematic efforts aremade to include appropriate stakeholders. Howwell this
knowledge represents the actual diversity of the population who will ultimately be
subject to theAI systemmay be decisive in determining the extent to which biases are
avoidedorminimized. For example, it is entirely plausible that an autonomousvehicle
development project which effectively and meaningfully engaged wheelchair users
at every stage could nonetheless overlook individuals such as the friend described by
Treviranus [52]. The diversity among people with disabilities thus creates a challenge
of representativeness and of collective expertise in AI-related software projects, even
under favorable conditions inwhich inclusive development practices are followed. To
what extent and under what circumstances engagement of suitable stakeholders with
disabilities can effectively mitigate bias in machine learning systems should hence
be regarded as an open research problem. It is also a strategy that holds considerable
promise. The recognition that it raises unresolved research questions by no means
diminishes its practical importance.

3.2.2 The Role and Limits of Antidiscrimination Law

Technical approaches can thus be taken to avoid the introduction of bias and to
remediate it if it is detected in operational applications. Of course, these techni-
cal solutions are only likely to be implemented if appropriate social conditions are
established, including incentives to undertake the necessary design and develop-
ment work, and to do so competently. Antidiscrimination law is a major source of
this incentive. However, there are also grounds for skepticism about the ability of
antidiscrimination law effectively to regulate algorithmic bias against people with
disabilities. The first consideration is practical: antidiscrimination laws are typically
enforced only in response to proceedings brought by people who claim to have been
subjected to unlawful discrimination. Bringing such a complaint requires one to
engage considerable expertise and resources in challenging decisions made by or
with the support of an AI system. Such advocacy may be problematic due to an indi-
vidual’s circumstances—for example, socioeconomic disadvantage and shortfalls in
the availability of free or low-cost legal representation. Disability, including past
practices of discrimination, can readily exacerbate difficulties that operate against
bringing an antidiscrimination claim. In addition, individuals who, due to the nature
of their disability, cannot participate directly in bringing a claim depend completely
on others to assert their rights and to represent their interests. A public authority
empowered to monitor potentially discriminatory AI systems, to investigate their
operation, to respond to complaints, and to require adherence to legal standards of
non-discrimination, could overcome the limitations of relying entirely on individ-
ual claims as an enforcement mechanism. Indeed, such a regulator—a ‘neutral data
arbiter’—has been proposed to address privacy-related harms associated with the
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use of data analytics [12, § III]. Its role could readily be extended to questions of
non-discrimination, including those associated with disability.

The second consideration is that machine learning can be biased in ways that
raise difficulties for regulation by antidiscrimination law. These difficulties also cre-
ate practical challenges for designers and developers of AI applications in avoiding
bias.17 According to Prince and Schwarcz [41], machine learning applications that
combine data from a variety of sources have a propensity to lead to proxy dis-
crimination. Proxy discrimination occurs under circumstances in which a protected
characteristic such as race, gender, or disability status is actually predictive of the
legitimate outcome of interest to the discriminator, in ways in which other variables
are not. The authors argue that, since the goal of machine learning is to optimize
predictive accuracy with respect to the target variable based on the input data,18 it
can be expected to ‘discover’ unobvious correlates of protected characteristics even
if those characteristics and their obvious correlates are excluded from the data in an
attempt to prevent bias. Thus, they suggest, [41, § I] a person’s membership in an
online forum devoted to a particular genetic medical condition could lead a machine
learning algorithm to recommend a higher insurance premium. In this case, mem-
bership in the forum is predictive of the target variable, namely insurance risk. There
is a causal connection that runs from having the medical condition or a close relative
who does, to both joining the online forum and having an elevated risk of disease.
These correlations are of course far from perfect, but the point is that they are causal
and sufficiently significant to be predictive. Forummembership is thus an unobvious
proxy for sensitive health information that is excluded from the data supplied to the
machine learning algorithm. One may further suppose that the medical condition
could in turn be predictive of acquiring a disability.19

The fact that proxy discrimination is taking place may be entirely unknown to
the discriminator and indeed to all the developers and users of the machine learning
system [41]. Furthermore, due to the great diversity among people with disabilities
and the unobvious correlates of disability-related information that may be present in
data used by machine learning algorithms, the problem presented by proxy discrim-
ination has the potential to be particularly difficult in this context. Identifying and
excluding or otherwise addressing unobvious proxies for disability-related informa-
tion that is genuinely predictive of the target variable stands as a technical challenge.
Unlike Marks’s concern with emergent medical data (Sect. 3.1.2), which are derived
and used intentionally, the probabilistic inferences that lead to proxy discrimination
arise internally to and as the product of the ‘normal’ operation of machine learning
systems. They may be unintended, and they may also be difficult to detect. There is

17 Trewin et al. [54] acknowledge the practical dimension of the problem, and recommend consul-
tation with stakeholders as part of the development process.
18 The target variable is that which the machine learning model is designed to predict. It is assumed
here to be in the legitimate interest of the discriminator, such as the probability that a person would
be an effective employee.
19 Hoffman [24] argues that anti-discrimination law should be extended to address decisions based
on predictions of a person’s likelihood of developing a disability, and to require disclosure of the
use of data in making such decisions.
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thus an open research problem concerning the extent to which and the respects in
which proxy discrimination is a particular difficulty in machine learning applications
affecting people with disabilities, as well as what measures can be taken to control it.
The diversity of impairments and the variable social conditions that affect the lives of
people with disabilities provide a good ground for hypothesizing that proxy discrim-
ination could here pose a substantial challenge. This challenge is further complicated
by intersectional considerations that result from the multiplicity of legally protected
social categories to which a single individual may belong. To extend the example,
suppose not only that a person’s online forum membership is a proxy for having a
given medical condition associated with a disability, but also that there are linguistic
indicators in her or his contributions to social media which function as proxies for
belonging to a marginalized ethnic minority in the country in which he or she lives.
Suppose further that, due to discrimination in the provision of early diagnosis and
treatment services, the conjunction of having the medical condition and belonging to
the ethnic minority is strongly predictive of adverse health effects of interest to the
insurer, whereas neither circumstance is significant alone. Under such conditions,
the disability is an essential factor in the proxy discrimination, but it only operates in
combination with other category memberships. Apart from the technical and prac-
tical difficulties that such possibilities raise, there may also be legal obstacles, for
example if the law requires one to choose which ground of discrimination to assert.
In the current example, a choice may need to be made between alleging disability
and racial discrimination, neither of which is well suited to the case.20

The legal difficulty which proxy discrimination creates is not confined to the
empirical issue of establishing sufficient evidence of discrimination. Proxy discrim-
ination also entails that eliminating variables which explicitly represent disability-
related information as well as obvious proxies for them from the input data is inad-
equate to prevent bias [41]. Alleged discriminators can also seek to justify their
practice by arguing that, since the proxies relied on by the machine learning model
are truly predictive of the outcome of interest, and the model has been optimized
for predictive success, no less discriminatory alternative is available that would be
equally effective in achieving the defendant’s legitimate objective. As Prince and
Schwarcz [41](§ IV.A.2) argue in relation to disparate impact doctrine in the USA,
this reasoning, if it is found to hold according to the facts of a particular case, can
serve as an adequate defense against a claim of unlawful discrimination. Clearly,
whether this is so depends on the details of the antidiscrimination law applicable in
each jurisdiction.21 There thus arises a research question with respect to disability

20 An insightful discussion of intersectionality, noting the risk of over-simplifying its effects in
responding to problems of injustice that result from machine learning technologies, appears in
Hoffmann [25].
21 The law concerning liability for disparate impact (often referred to outside the USA as indirect
discrimination) has evolved differently between common law countries. See Khaitan [28] for a
discussion.
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discrimination in different legal and jurisdictional contexts regarding the implications
of proxy discrimination, and what reforms, if any, should be introduced.22

At the core of the policy question raised by proxy discrimination is an ethical
issue: under what circumstances is it morally permissible to discriminate against
people based on a protected characteristic such as disability, if this characteristic
is genuinely predictive of an outcome which is legitimately in the interests of the
discriminator? This is a problem concerning the ethics of statistical discrimination
[43]. Assuming that the costs of avoiding the discrimination by opting for a fairer but
less predictively accurate AI solution are more than negligible, is the discriminator
morally obligated to bear the costs and to choose the less discriminatory alternative?
Depending on one’s preferred normative analysis, the answer may be sensitive to
details of the case at hand, for example whether the statistical relationships which
purportedly justify the discrimination are in turn attributable to underlying social
patterns of discriminatory practice [33].23 In deciding what policy the law should
reflect, and what choices should be made by developers and users of potentially
discriminatory AI technologies, these moral issues are of central importance.

3.2.3 Human and Automated Decision-Making

Technical and policy measures that aim to reduce the discriminatory effect of a
machine learning system are valuable, but they also presuppose a choice to develop
the system for a specific purpose in the first place. This prior decision to use AI
in a given context and the determination of what its role should be, if constructed,
should also be examined in relation to the potential for discrimination against people
with disabilities. It might on balance be preferable not to build the system at all, or to
envision its role differently, thus shaping the character of the human–AIpartnership.24

Evidently, AI technology can be designed partly or completely to substitute for
human judgment in making a specific kind of decision. What role, if any, the AI
should have in a particular social situation is a choice that ought to be both well

22 Prince and Schwarcz [41](§ IV.B) consider potential reforms, such as restricting the variables
that may be used by AI systems in making certain kinds of decisions to a prescribed list of permitted
factors.
23 Selbst andBarocas [44](§ III.B) insightfully discuss difficulties resulting from the role of intuition
in the reasoning required for the application of norms of non-discrimination. If the relations among
variables apparently revealed by a machine learning systemmanifestly treat people with disabilities
unfavorably, for example, but there is no coherent or plausible explanation of why this is the case,
then evaluation of the grounds of these unequal outcomes becomes problematic. In some instances,
techniques of ‘interpretable’ or ‘explainable’ machine learning may facilitate the emergence of a
suitable explanation.On the other hand, and as the authors recognize, it would be naive to presuppose
that social and natural phenomena are always amenable to explanations that cohere with human
intuitions.
24 An interesting further possibility is for a machine learning system to give an ‘explanation’ of
its output that would enable an adversely affected person to change his or her situation sufficiently
to achieve a more favorable classification. The difficulties of two promising approaches to such
explanation are considered in Barocas, Selbst and Raghavan [4].
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informed, and sensitive to the circumstances of the people involved as well as the
rights and interests affected. It also raises issues that, if better understood, would
allow for more effective policies and practices in deciding what part AI should play
in different decision-making situations.

Competent and well-informed human decision-makers have capabilities of prac-
tical and moral reasoning that far surpass what is achievable by any AI technology
yet devised. Human judgment can weigh and interpret the applicable ethical or legal
norms, then apply them to the facts of a case to arrive at a just decision. The consid-
erations taken into account need not be prescribed exhaustively in advance. General
arguments have been developed in support of the view that, in the application of legal
rules, each person has a moral claim for her or his case to be decided individually by
the exercise of human judgment rather than to be determined algorithmically [6].25

This position is supported by a number of independent philosophical arguments, for
example regarding limitations on prior knowledge of uncertainties in the application
of rules, the value of exercising discretion in decision making, and respect for each
person’s individuality [6](§ 3).26

An interesting further question suggested by this broader claim is whether a high
degree of diversity present in a population, coupled with the need to make decisions
based on disparate facts and norms that affect rights and interests, should be regarded
as an additional ground for limiting the role of AI, even excluding it altogether, in
reaching decisions. To develop the point more specifically, one may consider a hypo-
thetical proposal to construct an AI system for determining, based on supplied data,
whether specified support services requested by a person with a disability are likely
to meet her or his needs. Such a system could be used either alone or, more proba-
bly, in combination with human review, by a government welfare program or in an
educational setting. Arguably, the diverse nature of the population which would be
subject to the proposed AI application, and the uniqueness of individual needs and
circumstances, establishes a case for exercising human judgment that extends beyond
the general arguments already cited. In a population that can reasonably be expected
to contain many outliers, there is ample reason to be skeptical of efforts to formalize
the decision-making problem and to develop algorithms capable of reaching just out-
comes in most, let alone all cases. The diverse needs and circumstances of the people
whose entitlements are to be determined establish a condition in which uncertainty
in the interpretation and application of the relevant rules calls for modes of reason-
ing and consideration of unanticipated factors that only human decision making can
provide. Justice may foreseeably require a degree of individual treatment of cases
that current technology is unable to automate.

25 Article 22 of the GDPR [17] establishes a limited right not to be subject to legally significant,
fully automated decisions. For an argument against recognizing such a right to human involvement
in individual decisions, which does not entirely address the philosophical grounds summarized in
Binns [6], see Huq [26].
26 Citron [11](§ III A and B) discusses the tendency of automation to substitute precise rules for
more general legal standards that allow for the exercise of human discretion. This trend, Citron
argues, prioritizes cost efficiency over justice.
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Human judgment, however, is known to be fallible and prone to biases. Beyond
intentional discrimination, which at least is under conscious control, prejudices
against out-groups such as people with disabilities can be held and may influence
behavior unconsciously [13]. Decision making can also be distorted by cognitive
biases. If AI is combined with human involvement to reach decisions, automation
bias [48] can limit the vigilance and effectiveness of the human decision-maker in
identifying and compensating for erroneous findings of the AI technology. Invoking
evidence from cognitive science and social psychology, Kleinberg et al. [29](§ 3)
argue that human decisions are not only open to social and cognitive biases, but also
that the true motivations are often not transparent to the agent.27 Machine learning
algorithms, they argue, can on the contrary be rigorously audited to ascertain the
sources and extent of bias [29](§ 5). An appropriately designed algorithm can also
be demonstrably less discriminatory than human judges, for example in criminal risk
assessment [29](§ 6.2). They accordingly maintain that algorithmic decision mak-
ing has distinctive equity-promoting advantages, noting [29](§ 6.1) the difficulty of
determining the effectiveness of efforts to train humans to overcome biases.28

3.2.4 General Comments

Having regard to the unparalleled advantages of human judgment inmaking decisions
in novel cases, and the potential of algorithms for auditability and bias mitigation,
there is a need to develop a greater understanding of how best to gain the bene-
fits of both in the service of social equality. Whereas technical measures can be
taken to reduce biases in machine learning algorithms, social interventions can be
made in an effort to overcome the more fundamental problem of human biases. The
extent to which algorithmic bias can be detected and corrected in the face of a very
diverse population of people with disabilities is an important question on which the
potential of AI as a force for greater equality depends. If auditing is to be relied on
as the principal mechanism, as proposed recently in Rambachan et al. [42](§ 1),29

much depends on developing effective strategies for identifying and overcoming
potentially context-specific manifestations of bias. Intersectional effects involving
disability together with other protected characteristics, and the occurrence of proxy
discrimination against possibly small subsets of the population, present two sources
of difficulty. More generally, the many facets of diversity characteristic of disability
constitute a challenge for overcoming the problem of algorithmic bias.

27 A clear summary of the authors’ position appears in Sunstein [50].
28 A much discussed strategy for seeking to overcome human biases against social out-groups is
the contact hypothesis. See, for example, Pettigrew and Tropp [39] and Pettigrew et al. [40].
29 Under this proposal, the auditing is to be carried out by a regulator with the authority to compel
changes that address discrimination. A more skeptical view of transparency as a means to greater
accountability of machine learning systems is elaborated in Ananny and Crawford [2].
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4 Conclusion

Developing AI technologies that facilitate equality while furthering the well-being
and aspirations of people with disabilities is at least as much a social as it is a techni-
cal challenge. The concept of partnership between human beings and AI systems is
useful in characterizing what ought to be built—amutual interplay of social arrange-
ments and software-based systems that promote morally good human ends through
meeting practical needs. Devising meaningful approaches to including stakehold-
ers who have disabilities (whether they be users or indirectly affected parties) in AI
development projects is clearly a necessity. This participation should extend from the
initial identification and clarification of the problem that is to be solved, through to
the ultimate design, development, implementation, and maintenance of an AI-based
solution. Further research and practical experience are vital to creating more specific
guidance as to how this should be done, and as to what comprises an inclusive AI
software development process. Promising approaches to design have emerged which
empower potential users of the technology as well as indirect stakeholders whose
interests are affected by its implementation, and which encourage reflection upon the
value-dependent judgments associated with technical decisions. Such design-related
scholarship offers valuable insights and methods, but treating the relationship of AI
to people with disabilities as purely a design problem is not sufficient. Equally vital
is the shaping of norms and policies associated with the development and use of AI.

The challenge of algorithmic bias raises technical, social, legal, and moral ques-
tions of importance in overcoming disability-based forms of discrimination that AI
systems risk reinforcing. Many of these questions also apply to the problem of bias
in machine learning generally, but there are disability-specific aspects and implica-
tions of these issues that have been emphasized here. Although technical means of
mitigating or preventing bias have been proposed in recent literature, the perspective
taken in this chapter suggests that any such measures should be applied in the con-
text of a larger, policy-oriented approach to the problem. To a considerable degree,
developing appropriate policy responses to issues of bias depends upon answering
as yet unresolved research questions, some of which are identified in the preceding
discussion.

Antidiscrimination law, at least in its predominant, adversarial and complaint-
oriented form, seems inadequate, by itself, to redress harms resulting from algorith-
mic bias. There may thus need to emerge a complementary role, alongside antidis-
crimination law, for proactive regulatory mechanisms which do not rely on people
with disabilities who claim to have been adversely affected by algorithmic decisions
to furnish the resources to sustain litigation. Proxy discrimination not only introduces
practical difficulties for the removal or prevention of bias. It also raises moral and,
depending on the applicable antidiscrimination regime, potentially also legal argu-
ments purporting to justify discriminatory decision-making practices on the basis that
an unbiased algorithmwould be less effective in accomplishing a legitimate purpose,
and, to that extent, more costly to the discriminator. The multiple social categories to
which individuals belong may have unobvious intersectional consequences, involv-
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ing disability together with other factors, which create additional sources of bias.
Developing a deeper understanding of whether and to what extent this issue com-
plicates efforts toward non-discrimination in the design and use of AI applications
seems justified. Although acquiring data from people with disabilities is necessary
to mitigate bias and to design AI applications that meet their needs effectively, it also
risks compromising privacy and thus opens opportunities to exploit knowledge of
an individual’s disability. This is especially problematic for those who have limited
capacity to give voluntary and informed consent to the use of their information, and
under conditions in which the law allows data to be processed for the purpose of
drawing inferences about a person’s disability without the individual’s knowledge
or agreement.

The problem of bias also raises important research and policy questions concern-
ing the appropriate roles to be accorded, respectively, to algorithmic and human
decision making, particularly in application to the highly diverse circumstances
of people with disabilities. Greater understanding is needed of how best to forge
human-AI partnerships that overcome tendencies toward prejudice, biases, and dis-
crimination as they manifest themselves in human decisions generally, as well as in
the development and use of machine learning systems. Combining uniquely human
capacities for practical reasoning and moral judgment appropriately with insights
that can be derived from the operation of machine learning algorithms on large and
diverse collections of data remains a challenge both in principle and in practice.
An adequate response would proceed from an understanding of how biases occur in
human judgment and in AI systems, while seeking to develop solutions that shape
the social and policy-related aspects of the environments in which the technologies
are developed and deployed, in addition to the technical design of the applications
themselves.

Addressing these issues adequately in connection with disability can most effec-
tively be pursued as part of a broader response to the potential for bias introduced
by AI, and in particular by applications of machine learning. Devising appropriate
human–AI partnerships should be regarded as a problem of putting in place effec-
tive policies, practices, technical expertise, and participatory processes throughout
the development and maintenance of software projects. This is a large and complex
undertaking, involving regulators, researchers, developers of AI technology, and, in
the context at hand, people with disabilities.
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