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Preface

With the increasing technological interventions, the world is becoming more and
more interconnected and technology dependent. The concept of smart cities was
introduced as a result of the incorporation of technology in the existing infrastructure.
Today, smart cities are considered as the future of urban management, services, and
utility applications. The idea behind this is to bring together the infrastructure and
technology components of a city to enhance the quality of life of its people and
improve the efficiency of the daily processes. Future smart connected cities in turn,
aims to synergistically integrate intelligent technologies with the natural and built
environments and infrastructure to improve the social, economic, and environmental
well-being of those who live, work, or travel within it. In recent years, Artificial
Intelligence/Machine Learning (AI/ML) methods have become an emerge research
topic as its powerful computationalmodels and have shown significant success to deal
with a massive amount of data in unsupervised settings. AI/MLinfluences various
technologies because it offers an effective way of learning representation and allows
the system to learn features automatically from data without the need of explicitly
designation. With the emerging technologies, the Internet of Things (IoT), wearable
devices, cloud computing, and data analytics offer the potential of acquiring and
processing a tremendous amount of data from the physical world. AI/ML-based
algorithms help efficiently to leverage IoT and big data aspects in the development
of personalized services in smart cities. The Cyber-Physical Systems (CPS) can be
thought as an integral part of the smart city ecosystem. The automation of objects
of the smart city is facilitated by different types of CPSs. A CPS is a collection
of physical devices, networking, and communication protocols which makes the
devices being connected and communicated with each other under minimum human
interventions.

This book aims will provide the data-driven designation of infrastructure, analyt-
ical approaches, and technological solutions with case studies for smart cities.
This book can also attract works on multidisciplinary research spanning across the
computer science and engineering, environmental studies, services, urban planning
and development, social sciences and industrial engineering on technologies, case
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vi Preface

studies, novel approaches, and visionary ideas related to data-driven innovative solu-
tions and big data-powered applications to cope with the real-world challenges for
building smart cities.

The editors are grateful to the authors for their contribution to the book by illus-
trating the various security schemes for smart cities. We believe that this book has
an important contribution to the community in assembling research work on devel-
oping secured smart cities. It is our sincere hope that many more will join us in this
time-critical endeavour. Happy reading!

Mesra, India
Bergen, Norway
Darwin, Australia

Chinmay Chakraborty, Ph.D.
Jerry Chun-Wei Lin, Ph.D.

Mamoun Alazab, Ph.D.
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Analytics of Multiple-Threshold Model
for High Average-Utilization Patterns
in Smart City Environments

Jerry Chun-Wei Lin, Ting Li, Philippe Fournier-Viger, and Ji Zhang

Abstract For the accelerated development in ICT technology and computers, data
mining and pattern analytics are used to reveal potential patterns for decision-
making in smart city environments. Past works of pattern mining in smart cities
focused on frequency constraint that cannot show the patterns involved with multi-
factors for evaluation. Also, single-threshold value is mostly considered in the
pattern-mining framework, which is not realistic in smart city environments since
different infrastructures should have different tolerance factors for pattern analytics.
In this paper, we then employ the multi-threshold constraint to evaluate the high
utilization patterns that can be applied in the smart city environments. The average-
utilization model is also adapted in the designed model that provides a fair and
alternative criterion for pattern analytics. Based on the provided results in the exper-
iments, the designed framework shows better effectiveness and efficiency in pattern
mining task that can be deployed to analyze the utilization of the varied infrastructure
in smart city environments.

Keywords Utilization · Average-utility pattern · Multiple threshold · Pattern
analytics
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1 Introduction

The motivation of KDD (Knowledge Discovery in Databases) is to uncover tacit
and valuable knowledge in mining and analytics process of the data. Association-
rule mining (ARM) [1–4] is the important and critical issue in KDD, which has
been extensively studied and explored in many domains and applications. One of
the core research areas for ARM is interested in frequent itemset mining (FIM),
which focuses on identifying the set of itemsets that frequently appearing in trans-
actional databases. A major disadvantage of the conventional ARM and FIM is that
they are used to discover the satisfied patterns in binary databases and consider all
itemsets having the same weights without taking other extra values, for example,
quantity, weight, importantness or even the unit profit of the items. As a result,
benefit and other tacit variables reflecting the value of patterns to the consumers are
not recognized by themining progress in conventional ARMand FIM. Therefore, the
discovered patterns in ARM or FIM are not the interesting patterns in some domains
and applications.

To better reveal the interesting and useful patterns inKDD, a novel knowledge is to
identify high utilization patterns from the databases (or so called high-utility itemset
(pattern) mining, HUIM) [5–8] has been extensively studied and discussed that can
be useful to mine the valuable itemsets from the database with the quantitative value
of each item. The aim of HUIM is to mine the set of the satisfied HUIs (high-utility
itemsets), which takes not only the purchase quantity of an item but also the unit
profit of the item in databases as the consideration in the mining progress. A high-
utility itemset satisfies the similar condition as ARM or FIM in which a threshold
value is then defined, and if the value of an item(set) is equal to or larger/greater
than a threshold, then it is then called a HUI. Note that the threshold is set by users’
preference or an expert. Many studied of HUIM have been investigated, which can
be easily defined as level-wise and pattern-growth approaches. However, the serious
issue of HUIM is that the utility of a pattern could be increased along with the size
of the discovered pattern (or the number of the items in an itemset). The reason is
that the HUIM is used to aggregate all utilities of the items within an itemset, which
is not a fair measurement since if an item A has an extremely high profit, any items
appearing together with A can also be considered as a HUI. Thus, it is necessary to
provide a new model that can be fairly used to identify the profitable (utilization)
value of the pattern.

To mitigate the effect of itemset’s size and discover more useful and mean-
ingful information for pattern mining and analytics, Hong et al. [9] performed a
average analysis to determine the average-utility value on the discovered patterns and
presented a new knowledge referring to the high average-utilization itemsets (or so
called high average utility itemsets,HAUIs) and aminingmodel ofHAUIs (HAUIM).
The average value of each itemset is determined by the total benefit awarded in trans-
actions of which the itemset is concerned, divided by the total number of items of
the itemset. Suppose that the average-utility of an itemset is no lower than a certain
amount (pre-determined threshold value), it is known as a HAUI. To discover all the
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satisfied candidates by maintaining the correctness and completeness, the average-
utility upper-bound (auub) property is then implemented that holds the downward
closure property of the high average-utility upper-bound itemset (HAUBBI). The
first algorithm [9] applies the Apriori-like mechanism to level-wisely discover the
required information, which is a time-consuming task for patternmining, thus several
extensions [10–12] are then studied and developed regarding the efficiency solutions.
However, the above models only consider a single threshold to verify the satisfied
patterns, which is not realistic and applicable in real society. For example, it is unfair
to measure the profitable value of diamonds and clothes by the same threshold value.
In this case, the multi-threshold model should be considered in the pattern mining
tasks that can better show the profitable results of the discovered patterns.

To better solve this limitation and providemore useful andmeaningful information
of the itemsets,we then present a newmodel that applies themulti-thresholdmodel on
the items, in which each item has its own threshold value; more valuable information
can thus be discovered for decision-making. The designed model is named multi-
threshold HAUIM (Multi-HAUIM). The designed model can thus provide more
individual and complete information of the discovered patterns, which is applicable
in real cases. There are four relevant and substantial contributions of this study
stating below:

• Anewmodel is then developed to consider that each item has its specific threshold
value, thus the discovered information is more complete and correct. This model
can be applied into not only the basket-market analysis but also the facilities or
the services in the smart city environment.

• We apply the generate-and-test model to find the required information correctly
and completely. Thus, a new transaction-maximum-utility downward closure
(TMaxUDC) property is then developed in the designed model by holding the
downward closure property; computational cost is then less required and reduced.

• Two strategies used in the Multi-HAUIM are respectively implemented to figure
out how to mine the required knowledge efficiency (which can also be referred to
improve the efficiency performance in mining progress) by limiting the candidate
size for the pattern exploration.

• We performed detailed studies by using a simulated and five real-life data. Results
showed that the designed algorithm and strategies achieve good performance; less
memory usage and higher scalability are then achieved successfully.

2 Review of Related Works

This section briefly discusses the relevant studies regarding HUIM, HAUIM and
pattern mining by considering the multi-threshold constraint.
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2.1 High Utility Itemset Mining (HUIM)

For the last two decades, HUIM [5–8] has been considered as a major and an inter-
esting issue in the area of knowledge discovery and pattern analytics as it could thus
be considered to assist high-table person and managers for making meaningful and
efficient decisions. HUIM is considered as the extension of FIM by taking more
valuable aspects, for example, quantity of the items and unit profit of the items as the
consideration to mine the set of HUIs. To identify a HUI, its utility value is no less
or greater than a minimum utility threshold (defined by users). Chan et al. [5] then
presented the concept of utility pattern mining that explores both high frequency and
a set of HUIs in databases. Yao et al. [7] discovered a new framework that treats the
quantity of the items in the transactions as the internal utility, and the unit profit of the
items as the external utility for HUIM. However, the above issue is that both of them
take high computation since the downward closure (DC) property could not be main-
tained and retained. Thus, the superset of a HUI could have lower or higher utility
value than that of theHUI. Since theDCproperty can achieve great effect by reducing
the size of the candidates, thus without DC property, it takes a very huge space of
pattern exploration, and the computational cost can thus become very high; this is not
an efficient way for patternmining and analytics in KDD. To hold the correctness and
completeness on the revealed patterns, a new model called the transaction-weighted
utility (TWU) was then investigated by defining the transaction-weighted down-
ward closure (TWDC) property that can be utilized on the high transaction-weighted
utilization itemsets (HTWUI). Thus, Liu et al. [6] implemented a model by 2 stages
to firstly discover the satisfied HTWUIs of each level, and secondly rescanning the
database again to find the actual HUIs. This model is then extended to many later
studies and research topics. Lin et al. [10] designed a tree-based algorithmcalled high-
utility pattern (HUP)-tree that utilizes both a compressed tree model and two-phase
approach for mining the HUIs. The benefit of HUP-tree is that it makes the whole
database as a condense and compressed tree structure, thus the computational cost
for database scans with multiple iterations can be deducted and eliminated success-
fully since all the necessary information is kept in the memory. In addition, Tseng
et al. [13, 14] also utilized the similar idea and respectively presented the UP-growth
[13] and UP-growth+ [14] model that efficiently mined the set of HUIs. Those two
models are based on the utility-pattern (UP)-tree to hold the required details for later
mining and development process. Besides, Yun et al. [8] developed two strategies
that utilized the maximum utility growth model for HUIM; more efficient results are
then obtained compared to the past works.

In addition to generate-and-test and tree-based models, a linked-list structure is
utilized in many works of HUIM. For example, Liu et al. [15] then implemented the
HUI-Miner method that mines the required HUIs and eliminates a large set of un-
satisfied patterns in themining progress. A utility-list (UL)-structure is then designed
here to quickly perform the join operations of k-itemsets on the UL-structures, thus
the computational cost can be also reduced. This process will not generate the candi-
dates for exploration, and the memory usage can also be reduced. What is more,
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Fournier-Viger et al. [16] considered the relationship of 2-itemsets by developing
the Estimated Utility Co-occurrence Structure (EUCS). The EUCS is a matrix struc-
ture that keeps the transaction-weighted utility of 2-itemsets, thus if this value is no
less than the defined threshold, the further step can thus be progressed; otherwise, the
superset of this combination of 2-itemsets cannot be longer as a HUI; the exploration
of the supersets can be ignored and discard since they will not be the HUIs in the later
mining progress. Krishnamoorthy [17] then developed the LA-Prune strategy that is
used to mine the required information efficiency (can also be referred to accelerate
the mining performance regarding efficiency criteria) by reducing the search space to
find the satisfied HUIs. It thus can be easily found that HUIM is applicable in many
domains [18, 19], for example, basket-market analysis or smart city environments.

2.2 High Average-Utility Itemset Mining

In HUIM, the utilization value of a pattern (or called the utility of an itemset) is
determined from the sum-up utilities of all items in an itemset, which arises an issue
that its utility increases along with the size of the itemsets. Thus, if an item is a
profitable item, any combination with this item can also be considered as a HUI,
which is not a fair measurement to identify the profitable and useful information in
databases. Tomitigate the effect for the itemset’s size and discover useful patterns for
decision making, Hong et al. [9] then implemented a new model by considering the
average concept on the discovered patterns that is called high average utility itemset
mining (HAUIM) [9]. It takes the size (number of items) of the itemset into the
consideration to find the average-utility of the pattern by calculating the aggregated
utilities of the items within an itemset and dividing the length of the itemset to find
the average-utilization value (also referred as the average-utility) of it. The same
as HUIM, this average-utilization value of an itemset is larger or equal to the pre-
defined threshold value, then this itemset is defined as a HAUI. The first algorithm
of HAUIM is called two-phase average-utility algorithm (TPAU) [9] that utilizes the
Apriori-like (or can be referred to produce the candidate itemsets first then examine
the satisfied knowledge afterward) approach to figure out the set of HAUIs. It first
estimates the auubmeasure, which is so called average-utility upper-bound value on
the itemset, to maintain the downward closure property for mining the set of HAUIs.
Since this approach is too costly by calculating the HAUIs level-by-level and the
original dataset is required to be examined with several times until no candidate
itemsets are produced, Lin et al. [10] then considered the tree-based architecture to
keep the required details for later development process. An array is then attached to
each node in the developed HAUP-tree, thus the complete information is saved and
kept for the later mining progress. This model, of course, can accelerate the mining
and the development efficiency but the required memory usage is large especially
when a huge size of the objects/items is within a transaction that indicates the size of
the transaction is long. As a solution to this problem, Lu et al. [12] then investigated
the HAUI-tree that mines the required HAUIs without the generation progress of
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the candidates. Lan et al. [11] then used the projection model to recursively mine
the HAUIs, thus a computional cost can be significantly reduced and the processing
speed can thus be increased.

The above studies can be efficient to discover the requiredHAUIs, but they are still
not realistic in some domains and applications since most of them use the single
threshold value to identify the satisfied HAUIs. In the real society, every and each
object should be identified with its own weight and interestingness, for example,
diamond and clothes should not be evaluated by the same threshold value since the
obtained profits of those two items are totally different. It is also necessary to design
this model utilizing in the smart city application since each facility is totally different
in the smart city environment.

2.3 Multi-threshold Pattern Mining Works

In the realistic society, each itemhas its ownweight or importance, and thus it is unfair
to mine associations rules (ARs) or frequent itemsets (FIs) using a same minimum
support threshold. For this reason, mining meaningful and useful patterns in ARM or
FIM with multiple threshold values has investigated and implemented extensively.
The first developed model that is utilized in ARM is called MSApriori [20]. This
model pre-defined the multiple thresholds of items in databases. It uses the Apriori
model to generate the candidates level-by-level and examine the satisfied candidates
to finally discover the required ARs or FIs. However, this model has a serious disad-
vantage since the algorithm may suffer the combinational explosion problem in the
search space. This can lead to long runtimes and high memory usage for discov-
ering FIs. To solve the limitations of MSApriori, the CFP-growth algorithm [21]
was designed. It defines a MIN value that is the smallest value (MIS) of all items in
databases. The CFP-Growth algorithm first determines the entire dataset one time to
build a compact MIS-Tree structure to store all the information required for discov-
eringFIs. Then,CFP-Growth reorganizes theMIS-tree by pruning unpromising items
(items having a support less than MIN), and performs the depth-first search mech-
anism recursively to generate the final FIs as the output results. To better improve
the mining performance, the extended CFP-Growth named CFP-Growth+ + was
proposed [21]. It utilizes a new concept called least minimum support (LMS) that is
more efficient than the MIN value to identify the satisfied FIs. Moreover, this model
consists of 3 strategies that can be efficiently remove the unpromising itemsets in the
early stage, thus the set of FIs can be efficiently discovered and mined.

While many approaches have been studied to identify the set of FIs by considering
the multiple supports in the mining progress, mining HUIs with multiple-threshold
constraint is very limit in HUIM. The reason is that it is more complicated than
that of the FIM. A CFP-growth approach was then extended to handle the multiple
thresholds constraint in HUIM, which is named MHU-Growth algorithm [22]. This
approach finds the frequent and high-utility itemsets based on the multiple supports.
A tree structure called MHU-Tree is first investigated that keeps the supports and
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TWU values by the developed tree structure. Moreover, to efficiently eliminate the
exploration space for finding the required patterns, the TWU (transaction-weighted-
utilization), LMS (leastminimumsupport), andCMS (conditionalminimumsupport)
strategies are then respectively defined to retrieve the satisfied patterns by making
the smaller search space. Lin et al. [23] implemented and developed a new model
called HUIM-MMU that is used to mine the set of HUIs by considering the multiple-
threshold constraint. A new downward closure property called Sorted DC (SDC)
and the least minimum utility (LMU) are then investigated and studied to mine the
required HUIs level-by-level. Also, two methods called TID-index and EUCP are
the utilized here to early remove the non-satisfied patterns, thus the runtime cost can
be reduced and the efficiency in terms of memory usage can be improved.

3 Background of HAUIM and Problem Statement

Assume that a database D is with r distinct and finite items such that I = {i1, i2, …,
ir}, and D involves n transactions within it such that D = {T 1, T 2, …, Tn}. Each Tq

∈ D and q is defined as the transaction ID in the databaseD. A profit table is denoted
as ptable, and defined as ptable = {p(i1), p(i2), …, p(in)}, and each p(ik) is a positive
value in the database. Let an itemset denote as X, and it is then defined as X = {i1, i2,
…, ik}, where X ⊆ I and the size of X (the number of items in X) is defined as k =
|X|. Also, an itemset X must exist in a transaction Tq such that X ⊆ Tq. Here, assume
that a quantitative database D is stated and described as Table 1, and its profit table
ptable is stated and described as Table 2. Note that there are 6 items respectively
called a, b, c, d, e, and f in the database D, as well as shown in Tables 1 and 2.

Definition 1 To address the designed problem for discovering the complete set of
HAUIs based on the multiple thresholds constraint, a multiple threshold table is
denoted as Multi-Table, and defined as:

Table 1 An example database where quantitative data is considered

TID Items

T1 c:7,d:2, e:3, f :1

T2 c:4, d:3, e:3

T3 b:2, e:1

T4 a:4, b:1, d:6, a:4

T5 a:2, c:2, d:3, e:1

Table 2 A profit table of all items

Item a b c d e f

Profit 1 5 2 1 2 4
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Multi − Table = {miau(i1),miau(i2), . . . ,miau(ir)},

where miau(i1) is the minimum average-utility threshold value of an item i1, which
is the same applies to the other items such as i2, i3, …, ir respectively with theirmiau
values as miau(i2), miau(i3), …, miau(ir).

From the examples given in Tables 1 and 2, we can define that a Multi-Table is:
Multi-Table = {a:9, b:8,c:8, d:13, e:14, f :20}.

Definition 2 Let an itemset X be the k-itemset in which k = |X|. The minimum
threshold value on the average-utility patten of X can be denoted as miau(X), which
can be satted as:

miau(X ) =

∑

ij∈X
miau(ij)

k
=

∑

ij∈X
miau(ij)

|X | (1)

Definition 3 Let au(ij, Tq) be the average-utility of an item ij in a transaction Tq,
which can be stated as:

au(ij,Tq) = q(ij,Tq) × p(ij)

1
. (2)

Note that the q(ij, Tq) is the quantity value of an item ij in a transaction Tq, and
p(ij) is the unit profit of an item ij. Since the number of items of ij is 1, thus the
average-utility of an item ij is then divided by 1.

Definition 4 Let au(X, Tq) be the average-utility of an itemset X in a transaction Tq,
which can be defined as:

au(X ,Tq) =
∑

ij∈X⊆Tq
q(ij,Tq) × p(ij)

|X | = k
, (3)

in which the size of an itemset X is defined as k and could be defined and stated as
|X|.

Definition 5 Let au(X) be the average-utility of an itemset X in the database D,
which can be stated as:

au(X ) =
∑

X⊆Tq∈D
au(X ,Tq). (4)

Definition 6 Assume that the au(X) is represented as the average-utility value
regarding an itemset X existing in the entire D, and if the au(X) is equal to or
larger than the average-utility thresholdmiau(X), X could thus be indicated as a high
average-utility itemset, which could also be stated as:

HAUI ← {X |au(X ) ≥ miau(X )}. (5)
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Problem Statement: Considering the multiple-threshold constraint on the pattern
mining issue of HAUIM, the main object is to identify the complete HAUIs based
on the given quantitative table (D), the unit profit table (ptable), and a multiple
thresholds table (Multi-Table). Note that an itemset is viewed and treated as a HAUI
if its average-utility is equal to or larger/greater than the pre-defined threshold value
based onMulti-Table. Also, theMulti-Table is a user-defined table that can be adjusted
by users’ preference.

4 Designed Model and Pruning Stratrgies

According to the pre-defined definitions, we then developed a model called Multi-
HAUIM that utilizes the multiple-threshold constraint on HAUIM. A baselineMulti-
HAUIM is first designed and twomethods that are utilized to remove the unpromising
candidate itemsets in the early stage from the search space are then developed and
respectively called Multi-HAUIM-1 and Multi-HAUIM-2. More details are then
given below.

4.1 Developed Closure Property

To mine the required information efficiently, it is necessary to maintain and hold the
DC mechanism that was originally designed in traditional FIM or ARM. The idea of
DC property is to early remove the un-satisfied candidates in the exploration space;
the cost for mining the required information can be deducted and reduced in the early
stage. This can also be considered as the anti-monotonic mechanism which indicates
that if an itemset is not a satisfied pattern, any supersets of this itemset cannot be
either the satisfied patterns. In the traditional HAUIM [9], the auub was designed
to retain the DC property, thus the number of the candidate itemsets can be limited
and pruned at the early stage. More statement of the auub property is then described
below for HAUIM.

Definition 7 Let auub be the average-utility upper-bound of an itemset X, which is
the sum-up maximum utilities of all transactions with X and defined as:

auub(X ) =
∑

X⊆Tq∧Tq∈D
mu(Tq), (6)

in which the maximum utility of a transaction Tq is stated as mu(Tq) that can be
defined as: mu(Tq) = max{q(ij, Tq)× p(ij), ∀ij ∈ I}.

For instance, Table 3 shows the mu value of each transaction from Tables 1 and
2.
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Table 3 The mu values of all
transactions in the running
example

TID Items mu

T1 c:7,d:2, e:3, f :1 14

T2 c:4, d:3, e:3 8

T3 b:2, e:1 10

T4 a:4, b:1, d:6 6

T5 a:2 c:2, d:3, e:1 4

Definition 8 Let X be a HAUUBI that satisfies the required situation such that its
auub is not less than the pre-determined threshold value. To find the complete set of
HAUUBIs, it can be stated as:

HAUUBI ← {auub(X ) ≥ miau(X )} (7)

Property 1 Two itemsets such that Xk and Xk−1 respectively have k and k-1 items.
In addition, we can have that Xk−1 ⊂ Xk. According to the generic auub property
used in the traditional HAUIM, we can obtain that auub(Xk) ≤ auub(Xk−1). We then
can conclude that of the Xk−1 itemset is not considered as a HAUUBI, its superset,
for example, Xk will not be considered as the HAUUBI (or even HAUI) in the further
progress; they can be ignored and discarded.

By the implemented and developed auub property utilized in the generic and tradi-
tional HAUIM, it can ensure that the completeness and correctness of the discovered
HAUIs since the upper-bound value was estimated and held on the potential pattern.
However, this property cannot be directly applied to themultiple-threshold constraint
in HAUIM. The reason is that each item holds different threshold value, thus if a
combination goes to an itemset, an itemset consists of different and distinct items,
thus it needs an effective property to contain the completeness and correctness of
the potential HAUIs, which is not a trivial task and will be discussed and studied as
follows.

Proof LetXk−1 be considered as a (k-1)-itemset, andXk be considered as a k-superset
of Xk−1. Since Xk−1 ⊂ Xk , the two relevant situations are thus be held as: (1) Based
on the given definition, we have that miau(Xk−1) = {miau(i1) + miau(i2) + · · ·+
miau(ik-1)}/(k-1) and miau(Xk) = {miau(i1) + miau(i2) + · · · + miau(ik)}/k. In
this situation, it can be shown that either miau(Xk) ≥ miau(Xk−1) or miau(Xk) ≤
miau(Xk−1). (2) The auub property ensures that auub(Xk) ≤ auub(Xk−1).

According to given proof, we could then state that if an itemset Xk is considered
as a HAUUBI such that auub(Xk)≥miau(Xk), it is thus impossible to make sure that
its subset Xk−1 can also be considered as a HAUUBI. The reason is that miau(Xk−1)
≥ miau(Xk) and miau(Xk−1) ≤ miau(Xk) are the possible results if auub is only
concerned in HAUIM. To solve this limitation, the auub property should be extended
to the designed model. The reason is that since different items have their specific
minimum average-utility threshold, it thus discards some information according to
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the traditional auub characteristic used in the multiple-threshold constraint. Thus,
we then presented an idea named least minimum average utility (LAU) that can be
used in the designed multiple threshold model for HAUIM. Detailed description is
then stated below.

Strategy 1 For the defined Multi-Table, the sort is done by the miau-ascending
order of items that will be used in the further mining progress.

Thus, according to the designed strategy 1, we can then hold a new property called
transaction-maximum-utility downward closure (TMaxUDC) that will be used and
implemented in the multiple-threshold constraint of the HAUIM. The following
theorem can thus be held as:

Theorem 1 (TMaxUDC property) This transaction-maximum-utility downward
closure (TMaxUDC) property can be estimated by firstly assuming that all items
of an itemset are first sorted by the miau-ascending order of the items. Also suppose
that Xk is a k-itemset (k ≥ 2), and Xk−1 is a subset of Xk of length k-1. In this case,
if Xk is then considered as a HAUUBI, any subset Xk−1 of Xk are also considered
as a HAUUBI.

Proof Since Xk−1 ⊂ Xk , we can have the following situation as: (1) according

to definition 1, we can obtain that: miau (Xk−1) =
∑

ij∈X k−1
miau(ij)

k−1 and miau (Xk) =
∑

ij∈X k
miau(ij)

k . Since the items {i1, i2, …, ik} are sorted by miau-ascending order that
can be established by strategy1, we can then hold this property such as miau(Xk−1)
≤ miau(Xk).

(2) Thus, we can obtain that:

auub(X k) = ∑

X⊆Tq∧Tq∈D
mu(Tq) ≤ ∑

X k−1⊆Tq∧Tq∈D
mu(Tq) = auub(X k−1).

Thus, we can have that Xk is a HAUUBI if miau(Xk) ≤ auub(Xk) is maintained
and held. Since miau(Xk−1) ≤ auub(Xk−1) is correct, Xk−1 is also considered as a
HAUUBI.

Corollary 1 LetXk be as an itemset which is a HAUUBI, thus any subset of Xk,
named Xk−1 is a HAUUBI as well.

Corollary 2 Let Xk−1 be as an itemset which is not been concerned as a HAUUBI,
thus no supersets of Xk−1 are HAUUBIs either.

Based on the designed TMaxUDC, we can thus ensure that the anti-monotonic
property can thus be maintained for HAUUBIs, thus the final HAUIs can be
completely and correctly discovered except when X is considered as a HAUUBI
with the size of X (|X|) is 1. To solve this issue, we then use LAMU to keep the least
average-utility value of all 1-items.
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Definition 9 (LAUproperty). Let leastminimumaverage-utilityin theMulti-Tablebe
the LAMU, which can be defined as:

LAU = min{miau(i1),miau(i2), . . . ,miau(ir)}, (8)

in which r is stated as the size of items.

For the running example, theLAU can thus be determined as:LAU =min{miau(a),
miau(b),miau(f ), miau(c), miau(d), miau(e)} = min{20, 8, 8, 9, 13, 14}(= 8).

Theorem 2 (HAUIs⊆HAUUBIs)Consider that the items Xk−1 and Xk respectively
having the k and (k-1) length where Xk is the superset of Xk−1. Assume that the
auub(Xk−1) <LAMU, the Xk−1 is not considered as aHAUUBI and could not possible
be theHAUIwhich can also be applied to its all supersets Xk. In this case, the superset
Xk with Xk−1 can be directly ignored and discard in the search space.

Proof Let Xk be an itemset, and Xk−1 be a subset of Xk of length (k – 1). (1)We have
that auub(Xk−1) < LAU. Thus, according to the above definitions, we can have that
au(Xk−1) < auub(Xk−1) < LAU. (2) Furthermore, because Xk is a superset of Xk−1, it
implies that tids(Xk) ⊆ auub(Xk−1). Since the LAMU is the minimal average-utility
threshold and auub(Xk−1) < LAU, it follows that auub(Xk) ≤ auub(Xk−1) < LAMU.
Thus, if Xk−1 is not a HAUUBI, any of its supersets Xk is also not a HABBUI nor
HAUI.

From the above theorem, we can see that if an itemset is not considered as a
HAUUBI, thus the supersets of this itemset could not be either a HAUUBI. That is, it
is a possible combination by2-HAUUBIs thatmayproduce a promisingHAUI.Based
on this assumption, the combination of candidates that are not satisfied the condition
will be excluded, and then it is unnecessary to determine their average-utility in the
second stage.

4.2 Proposed Multi-HAUIM Model

This section attempts to conceptually introduce the designed algorithm for mining
the HAUIs completely and correctly based on the multiple-threshold constraint on
HAUIM. The first Multi-HAUIM is considered as a baseline in this paper. During
the first step, the developed Multi-HAUIM algorithm is conducting a breadth-first
search to discover the most potential and possible HAUIs (called HAUUBIs). Thus,
an itemset does not satisfy the designed TMDUC property, in which its auub is not
greater than LAMU, this itemset and any of its extensions (for example, the super-
sets) can thus be discarded directly in the mining progress. Based on the designed
approach, the unsatisfied candidate itemsets can be greatly eliminated from the explo-
ration space, and only the satisfied itemsets are kept and maintained from the first
stage. For the second stage, the satisfied itemsets are then examined by an extra
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database search to verify whether their au value is greater than theminimum average-
utility threshold. The designed approach is then presented and described in details
shown in Algorithm 1.

The designedMulti-HAUIM approach considers the following information as the
input data such as: (1) a database D and each item involves its quantity value; (2)
a profit table (ptable) that is used to record the unit profit value of each item in the
database D; (3) a table of the multiple minimum average-utility thresholds for all
items called Multi-Table. First, the designed algorithm checks the LAU value from
Multi-Table. This process is then performed in Line 1. After that, the auub values of
all items are then determined that is then performed in Line 2. Then the implemented
approach exams the auub values of all items to verify whether its auub is no less
than that of the LAU, then the satisified items are then considered as 1-HAUUBI
in which the size of the satisfied items is 1. This progress is then executed from
Lines 3–5. After all satisfied 1-HAUUIs are determined and discovered, they are
then sorted by miau-ascending order that can be performed by Line 6. Based on
this sorting strategy, we can ensure that all the possible HAUIs can be discovered
correctly and completely. After that, the k parameter is then set as 2 by Line 7
for the 2-itemset progress that is recursively performed to discover all the satisfied
HAUUBIs level-wisely. Thus, all the itemsets are then visited starting from k = 2
until no candidates are generated and produced, which is then performed by Lines
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8–14. Based on this recursive loop to perform the (k – 1)-th iteration of k-itemsets,
the set of k-HAUUBIs can be discovered and mined by the progresses as follows.
Initially, the (k – 1)-itemsets of (k – 1)-HAUUBIs are then joined together to produce
the superset of k-itemsets (or k-HAUUBIs) by using the generation process that is
performed by Line 9. The produced result is called as Ck including the k-HAUUBIs.
The auub value of each itemset c in Ck is then retrieved and calculated and if its
auub is greater or equal to the miau value, this itemset is considered as a HAUUBI
and will be placed in the set of k-HAUUBI, that is performed by Lines 11–13. This
recursive progress is then performed until no candidate itemsets are output for the
next generation, then the designed algorithm is terminated. For the second step, an
extra scan of database is performed to find the actual average-utility value of the
satisfied HAUUBIs, thus resulting in the HAUIs. This progress can be executed
by Lines 16–18. According to the designed theorems for the developed model, the
completeness and correectness of the mined HAUIs can be held and maintained, and
the final solutions are then produced in Line 19.

4.3 Designed Strategy 1

As the designed TMaxUDC property is maintained by the developed Multi-HAUIM
approach, the unpromising candidates can be greatly removed thus the search pace
becomes smaller and the computational cost of runtime decreases as well. Although
the above statement ensures the correctness and completeness of the discovered
patterns, the computational cost for multiple database scans is necessary since the
Apriori-like mechanism (or so called generate-and-test) is performed by Multi-
HAUIM, it needs a huge amount of candidates generated by the designed algo-
rithm for each k-itemset level. Thus, in the first strategy for improvement, we adopt
the EUCP model [16], which is to construct a structure named EUCS (estimated
utility co-occurrence pruning structure) for the designed Multi-HAUIM. In the past
two-phase model, it uses the TWDC property to hold the mined patterns correctly
and completely, which is not suitable for the developed Multi-HAUIM model; the
EUCP, of course, cannot be directly used in the developed model. In the developed
approach, we use the designed TMaxUDC tomaintain themined patterns completely
and correctly, and an improved model called IEUCP is then presented here as the
first strategy in the developed model. The purpose of this method is to remove the
operation progress in which by considering the auub value of 2-itemsets. Thus, if
the auub of 2-itemset does not satisfy the condition, then any supersets of it can be
ignored and discarded in the search space. The following theorem is then proven
to show that this method is correctly maintained and held for mining the required
HAUIs.

Theorem 3 (IEUCP, Improved EUCP property) Assume an itemset Xk−1, and its
superset is called Xk (or can be considered as the extension of Xk−1). Based on the
developed model, the items in an itemset are then sorted by miau-ascending order,
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thus the sorted prefix of Xk−m can be considered as the subset of Xk−1 in which
Xk−m involves the first Xk−1 items due to the miau-ascending order. Note that for
the parameter m, we can have 1 ≤ m < k– 1. For instance, the itemset (abcd) is
considered as a 4-itemset in which k is set as 4. The prefix itemsets of this itemset
are (a), (ab), and (abc). Thus, if there is a sorted Xk−m of Xk that does not satisfy
the condition as the HAUUBI, then Xk does not satisfy the condition either (not
considered as a HAUUBI).

Proof Assume two itemsets Xk−1 and Xk in which Xk is the superset of Xk−1.
According to the TMaxUDC property, if an itemset Xk−1 or any sorted prefix of
Xk−1 is not a HAUUBI, any extension of Xk−1 is also not a HAUUBI. Therefore, Xk ,
which is an extension of Xk−1, is not a HAUUBI.

4.4 Designed Strategy 2

In the mainMulti-HAUIM, it consists of two steps as the two-phase model in HUIM.
The first progress is to mine the set of the candidate itemsets and the second step
is to reveal the satisfied HAUIs by an extra database search. While the first devel-
oped method (called Multi-HAUIM-1) is successfully in decreasing the number of
unpromising itemsets in the first step, the very time-consumingmethod of measuring
the real HAUIs for new patterns in the second step takes much more time. To solve
this limitation, we then further present an effective pruning method before the actual
calculation for mining the actual HAUIs that can be used to reduce some itemsets
without conducting an extra scan of the database.

Theorem 4 Let X, Xa and Xb be the itemsets such that Xa ⊂ X, and Xa ∪ Xb = X,
Xa ∩ Xb = ∅. If both Xa and Xb are not considered as the HAUIs, either the itemset
X is not considered as a HAUI.

Proof Since Xa and Xb are not HAUIs, it implies that au(Xa) <miau(Xa) and au(Xb)
< miau(Xb).

au(X ) = u(X )

|X | ≤ u(X a) + u(X b)

|X | <
mau(X a) × |X a| + mau(X b) × |X b|

|X |

=

∑

ij∈Xa
mau(ij)

|X a | × |X a| +
∑

ij∈Xb
mau(ij)

|X b| × |X b|
|X | =

∑

ij∈Xa∪Xb
mau(ij)

|X | = mau(X ).

From the above theorem, we can conclude that if two subsets Xa and Xbof an
itemset X are not the HAUI, then X is not considered as the HAUI either based on
Theorem 4. Thus, we do not necessary examine the actual average-utility of X and
this computational cost can be reduced and the calculation progress can be ignored.
Based on the developed strategy 2, we can then deduct the cost of computational
resources regarding some HAUUBIs in the 2rd step; the runtime can be saved.
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5 Experimental Evaluation

Extensively experimental results are then performed and executed to show the perfor-
mance of three developed algorithms respectively, which are Multi-HAUIM, Multi-
HAUIM-1 andMulti-HAUIM-2. TheMulti-HAUIM is considered as the baseline for
the evaluation, the Multi-HAUIM-1 adopted the developed method 1 to deduct the
number of unpromising candidates, and the Multi-HAUIM-2 adopted the developed
method 2 to further reduce the size of the search space earlier. It should be noted
that most algorithms of HAUIM do not consider the multiple-threshold constraint
but only the single threshold. The experimental environment is set as follows. CPU:
IntelCore i7-4790 CPU running at 3.60 GHz; main memory: 8 GB size; operation
system: 64-bit Microsoft Windows 7; Implemented Language: Java. For the used
datasets, we then consider synthetic and real-case databases. The used synthetic
database is produced by IBM Quest Synthetic Dataset Generator [25] that gener-
ates T10I4D100K and T40I10D100K databases. For the real-case databases, four
databases such as foodmart, retail, kosarak and chess are then used in the exper-
iments. Those databases can be accessed and obtained from SPMF website [24].
For the foodmart database, it belongs to sparse data, which collects data from retail
business. The retail data also belongs to sparse data, which collects the transactions
from the retail shop in 5 months. Kosarak is the stream data that collects the clicks
from an online news portal called Hungarian. Last, the chess data is accessed from
the famous UCI1 repository.

To better and fair assign the multiple-threshold constraint to each item in the
database automatically, the model [20] is then used, and the miau value is then setup
for the designed model. The equation to find the miau value from the assigned items
is shown as:

miau
(
ij
) = max{β × p

(
ij
)
,GLAU }, (9)

whereij is the item, p(ij) is considered as the profit value of the specific item ij, β is a
constant value that is used to set the miau of an item as a used function for its profit
value, and GLAU is defined as a threshold value that can be used to considered as a
minimum average-utility of the items in the database. When β is set as 0, then the
problem becomes a single threshold issue and GLAU is used for all items (GLAU is
then considered as the minimum threshold in the databases then it becomes to handle
the traditional HAUIM). Note that the GLAU is considered as a constant value that
can be defined by users’ preference. It is used to define the global least average-utility
value.

To maintain high diversity and randomness in the evaluated experiments, we then
set β in an interval of [1, 1000] for the T10I4D100K database. The foodmart database
applies the interval in the range of [1, 10]. The T40I10D100K use [10, 15k] as the
interval in the experiments.

1UCI dataset repository, https://archive.ics.uci.edu/ml/datasets.php.

https://archive.ics.uci.edu/ml/datasets.php
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Fig. 1 Runtime comparisons regarding a varied GLAU and a constant β

5.1 Runtime Evaluation

The runtime comparison of three developed models is then examined in this part,
and the experimental results are then sated and described in Fig. 1 for 6 databases.
Note that the β is fixed set and GLAU is varied set for the used 6 databases.

It can be clearly found anddiscovered inFig. 1 that theMulti-HAUIM-1 andMulti-
HAUIM-2 requires less computational cost than that of the baseline Multi-HAUIM.
The reason is that Multi-HAUIM-1 and Multi-HAUIM-2 adopt the efficient pruning
methods that can be utilized to remove the un-satisfied candidate itemsets at the
early stage greatly, thus the search space can also be deducted greatly. Moreover,
the Multi-HAUIM-2 achieves the best results in Fig. 1(e) and (f). We can also see
that when the value of GLAU increases, less computational cost is required for three
developed models. This is reasonable since when GLAU increases, less patterns are
then discovered; thus, the computational cost is reduced. From the given results, it is
easily to be concluded that the developed strategies are efficient to reduce the runtime
of the developed approaches, and the Multi-HAUIM-2 achieves best performance
than the other approaches.

5.2 Evaluation of Candidate Size

This part evaluates the number of generated candidates by three developed models
in 6 databases. An itemset is considered as a candidate in the experiments if its
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Fig. 2 Comparisons of the size for the candidate itemsets regarding a varied GLAU and a constant
β

auub value is not less than (i.e., greater than or equal to) the pre-defined minimum
average-utility threshold in phase 1, and will be evaluated in the phase 2 by an extra
database scan. The results are then indicated in Fig. 2 to show three models under 6
databases with a fixed β and varied GLAU.

It can be discovered from Fig. 2 that the size of candidate itemsets of three devel-
oped models are gradually decreases along with the increase of GLAU. The result
is reasonable and acceptable since when the GLAU is set as a very high value, less
patterns satisfy the condition as the HAUIs; less candidates are then considered and
less computational time is required (shown in Fig. 1). Also, the designed models
achieve the similar results in Fig. 2(a), (b) and (d). The Multi-HAUIM-1 achieves
better performance than the baseline Multi-HAUIM in Fig. 2(c), and the Multi-
HAUIM-2 has obtained the best performance respectively in Fig. 2(e) and (f). It
indicates that the designed strategy 2 is efficient to eliminate the candidate size in
the pattern exploration space. In summary, the developed strategies 1 and 2 showed
better results than that of the baseline Multi-HAUIM in most cases and the strategy
2 ismore efficient than that of the strategy 1. Thememory usage can also be evaluated
as the following section.
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Fig. 3 Comparisons of the memory usage regarding a varied GLAU and a constant β

5.3 Evaluation of the Used Memory

This section shows the used memory among three algorithms. Here, we set a fixed β

and the GLAU is varied set. The compared results for six different databases under
different datasets are stated in Fig. 3.

From the implemented results that were observed from Fig. 3, it can then easily
observed that the baseline model Multi-HAUIM requires less memory usage than
the Multi-HAUIM-1 model in some cases. Moreover, the Multi-HAUIM-2 requires
much more memory usage than that of the other models in conducted datasets with
varied GLAU value. The reason is that the Multi-HAUIM-2 needs more memory
usage to contain the required details to prune the unpromising candidates. Although
Multi-HAUIM-2 asks formorememory usage in some cases, but in general, based on
the second strategy in the designed approach, the runtime and number of candidate
size can be greatly eliminated, which can be observed in Figs. (1) and (3), and the
developed Multi-HAUIM-2 requires less memory usage compared the others.

5.4 Evaluation of Scalability

This section attempts to address scalability issue of three developed models by
the varied size of the database. Evaluation is caried on several databases called
T10I4N4KD|X|K, in which X represents the size of the transactions in the database
and the value is incrementally set from 100 to 500k; each time, 100k is then added
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Fig. 4 Scalability w.r.t. various dataset size

and incremented. Also, the β is varied set from 1 to 8k, andGLAU is set as 220k. The
scalability performance in terms of runtime, number of candidates and used memory
is then identified in Fig. 4.

It is obvious to find that from Fig. 4, the designed model has good scalability
in terms of three performance evaluation. The Multi-HAUIM-2 achieves the best
performance compared to the baseline and Multi-HAUIM-1 approaches. The reason
is that the Multi-HAUIM-2 adopts two strategies together to eliminate the candidate
size in the pattern exploration space, thus it can have the best performance among
others. Also, as the increasing of the database size, the number of discovered HAUIs
increases; this is reasonable sincewhile the database size increases,more information
will be discovered and identified if the threshold value is fixed set. In general, the
designed model can achieve good performance even under the large-scale databases.

6 Conclusion and Future Work

The concepts of Multi-HAUIM are defined here in this paper that considered the
multiple-threshold value on the items in databases for identifying the set of HAUIs.
The idea is to use the two-phase model to generate-and-test mine the required
candidates in the 1-stage and then identify the satisfied HAUIs in the 2-stage by
an extra database scan. Moreover, two strategies are implemented and designed to
deduct the search space of the potential candidates, which can be used to reduce
the requirements of the computational resources. We have then performed many
experiments to state and describe the efficiency of the designed model in terms
of several aspects, for example, runtime, memory usage and scalability. According
to the demonstrated results indicated in the experiments, we can clearly find that
the developed Multi-HAUIM achieved good performance compared to the baseline
approach.

This is the fundamental work to study the multiple-threshold constraint on
HAUIM. In the future, an efficient data structure like tree or list could be consid-
ered to mine the HAUIs efficiently. Moreover, the HAUIM can be applied into many
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domains, i.e., the smart city environments. How to identify a new and effective
knowledge that involves the HAUIM and multiple-threshold constraint is an inter-
esting issue that would be explored in the coming study. Besides, the current scenario
for pattern mining is regarded as the large-scale environment, thus it is also important
to design the large-scale algorithms for handling the very large databases, especially
in the IoT or smart city environments.Moreover, how to efficiently update the discov-
ered information in the dynamic database environments, i.e., transaction insertion,
deletion, or modification to reduce the straightforward model for multiple database
scans is another critical issue in pattern-mining fields.
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Abstract The smart city emerged as a model with the rapid growth of robust infor-
mation and communication technology and the development of ubiquitous sensing
technology. A smart city offers enhanced social facilities, transport and accessibility
while promoting sustainability by using different sensors to gather data from the
surroundings. The data collected can then be used to control urban infrastructure,
such as traffic congestion,water supply, environmentalmonitoring, food services, and
more. The smart city can track people’s actions and deliver intelligent travel, intel-
ligent healthcare, entertainment, and other services. Dynamic data change includes
intelligent and systems solutions for the functioning of these networks to ensure
confusion about events in smart cities. Recent advances in machine learning and
artificial information allow intelligent cities to effectively deliver services through
a reduction in resource consumption. Cloud-based machine learning models enable
resource-restricted devices to interconnect and optimize efficiency. The emerging
data collection and device designs are targeted at reducing energy savings rather
than risks to privacy and security. Thus, the security and privacy concerns remain
as intelligent city networks not only collect information from heterogeneous nodes
which are theweakest link and susceptible to cyber-attack. In this chapter, we address
security issues in smart city applications; and corresponding countermeasures using
artificial intelligence and machine learning. Some attempts to address these protec-
tion and privacy problems are then presented for smart health, transport, and smart
energy.
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1 Introduction

The industrialization has made the city a central economic hub for any region. More
rural people have migrated to urban areas for a better quality of life. As a result,
both the population and the surface area of cities are rapidly expanding. This rapid
growth requires structuredmanagement to dealwith the problems created. The “Intel-
ligent city” refers to an overall intelligent urban systematic structure. Smart cities
are described by Harrison et al. as a group of natural environments, infrastructures,
capital, facilities, social system layers [23]. It has been portrayed as an urban collab-
orative system that contributes to engineering, governance, maintenance, construc-
tion, services, and production of cities. Different smart city concept approaches have
been divided into two paradigms, namely hard domains and soft domains. Hard
domains are expressed as infrastructure, logistics, management of natural resources
and mobility. Soft fields are expressed as culture, computing, schooling, politics, and
government [29]. Smart city is conceived as a mixture of sensors and tags, embedded
devices, interactive communication network and intelligent software. That is, smart
cities are a broad framework for data generation from root level sensors, network inte-
gration, network collection, processing and compilation through intelligent computer
software and information-based decision making to increase services and quality of
life [5, 11].

The strict concept of a smart city was versatile and has also been used with
various purposes and interpretations worldwide. The domains of intelligent cities
are almost universal in various literature. These domains include economic and
critical services, environmental services, education, governance, health etc. The
areas covered above include traffic control, waste management, self-aware vehi-
cles, weather protection, navigation, and natural disaster prevention. The expansive
domains have rendered challenges such as data management and storage, communi-
cation, computing capacity, protection, and privacy. However, the key focus of intel-
ligent cities has been the energy efficiency of sensors and mass usability. Rigorous
and complex structures with adequate computing power are less common in these
areas. In most systems, this creates a security weakness [18].

Smart cities rely on the Internet of Things (IoT) and user input as the data sources.
IoT devices in smart cities are equipped with digital electronics, limited computation
and internet communication capability. It also includes mobile phones, cameras, or
devices that can record any surrounding data,Microcontroller, wireless technologies,
RFID, and addressing are few critical components of IoT solutions [32]. Numerous
devices interconnect to produce an expected result. Increasing the number of IoT
functionalities and inhabitants generates enormous amount of data. An estimated
50 billion IoT devices are being added till this day [22]. However, server-based
systems like e-commerce, online banking, and social media are also emerging as key
components of smart cities apart from IoT technologies.

Traditional network infrastructure is inadequate for communication among
devices, also for data collection. High bandwidth data communication, low power
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consumption, and coverage area are the basic requirements for smart city connec-
tivity. Various protocols such as MQTT, SMQTT, CoAP have been developed in
past years for the demanding need. Recent communication technologies like Wi-
Fi, Bluetooth WiMAX, and ZigBee are used to connect to the local routers. The
5G/6G connectivity is also developing tomeet the ever-increasing demand formobile
devices. In this jargon of various types of connectivity, security invokes a significant
challenge to maintain privacy [28].

Artificial intelligence (AI) plays a huge role in smart cities. Data from IoT sensors
and inhabitants need to be processed before determining a verdict or prediction.
Conventional rule-based algorithms are not sufficient for such an objective. Specifi-
cally,Machine learning (ML) has been applied ubiquitously in smart city applications
[35, 37, 38].

ML is a data-driven approach that improves prediction spontaneously based on
given data. Since services of most cities are planning; prediction-based ML has been
used in computers and smart systems to learn from IoT or inhabitants generated
information. Whereas network technologies and IoT are behind data collection, ML
complies in automating to “smarten” certain services leveraging data. Biometric
recognition and other security applications are mainly based on ML algorithms. ML
classification and regression models are also employed in fraud detection, network
security, encryption and encrypting, bot scalping prevention, malware detection,
anomaly network packet, spam recognition, and many more. The average cost of a
data breach is estimated as 3.86 million dollars [44]. Among these data breaches,
malware attacks are increasing significantly. Figure 1 shows the percentage of the
data breach by the malware attacks.

The major contributions of this chapter are as follows:

Fig. 1 Trend in data breaches caused by a malicious attack
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– it identifies underlying technology for the smart city application,
– it addresses security issue in those technology,
– it reviews AI and ML based solution for security and privacy issue, and
– provides challenges and recommendations regarding ML and security based

solutions.

The chapter is organised as smart city applications, smart city technologies, secu-
rity loopholes in smart city, AI/ML based countermeasures open issues, challenges
and recommendation and conclusion.

1.1 Smart City Applications

From remote controlling home appliances to detecting pre-earthquake, smart cities
offer a broad range of applications. A smart city can be classified into few domains.

Agriculture & 
farming

Education Environments

Security and 
emergencies

Essential 
service

Industry

Smart city 
Applica ons Transportation

Home 
Automation

Health

Governance Economy

Fig. 2 Smart City Applications
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Figure 2 represents different aspects of smart city applications. Detailed discussion
about smart city applications is given below:

Agriculture and farming Smart agriculture and smart farming are the next big
thing. Animal tracking is an essential aspect for controlling the quality and welfare
management of a farm. For easy tracking, health monitoring, heat detection, eating
habits monitoring and calving detection of the cattle; a proper tracking system is
needed. Animal tracking solutions pave the way to greater production in farming
by providing GPS, air tags and RFID based solutions. Monitoring the herd, finding
the best time for insemination, separating sick cows, and admitting new calves to
the system are taken care of with smart solutions. Farming systems are affected by
global climate change and global warming. Production of plants can get decreased in
the presence of hostile weather and different kinds of diseases. A smart greenhouse
farming system can overcome this problem. In order to increase the production of
crops, if a system can monitor the interior and exterior information of a greenhouse,
it’s called a smart greenhouse. If the season is dry, a smart greenhouse can provide
enough shade and preserve the wetness to create a friendly environment. Controlling
the catalysts needed for plant growth, preventing diseases, increasing the cultivating
season, andmaintaining a good quality of crops using necessary fertilizer ingredients
are the key benefits of smart greenhouse. One of the significant developments in a
smart city is golf courses. To create a good golf course, it is important to plant
trees, track players, and have a good watering system. A sensor-based irrigation
system can keep the grass green and well-drained in this context. In smart cities, the
meteorological station network plays a vital role in ensuring weather forecasting in
agriculture and farming fields. It can be used in different sectors as it provides air
pressure, temperature, wind direction, rainfall and humidity. This information can
be sent into the cloud for further processing. The location of the stations can change
according to their objectives. Similarly, by increasing or decreasing the airflow and
temperature, the smart compost system controls the handling of animal manure.

With adequate moisture and temperature control systems, the conditions of both
green and dry weeds, left-overs from maize-stalks or other crops, hay, wood ash
are taken care of. The system warns the user when it is appropriate to initiate the
next move. The quality of wine is indeed the outcome of an extended collection of
influences, including geological and soil conditions, environment and many other
factors. The classification of grape quality and the amount of sugar in grapes play a
critical role in improving wine quality. IoT solutions will define norm of cultivation
and track soil humidity and other vital factors in vineyards [52].

Environment Environmental science and engineering can contribute to the study
of the effects of climate change in urban areas by interpreting the connection between
natural disasters and human-created pollution. The information acquired from social,
economic, and technological stakeholders would help to establish an effective plan to
defend against natural disasters. Further analysis of the data obtained can help define
the bottlenecks in the current system. It will help to build intelligent approaches
to plan for future real disasters and will assist people to respond accordingly. By
incorporating AI networks in smart cities, researchers opt to develop and imple-
ment support structures in decision-making. After understanding and identifying the
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problem statement, these systems typically acquire data from the respective fields
and process the data to create interrelated information. Processed knowledge helps
to make real options. And with a clear idea of the worst possible outcomes, the best
candidate choices are implemented. It is prudent to detect fire through gas combus-
tion, as forest fire emits gas but surveillance video data can also be used in this
context by image processing. IoT sensors from designated forest regions may collect
these data and intelligent communication links must ensure proper data flow. After
processing the data according to an algorithm, the real-time transmission of infor-
mation is accomplished with the assistance of wired networks or wireless sensor
networks. When forest fire spread widely; rapid decision-making is required. To
evacuate civilians, systemic fire safety, and information distribution among the actors
who take emergency measures in handling wildfires, there must be a smart informa-
tion sharing structure. Air pollution is man-made because air pollution is caused by
fuel combustion, greenhouse gas emissions and contaminants used in fossil-fueled
factories and power plants. By sensing hazardous gases, smart cities monitor air
quality. Two types of sensors to monitor air quality are used. Two types of sensors
are used to monitor air quality: mobile WSNs and stationary WSNs. By combining
wireless sensors used in city buses and mobile sensor networks, real-time tracking
is achieved. This system should be stable enough to function for a longer-term and
deliver convenient outcomes with less upkeep. This system produces better result
compared to other sensor-based detection systems [30]. The dense level monitoring
consistency is achieved by monitoring snow dynamics and other complementary
hydro-meteorological variables using the respective sensors. Authorities should take
appropriate measures to avoid emergencies such as avalanches if the snow level and
dynamic information expect anything terrible. So far, there are no systems to predict
precisely when and where the next earthquake will hit. At the same time, the current
system can trigger an alarm before the disaster. To safeguard the city, the system
should be able to convey an indication of potential hazardous effects.

Essential services/utilitiesWater, gas, electricity, and connectivity are everyday
human needs. Just 4% of the water can be used, which is why good management
guarantees the best use of precious resources. There are also instances where water
is wasted. For e.g., chemical exposure in water sources, improper public pool main-
tenance, leaking pipes, and flooding of rivers triggered by heavy rains or the rainy
season. In tap and drinking water, biological and chemical pollutants trigger the
development of infectious diseases. Hence, rapid and responsive identification tech-
niques are essential for maintaining the availability of secure and clean water. The
unhealthy water source impacts human health, causing diseases such as hepatitis,
measles, SARS, gastric ulcers, pneumonia, and lung problems. There are many
chemical pollutants in the water supply. Ammonia, chlorine, sodium, and sulfur
are some of the instances. Such heavy metal dangerous compounds such as arsenic
(As), cadmium (Cd), lead (Pb), mercury (Hg), and nickel (Ni) are also present in
the supply of water. These non-biological contaminants are among the toxins that
are widely found in metropolitan environments and represent a large spectrum of
human behaviors. To detect biological contaminants, multiple tube fermentation
(MTF) technique, membrane filtration (MF) procedure, DNA/RNA amplification,
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fluorescence in situ hybridization (FISH) methods are implemented. Precipitation
and coagulation, ion exchange, membrane filtration, bioremediation, heterogeneous
photo-catalysts, and adsorption methods are used to combat chemical contaminants.
In addition to water pollution problems, problems associated with salinity have been
a concern since earlier civilizations, particularly in aquaculture. Instant salinity shifts
have been explored among these issues. This is surely detrimental to marine crea-
tures. A sensor tracks the water salinization of aquifers. The service enables us to
figure out when and what makes fresh water to become saline water. The popu-
lation of cities is rising every day and the waste is also growing. The increasing
quantity of waste needs the collection and disposal of waste every day in certain
central waste disposal areas. This can cause issues with traffic in busy cities. To
mitigate these issues, sensor-based systems are used to avoid the waste from being
collected on a day-to-day basis. Smart containers will contain sensors to measure
the waste and send information to the central waste disposal administration. The
administration would then decide whether or not measures are appropriate and take
necessary steps. In other words, send waste collectors to collect waste or notify the
authorities to repair containers. Smart containers can not only detect waste, but also
can present it to people using IoT technology or a digital screen. This approach
means that the system is more streamlined and requires less labor and complexity.
However, the trash collector trucks can- not collect all garbage. There can be more
considerable waste such as furniture and human-discarded household appliances.
The environment protection will be guaranteed by a model to reduce the distance
of waste from a disposal area, find an appropriate disposal route, and process the
waste algorithmically using web-based and mobile communication. After the waste
has been disposed of in some central waste area, significant attention must be paid
to the waste processing and disposal according to the organized procedure for other
environmental entities not to be harmed.

Security and emergencies The smart city ensures the safeguarding of possible
risks for residents, organizations and other institutions. To protect city agencies and
take responsible action in the event of emergencies, it needs to enforce protection
measures. A zonal protection system is created by the intelligent way to address the
safetymeasures of a city. This can be controlled through the access control perimeter.
In a specific perimeter, all necessary safety measures details and possible threats will
be visible. Authorities will be granted power over this region. The protection is
strong enough to prevent unauthorized users from accessing the area. The detection
of liquid presence is critical because sophisticated industries require water cooling
systems. Also, data centers and systems that produce heat need a water cooling
system. Thus, identifying the water/liquid presence is important so that all controls
and devices are protected against possible destruction. If this can detect the amount of
liquid, it will be adequate to hold different industries’ mechanical systems, valuable
domestic appliances, data centers from breakdown, and corrosion. Since humans are
constantly exposed to environmental radiation, it is important to take into account a
town’s radiation level. And if there is more than the tolerable level of radiation, the
citizen cannot tolerate the radiation. In addition, if any nuclear plant is located next to
the city, security measures should be taken. A smart city should maintain distances
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from the nuclear plants. There should be a well-structured system of emergency
decisions. The radiation level monitoring systems would then analyze radiation data
and help to determine where the leakage is to take protective steps. This system will
not approve any future system that is a risk of radiation exposure to the city. In effect,
the protection of people shall be assured by a smart radiation monitoring device [52].

Governance The smart city applications are classified into few domains. One of
the domains is Government. This domain is also classified into more sub domains.
They are city monitoring, e-government, emergency response, public service, trans-
parent government and more. The local governments must monitor the government
provided services to ensure the proper execution of the city services. To improve citi-
zens’ quality of life, water system management and electric grid monitoring can be
done in real time.Heterogeneous sensors can be utilized tomonitor public places. The
government’s use of ICT is called e-government in the correspondence and provision
of public services. Risks are defined as effective government policies, and aware-
ness of the art of management. The success factor is studied using multiple forms
of campaigns. Better transparency and judgment with continuing coordination are
important factors for governance. To face this challenge, an open and anti-corruption
tool is provided as a transparent government [8].

Economy Sustainable and stable economic development can be accomplished in
a smart city. It provides numerous economic benefits to its residents. The citizens
of smart cities aim for the efficient use of natural resources and acknowledge that
their economy will not succeed indefinitely. “Sharing economics” has arisen as a
modern economic or business paradigm within today’s digital culture. As a service,
people and organizations use under-utilized resources and make revenue by “sharing
economics” [50]. The efficient utilization of ICT across all the city’s economic activ-
ities makes the economy “smart”. The combination of smart city and smart economy
is visionary. The universal use of high-speed internet is the prerequisite of smart
economy in smart cities. For all aspects of their lives, the psychology of people
accessing the internet produces possibilities in e-commerce. The integration of smart
energy grids and smart metering with sensors and other instruments ensures proper
delivery and reliability of the network. The smart economy of energy guarantees
effectivemonitoring of power and energy quality. AI-based e-commerce applications
ensure automation in this field. ML is now allowing e-commerce-based businesses to
process consumer data, promote the most relevant products, and simplify customer
service through chatbots.

Education The advancement of emerging technologies enables smart cities
students to interconnect with cloud resources efficiently. Smart city functionality
depends on user capabilities to engage in tech-driven environments. Smart educa-
tion is the prerequisite for smart citizens. Recently global pandemic has shifted
class and study material to online. Educational applications in smart cities include
smart learning, distance learning, smart pedagogy, e-learning, etc. Smart pedagogy is
multi-tier and includes a framework for class-based, group-based, individual-based
and mass-based learning strategies. In order to create interest and intuitive perspec-
tive amid learners, games like Urban data game can be utilized. Educational services



Artificial Intelligence and Machine Learning for Ensuring Security in Smart Cities 31

should be a knowledge collaborative approach instead of a business focused institute,
which will provide smart cities with intelligent citizens.

Home Automation Smart home refers to wireless or automatic control of appli-
ances and attributes like heating system, water management, light, energy, alarm,
speaker, surveillance and so on. Sensors are placed in the home appliances for
collecting related data. This data is preprocessed with a microcontroller to produce
measurable value in known unit value and send to a central hub. Automated deci-
sions are made in the microcontroller or central part of the system to efficiently and
effectively run those appliances. Information also uploaded to cloud for users being
able to do changes if needed. Sensor data also help to keep track of any incident like
leakage or fault in each individual system. User interface also provided for smooth
interaction with users. Light, air conditioning, water pump, garage door, refrigerator,
home router, speaker, toaster are some devices that are controlled in such a way. For
device to hub connectivity, low power methods like Bluetooth and ZigBee reduce
power consumption of sensor devices. In case of home network outage, home secu-
rity devices like smart door lock, intrusion, surveillance camera tends to use cellular
connection like 4G/5G.

Transportation A fully autonomous vehicle is thought to be one of the key
features in smart cities. In recent years smart city inhabitants grew large in number
which in turn created traffic problems like congestion, speeding, accidents and thus
services like navigation became necessary [7, 9]. Human or driving error is the
main culprit behind most of the accidents and congestion. Total number of vehicle
crashes in the United States of America is estimated at 55 million with 277 billion
dollars of economic cost; whereas for 93% of the accidents human error turned
out to be the primary reason. Again, bad driving skills are the main reason behind
inefficient parking and traffic congestion. Hence, full autonomous vehicles with
satisfactory levels of accuracy are required in smart cities. Since full autonomy
is currently not fully developed and human interaction can be obligatory in some
situations, semi-autonomous solutions like driving assistant systems are work in
progress even though they have been implemented in some vehicles [54]. Total
traffic management systems in smart cities include adaptive traffic light, vehicle to
vehicle communication, advance breaking, path planning and navigation. On-board
and roadside sensors like LIDER, ultrasonic, infrared and video feed are common
for these scenarios.

Other fields of application include health services [13, 19], industry, retail and
other facilities. Smart health utilizes IoT, wearable and monitoring technologies to
keep track of individuals. Mobile health which is a part of smart health collects
information from mobile devices mostly smartphones, enabling health emergency
tracking. Patients can be treated from another part of the world using low latency
real time data transfer [27, 36]. Smart city industries are built on the basis of low
carbon and waste emission. Reusable energy and resources are the main concept
for the smart city industry. Smart city technologies are on the rise, new areas are
introduced daily. Thus, a thorough explanation of each program is beyond the reach
of this chapter of the book.
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1.2 Technologies Used in Smart Cities and Integrated
Technology in the Smart City-Edge/Cloud

A broad number of interconnected and constant evolving technologies enables smart
city application to be feasible. Textual and practical invention has been occurring for
the past few decades in the field of smart cities. Enormous smart city applications
perspective has been a major force that incites researchers to exploit new innova-
tive solutions. Figure 3 represents an abstract view of smart city technologies. Key
technologies behind smart city application are highlighted in the following sections.

Data Acquisition Data acquisition in smart cities primarily depends on IoT
sensors, user input, and historical data. Data acquisition is the method of acquiring
and gathering data from different entities. These entities consist of end users of
services provided by the smart cities and sensing devices.

Fig. 3 Technologies used in smart cities
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Inhabitant Engagement: Inhabitants engagement in response and feedback
services of smart cities represent user experience with the services and how to
improve those services. These user reviews reduce testing costs and amplify the
quality of services significantly. More extensive sustainable development strategies
need to be developed that promote people and consumer participation to leverage the
co-creation of expertise, cooperation, and empowerment.

Fields like waste and utilities management services need smart citizens since
they can be seen as utilities rather than problems to be solved. Citizen partic-
ipation provides important insight about future scalabilities, such as the damp
housing problem. Data acquisition from citizens removes expensive sensor-based
data retrieval and provides a more intuitive perspective on challenges and their solu-
tions. Mobile applications like google pigeon use crowd sourced instantaneous data
to notify users about the current traffic condition of mass transit in cities. In this era of
virtualization, user -posted information in social media serves as a great source of
information and latest news media of the twenty-first century. Such mobile crowd-
sourcing methods can be developed for function ratification and user engagement.
User sociality, the distance among users and activities and fog computing-based user
engagement improves functionality of smart city. A TOP-SIS (Technique for Order
of Preference by Similarity to Ideal Solution), Entropy, andAHP (AnalyticHierarchy
Process) dependent framework have been developed by Ahuja et al [2] for smart city
data acquisition.

Sensor and IoT: From large viewpoints, sensors are entities that record events
of surrounding environments. Sensors used to be heterogeneous in nature, the archi-
tecture and the results varied in large ranges due to specific application domains. In
smart cities sensor data with different fields used in a homogenous nature to deter-
mine homogeneous solution. Sensing technology is a vast field of material science.
The common features among these technologies have been electrical output which
is generated in direct correlation of the events or circumstances. Dissimilar metal
with higher thermal conduction and electrical conduction can be used as a temper-
ature measuring system. Temperature sensors also can be built on semiconductor,
thermocouple, thermistor, resistor or infrared basis. Photoelectricity, Induction, and
capacitors are utilized in proximity sensors to detect motion. Elemental character-
istics of materials are applied in infrared, ultrasound, humidity, accelerometer, gyro
meter and optical sensors. Chemical characteristics-based sensors are utilized for
measuring certain behavior of soil, gas or water. Imaging techniques also used for
video/depth data. Electromagnetic wave-based RFID, NFC sensors are used for iden-
tification tasks. Sensors are everywhere; from sound-vibration to fluid, flow, radi-
ation, navigation, force. Every measurement available to human kind is automated
with sensors. The methodology of sensing technique is vast and behind the scope
of this textual analysis. Estimated 8,583,503,168 bytes of data can be acquired from
small sensors without regarding audio or video feed in a smart city [47].

IoT is the integration and interaction of entities on a global basis. Though each
entity’s sensing data may be insignificant, the collaborative approach can lead to
good and cost-efficient optimization of smart cities’ services. A huge investment of
resources has been made for IoT infrastructure in smart cities since it is thought to be
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the next big revolution from a technical perspective. These entities include devices,
sensors, embedded systems, computationalmachines and so on. IoT consists of three-
element; hardware: assembled with sensor, device; middleware: made with storage
technology and network; presentation: consists of processing technology and visu-
alization. Because of the interdisciplinary characteristics of IoT, various aspects of
its ideology is depicted by different authors. IoT can be also described as a combi-
nation of wireless sensor networks, middleware and network, cloud computing and
application software. From the smart city perspective, IoT is integration and infras-
tructure with many research topics that enable the application to be made upon
input variables. For instance automated surveillance, audio watermarking schemes,
stenography protocols, harmony search algorithms for medical perspective, grey
relational analysis for forecast, thermal rating of network transmission etc. can be
deployed in smart cities. From the provided services viewpoint, IoT infrastructure can
further be divided into service back-end infrastructure, machine to machine connec-
tivity, hardware-specific software platform and software extensions. Technologies
like RFID, NFC for user authentication, smart vending machine, tracking and moni-
toring system, smart object semantic system, service composition, augmented reality,
smart scheduling, access control, event processing, intersection control, mobile sink,
proxy cache and virtual machine using IoT can also be utilized in smart cities.

NetworkandCommunicationTechnologyData needs to be sent to a central plat-
form to be processed. Sensing and collecting devices are low power consuming and
less computationally expensive. These devices are built for vast deployment strate-
gies, not for in device processing. Though devices can provide data points at a higher
rate, and the receiving end also has a higher acceptance rate, the communication
medium works as the bottleneck for the whole system. Traditional communication
medium limits data rate and hinders the continuation of the process. Packet loss,
high latency are the main obstacles for communication systems in smart cities. Thus,
communication technologies play a huge role in connecting devices as higher data
rates and range enables new technologies to emerge. Streaming services are a perfect
example of sharing high-quality real-time video feeds. The communication technolo-
gies are also needed to be compatible with various sensor devices. Though most of
the components rely on wireless technologies, wired communication is also used in
place of network-intensive signal processing. Wired transmission medium includes
Ethernet, optical fiber, coaxial cable. Optical fiber is the most improved wired tech-
nology for long-distance, high bandwidth transmission and currently serves as the
backbone of modern internet infrastructure. The robustness and scalability of adding
new devices to the network have made wireless technology the standard of smart city
communication. Wireless technologies can further be divided on transmission range.
For a short-range machine to machine (M2M) communication Bluetooth, Zigbee, Z-
Wave are quite common in small network sensors connected to a local device. These
technologies range from 0 to100 meter. Recently developed LoRa, Sigfox, NB-IoT,
Weightless has shown promising results for communication up to several kilometers.
LoRa offers a combination of longer distance, power efficient and safe data transfer.
The Sigfox uses powerwhile transmitting data and covers long distance (up to 20 km)
for IoT devices. Despite of the advantage of these technologies Wi-Fi remains the
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holy-grail for wireless communication. Smart devices like home appliances, smart-
phones, automation systems, TV etc. are connected to local routing points leveraging
Wi-Fi technology. Wi-Fi offers multiple frequencies with good transmission range,
high bandwidth and availability in most of the devices made it one of the most promi-
nent transmission technologies in smart cities. Even most of the services in smart
cities offer free Wi-Fi in order to connect users to the internet. WiMAX technology
is for long rang and works as a backup for wired communication.

Cellular communication is also common in smart cities, since it has bettermobility.
Cellular communication is mostly provided by private companies and mostly avail-
able throughout the globe. Previously discussed technologies use a central access
point for communication and these technologies are not built with the mindset of
a network of access points. As a result, device with mobility suffer inefficiency
moving away from the access point since the signal deteriorates relatively to distance.
Hence cellular networks provide ceaseless transmission to mobile devices.While 5G
connectivity is built upon most of the cities, a fully functional version of 5G is yet to
come. 3G and 4G evolution familiarize the concept of IoT and smart cities to citizens.
Long Term Evolution (LTE) 4G network technologies are still in operation for most
of the smart cities due to its high reliability, low cost and geographic availability. 4G
support speeds up to 14 Mbps that is sufficient for most of the IoT sensor devices
that communicate with text data. Though 4G has drawbacks that are not acceptable
in smart city concept. Several systems have strict latency limitations which LTE does
not easily meet.

5G on the other hand uses millimeter waves for high energy and data transmis-
sion. 5G is thought to be the next generation network transmission technology. Large
corporations and cities have taken initiatives in order to implement 5G. Real time
data transmission with higher bandwidth, efficiency and security over 4G are the key
characteristics of 5G. Real time IoT, Internet of smart vehicles, intelligent transporta-
tion system, personal home assistant, augmented and virtual reality are some of the
features of smart cities which will be enabled by 5G. Though these services are more
likely to be implemented with 5G; new innovative services and products will appear
if the date rate, latency, number of connected devices improves significantly with
5G. 5G technologies also thrived on developing sub domains like enormous multiple
input, multiple output, device to device communication and small cell networks.

6G is a conceptual network technology, though ample initiative has taken this
scope, exact architecture, infrastructure yet to be known. 6G is thought to be not only
high frequency high speed connectivity but also intelligent network leveraging ML
and algorithms. Speed is projected as several Gbps and latency as low as microsec-
onds.MultisensoryXRapplication, intelligent robots and autonomous systems, brain
computer interaction, self-sustainable network, smart surface and environments are
some of the applications envisioned as 6G services [1, 28]. Real time online medical
services and internet of healthcare things (IoHT) are expected to enable e-health
services to its full form [5, 10, 14].

Cloud Computing Cloud computing refers to data storage as well as processing,
running applications on stored data to obtain a certain output. Cloud computing has
been a principle technology to provide users with high-level applications in small,
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power-consuming and less computational expensive devices. Again, large files have
been accessible through cloud services, lessening the burden of placing large chunks
of memory inmobile devices. Another factor of adopting cloud technologies in smart
cities is the sheer amount of data generated, collected, and analyzed by leveraging IoT
technologies. A computationally costly security program can run easily in a cloud
server and also ensures user privacy and security without having trouble managing
these applications on the device. Large data centers also provide new media for
content consumption and sharing for smart citizens. Contextual data of smart city
inhabitants can be stored, processed, and visualized in cloud servers. Contextual data
management has been a huge issue since user profiling and exclusion is difficult in
certain perspectives. To solve this problem, a layered cloud architecture for context
aware citizen services has been proposed [31]. Again, cloud services gather and store
different types of data from various sensors, actuators, and devices. This hetero-
geneity leads to difficulty in receiving, organizing data for any potential use cases.
Management, control and automated analysis of data is required for distributed cloud
services. Cloud combination, network management, sensor IP network and sensor
control are needed for such technology. Through cloud portal and taking feed, city
governance management creates new possibilities for Government cloud (G-cloud)
services [11, 26].

Edge Computing IoT devices simultaneously generate data in smart cities and
send them to cloud services utilizing communication and network technologies.
Extensive data collection and processing in cloud services require costly data centers
and infrastructure. An obvious solution to this problem is to process data at the device
end. Edge computing refers to such computing systems that occur on the edge of
a network. Edge computing sometimes collides with fog computing terminology,
whereas edge computing mostly focuses on the device side and fog computing on the
intermediate infrastructure side. Energy management and scheduling for IoT smart
grid technology with edge computing reduces network usage and processing time.
Smart citizens use smartphones to be connected with cloud services. Mobile edge
computing schemes can achieve continuous latency-free services without location
consideration, because data size reduces due to preprocessing. This preprocessing
deduct unnecessary data, and only relevant data is transmitted. Hou et al. utilized
a wireless mesh network for collaborative edge computing and proposed the green
survivable virtual network embedding [25]. Besides pre-processing device data in the
sensor network, devices can dedicate their idle time for whole network processing.

Software Defined Network Smart cities generate intensive data that needs to be
passed through communication networks. Perpetual accessibility through commu-
nication network requires to maintain the traffic. Due to any emergency, network
overload becomes critical to services. Software-defined networks (SDN) use priority-
based algorithms to cope with routing issues in smart cities. Again in natural disaster
events, lives depend on capabilities of network to convey victims’ messages to the
emergency responders. Customizable demand, functional virtualization for data and
intelligent mechanisms for controlling the infrastructure using software stack can
be used to construct such SDN ecosystems. Again by controlling processing delay
of network components using an intelligent engine, virtual mesh topology and fog
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unit; much reliable communication can be possible in emergencies. Traffic manage-
ment; another key aspect of smart cities consists of traffic lights, signals and cameras
where network overload and delay can create massive traffic congestion. Multiple
SDN-based smart power grid control has been reviewed by Rehmani et al. [42] on
the scope of privacy and security. Since SDN operates network reliably and securely,
utility services like smart city power management have been dependent on SDN to
function correctly [4, 18].

Block Chain Blockchain is a data storage mechanism that records and distributes
data throughout the network, which makes it almost impossible to unauthorized
manipulation. In distributor server networks called microservers, the block chain
stores data with exact hash value and retains authentication between the main trans-
action server and microservers. IoT sensor transmission in networks often contains
private and sensitive information about the important city services. Any temperament
of data disrupts the flow and control of services that citizens directly depend on. In
this regard, smart cities require effective sustainable solutions to ensure security for
device communication. Key characteristics of blockchain technologies are decen-
tralization, persistence, auditability and anonymity. Ever increasing security threat
has been a key factor for utilizing blockchain in smart cities. Though a number of
recent cyber-attacks have cost millions of dollars [40]. A number of cyber-attack
case study and prevention methods has been reviewed by Li et al. [34]. Security
framework can be developed using blockchain technologies in physical, commu-
nication, database and interface layer to secure specific layer attack. In a smart
city context blockchain can be utilized in smart healthcare, smart transportation
and traffic, smart grid, personal data exchange, supply chain management and other
essential services. Sharing economic resources among smart city inhabitants provides
social stability. Technologies like online banking and mobile banking have been the
most relevant method for transactions in smart cities. Such blockchain-based secured
sharing economic framework is required to ensure safety and privacy of smart and
mobile banking users. By exploiting the power of new software-oriented networking
and blockchain technology, a hybrid network model for the smart city can enhance
security and privacy systems.

Big Data Smart cities produce large volumes of data in their everyday activities.
Advancement of IoT, sensors, mobile devices and network technologies crowded the
servers with data from both users andmechanisms. These avalanche of different sorts
of data need to be managed and analyzed in mostly real time. All of the mentioned
characteristics of smart city data matches the perspective of big data technology.
Hence precise analysis and systematic processing of heterogeneous and complex data
in smart cities positioned itself in big data technologies. Well thought out processing
mechanisms give interesting insights and patterns of a smart city.Big data and compu-
tational resources will also be leveraged by cities to increase the quality of municipal
processes and utilities. Big data expansion moves the focus from extended planning
process to brief analysis on how cities operate and can also be managed. Volume,
velocity, variability, variety and value has been referred to as the key points of big
data in smart cities. Big data modeling and research focused from a theoretical point
of view on smart cities by introducing a Cloud-based analysis service which can be
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further built to produce intelligence information and facilitate verdict throughout the
context of smart urban spaces. The big data architecture can be divided into data
acquisition layer, data mapping layer and interactive application layer. Hashem et al.
expressed big data technologies as business analysis tools from smart city data and
analyzed its effect on the city of Copenhagen, Helsinki and Stockholm [24].

Artificial Intelligence and Machine Learning The phrase “AI” was first used
by computer scientist John McCarthy as “the science and engineering of making
intelligent machines” [48]. AI is the computer science branch where the main focus
is making machines conform like people, primarily improvising machinery’s intel-
lectual skills and designing smart devices. Intelligent methods for optimizing output
parameters aremeant byMLusing datasets or previous learning experience. In partic-
ular, ML algorithms construct behavior modeling on broad data sets with mathemat-
ical models. ML also helps to learn without explicit programming. These models are
used to generate future projections based on new data. ML is collaborative and has
origins in many fields, including AI, optimization theory, information theory, and
cognitive science.

ML is a subset of AI that focuses more on learning patterns in the given data.
AI is used to enhance security mechanisms in existing structures by frequent use of
the IoT. With AI integration, the current systems are now more powerful and smart.
For video monitoring and analysis, Unmanned Aerial Vehicles (UAVs) is crucial in
smart cities’ security initiatives. AI is also used for gunshots detection. In intelligent
cities, UAVmust be the most innovative initiative, considering a wide range of areas
integrating AI applications. It can be used in smart cities tomonitor traffic, to manage
crowds, fire control, civil monitoring, and border defense [3, 48, 49].

1.3 Security Loophole in Smart Cities

Since smart city has a network architecture which is vast in nature, cyber-attack
can be devastating by ceasing the essential services. A huge stream of continuous
data made it even harder to maintain privacy and security. Most services in smart
cities are shared among citizens. Privacy conserving and trustworthy mechanisms
needed to survive potential attacks leveraging shared data. Data acquisition occurs
in the sensing layer from sensors, accumulators, devices, and citizens. The access
layer is the communication technology related to the transmission of data. Cloud
and big data technologies mostly fall in the domains of the processing layer. Some
of the previously mentioned technologies like blockchain, SDN, network function
virtualization, IoT, AI, and ML provide and resolve security issues throughout the
smart city infrastructure. Hence a layered analysis on security and privacy issues
regarding these technologies has been provided for better understanding. Figure 4
depicts this layered analysis as well as the related technologies.

Perception layer Smart cities collect data from physical objects and events.
Perception layer in smart cities consists of physical nodes and machine to machine
networks. Tempering these physical objects results in security concerns. Sensing
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Fig. 4 Smart City Technologies and loopholes

layers also deliver heterogeneous data; finding anomalies in this vast range of data
types are quite hard to consider. Lack of common standard for M2M communica-
tion endangered the system mostly. Wireless sensor network communication can be
hindered with unwanted signals or jamming in whichWSN devices can not differen-
tiate necessary signals. RFID, Zigbee or Bluetooth M2M communication are most
vulnerable to this type of jamming. Jamming can further be divided into constant,
random, deceptive, reactive, shot noise-based jammer and almost all of these types
of jammer contain a noise signal ratio similar to target network traffic. Attackers
can also replace sensors with malicious devices which send similar but harmful data
streams to layers upward resulting in total network failure. This type of fake node also
can be created by interrupting and modifying sensor output. Garbage control signals
are sent into sensors so that these sensors cannot go to the sleep stage, consume
power simultaneously and result in power shortage. Sensors are made to be awake
for an extended period of time thus this type of attack is called sleep deprivation
attack.

Network layer In network layer, attacks are projected to redirect into wrong
routing ways, network traffic congestion. Denial of services (DoS) and Distributed
denial of services (DDoS) is a shortage of network computing equipment and capa-
bilities. In the network layer, the transmission medium is flooded with signals from
the attacker thus stopping essential signals to pass [33]. Botnet is created by affecting
real users and uses their credentials to congest the system. On the contrary, eaves-
droppers record signals in networks and utilizes this information without consent
of the source. Multiple such eavesdropper’s collaborative approaches can result in
privacy issues for users since they might be able to decode the complete message.
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Attackers can make a routing node more attractive and list shortage path possible
for every routing enquiry. Thus, it receives all the routing requests from surrounding
nodes and incoming packages, thus packet loss happens indefinitely which is also
called sinkhole/wormhole. Intermediate messages can be interrupted and rearranged
to create delay and congestion in the network. This interruption between two nodes
enables ejecting malicious code into a network which is also known as man in the
middle (MITM) attack.

Transport layer Transport layer contains the protocol for communication (UDP,
TCP) for smart city networks. Themethod to determine the target program’s commu-
nication ports is port scanning. It allows attackers to list down the clients who are
connected to a specific service through a specific port. Data flooding is a method that
overwhelms the protocol with data which in turns overflow the system also used to
attack in the transport layer. Data is sent until the data protocol is exhausted and stops
working. Unauthorized access to the network can inject malicious programs to the
system.

Processing Layer Processing layer enables computing algorithms to process data
into information. In the processing layerML basedmethodology is deployed to clean
data or learn from it. By changing test and training data of ML models, the model
eventually learns ambiguous patterns. This type of data tampering is also known as
poisoning. As the software industry improves, so does the malware. Recent malware
attacks cost millions of dollar for smart cities and malware evasion which is hidden
executable file throughout the network, becomes more prominent to occur.

Application Layer Application layer of smart cities is the most vulnerable in a
sense that it interacts directly with the user and is easy to access. Application layer
attacks include phishing, Virus, Worms, Trojan Horse, Spyware, Denial of Service
(DoS), Software Vulnerabilities, malicious script. Phishing refers to data theft by
exploiting user stupidity. A link similar to user services is created and sent to the user
to fill it up; tending the user to give up valuable personal information. Software and
web application vulnerabilities are easy to be found out by the attackers as they can
test the systems. SQL injection based cyber-attacks are also common in this regard.
Many smart cities use out of the date security software and encryption methods
that are too easy to be exploited. Even more secure methods like block chain [34]
have been also prone to cyber-attacks. Many bitcoin-based services faced the same
problem and millions of dollars have been stolen. Moreover, vulnerabilities in SDNs
permit attackers to hide their identity in the system and observe the behavior of
the system using the backdoor of SDN. Not all of the smart city systems use the
above-mentioned layered approach. Edge-cloud-fog based IoT systems are also quite
common. The vast scale of crowd architecture and big data itself creates security and
privacy concerns which are yet to be seen in smart cities.
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1.4 AI/ML Based Counter Measures

AI-based algorithms, specifically ML, have shown great success in detection, recog-
nition and regression-based tasks. Most of the application of AI/ML in smart cities
gleaned on various attack detection and prevention tasks. So, it is safe to say that
AI/ML based counter measures are applicable in the scope of security in smart cities.
Some of the countermeasures for previous section’s security loopholes are following:

Perception layer Attack in the perception layer focused changes in physical
devices and entities. Physical device authentication to the network provides infor-
mation about such anomalies and prevents unauthorized users. Such IoT device
authentication framework has been proposed by Das et al. [16] leveraging Long
Short-termmemory. Long short-termmemoryworks on time sequence data and finds
out the imperfection in the output signal of IoT devices to deter- mine authentication
error. Feature extraction can also be possible from channel information in Wi-Fi
signals using deep learning algorithms. Human action uniquely miss-matched with
one another; leveraging this fact authentication has been done. Physically unclon-
able function has been suggested for authenticating transmitter and receiver radio
frequency in wireless nodes using in-situ ML algorithm [15]. 99.9% accuracy was
obtained by authenticating 4800 devices amid changing network circumstances.
Recurrent Neural Network (RNN) and Long Short Time Memory (LSTM) have
shown sufficient improvement in solving Natural Language processing and audio-
based problems. IoT device based human authentication from breathing sound might
be probable as well using recurrent neural networks.

Network layerADDoS attackmethod based on a support vector machine (SVM)
classifier is built in the SDN. The DDoS attack method is prepared with a combina-
tion of SVM classification algorithms and extraction of 6-tuple characteristic values
of the switch flow table [55]. For business networks, a combination of host and
network intrusion detection systems can be combined as a SDN-built hybrid safety
platform. A hybrid IoT model is presented by incorporating the advantages of SDN
and Fog computing. This model supports applications which require extremely low
and predictable latency by analysing and assessing data at the edge of the network,
which also improves network scalability and performance [51]. For wireless network
sensor network (WSN)’s security against DoS attacks, a multilayer perceptron based
media access control (MAC) protocol can be utilized to detect real time attack.
DDoS attacks in the SDN-based environment can also be addressed using the SVM
classifiers. In order to detect DDoS attacks, traffic information should be sent to
the intrusion detection system. A hybrid ML algorithm based on bijective soft set
approach, with combination of a proposed model results in detecting malicious and
anomaly traffics [45].

Transport Layer In a smart city environment, data is stored on a cloud based
distributed system. Single server system failure can cause service outage throughout
the city. Data distribution is a key point in the transmission layer. Due to the abun-
dance of labeled training data attack detection in supervised fashion often results in
ambiguity. To solve the issue Rathore et al. proposed an ELM-based semi-supervised
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Fuzzy C-Means (ESFCM) classifier [41]. Implemented on fog server, the proposed
classifier can provide security and detection in case of distributed attack. Edge
network shifted workload to the device end for faster communication and pre-
processing. To ensure security issues on edge server device activity detection has
been developed with Fuzzy C-mean classifier [21]. To achieve clusters that distin-
guish benign traffic from harmful traffic, Classifier has been deployed. Supervised
learning methods such as statistical learning, SVM, sparse logistic regression, semi-
supervised learning, decision and feature level fusion and online learning method
has been deployed in the domain of smart grid attack detection by Ozay et al. [39].
They concluded that despite having less complexity than batch algorithms, online
algorithms for real time detection work well. Distributed attack detection using deep
learning and custom fog-to-things based algorithms are also deployed in smart city
architecture.

Processing layer Intrusion in processing of data is amajor threat to smart cities. A
network Intrusion detection using anomaly and ML framework has been developed
by Viegas et al. [53]. Which only used 46% energy compared to existing software
solutions. Intrusion is mostly detected by using structured data related to the subject
program, or a chunk of that program. Since this data varies with time, LSTM-RNN
classifiers are best fitted. Similar Random neural network-based architectures have
been developed for anomaly detection [43]. Neural network models like random
forest, SVMcan also be utilized inmodern attack features learning. These algorithms
work in the cloud services to detect abnormality on the network traffic in order to
classify any anomaly or intrusion.

Application layer As previously mentioned, application layered-based attacks
are most common, and ample research is done in ML to resolve security issues.
Multidimensional Naive Bayes and SVM based classifiers have been developed to
secure citizens from news media sources. Smartphone technologies enable smart
city inhabitants to access information easily. To secure city services from malware
stored in the user side, detection algorithms are being developed. Random forest
classifiers, linear SVM and deep learning algorithms are exploited for these tasks to
detect malware in wireless multimedia system SVM based detection and suppres-
sion model has been developed by Zhou et al. [56]. They compared the model with
infected nodes using dynamic differential games. Distributed SVM and deviation
in measurement has been applied for faulty data injection attack in smart grid [17].
For processing in contrast to x86, ARM architectures provide efficiency in IoT for
its big-little design and energy efficiency. Deep RNN with LSTM has been useful
to analyze execution code of ARM IoT device for malware [20]. Deep eigenspace
learning has also been proposed for malware and application classification [6] by
Azmodeeh et al. This architecture also provided security against junk code inser-
tion. Learning-based deep-Q network for health- care security and privacy has been
discussed by Shakeel et al. [46]. Generative Adversarial Network is gaining attention
due its robust nature. Recent uses of GAN in anomaly and intrusion detection have
shown great results. Combined frameworks like blockchain andML provided overall
security to the whole smart city cyber-physical system.
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1.5 Open Issues, Challenges and Recommendation

In this era of information technologies, every information has been shifted towards
cloud-based architecture. Smart city concept is to collect and manage information
that is crucial to human life. This digitalization also creates virtual vulnerabilities like
different kinds of cyber attack and data breaches. According to IBM [44] primary
targets of the data breaches are personally identifiable information, intellectual prop-
erty and corporate data; on average, 280 days are needed to identify and contain
data breaches. Personal information such as email, phone number and passwords
are shared or sold on the web by hackers. Big corporations like Google, Facebook
and Twitter also faced data breaches. The recent data breach has leaked roughly 50
million Facebook profile data [12]. In contrast to this, smart city data are more sensi-
tive since human life is directly dependent on smart city applications. As examples,
data abnormalities in transportation systems may cause unnecessary traffic conges-
tion and even accidents. Data breaches in power stations can cause a power outage
that directly create complications in essential services like medical and emergency.
Even most of the cyber attack’s damage done by cyber-attacks are in the health care
sectors [44]. Incorporating blockchain technologies with network architectures has
shown promising results as prevention mechanisms in applications like health care
and power sectors [34].

On the other hand, the burst of IoT technologies in smart cities also invokes
securities issues like sending false data and physically damaged sensors. The large
scale and heterogeneity of the sensors cause problems for universal security solutions.
Moreover, most of the cloud infrastructure used in smart cities are provided by third
party companies. These cloud servers are located worldwide, and little changes can
be made only if permitted by local law. The regulation also needed for smart city
mobile, web and computer applications, where potentially insecure applications can
be filtered out. Intelligent, secure mobile devices and dynamic networks need to be
deployed to ensure citizen data security.

Heterogeneity in network architectures is also an obstacle for smart city securi-
ties. Connectivity has been built around existing technologies with upcoming ones.
Integration into the 5G network from 4G is still a significant challenge for smart cities
sincemost of the devices are 4G capable. Different protocols in different connectivity
layers also caused security analytics problems to figure out the optimum solutions.
Again network infrastructure in each layer is provided by various companies, which
prevents developing a unified and secure networks frame-work. Information received
from the previous layer is thought to be authentic by each of the layers. Most of the
mechanism exists focused on layer anomalies. Thus inter layer anomalies detection
challenges also exist. Security vulnerabilities in new technologies need to be found
out by the researchers before these have been used as a method for data breaches and
cyber-attacks.

The tremendous amount of generated sensor and user data has also been a key
challenge. Malicious data can be mixed up with the user-generated data. Behavioural
and moral issues of the smart city inhabitants also raise security threats. Thus the
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classification of data is needed, based on necessity in the smart city ecosystem.
Again technologies like big data and ML must be integrated with security systems
to manage the exponential increment of user data.

Most of the articles mentioned in the previous section are based on detection
based countermeasures. Detection reduces the overall damages, but prevention is
needed more to annihilate security threats. Very few works have been done so far for
attack prevention. Preventing cyber-attacks may be deployed as a prediction algo-
rithm thatmay classify incoming user data asmalicious or benign. Context-awareML
models are needed to develop for real-time attack detection and prevention. Atten-
tion mechanism has provided amazing results for natural language processing which
can further be used to generate sequence to sequence programs to tackle detected
malware. Most algorithms detect behavioural anomaly in system components. Thus
faulty systems can be classified asmalicious.MLmodels should be capable of distin-
guishing between faulty systems and malicious systems. The M2M communication
technologies should further be extended, so redundant devices can take the workload
of infected or attacked devices. Fail proofing of essential services in cases of any
types of attacks also an exciting field that needed to be exploited.

1.6 Conclusion and Future Scope

Security and privacy are a concern for smart city applications. The services offered
by smart cities can directly relate to the lifestyle of their people. Any kind of distur-
bance due to security issues may be fatal. Traditional security management strategies
are inadequate due to the immense amount of heterogeneous data and thus service
management is a monumental task. Security countermeasures based on AI and ML
can be used in smart city services due to the availability of vast volumes of sensor
data. This chapter discussed the concept of smart city and its services, technologies
used, security threats and AI/ML-based counter- measures with some recommen-
dations for future perspectives. ML is a critical component to solving unforeseen
complications in order to sustain a stable smart city. Still some of the challenges and
issues in this context constitute attack prevention, real time detection and integration
of ML with network and cloud based technologies etc. The pursuit of developing
ML technologies to conquer the challenges will integrate different aspects of smart
city as an overall system.
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Smart Cities Ecosystem in the Modern
Digital Age: An Introduction
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Abstract Smart cities are those that use science, engineering, artificial intelligence,
digital knowledge, and other technologies to progress the well-being of residents,
boost economic development, and at the same time, promote and favor sustainability,
as also to improve infrastructure, optimize urban mobility, and engender solutions
sustainable, to generate efficiency in urban operations, this is, improving the popula-
tion’s quality of life. Smart cities are automated and more sustainable cities, consid-
ering that technology is fundamental, but it is only a means to resolve a set of urban
issues and attain purpose and goals that are increasingly essentials for large urban
centers. This is achieved through the employment of advanced ICT (Information and
Communications Technology) to stimulate sustainable development, and improve-
ment in the quality of life, in which everything becomes connected. Through this, for
example, it is possible to count on the fastest free publicWiFi, i.e., high-speed internet
for all residents and visitors and the interconnected functioning of traffic, lighting,
public transport systems, among others. There are also discussions on reducing public
spending and transparency in the relationship between government and citizens. It is
evident, especially in large cities, that something must be done to increase the quality
of life, public services, and sustainability. In addition to urban planning, it is neces-
sary to invest in technological solutions that can be accepted and used by the residents
of each smart city. Therefore, this chapter aims to provide a scientific major contribu-
tion related to the current overview of Smart City, approaching its essential concepts
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and fundamentals, with a concise bibliographic background, addressing its evolution
and relationship with other technologies, as also categorizing and synthesizing the
potential of technology.

Keywords Smart Cities · Smart home · Smart transportation · Smart grid · Smart
government · Smart industrial environments · Data · Artificial intelligence · IoT ·
Data analytics · Ecosystem · Intelligent infrastructure · Sustainable development

1 Introduction

Increasingly commonworldwide, the Smart City concept is transforming entire cities
by using technology and intelligence in public management. Smart Cities are ecosys-
tems of people interactingwith urban services and employing digital services, energy,
materials, and funding to promote economic growth and provide a better quality of
life. These streams of interaction (user + technology) are considered intelligent for
making strategic application of digital infrastructure and services related to ICT
with urban management and planning to meet the economic and social requirements
of society. For definition in this context 10 dimensions are considered to points to
the degree of intelligence of a metropolis: governance, public management; urban
organization, planning, delineation, and design; technological aspect, environmental
aspect; international relations; human capital; social cohesion; and the economic
factor [1, 2].

Smart City is a relatively recent concept, which established itself as a key factor
in the global debate on sustainable growth and drives a global market for technology
tools and solutions since smart cities are those that use connected devices to monitor
and manage their businesses streets, and public spaces. In its broadest sense, Smart
Cities are urban centers that have been incorporating IT technologies and solutions
to integrate and optimize municipal operations, decreasing costs and increasing the
quality of life of its inhabitants [2, 3].

A city that reaches this level, therefore, is not only connected but a living and
sustainable region that can use intelligence in favor of administration and resource
management, as well as ensuring more safety and practicality in the use of roads and
other devices public. One of the first things attacked in a Smart City is related to one
of the problems of anymajor urban center today: chaotic traffic. In this sense, systems
integration acts as a catalyst for transformation. Where intelligent traffic lights are
considered receiving satellite information, being able to automatically adjust timing
to give more traffic senses [4, 5].

With smartphone mobility and the support of IoT technologies, traffic agents can
also work more efficiently and quickly by being directed to the most troublesome
points or requesting signage maintenance within seconds. Another major point of
concern in large urban centers is the safety of its inhabitants, where however efficient
the police force is, it is often impossible to maintain the optimal proportion of agents
to promptly respond to all occurrences. Soon in Smart Cities, more andmore artificial
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intelligence monitoring is being used, considering security camera technology, secu-
rity guards no longer need to be available 24 h a day, as face recognition technologies
can identify potential hazards and automatically trigger police [3, 5, 6].

Sustainability is related to the bigger the city, the greater is also the concern with
the management of resources, especially the natural ones, wherewith the implemen-
tation of technology in the public administration, significantly increases the energy
and water saving, besides enabling a most effective distribution to the inhabitants.
A recent aspect used is the issue of entertainment that can be transformed through
an integrated IT structure, where infrared sensors on the lampposts capture and
record pedestrian shadows, which are projected by images to accompany who comes
walking later [7–9].

This type of artistic insertion in the city’s streets and squares improves the inhab-
itants’ quality of life and encourages the better use of public space. With regard to
tourism, this same kind of thinking can be explored with a focus on attracting people
from other cities and countries, since information and tour guides integrated with
Smart City’s system can be used in mobile apps to create custom roadmaps for each
enriching the experience and driving the local economy [8, 9].

This chapter has motivation focused to concede a scientific major contribution
concerning the discussion on the transformation in the governmental structure that
Smart City has generated, which is a complex and heterogeneous concept that
involves the use of innovation based on ICT to increase the quality of life in urban
space [10]. Since, in addition to being a process rather than a specific technical solu-
tion, it tends to be truly “a new way of governing” with a focus on sustainability
and development. Also discussing topics such as the aggregation of intelligence in
microgrids, therefore, has a fundamental role in the proper manipulation of these
energy resources, along a grid, making these units contribute to a predetermined
global good. Along with the electric car that is associated with high technology
by the automotive industry and which has been constantly exhibiting as ‘the finest
achievement of modern engineering’.

Therefore, this chapter aims to provide a scientific major contribution related to
the current overview of Smart City, approaching its essential concepts and funda-
mentals, with a concise bibliographic background, addressing its evolution and rela-
tionship with other technologies, as also categorizing and synthesizing the potential
of technology.

It is worth mentioning that this manuscript differs from the existing surveys since
a “survey” is often used in science to describe and explains the theory involved, it
documents how each discovery added to the store of knowledge, it talks about the
theoretical aspects, how the academics piece fits into a theoretical model. While the
overview is a scientific collection around the topic addressed, whose intent is from
the topic offers a new perspective on an elementmissing in the literature, dealingwith
an updated discussion of technological approaches, techniques, and tools focused on
the thematic, summarizing the main applications today. Still relating that this type
of study is scarce in the literature, even more, so it is updated, exemplifying with the
most recent research, applications, and technological developments.
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In Sect. 2 of this chapter, will be presented the Smart Cities concepts for under-
standing the research. In Sect. 3, the Smart Cities Applications will be presented.
In Sect. 4 the Importance of Big Data for the context of Smart Cities is explained.
In Sect. 5 the Blockchain technology for Smart Cities relationship is discussed. In
Sect. 6, Machine Learning applications for Smart Cities are highlighted. In Sect. 7,
the Discussion is made around the thematic addressed in the manuscript. In Sect. 8,
technology trends are argued. Just like the chapter ends in Sect. 9 with the relevant
conclusions.

2 Smart Cities Concepts

Increasingly common in the world, the concept of Smart City is transforming entire
cities by using technology and intelligence in public management, since the idea
involves sustainability, improvements in traffic, integration between public systems,
energy, waste management, public and civil services, and among others. Related
to the conception of a “smart city” is to fosters and drives the evolution of the
use of accessible resources, collecting and interpreting data and at the same time
transforming it into useful information for use and application in a city [9, 11].

Smart Cities are considered intelligent because itmakes strategic use of infrastruc-
ture and digital services which interact with people, performing communication and
taking advantage of digital information related with urbanmanagement to respond to
the economic and social needs of society. Involving information flows encompassing
aspects related to the use of energy, materials, and natural resources, to drive and
catalyze better economic growth, generating sustainability as a whole, improving the
quality of life of its inhabitants [11, 12].

However, it is essential to emphasize that in Smart City, in which the citizen
is the focus, it is complicated to develop all useful functionalities at once, in this
sense the most important thing is to think big, but start small and quickly scale
the results, to achieve the goal. Since there are several aspects related to the use
and administration of a city that can define a Smart City, this concept goes far
beyond the simplest and most direct way of considering that smart cities are those
that use connected devices to monitor and manage the streets and public spaces
[5, 6, 12]. So, 10 dimensions demonstrate the degree of intelligence present in a
city: governance, public management; urban organization, planning, delineation, and
design; technological aspect, environmental aspect; international relations; human
capital; social cohesion; and the economic factor [13].

“Smart City” means that innovative urban space that uses ICT and other techno-
logical means respective to urban centers that have been incorporating technologies
and IT solutions to integrate and optimize operations municipal, together with the
efficiency of urban operations and digital services, meeting the needs of current and
future generations related to environmental, economic, social and aspects; it should
be attractive to entrepreneurs, citizens, and workers, generating jobs and reducing
inequalities, and even decreasing costs related to a better quality of life [1, 2, 10, 13].
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Valuing green spaces, optimizing electricity networks, and keeping greenhouse
gas emissions low, in addition to concern with the proper use of natural resources,
the elimination of garbage collection, and the improvement of traffic through the use
of technology result in sustainable development serving as support for achieving a
balance in the progress of smart cities. However, environmental concern not only
raises awareness about consumption, but also seeks to reduce pollution and contam-
ination of natural resources, as long as water and waste management, pollutant gas
emission rates, CO2 emissions, and energy consumption electricity, appear more
comprehensively in the evaluation of urban sustainability, encompassing actions that
imply not only in the saving of operating expenses but in the reduction of everything
that interferes negatively in the environment [7, 8, 14].

Smart Cities are urban centers planned with effective digital processes and imple-
mented to favor the places where it is applied, focusing on the fields of urban devel-
opment related to mobility, safety and health, education, economy, environment, and
government, which are themain axes that must be observed in a Smart City [2, 4, 14].

Smart Cities includes underground sensors acting in the detection of urban
traffic conditions, and even possible to reprogram traffic lights whenever necessary;
hydraulic networks controlled by remote plants; or yet applied in a pneumatic waste
management system eliminating the requirement for waste and garbage collection;
or even micro purification system reusing practically 100% of the potable water, as
well as several other useful systems for the local society [4, 5, 14].

A city that reaches this level, therefore, is not just connected, but a living and
sustainable region that manages to use intelligence in favor of administration and
resource management, in addition to ensuring more safety and practicality in the
use of roads and other devices public. Through sustainability considering the green
areas of the city, combined with the preservation of the environment in terms of the
reduction in the consumption of fossil fuels and the utilization of renewable energy,
the reuse of waste, and the permanent monitoring of air quality, which are essential
characteristics of a smart city, has a positive impact on the economic aspect of
electricity, for economic growth coupled with sustainable development. Each Smart
Cities has its specificities, but all have the common goal of providing its residents
with a more fluid, cheap, sustainable, and intelligent relationship [5, 6, 14].

The concept of a Smart City is consolidated as an essential topic in the global
discussion regarding social sustainability, considering that it is constructive to
consider those activities and factors that can make a city smarter, which respectively
drives a global market for new developments and research in search of solutions and
tools technological [6, 9, 14].

Traffic is one of the first aspects attacked in a Smart City is also one of the biggest
problems of any major urban center today: chaotic traffic. In this sense, systems
integration works as a catalyst for transformation, since with intelligent traffic lights
it receives satellite information, being able to automatically adjust the timing to give
fluidity to the directions with more traffic.

And in this sense, with the mobility of smartphones and the support of Internet
of Things technologies, traffic agents can also work more efficiently and quickly by
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being directed to more problematic points or requesting the maintenance of signs in
a matter of seconds [9, 11, 14].

Sustainability is related to the bigger the size of a city, the greater is also the interest
in natural resource management, given that the employment of technology in public
management can significantly enhance saving these resources (mainly energy and
water), enabling a better efficient resource distribution to the residents [11, 12, 14].

Security is another major point of concern in large urban centers, where, however
efficient the police force may be, it is usually impossible to maintain the ideal propor-
tion of agents to respond promptly to all occurrences, so in this sense, Smart Cities
have been betting increasingly more in monitoring by artificial intelligence, through
security cameras, the guards no longer need to be available 24 h a day, since facial
recognition technologies identify possible risks and automatically trigger the police
[6, 14].

Automated monitoring systems can be even more useful for personnel control
not only to ensure security and to identify strangers within a certain location in the
city, but the technology speeds up credential verification, making access and editing
more reliable confidential information, in addition to providing relevant information
on the use of space so that the entire internal operation of a given location can be
redesigned [9, 12, 14].

Entertainment is also an important point, which can be transformed through an
integrated IT structure, in cities on the level of Smart City use infrared sensors on
lampposts to record pedestrian shadows and project images to accompany them
whoever walks afterward, as long as this type of artistic insertion in the streets and
squares of the municipality improves the quality of life and encouraging the best use
of public space [9, 14].

With regard to tourism, it can be exploited to attract people from other cities or
even from other countries, even considering that information and tourism guides inte-
grated into the city system can be used in mobile applications creating personalized
itineraries for each visitor, enriching the experience and driving the local economy
[2, 4, 14].

As in smart cities, automation in themanagement of these systems leads to signifi-
cant savings,where technology can be used to control energy consumption,mainly by
shutting down systemswhen in disuse, also identifying the biggest resource spenders,
developing plans for readjustment and redesign of processes to spend less without
affecting productivity [1, 5, 14].

The philosophy of systems and processes integration performs automated traffic
control as a reference for the management of a city, without productive bottlenecks
and people trapped in a slow system, aswell as the employment of the IoT (Internet of
Things) and mobile applications that agents and maintenance workers use to solve
problems around the city so that all departments perform the most urgent duties
immediately and are always where the company needs them to be [1, 2, 14].

The benefits brought by a Smart City to the public agent are related to the reduction
in the cost of sending letters to notify the citizen about the request made; reducing
costs with the volume of paper stored; creating a dashboard to find out how many
orders are requested, granted and rejected; agility in obtaining and disseminating
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information; the possibility of digitally tracking all stages of the process to improve
performance; aswell asmaking it possible to reduce the number of employees serving
the public, allocating them to more critical tasks [5, 6, 14].

In the same sense that benefits are seen in relation to the citizen in the agility
in obtaining information; the possibility of performing the procedure digitally, at
any time or place; sending material inside the portal in a simple way; the single
access point to interact with various services of the city hall; and the increase in the
transparency of the process steps [6, 11, 14].

Converting conventional cities into smart cities is a relevant requirement for devel-
opment in some cities focused on this concept, which should also be based on the
international references identified, it is understood that cities transformed into Smart
Cities should be used as benchmarks, not those already built on that concept. Since
the perspective of a smart city is to offer more quality in well-being to citizens
through technology and the advantages it provides, therefore, there is a wide range
of possibilities to start the smart city project, having with the objective of making the
citizen able to carry out activities that in fact require his presence, as a result, thus
generating savings for public coffers [9, 12, 14].

3 Smart Cities Applications

A smart city is a concept that classifies technology as responsible for offering social
improvements by mitigating problems triggered by the disproportionate growth of
cities, which according to this thought, a smart city is able to manage its resources
by handling smart devices in order to ensure efficiency It is important to highlight
that a smart city is not a unique technology alone, but a concept, which unites several
areas of human knowledge, which technologies are applied to improve the living
conditions of people in urban environments, considering the most varied aspects of
life within modern societies can be seen within this concept [2, 4, 15].

Cloud computing is a computing model that allows these ideas to be realized
due to the gigantic processing capacity that cloud providers have, even considering
that the cloud allows data to be obtained anywhere, due to the mobility that this
technology allows [15, 16].

Another important technology involved is the Internet of Things (IoT), in relation
to obtaining large amounts of data that this technology has to increase this type of
data efficiency, related to sensors that are close to people, such as those of wearable
technologies, help to verify health problems of an entire community, as well as other
initiatives, involves the construction of devices with sensors dedicated to a specific
application [14, 17, 18].

Bearing in mind that mobility is one of the urban factors most affected by popu-
lation growth, an example of what occurs in most cities, where constant congestion
generates losses in the most varied ways, be it financial, public health, among others,
chaotic traffic is one of the biggest problems of any urban center [19–22].
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In this context, intelligent traffic lights receive satellite information and are able
to automatically adjust the timing to give more fluidity to high traffic locations, in the
same vein as traffic lights and intelligent parking based on computer vision, presence
sensors, and others. There is also the use of smart fleets to minimize traffic. In the
same sense that traffic agents, in turn, through smartphones, can work much more
efficiently and quickly when detecting points with heavy traffic [23, 24].

Concerning security, the cameras spread over a city guarantee greater security, as
well as in the management of agglomerations at events and other movements; and
about the population, each inhabitant has an easier time to find and activate public
services through applications, QR codes spread throughout the city and other devices
[25–28].

Reflecting on energy-related aspects, scattered and connected sensors ensure
energy savings with efficient lighting, generating better use of waste for energy
generation and identification of waste points, such as possible water leakage, lighting
failures, among others [29, 30].

In public health, a better understanding of the regions and their characteristics
can be made, fleets of connected electric cars can be triggered for emergencies
when there is an energy infrastructure that allows their use. In public administra-
tion, Smart Cities do not just use technology, but seek innovation and develop-
ment through environmental preservation and better use and distribution of natural
resources [19, 31, 32].

In the same sense directed towards the focus on sustainable cities, we can mention
cities with an efficient infrastructure for the use of bicycles, or having programs
aimed at the rational use of motor vehicles and an efficient system aimed at saving
water. Still taking into account that sensors connected to the garbage can be used,
the collection, as well as recycling and reuse, being optimized, including being used
in the generation of local energy [24, 33, 34].

As well as cities that have sensors in public places that avoid the time lost looking
for a place, and the reduction in lighting expenses, making the global market for
smart cities to be in the billions of dollars, for the development of solutions that
collect and analyze data from the most varied sectors of the city, allowing secu-
rity agents, civil defense and others to check and take action more quickly, thus
increasing safety aspects. In the same sense that sensors and videos provide data,
organizing a map in real-time, facilitating the visualization of problems, which is
related in certain situations, the intelligence and analysis algorithms help to predict
emergencies, and agents can take action before it even occurs [35, 36].

Smart cities have boosted the industry as a whole, due to their broad spectrum
of solutions, since this demand for these solutions continues to grow, in addition
to reflecting on the cultural changes caused by the information age that demand
new approaches for solving problems. And of course, the expectation of generating
business, estimated at the scale of billions of dollars, increasing the importance of
this concept [1, 35, 36].
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4 Importance of Big Data for Smart Cities

The large flow of data generated by society is essential for modern digital solutions
to optimize their technologies and improve the daily lives of the population. Related
to this factor, are Smart Cities based on the latest technologies of communication
and information, promoting sustainable development. Considering the increase in the
number of people connected and the consequent increase in information generated,
it became necessary to have technologies capable of monitoring and interpreting this
great flow of information that travels through computerized environments. In this
context, Big Data Analytics are the main agents of smart cities, as allow the analysis
and interpretation of the collected data, identifying new consumer behaviors and
social trends, in addition to helping decision-making to be more assertive [37, 38].

The benefits that Big Data Analytics brings, however, are speed and efficiency,
combined with a data culture that allows data to be compiled in one place so that
all sectors of the Smart City have access to them. Thus, it is possible to carry out
more comprehensive analyzes, monitor indicator reports, and use them in day-to-
day activities. Therefore, a digital data culture requires all employees to be part
of this strategy, understanding the importance that data has which contributes to
rapid extraction of insights that contribute to the direction of smart cities, through
consolidated and available data for that all employees and inhabitants canmake better
decisions in their daily routines [39].

Smart Cities make optimum use of Big Data in relation to interconnected digital
information to improve the control of their processes, operations, activities, and
resources, favoring the life of the population. Considering that Big Data techniques
are a key factor for the success of these cities, which use various technologies
investing in services such as health, urban mobility, energy, education, tourism,
environment, among others [40].

This technology targeted at Smart Cities assists emergency professionals,
including police and firefighters, by analyzing larger data sets to more accurately
identify risks and events, as well as being able to identify the exact location of an
emergency using advanced sensors and tracking systems that are common in smart
cities. From the citizens’ point of view, Big Data Analytics operates as an important
role in public security, processing and analyzing messages, texts on social media,
increasing the reporting process beyond simple phone calls, aswell as through videos,
location data, and other information in time to better inform rescuers and police [41].

From a data point of view, and even considering that data is an essential factor, and
even its collection, devices connected to each other that are strategically installed in
cities are needed to make readings that translate reality into numbers. Data sources
are everywhere in cities, such as smartphones, computers, environmental sensors,
cameras, websites, social networks, GPS, amongmany others. Aswell as considering
the benefit of being able to use cloud computing to connect this data in order to
organize, store, analyze and have insights helping decision-making concerning plan
technological expansion in digital services, technological resources or area coverage
[42].
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Making the best use of Big Data Analytics, considering that the teams of emer-
gency medical services through digital systems are collecting and analyzing larger
volumes of data, considering the constant digital transformation driven by the gener-
ation and analysis of data every day, also considering an amplitude in the number of
parameters, including even analysis of telephone calls (emergency services) and their
response times. This new level of digital intelligence, through Big Data Analytics,
improves operational efficiency, which allows knowing more about the location of
the occurrence and the type of emergency, as well as the best teams and equipment
available. In this sense, it is possible to send the necessary resources for each emer-
gency more accurately and quickly, improving the efficiency of the care teams and
doctors in favor of saving lives [43].

Big Data technology is capable of transforming large urban centers into smart
cities, improving the lives of citizens, managing to cross all the data generated by
the smartphones of the population of a region, and thus, identifying the new needs
and problems faced by them. In this way, it is possible to arrive at powerful insights,
obtained with the information generated by the users, and to create new solutions
that can help in the daily lives of the people of each location.

This technology allows the stored information to be processed in real-time and
collected continuously, considering that this data is obtained through various tech-
nologies that perform the constant monitoring of numerous urban elements, such
as buildings, streets, electricity, traffic, logistics, people, among others. Thus, this
information about the interactions between all urban activities is used so that it is
possible to understand the functioning of the city and still help in its development,
thus structuring a really smart city [39, 41, 43].

In this sense, the search for efficiency and a better quality of life has been the main
objective behind the technologies used in Smart Cities and, through Big Data, it has
been possible to improve processes and offer a more practical and intelligent daily
rhythm, alignedwith new lifestyles of the inhabitants. Since smart cities have allowed
the creation of new business models and even a new reality with a renewed vision of
the future, in which analyzes of the large data flows produced today become essential
for the creation of smart solutions, understanding the importance of connectivity in
people’s lives and implementing it in their products and services, and thus not only
offering this but intelligent solutions that promote user interaction with the city itself
[44].

The insights obtained in Big Data analysis can reshape cities and help with struc-
turing projects, dealing with the huge flow of data generated, it can develop solutions
focused on specific problems and needs of the group of citizens of a given location, in
which individuals technologies and even companies to create interconnected systems,
with an intelligent and systemic functioning [41, 44].
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5 Blockchain for Smart Cities

Considering that smartcities need adequate and consistent and even compatible tech-
nological ecosystems to be dynamic and functional and expand successfully. Other-
wise, these cities will grow up secluded, with digital systems without properties and
characteristics to communicate with other smart cities when “speaking” different
digital languages. With this, the need arises to create platforms of greater trans-
parency and connectivity, allowing the interconnection of services in an accessible
and secure manner [45]

Blockchain is a disruptive technology, relative to a set of digital records able to
track digital transactions in a way chronological and publicly. These decentralized
registries are not linked to a specific government or global authority and favor the
transaction of digital currencies. Basically, this is a combination of technologies
that allows support for digital transactions, and the properties of this system allow
more digital security and data inviolability, which allows more and more complex
transactions to happen [46, 47].

Blockchain is a technological model of distributed database that keeps a lasting,
permanent, and tamper-proof transaction digital record, eliminating the intermediary
and lack of trust in digital transactions. That is, users can trust that their digital
transactions will be fulfilled exactly as the digital operating protocol determines,
removing the requirement for a third party. Still considering that public Blockchains
give transparency to changes, which are visible to all parties, and all transactions are
immutable, that is, cannot be changed or deleted [46, 47].

This technology aimed at a smart city is a model with an infrastructure that allows
all interactions to be made by blockchain, in addition to guaranteeing inhabitants
greater control over the privacy of their personal information, that is, residents will
be able to carry out banking transactions and even vote without having to involve
intermediary companies or the government in the process.Multiple technologies will
alter and modify the way its inhabitants (users/people) interact daily and blockchain
will be the central technology of it all, considering that the technology is responsible
for keeping systems honest, fair, and democratic [48].

The benefits of blockchain for smart cities are directed in the sense that technology
is combined with the IoT and Artificial Intelligence (AI) to pave a path that is able
to end up in intelligence for cities and can encompass situations such as preserving
the environment. environment, increased security, ease of public services, energy,
and financial services. Using blockchain, it is possible to scale this up with high-
tech smart systems interconnected through equipment generating information and
automating tasks [46, 48].

A possible example is the construction of buildings with solar panels on the roof,
generating thousands of kWh, considering the surplus of this energy can be directed
to cars, buses, and neighboring buildings, given that all accounting for such a project
can be done by blockchain [3].

Considering the advantages of Blockchain technology in smart cities, it includes
greater connectivity and digital transparency as cities have conditions to perform
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interconnection to vertical services, such as energy,mobility, or even security, through
cross-cutting system capable of exchanging data with their residents in real-time.
Or even by Blockchain, it allows public administrations and citizens to interact
digitally and without the requirement for digital intermediaries, providing direct
communication, streamlining bureaucratic procedures in notaries, city halls, among
others [3].

With Blockchain it performs encryption of a file whole or in part to share only
what interests in a private, safe, and risk-free way by a third party, maintaining the
integrity of the information. The blockchain also allows citizens and government
to know the origin (source) and destination of each available resource, as well as
allowing government officials to know how urban digital services are employed
without compromising resident’s digital privacy, providing efficient management
[3, 46].

Blockchain technology can be exemplified concerning urban administration
including digital security improving the cyber-protection of compiled data. Energy
through smart contracts that are based on the blockchain allowing households
supplied with solar panels to exchange surplus electricity generated with others asso-
ciated with the electricity grid. Or even in relation to mobility considering that public
administrations can know which residents use the car daily and encourage them with
advantages to using public transport, or even encourage the use of bicycles, guiding
an environmental awareness [3, 48].

Blockchain can provide information about garbage containers in real time to citi-
zens and thewaste collection service so, these citizens know if garbage containers are
empty or full. Besides, Blockchain can generate advantages to other public services
such as water management, park care services and gardening services, or even air
quality control. Just as Blockchain platforms also guarantee digital cybersecurity
and digital reliability, or even digital transparency and anonymity in search with the
population, such as elections, opinion polls, among others [3, 47].

With this, blockchain emerges as a tool that allows better communication
between government officials and citizens, through a digital interaction that facili-
tates processes allowing citizens to have access to the destination of public resources,
promoting greater transparency in urban planning. Still considering that the need to
provide transparentmanagement, based on technologies that bring government closer
to the citizen, has never been more latent [3].

Thus, among other factors, Blockchain allows securely track data packets with all
your transaction history between two pairs, and in this case specific to Smart Cities,
between devices. The advantages of using blockchain to control this network of
devices are the fact that the database is not changeable, or even contains future risks
that may arise, in this sense the technology enables an architecture that offers a self-
management measure for the devices isolated, in case central control is unavailable
[3, 45].
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6 Machine Learning for Smart Cities

The union of Machine Learning (ML) through digital intelligence that allows an
unprecedented level of coverage, automation, and agility in relation to cybersecu-
rity is revolutionizing how data and digital systems of organizations have cyber-
protection. With the application of machine learning algorithms, it is possible to
perform the identification and detection of many digital threats that before it was
difficult to recognize and deal with. In addition to making it able to act proactively
and preventively in containing threats, unlike traditional systems, by subscription,
which can only act when it directly identifies a malware or network virus [49].

Cyber-attacks are becoming more complex as government agencies becomemore
dependent on technological processes, given the greater the digital impact caused by
cyber-attacks. It was from the requirement to strengthen data cybersecurity, that
forms of application of machine learning in cybersecurity began to be considered
to protect against cyber-attacks still unknown, discovering flaws and vulnerabilities
before cybercriminals [48, 49].

Machine learning employs various algorithms to recognize, classify, or even iden-
tify patterns in cyber-threat, developing immediate responses based on them. Contex-
tualizing, establishing, and determining the chance (i.e., probability) of a data being
malicious (supported on coefficient as digital domain, country (local), origin (source),
among others) and performing from there, the grouping data and information from
of this content assessed malicious in classes and status of threats (botnet, virus,
malware, phishing, rootkit, ransomware, among others). Making ML algorithms
capable of learning how malware works and considering possibilities before digital
invention [50].

There are several techniques behind machine learning that allow systems to iden-
tify suspicious patterns and adopt appropriate behaviors for each one. Prediction,
Clustering, Recommendation, among others, are some of these techniques, which
bring different options of action for each scenario to be faced. Allowing intelligent
systems to learn from examples and situations, responding to situations without the
need for specific programming for each reaction. This technology capability is a
huge advantage in combating digital threats, as it makes the cybersecurity solution
able to identify suspicious patterns of behavior by users and programs, allowing it
to react to a threat even if it is not immediately identified as a virus or malware [51].

Besides, it is also possible to employs ML algorithms to ascertain and explore
cyber-attacks, by identifying the type of cybersecurity breach in a digital system,
analyzing the traces left by the attacker, and formulating hypotheses about what
happened. By following these clues, technology is able to get to the root of the
problem and from there work on ways to correct and prevent similar attacks. Consid-
ering the support of machine learning algorithms, which learn from data about these
threats, being able to explore thousands of possibilities without the same effort as a
human professional who would spend to analyze just one hypothesis [50, 51].

Or even considering that the more these algorithms are fed with data, the better
it gets with regards to understanding cyber-attacks and the way that these attacks
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are perpetrated. Considering that also is possible to apply ML to recognize and clas-
sify multi-vector cyber-attacks, performing a detailed forensic digital analysis, and
responding to digital events and incidents from a single platform only. It also encom-
passes amore digitally secure defense to face cyber-threats-based social engineering,
which is considered digital cyber-attacks that benefiting from human flaws to obtain
access to exclusive and private digital systems and data [48, 51].

In addition to cybersecurity, another technological example is the employment of
ML in cyber-protection outside the digital environment, considering the analysis of
images of residents in the smart city and being able to recognize, classify, identify,
supported on standards, given the occurrence of some type of crime in progress, such
as a kidnapping or even theft [52].

In this context, digital risks are many and it is not possible to eliminate them all,
but it is possible tomanage them, finding the balance tomitigate risks to an acceptable
level. For that, machine learning techniques are employed, creating algorithms that
identify digital threats and that immediately reconfigure devices to defend themselves
quickly, correcting vulnerabilities before it is exploited and, thus, mitigating complex
cyber-attacks [48, 52].

7 Discussion

The impulse of large urban centers made planning cities more detailed, considering
the scarcity of natural resources, including the collapse of essential services, such as
health, transport, and security, until the lack of physical structures to house and serve
so many people. In this context Smart Cities favor economic development combined
with the quality of life of the residents, generating efficiency in daily operations
through digitalization, becoming an integral part of daily life, evidently, the result is
the accumulation of huge amounts of data.

As it is possible to notice the use of sensors to avoid traffic jams in Smart Cities,
acting in urban planning, possible through the installation of underground sensors
that detect the level of traffic on the roads in real-time. The data generated by these
sensors are read by a center that is able to automatically reprogram traffic signals
whenever necessary, giving flow to the flow of vehicles.

Or even through the use of electronic medical records integrated into intelli-
gent systems at the Service of Health, since, through this, patient data are unified
in a system shared between the health units of the municipality, and doctors and
employees from any post can be accessed or hospital. Thus, when performing a
service, any professional can have access to previous consultations, tests performed,
pathological history, hospitalizations, and medications administered.

Environmental awareness is also an important factor in Smart Cities, through the
use of bicycles against carbon emissions, as one of the best examples in reducing
the consumption of fossil fuels, contributing to the concept of “zero-carbon” by half
of the population. Population to get to work or other desired locations. Through
technology to support users, Smart Cities need to have a digital system with GPS,
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and even through sensors installed on bicycles, it is possible to analyze and detect
the volume of air pollution (quality) and provide residents with real-time traffic
information.

Among several other examples of innovation, technology and infrastructure are
the bases of digital urban mapping systems to map the municipality and assist the
city in decision making. Considering the collection of structured and unstructured
data from different sources, such as public data, maps, statistics, and images, and
through Big Data Analytics technology and the crossing of these data enabling the
realization of an urban, socio-economic and strategic x-ray of the city.

Or even the importance of extensive digital monitoring, collecting data, and
analyzing it in real-time, it is possible to detect and identify regions that need some
kind of support and to displace the necessary teams. In addition, there is also the
possibility of integration with a weather map to help prevent the occurrence of risks
caused by excessive rain or other climatic adversities for residents of certain regions.

In this sense, smart cities are already becoming a reality, and data technology,
through a digital culture guided by data is essential for making intelligent decisions,
using qualified information to decide which paths to follow. This makes it possible
for cities to move towards becoming more interconnected, healthy, and intelligent,
employing smart technologies, as well as Big Data to increases the level of intelli-
gence of cities and or even improving the places (neighborhoods, villages, among
others) where residents live.

7.1 Challenges on the Implementation of Smart City

As the pace of implementation of smart cities accelerates, it also struggles to prevent,
identify and respond to cyber-attacks and privacy risks due to the lack of a centralized
security approach, any initiative that leaves a gap in politics or digital security control
in a smart city implementation increases cyber risk. And in this sense, it can also be
added that these cities do not have the capacity to prove that the data and algorithms
on which the city’s functions depend for decision-making have not been violated.

Or even relating that cities that start adding technological aspects are overwhelmed
with high volumes of new data being collected, and without the appropriate tech-
nologies, such as those described and discussed in this manuscript, these cities do
not gain digital maturity in the IT environment for data inventory, classification and
flow mapping, and even operational technology.

Still highlighting the political aspect, since governments generally need to under-
stand the benefits that technological solutions can offer, improving the quality of
life of citizens through the use of technology, collecting information to understand
how society operates and how people interact with space where life can significantly
improve transport services, public security, basic sanitation, mobility, housing, and
others.

Including a strategic plan with transparent guidelines for the development of
a “Smart City” taking into account, for example, a long-term vision, a dedicated
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budget, an ecosystem of qualified companies, formonitoring strategic points in cities,
bringing important information to planning, event prediction and coordinated actions
between administrative bodies.

Still relating the geographic aspect related to long distances in which distant
neighborhoods are located in urban centers where technology is more concentrated
inherent to energy transmission systems, pipelines and public services leave these
remote locations and exposed without technological intelligence.

8 Trends and Future Directions

The idea of the city of the future is anchored in a new generation of technologies
with respect to sensors, databases, computerized interfaces, tracking, and algorithms
that integrate and provide information in real-time, making it possible to carry out
analyzes of these data, helping people to make decisions that optimize their lives in
cities [1, 52].

In the context of Smart Cities based on available technological resources, such as
the use of QR Code (Quick Response Code), which is a two-dimensional barcode
model used to transmit data to a technological device, such as a smartphone, for the
transmission of information and services in different points of a city, it is possible to
share website links, texts, location, images, phone numbers, among others, and can
be attached to different points of a city providing information and services to citizens
[25–27, 52].

With regard to infrastructure, the predominance of wooden structures and lower
carbon emissions, using natural and renewable resources, from reforestation and the
modular nature of the buildings, is adaptable to various needs [53, 54].

In the same way that more and more the control of parking lots through applica-
tions that detect and alert the existence of available spaces, or even the monitoring of
public transport and the sharing of rides, are initiatives focused on ensuring the flow
of activities in the urban environment through data available on the network [55–57].

As well as the capture of energy from the heat inside the earth and the expectation
that part of the garbage will be recycled and used, where a network of underground
tunnels must be used to carry out deliveries and transport of materials [58, 59].

With respect to connection and communication, the increasingly powerful optical
fibers and Wi-Fi at 5G speed are other realities that may provide an even greater and
better quality of life for the place [60–62].

Smart grids can optimize energy distribution, through smart electronic meters and
communication systems, enabling the provision of more efficient and sustainable
services, concerning data control regarding energy consumption, making it possible
to instantly identify drops in the supply of the network, allowing remote programming
of commands on household appliances [63, 64].

The city’s intelligence can also rely on drainage systems and rainwater harvesting
for water reuse and automated irrigation that changes depending on the climate.
Sanitation, on the other hand, can be improved with technological devices, either
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by using bins connected to IoT-enabled waste collection and removal management
systems or with sensors to measure treated water distribution parameters [65, 66].

Given the proliferation of ICT during the last few decades, especially in the use
of various smart applications such as smart farming, supply-chain & logistics, smart
healthcare, business, tourism and hospitality, energy management that need disrup-
tive technologies in relation to digital security and privacy because of the employment
of the open channel (Internet for data transfer) In this sense it is worth considering the
importance of blockchain-based solutions Industry 4.0-based applications. Since the
advancements in ICTandDeepLearning used on the data generated sensors IoTmade
the concept of Smart Cities into reality, which are deployed across several locations
collecting the data about traffic, drainage, mobility of citizens among other aspects,
gaining insights from these data to manage resources and even assets effectively
[67–72].

Or even relating digital attacks by existing and emerging threat agents, in this
context Big Data technology manages to manage the sheer volume of vulnerabili-
ties discovered through rigorous statistical models, simulating anticipated volume,
complex historical vulnerability data, and even dependence of vulnerability disclo-
sures. Providing important insights become more proactive in the management of
cyber risks, handling persistent volatilities in the data aswell as unveilingmultivariate
dependence structure amongst different vulnerability risks, building more accurate
measures digital for better cyber risk management as a whole [67–72].

Big data and Blockchain can be tackled for a better quality of service, e.g., big
data analytics, big datamanagement, and big data privacy and securitywith its decen-
tralization and security nature, including blockchain for secure big data acquisition,
data storage, data analytics, and data privacy preservation, has the great potential
to improve big data services and applications in different vertical domains such as
smart healthcare, smart city, smart transportation, and even smart grid [67–72].

Still relating the potential applicability of blockchain in Smart contracts ensuring
transaction processes are effective, facilitating the trustless process, time efficiency,
secure, efficient, cost-effectiveness and transparency without any intervention by
third-party intermediaries as compared to conventional contacts, or the question
that technology can counter traditional cybersecurity attacks on smart contract
applications [72–75].

Related challenges for better performance and energy optimization and even
energy sustainability in IoT in a smart city, wireless sensor networks (WSNs), are
typically grouped as clusters, leading to forming Cluster Head (CH) collecting data
from all other nodes, considering variables such as distance, delay, and energy used
in IoT devices, and explicitly communicates with Base Station. In this sense, a valid
approach for CH selection is to employ the modified Rider Optimization Algorithm
(ROA) using the averaged value of bypass and follower riders through the averaged
value of attacker and over taker riders, which is called as Fitness Averaged-ROA
(FA-ROA) using various state-of-the-arts optimization models by concerning the
number of alive nodes and normalized energy [72–75].
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Considering also that the electric grid consisting of communication lines, trans-
formers, control stations, and distributors aiding in supplying power from the elec-
trical plant to the consumers, however, there is a need to efficientlymanage this power
supplied to the consumer domains such as smart cities, industries, household, and
other organizations. In this regard, the Cyber-Physical Systems (CPS) model, aggre-
gating IT infrastructure embedded Machine Learning (ML) on aspect and the power
dissipation units, making it possible to employ Multidirectional Long Short-Term
Memory (MLSTM) technique to predict the stability of the smart grid network, still
using Deep Learning approaches as Gated Recurrent Units (GRU), and Recurrent
Neural Networks (RNN) [72–75].

As well as the data generated by the IoT devices need to be processed accurately
and in a secure manner requiring blockchain to improve the overall security and trust
in the system, providing trust in an automated system, with real-time data updates to
all stakeholders, using a predictivemodel usingDeepNeuralNetworks for estimating
the battery life of IoT sensors. Since this data is sensitive and requires to be secured,
the predicted battery life value is stored in blockchain whichwould be a tamper-proof
record of the data, this type of approach can help reduce the stress of adaptability to
complete automated systems, or even help to plan for placing orders of replaceable
batteries before time so that there can be an uninterrupted service [72–75].

9 Conclusions

In general terms, a smart city is a citywhose vision of urban development is connected
to information technology and advances such as the internet of things, considering
that these innovations in the technological, cultural, and behavioral spheres, influence
people’s lifestyles, directly impacting social development. The Smart Cities use these
technological tools to build new models and disruptive practices for solving old
problems in large cities [76–78], such as traffic, urban cleaning, economics, public
safety, air quality, reuse of resources (such as clean water and energy) recycling,
among other factors that influence the development of a metropolis, with a focus on
strategic planning aimed at the well-being of the citizen.

Initially, the term smart city was conceptualized thus for using technological
solutions to improve operational efficiency, sharing information with the public,
improving the quality of public services and, consequently, the lives of citizens,
however, this concept has become broader, since there is a noticeable change in the
role of smart cities, considering isolated mechanisms and the solutions that need
to be structured in order to respond to multiple problems simultaneously. It is also
important that citizens participate in the creation of technologies, as they are able
to detect local needs before city officials, so they can work collaboratively to solve
problems and develop rapid and economical innovations.
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A Reliable Cloud Assisted IoT
Application in Smart Cities

N. Ambika

Abstract Internet-of-Things are an amalgamation of multiple devices running on a
different platform. They communicate with various instruments of a different calibre.
They take the help of the internet to send and receive messages. As these devices
do not have enough storage, they employ a cloud to store the sensed readings.
The proposal is the inclusion of both the technologies. The recommendation makes
sure about correspondence in vehicular organizations. It supports an access scheme
without requiring ciphertext re-sign-based encryption mystery keys generation. It
doesn’t depend on an intermediary re-encryption worker to execute the strategy
update framework. It presents another unquestionable protection saving redistributed
ABSC plot that guarantees adaptable access control, information classification, and
verificationwhile supporting arrangement refreshes in cloud helped IoT applications.
The proposal enhances the work by adding reliability by 3.31% in comparison to the
previous contribution. The system provides forward and backward secrecy.

Keywords IoT · Reliability · Encryption · Cloud computing · Forward secrecy ·
Backward secrecy · Location-based keys · Ciphertext

1 Introduction

Internet-of-Things [1, 2] are devices running on a different platform. They commu-
nicate [3] with various machines of a different caliber. It characterizes the orga-
nized interconnection of gadgets in ordinary utilizes. These frequently furnishes
with the universal instrument. The Internet of Things depends on the handling of
an enormous measure of information to offer helpful support. IoT [4, 5] makes
out of implanted programming, hardware, and sensors. It permits objects to control
distantly employing the associated network assumption. It promotes direct coor-
dination among the actual universe and computer agreement organizations. It is
a smart model using an assembly of the connected widget, sensing element, and
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examine procedures working on the internet. It characterizes as an unavoidable and
omnipresent organization that empowers control of the actual climate by a social
affair, preparing and breaking down a mass of information caught and produced by
sensors or brilliant gadgets and sent to the web through a remote correspondence
framework. IoT is a many-collapsed worldview that grasps various advancements,
administrations, and principles. It embraces diverse handling and correspondence
models and plan systems coordinated on their objective. The thorough use of Radio
Frequency Identification, sensing elements, andMachine-Machine devices get infor-
mation of intelligent items in the neighborhood over the long haul. It is the dependable
transmission to ensure the security, correspondence, directing, and encryption with
high precision and various organizations conventions. The intelligent handling relies
upon wise registering innovations, for example, CC, fluffy acknowledgment, intends
to examine and get information gathered from the bundle of clients. It essentially
contributes to improving sincerity, exactness, productiveness, and financial gain. IoT
applications in divergent domains have made them accepted. For instance, climate
inspection, energy the board, structure mechanization, transit.

Cloud computation is another computational worldview giving a new design of
act to arrange/connections. It embraces industry without enormous speculation. It
additionally provides a visual sensation of cyber-based, exceptionally execution
disseminated registering frameworks in which computational assets help is avail-
able. The system has two significant parts. Multi-tenure permits the sharing of a
similar help occurrence with other inhabitants. Versatility allows scaling all over
assets apportioned to assistance dependent on the current help requests.

Distributed computation is a full-grown invention contrasted with IoT. It can offer
limitless abilities to provide aid to IoT manage and employ misusing the information
delivered from IoT gadgets. The various fresh CoT ideas have emerged from IoT,
for example, Sensing, Video Surveillance, Big Data Analytics, Data, sensors. They
take the help of the internet to send and receive messages. As these devices do not
have enough storage, they employ a stockpiling device to store the sensed readings.
It provides enormous storage capability.

The recommendation [6] makes sure about correspondence in vehicular orga-
nizations. It assists admittance strategy modification without the need for cipher
re-signcryption mystery keys. It doesn’t depend on an intermediary re-encryption
worker to execute strategy update systems. It presents another unquestionable protec-
tion saving redistributed ABSC plot that guarantees adaptable access control, infor-
mation classification, and verification while supporting arrangement refreshes in the
cloud [7–9] helped IoT applications. The work guarantees the protection of saving
information source verification. It ensures that redistributed substances are trans-
ferred and changed by an approved information owner. The scheme is of four stages.
During the STORAGE stage, the information proprietor has just gotten a prede-
fined marking access strategy that needs to characterize the interpreting strategy.
The STORAGE stage incorporates one randomized algorithm to signcrypt the infor-
mation content. The UPDATE stage executes by the cloud supplier upon the solicita-
tion of the information owner. Once verified, the client runs an intuitive convention
with the STES. It recuperates the first information content. The RETRIEVAL stage
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depends on three unique calculations. Change calculation to determine a change key,
depending on his confidential credentials that fulfill the encoding admittance strategy.
The change credential is then shipped off the STES. It last plays out the design of
cryptic calculation and produces incompletely decoded information content.

The previous contribution [6] uses private keys stored in the user device. If these
devices compromise, the credentials can get compromised. The illegitimate nodes
are traced at the later stage, leading to waste of resources. The suggestion is an
improvement of the previous contribution. It enhances reliability by using location
and identification of the device to generate the secret keys. The keys generated
for every session trace any illegitimacy at an earlier stage. The methodology also
improves the reliability of the system. The proposed work increases reliability by
3.31% in comparison to the previous contribution [6].

The work divides into six sections. Following the introduction, the literature
survey briefs various contributions. The previous proposal narrates in segment three.
The fourth division elaborates the suggestion. The work analyzes in the fifth section.
The conclusion summarizes in segment six.

2 Literature Survey

The recommendation [6] makes sure about correspondence in vehicular organiza-
tions. It assists admittance strategy modification without the need for cipher re-
signcryption mystery keys. It doesn’t depend on an intermediary re-encryption
worker to execute strategy update systems. It presents another unquestionable protec-
tion saving redistributed ABSC plot that guarantees adaptable access control, infor-
mation classification, and verification while supporting arrangement refreshes in
cloud helped IoT applications. Thework guarantees the protection of saving informa-
tion source verification include. It ensures that redistributed substances are transferred
and changed by an approved information owner. The PROUDplan ismade out of four
stages SYS_INIT, Capacity, UPDATE, and RETRIEVAL. During the STORAGE
stage, the information proprietor has just gotten a predefined marking access strategy
that needs to characterize the interpreting strategy. The STORAGE stage incorpo-
rates one randomized algorithm to signcrypt the information content. The UPDATE
stage executes by the cloud supplier upon the solicitation of the information owner.
Once verified, the client runs an intuitive convention with the STES. It recuperates
the first information content. The RETRIEVAL stage depends on three unique calcu-
lations. Change calculation to determine a change key, depending on his confidential
credentials that fulfill the encoding admittance strategy. The change credential is then
shipped off the STES. It last plays out the design of cryptic calculation and produces
incompletely decoded information content.

UPECSI [10] comprises of the accompanying three center parts. Model-driven
Privacy is a novel programming improvement plan procedure that permits the simple
incorporation of security usefulness. It develops into the advancement of cloud
administration. Cooperation with the user gives straightforwardness to clients and
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offers divergent protection mastery. Protection Enforcement Points dwell on the IoT
network passages and empower the client.Model-driven Privacy permits the recovery
of data from the advancement cycle and creates an intelligent client configurable,
administration explicit protection strategy. This data is then counseled to collaborate
with the client and subsequently determine an individual security setup. The secu-
rity design teaches the Privacy Enforcement Point on the most proficient method
to authorize this particular client’s protection. A believed outsider reviews the right
execution of a cloud administration. The information used observes given review
data that dependent on the data provided by the administration engineer during the
improvement cycle. On the off chance that the client approves help admittance to
the information gathered by her IoT organization, they can survey the inspected
strategy along with a default security design suggested by a confided in outsider on
convergence. The client takes the choice of whether and under which conditions it
permits support to access her information. By this, we understand client assent. At
long last, the Privacy Social control component empowers the client to command the
admittance to her conceivably touchy information dependent on the client’s choice.
It ensures customer satisfaction and security.

The framework [11] is client-driven security requirements for storage-based
administrations in the IoT. The concurred necessities for protection authorization are
observance, self-judgment, sufficient safety, and intentional employment. Protection
Enforcement Points arranges the organization passages and permit the client to autho-
rize her security and security prerequisites past the organizations it truly controls. It
goes to delegate the client and allows them to stay in charge of security. The security
prerequisites concerning the information are the departure of the ensured internal
organization. It moves to the conceivably unreliable storage. The part scrambles by
utilizing an asymmetric information security key before being transferred. It guar-
antees the classification of the information and forestalls unapproved access. The
privacy component encodes the information assurance key using the unexclusive
credential of the stockpiling administration and transfers it to the storage. At that
point, the cloud administration may unscramble the information security credential
utilizing its confidential and, in this way, decode the information it is approved to
get to, as well. The information insurance keys might trade intermittently to sanction
admittance control. It allows confining admittance to specific timeframes. It permits
the client to clarify the information with such prerequisites and hence upholds them.
The client may determine that knowledge probably won’t leave her organization
by any means. The tertiary gathering of information moves to subjective storage
arrangements. In this manner, the segment will, in light of the explanation, choose
whether the information is permitted to leave the controlled organization. It facilitates
the incorporation of protection into administration advancement. The methodology
utilizes models rather than universally useful programming language code. It creates
portions of the product Interaction with the User to give straightforwardness.
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IoHT [12] is a medical care recommender administration. It actualizes as an
outside cloud medical care administration, and patients give data about their well-
being information to that administration to get customized wellbeing bits of knowl-
edge. The patient’s wellbeing information is put away in his/her profile as estima-
tions for various indispensable signs. The reaches rely upon the sexual orientation,
years, weight, and wellbeing position of the long-suffering. The individual passage
toward the last-client site will expressly separate the transcribed estimations from
the different gadgets to reproduce a point by point wellbeing biography, which will
be utilized by the storage medical care suggest administration. The wellbeing biog-
raphy rule includes touchy data about patients’ wellbeing status and exercises. Subse-
quently, keeping up protection is an extremely critical angle for such frameworks.
The cloud medical care gathers and stores various patients’ wellbeing profiles into
a unified information base. It aids in building and preparing the proposals’ models
to create wellbeing bits of knowledge. A two-phase covering measure safeguards
the protection of clients’ wellbeing profiles. The primary stage is a neighborhood
hiding measure that disguises the recorded wellbeing information earlier the accom-
modation to outside gatherings and happens at the individual passages of end-clients.
The subsequent phase is a worldwide disguising measure that scrambles the patient’s
profiles. The two-stage covering measurement uses three in trust-based camouflages.
The palliated edge crypto is property-based party-based encryption. The individual
door toward the end-client site collects the detected wellbeing information of various
gadgets, stores, and deals with the assembled wellbeing information in clients’ well-
being profiles. The individual entryway executes a nearby covering measure before
delivering the wellbeing information to any outside substances. It conceals the deli-
cate information in the long-suffering’s wellbeing biography. A mist hub with a
high standing grade is chosen for total the delivered wellbeing information. It is
additionally answerable for executing a worldwide disguise. The measure is depen-
dent on the pallier-edge cryptosystem on the accumulated wellbeing profile. The
storage hub applies quality put together encryption concerning the encoded well-
being profile. The haze hubs of each alliance total the wellbeing information got
from customary individuals to shape a gathering wellbeing profile. The mist hub
executes a worldwide hiding measure on the gathering biography before delivering
it to the storage medical care proposer administration. Such a two-stage camouflage
measure authorizes namelessness for members’ characters and protection for their
information.

kHealth [13] uses respective and physiologic conceptualization, sensed with
clothing appliance in sick persons just as populace and shared tire message, to make
custom-made discerning framework. The IoT detectors trail and drift to the provider
recitals, for instance, top metabolic process flow pace, importance, and activity tier
notwithstanding region and another biological ascribe. It gives measurements about
the inclination of infection cases for the assorted segments and commercial enterprise
details. It imparts AI and other content production frameworks, including Linguis-
tics Computer network new comings to dissect and realize the position of a long-
suffering’s status and suggest warning on-time clinical consideration. In outline,
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conception welfare sign from clothing appliances and other various databases, segre-
gate pertinent details and fabricates tailored prosperity discerning frameworks for its
supporters and sanctioned experts.

The organization [14] utilizes all the advantages of the current geographies. It
makes better correspondence and moves all the more securely huge scope informa-
tion through the organization. It builds up an exceptionally creative and adaptable
assistance stage to empower secure and protection administrations. The related part
of computation broadens the safety progress of storage and IoT advances. It utilizes
the first key comprised of sixteen bytes as an 8× 8 framework. The server associates
with the web using a remote switch and introduces a security divider. Using the web
the customer approaches and trade with the affected substance. It requires meeting
the prerequisites. With the usage of Wireshark, they trial the parcels sent and gotten
in the projected storage organization and a traditional storage network with a corre-
spondent plan. The package trouble in the conventional storage network is slightly
much interestingly with the planned stockpiling organization.

The contribution [15] works around the IoT-situated information in the cloud
scenario. It is a cloud stage giving flexible assets to putting away the datasets from
the IoT gadgets. The cloud server farm utilizes the fat-tree geography to put together
the actual has and switches. The framework accomplishes convenient 75 handlings of
burdens, maintains a strategic distance from network hotspots by various connections
at the center layer, and kills over-burden by sensibly redirecting traffic inside cases.
The applications and datasets facilitate by virtualmachines. In a cloud stage, there are
various virtual machine occurrences made for asset provisioning. The asset neces-
sities the datasets and limit the hosts. It evaluates by the number of virtual machine
occasions. Asset use is a critical measurement for asset supervisors to deal with the
cloud. The situation systems for IoT databases are 135 coded, and wellbeing capa-
bility for the promotion issue. The quick non-ruled arranging approach swarms corre-
lation activity used in choice. The determination activity is to select a portion of the
chromosomes from the populace. It creates another population with better wellness.
At that point, the hybrid and change activity of the conventional hereditary calcula-
tion embraces. The gathering of presentation is called non-overwhelmed arrange. It
is a non-ruled organization derived to as Pareto wilderness. It is a chromosome made
out of qualities.

The framework [16] comprises five significant partners. They include gadget
makers, IoTcloud administrations and stage suppliers, outsider applicationdesigners,
government-regulatory bodies, and Individual Consumers and non-customers.
Gadget producers should insert security safeguarding procedures into their gadgets.

It should execute secure capacity, information erasure, and control access instru-
ments at the firmware level. Makers should likewise educate shoppers about the sort
regarding information that is gathered by the gadgets. IoT arrangements will have
a cloud-based help that is liable for demonstrating progressed information investi-
gation for the nearby programming stages. Such cloud suppliers must utilize guide-
lines, so shoppers can choose which supplier to use. Clients should have the option to
flawlessly erase and move information starting with one supplier then onto the next
after some time. Application engineers must ensure their applications to guarantee
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that they don’t contain any malware. Either government or autonomous administra-
tive bodies should lead and implement normalization and legitimate endeavors. The
individual partners can be both IoT item buyers and non-buyers.

The creators [17] regard OpenIoT as a delegate of IoT stages. It is accessible
through the open-source network. It is a premier, grant-victorious, open-source IoT
stage that offers types of assistance for the revelation and incorporation of IoT
gadgets, IoT information reconciliation, and cloud-based capacity. It additionally
permits IoT applications to ask for and measure IoT knowledge varying to give IoT
benefits and related items. SensorMiddleware gathers channels and joins information
flows from realistic sensing elements or actual gadgets. It goes about as a center point
between the system stage and the real world. Stockpiling depends on the Coupled
Detector Middleware. Light and the capacity of information flows originating from
the detector Middleware in this manner going about as a storage data set. The storage
foundation stocks the knowledge needed for the activity of the system stages. Sched-
uler measures all the solicitations for the on-request arrangement of administrations
and guarantees their legitimate admittance to the assets that they require. This part
attempts the accompanying undertakings: it joins semantic revelation of sensors and
the related information transfers that can add to support arrangement; it oversees
the administration and chooses/empowers the assets associated with administration
arrangement. Administration Delivery and Utility Manager play out a double job. It
joins the information transfers as shown by administration work processes to convey
the mentioned administration. Then again, this segment performs administration
metering to monitor singular help use. Collection explanation and enquire display
parts empower on-the-fly determination and representation of administration solic-
itations to the system stage. The division chooses mashups from a fitting library to
encourage administration definition and introduction.

Every evaluation [18] scrambles by the IoT gadget or the client’s cell phone. The
key divides among the haze hub and the IoT gadgets. The scrambled views from a
gathering of clients communicate to the distributed computing supplier. Since the
information goes through a mist processing hub, which may have the unscrambling
key, extra encryption should be applied. Since the estimations scramble with a homo-
morphic encryption framework, the cloud can work on the information. The Single
Point ofContact should give security tokens, confirmnearby area clients as an Identity
Service Provider. It affirms and ascribes as an Attribute Provider and acknowledge
outside cases as a Relying Party. For each of the seven designs, they picked keen
vehicles to exhibit how the security example can be applied by and by.

The contribution comprises six segments [19]. Here, cloud clients send and get
the information through the UImodule. The content storage and improvement period
of the collection in the storage worker play roles in the UI compartment. The cloud
information base contains the volume of information/data of cloud clients. The cloud
information base uses to profit the made sure about (scrambled) information on the
cloud. The storage-customer message in the stockpile can be in the scuffled compo-
sition of a typical structure. The content mixture and the UI compartment promote
the storage customer to stock the volume of the message. It also gets to that message
from the storage. The essential duty of the message categorization framework is
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to assemblage the data. It depends on the storage customer’s solicitation through
the UI framework and the options manager. The storage customer message puts
away in the storage through the message assortment model. The primary option is
the general authority over all the segments of the framework design. The chosen
accomplishes putting away and recovery of the message in the storage. It mentions
the message assortment framework. The knowledge gathers ships off the message
stockpiling framework for performing encoding and scufflemeasures. Besides, disor-
ganized/unscrambled message assembles from the storage message stockpiling and
stored in the storage erudition base through the collection framework. Likewise,
the storage customer’s solicitation additionally can be gotten from the message-
collection framework. The solicitation is sent to the credential age framework to
generate solutions. Given the customer demands, the key creates in the credential age
framework, and it tends to send it to the storage customers through the primary option.
At that point, the individual message can be unscrambled in the storagemessage base
itself and got to by the concerned storage customers with no intervention.

The Smart Home [20] gives additional consolation and safety, ascent manage-
ability. The astute chilling structure anticipates the normal dwelling inhabitancies.
It follows the region’s message to assure the forced air organization carries through
the perfect solace tier when the dwelling is active and saves vigor when it is not. The
Smart Interior can assist with everyday assignments. Examples include cleansing,
preparation, buying, and wearable. The degraded-tier psychological decrease can be
upheldwith an astute location structure to provide ideas tomedicine.Locationwelfare
checking can emblemmaternal personage to respond before high-priced and trouble-
some health insurance is needed. EAKES6Lo is separated into two stages to improve
the security of 6LoWPANorganizations. The two phases are framework arrangement
and validation and credential foundation. The symmetric cryptography instrument
Advanced Encryption Standard encodes the information move in the organization.
The hash work Message-Digest Algorithm 5 or Secure Hash Algorithm check the
respectability of the information.

The work [21] utilizes CBIR dependent upon nearby element SURF with a
measurement. It encapsulates a notable lightweight correspondence metric to score
coordinating pictures. The encoded information list ought to encourage an inquiry
through it inside an adequate timeframe before restoring those things generally like
those mentioned by the customer. To look through the distantly put away picture
information base DB with a picture question, the approved shrewd gadget customer
creates the safely hidden passage from the inquiry. The hidden entrance recovers
the up-and-comer rundown of every accessible design. Such top-notch speaks to the
most comparative pictures. The worker refines the applicant list through the finishing
of the Euclidean distance. The calculation is between the word reference subset and
the competitor list. The storage worker chooses the top picture identification. They
relate to them are sent back to the savvy gadget having a place with the approved
customer.

The engineering [22] is of three areas. The Device and Context Domain gives
the necessary security usefulness at a gadget level. It empowers making sure about
gadgets Personal Zone Proxy and Personal Zone Hub while using applicable logical
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data inside the gadget climate to offer superior assistance and a safer correspondence
climate to the devices. The storage Trusted Domain then again comprises a duplicate
of the individual zone center gadget. These are part of storage administrations and
storage correspondence. It might be a careful clone, an incomplete clone, or a picture
containing broadened elements of the actual gadget. The services and storage domain
comprise the different storage administrations and storerooms. It is accessible to the
storage trusted area. The system gives an augmentation to incorporate a storage
administration framework that empowers an upstream association with other storage
specialist co-ops. It comprises of other gadgets’ very own zone center point. Every
one of the parts inside the storage frameworks disengages bymethods for Sandboxing
and giving various. The security strategy layers have an additional safety effort
between storage, gadget, and zone interchanges, and the utilization of assets from
other storage administration and capacity gives. The individual zone in the store
uses the gadget public zone intermediary reinforcements. It re-establishes a gadget
or customer’s zones when an instrument is lost or taken. It empowers safe methods
for materials to reinforce, recuperation, distant wipe. It provisions new devices in
storage foundations.

The creators [23] propose a lightweight RFID verification convention. In the
first step, before speaking with the label, the perusers create an arbitrary number.
It introduces the data of Query and sends it as a non-uniform number. The ticket
gets a random number and sets the estimation of Mark for another meeting. At
that point, the tag figures the list esteem and sends it to after peruse. In the second
step, the worker acquires an arbitrary number and label number by comparing file
content in the IDT as indicated by the got record esteem. If not coordinated, it implies
that the file esteem isn’t right, and the convention will stop.Whenever coordinated, it
demonstrateswhether the last gathering is accurate. The currentmeeting is executable
has its basis on previous input. The third step is to check TID and acquire a random
number set by the reader in the perusers. Label recognizing proof obtains using the
hamming weight of the pivot activity. The arbitrary number produced by the storage
does the XOR activity. The fourth step executes in the tag. The fifth step is to keep
on refreshing an incentive in the perusers and the worker.

The E-medical service [24] is an agreement-based secure information assort-
ment situation. The specialist organization goes about as the information collector,
gathers wellbeing information from customers. The protection inclination depicts
every customer’s sort. A huge estimation of portrayals implies the customer esteems
its protection a ton. The data of various plans of the customer, the specialist co-ops
need to plan a heap of information gathering contracts for customers. Any customer
in the framework will choose the information gathering contract. It guarantees that
the utility got is not the same as the utility that obtains when it doesn’t give the
information. Any customer in the framework will acquire the utility if it chooses the
contract planned particularly for its sort. The companion forecast instrument benefits
the stochastic importance between the reports of various members. It is related to
suitable prizes, can make motivations for legit detailing. The component planned in
commands compensates for its accomplishment in the outcome of the non-uniform
occasion. It comprises another member trace of its secret piece. It characterizes
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between the installment got from the information analyst and the expense coming
about. The component planned is executed as follows. It asks every sensing element
or customer to study its secret piece. During the detailing cycle, these people have
the alternative of distorting. In the wake of accepting these statements, the system
investigates the back conviction that is steady with the opinions. At that point, it
finds the average estimation of every one of the members’ reports and bothers this
incentive to ensure differential privacy. At last, as indicated by a reinforced Brier
scoring concept, the instrument pays every member. These installments are deliber-
ately armored to execute a Bayes-Nash balance, in which practically all members
decide to report.

In the framework model [25], the authors consider regular information partaking
in a storage-helped IoT situation. It chiefly incorporates four sorts of substances.
It confirms focus, storage specialist co-op, information proprietors, and informa-
tion customers. Confirmation focuses on instates the framework by distributing
framework public boundaries. After getting the customer’s enlistment demands, it
creates and gives private keys for the customers. An information proprietor conveys
portable/wearable shrewd gadgets to gather ongoing information like pulse and
circulatory strain. The devices move the information to the passage. The entryway
scrambles the data with the requirement of the customer. It rethinks the ciphertexts
to storage specialist organizations. Accordingly, the information scrambles in the
ciphertexts are available to the customer distinguishing proof. When choosing to
share some re-appropriated information to an information purchaser, the informa-
tion proprietor details an entrance strategy and produces appointment qualification
information counters with the character and the entrance strategy. At that point, the
information proprietor gives this accreditation to the storage supplier change over
the information proprietor’s ciphertexts that fulfill the entrance strategy into new
ciphertexts for the information customer. Along these lines, the information buyer
can get to the information recently encoded by the information proprietor.

Amiddle person is the principal purpose of contact for all information delivered by
an IoT sensor [26]. The component authorizes the protection strategy indicated by the
sensor. Implementation happens in the customer’s own confined space. The server is
at the edge of the Internet. The cloudlets empower storage administrations.Numerous
organization situations are conceivable. The cloudlets are in homes, schools, or inde-
pendent ventures. It could introduce a cloudlet on a top of the line Wi-Fi passage,
or then again on a rack-mounted computer in a wiring wardrobe. The customers
can make strategies to control the directing of sensor information. It goes between
and the setup of individual middle people. They envision time so that it will store
neighborhood sensor information to perform intercession and access control. It is the
granularity of information control by customer strategy. The admittance organizes
by the security strategy segment. In a framework that discharges just summed up
sensor learning. The crude information erases.

The work [27] decides how much IoT makers are holding fast to their PPA intro-
duced in their site. The work needs to discover what sort of data is in the application.
It also addresses how it uses and whether these cycles itemize in the IoT PPA.
It includes ‘smelling’ the collection horse between the gadget and the storage to
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perceive what information moves. The creators utilized primary effort remote IP
photographic equipment from Belkin called NetCam and a Tp-Link HS110 Wi-Fi
Smart Plug. Kali Linux PC was arranged for use as aWi-Fi problem area to interface
the IoT gadgets and the Android cell to the Internet through Kali Linux.

The plan [28] incorporates instruments for people to determine and refresh their
information assortment and access control strategies. Information Bank is a stage to
oversee information exuding from IoT instrument and command exchanging infor-
mation to storage administrations. It gives customers systems to determine informa-
tion assortment arrangements at the gadget level. It also avails information sharing
approaches at the storage level. TheAggregationDepository encourages both storage
and nearby information vaults to permit customers to protect their private informa-
tion. Before information moves to the storage archive, it will be incidentally put
away in the neighborhood Information Pouch. It is under the customer’s command. It
comprises a representation and amicrochip to keep the pre-characterized information
assortment strategy and channel customers’ information before transferrable to the
storage archive. The Collection Pocket incorporates a correspondence power portion
to command the correspondence among virtual articles, which contain data about the
actual items. The Aggregation Depository contains a protection utility component.
This instrument targets finding the correct harmony between benefits chosen and
security lost when information provisions to outside administrations. It prescribes
administrations to customers dependent on clients’ pre-characterized protection
measures. The customers can see and redo their protection strategy employing the
interface gave. TheAggregationDepository upholds access control strategies to limit
admittance to customers’ information by outsiders. Specialist organizations are an
outsider in this situation. TheAggregationDepositorywill confine information entree
dependent on the pre-characterized admittance power strategy. The storage contains
five primary segments. The entrance control requirement framework gets demands
from administrations and checks whether the administration is approved. This regu-
lator likewise gets ready information to react to the solicitations. The evaluating
framework keeps a log of all exchanges that happen in the Aggregation Depository.
The archive situates in the storage and stores all the customers’ information in the
structure indicated by the information assortment strategy. The protection utility
instrument recommends administrations to the customer, considering the prede-
fined inclinations/security settings. The advantages given by the administrations,
exchanging information for benefits is also under consideration.

The framework [29] typically has three fundamental parts. It is associated with the
cyber. For a shrewd location framework, it embraces NAT to set up a nearby organi-
zation of residence frameworks. The regulator is on a computer or an application on a
savvy gadget, for example, a cell phone or tablet.Without loss of over-simplification,
we frequently utilize a cell phone as an illustration regulator in this paper. Inside the
neighborhood organization, the regulator can speakwith the thing through the switch.
In any case, if the regulator is outside, it won’t have the option to contact the system
straightforwardly. In this manner, most IoT frameworks utilize storage as a tran-
sitional hand-off between the structure and the regulator. It assembles a perpetual
association with the repository. The regulator demands data from the system. The
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Edimax video equipment framework has trio parts—the video equipment, regulator,
and storage workers. The camera associates with the Internet using an ethernet link
or WiFi. The regulator is an application on a cell phone. The regulator speaks with
the video equipment through the storage workers. It includes the enrollment worker
and the order hand-off worker. The enrollment worker is a gadget enlistment. The
order hand-off worker advances order messages between them.

In the ehealth framework [30, 31], the clinical hubs are secure. In this frame-
work, mysterious personalities are allowed for both patient and clinical device. It
determines their genuine characters. On the off chance that a mysterious patient is
discovered exploitative or acting up, they believed authority is competent to follow
his illegitimate personality. On the off chance that a clinical hub is undermined and
used to dispatch assault in a patient’s IoT organization, the patient can likewise recu-
perate the hub’s genuine personality. To ensure the classification of the collection
sent in thewellbeing IoT organization, the sick person produces a symmetric solution
and sends it to all the clinical hubs. A key extraction assistant message of the patient
encapsulates the IoT key. The clinical gadgets verify the helpermessage transmission
by the patient to forestall pantomime assault. The created IoT messages scramble
by the credential and ship off the patient. The sick evaluates the IoT ciphertext and
afterward decodes it. The framework additionally gives a group check calculation
to improve proficiency. The e-wellbeing information is scrambled and put away
in a storage stage. The framework plans a communicative and lightweight small-
grained admittance command system. The sick person commands the electronic
wellbeing evidence cryptography system and characterizes an entrance strategy to
such an extent that the information customers with explicit ascribes can decode a
patient’s clinical documents. The calculations in the entrance control component are
lightweight developments.

The contribution [32] uses Slepian-Wolf codes. The plan is an ideal proposal size.
It uses a binning method for coding. The mystery shares the credential developing
XOR for a quick calculation. Direct offer fix orchestrates. The specific offer fix
highlight upheld for any past organization coding-based mystery sharing plan. It
is an undermined suggestion that attaches in the very same manner as its unique
offer. This precise proposal fix can make the scheme reliable with the starting state.
The presentation is at long last built from the connected XORs. The coded block
consistently coexists with its side data.

The tensor-based various grouping technique [33], data objects tenderization
changes heterogeneous information to abrought together article tensormodel.Weight
tensor development alludes to utilizing the multi-linear quality weight positioning
calculation to get theweight tensor, which can viably improve the nature of bunching.
The weighted tensor distance is the weight element. The choice coefficients in the
tensor distance show the significance of each trait blend. It gives the pliable choice
of wanted diverse characteristic mixes upon applications. Any grouping calcula-
tion with interval as information can be picked to bunch items and produce various
bunching results.

The proposed conspire [34] permits a brilliant item to present its mixed message
to the mobile storage without uncovering its unique information to the storage seller.
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It utilizes keys to create or to recover a variety of numbers. These underlying qualities
are put away in a neighborhood worker. The size of the credential is small, and it
encodes in the nearby worker. IoT target gadgets have restricted Flash and memory
limits, and every device creates a small information size. The aggressor can recover
the first information in a brief time. The two sets split produced an arrangement
of pieces. These two sets add unpredictability by expanding the size. Generated
information by an IoT gadget characterizes an assembly for each check cycle. The
device peruses its sensors. After a time frame, the material peruses its sensors and
creates another arrangement of pieces.

IoT gadget [35] finds an asset revelation instrument, the insights about the
customer account on the storage administration. The IoT gadget interfaces with the
storage administration and starts a confirmation cycle. The Storage Service Provider
produces an arbitrary sign related to the present IoT gadget meeting and sends an
age solicitation to the certifying component for this meeting token. The storage
Assistance Supplier should not unveil any gadget meeting-related data to alleviate
vector assaults like meeting seizing. The storage Assistance Supplier solicitation
may comprise an entrance strategy that depicts the mentioned ascribes all together
for the gadget to be approved. It checks the age demand confided in the element
and creates a code. It contains a nonce, meeting relic, and the termination time. The
written communication evaluates inside the information base. The appraiser directs
the created code to the storageService Provider. It transfers the token to the IoT instru-
ment. It shows a picture on the screen. It tells the cell linguistic unit program about
future validation demand. The customer opens the portable application and sweeps
the code picture showed on the IoT gadget screen. It unravels the code picture and
starts a confirmation cycle with the evaluator. It confirms the accuracy of the code and
termination time. The customer accesses the strategy and ships it off to the Storage
Service Provider. The storage Assistance Supplier affirms the entrance strategy and
approves the customer and the gadget. The customer side segment is advised, by
methods for the storage inward informing framework, about the approval status.

The framework [36] is a three-level pecking order in our arrangement of storage
helped IoT. IoT gadgets are straightforwardly associated with centers rather than
storage. The intermediary workers send on the hubs. It alleviates the substantial
weight on the IoT gadgets and putting away the gigantic IoT information. Also,
mist hubs are associated with the warehouse and oversaw by the storage. It has
seven elements a storage specialist organization, haze hubs, intermediary workers,
a worldwide endorsement authority, trait specialists, information proprietors, and
end-customers. The authenticator conveys extraordinary cuts off for specialists. It
is autonomous to the storage hub. It is answerable for the enrollment of attribute
authorities and gives the required customer and authority identifier. It doesn’t take
an interest in any keys and characteristics of the board and is completely trusted.
The attribute authorities are autonomous from one another. They are answerable for
changing credits inside their space to be unknown and giving them to applicable end
customers. Every attribute authority is likewise accountable for the credential age
and distribution inside its area. The storage service provider is answerable for putting
away the monstrous decoded information. The mysterious ascribes the intermediary
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keys list having a place with end customers. It additionally handles information
access demand from customers and performs customer ascribes and solution update
activity for the denied customer. The data owners are liable for the meaning of access
strategy and the information encryption as indicated by the approach. At that point,
the unscrambled information transfers to the storage service provided. The customer
gadgets complete a generous measure of capacity, correspondence, and calculation.
PSs are sent on FNs to relieve the hefty weight of the end-customers. They are
responsible for information transmission, customer characteristic validation, and the
re-appropriated decoding end user can get their mystery keys from the applicable
specialists. After presenting information access solicitation to the storage service
provider and requesting that the proxy server decode the ciphertext, they download
the unscrambled ciphertext from the proxy server. It recuperates it effectively with
the customer mystery key.

The proposed instrument [37] focuses on overseeing access control in a clinic
with different interior offices. For instance, those divisions ought to have distinctive
approval consents to their customers, which will ensure the electronic health records
security of their patients. The specialists can deal with the solicitations of explicit
overseer space of customers. The primary assignment of every authority is encoding
the electronic health records information. It identifieswith the patients before sending
them to the storage facilitating. The central authority gets an entrance demand from a
particular caretaker space customer. The central authority advances the solicitation to
the expert accountable for this overseer space. The authority’s unique identification
will execute two activities. The central authority will send verification credits. The
setting ascribes to the assigned position to continue with the approval cycle. The
verification ascribes incorporate customer personality, characteristic as confirmed,
Authentication Strength, Role which contains a jargon speaking (obligations of that
customer) in the association, Requesting association, and the last Authentication
Time.

3 Previous Work

The recommendation [6] makes sure about correspondence in vehicular organiza-
tions. It assists admittance strategy modification without the need for cipher re-
signcryption mystery keys. It doesn’t depend on an intermediary re-encryption
worker to execute strategy update systems. It presents another unquestionable protec-
tion saving redistributed ABSC plot that guarantees adaptable access control, infor-
mation classification, and verification while supporting arrangement refreshes in
storage helped IoT applications. The work guarantees the protection of saving infor-
mation sources. It ensures that redistributed substances are transferred and changed
by an approved information owner. The PROUD plan is made out of four stages
SYS_INIT, Capacity, UPDATE, and RETRIEVAL. During the STORAGE stage,
the information proprietor has just gotten a predefined marking access strategy that
needs to characterize the interpreting strategy. The STORAGE stage incorporates
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one randomized algorithm to signcrypt the information content. The UPDATE stage
executes by the storage supplier upon the solicitation of the information owner.
Once verified, the client runs an intuitive convention with the STES. It recuperates
the first information content. The RETRIEVAL stage depends on three unique calcu-
lations. Change calculation to determine a change key, depending on his confidential
credentials that fulfill the encoding admittance strategy. The change credential is then
shipped off the STES. It last plays out the design of cryptic calculation and produces
incompletely decoded information content.

The disadvantage of the previous system

The host either deploys the keys into the devices before locating them in the environ-
ment or generates the credential using the available parameters. The credentials alter
after being compromised. The host will detect the illegitimacy of the devices at a
later stage. The previous contribution [6] uses private keys stored in the user device.
If these devices compromise, the credentials can get compromised. The illegitimate
nodes are traced at the later stage, leading to waste of resources. The work uses
location, identification of the device, and time to generate the key. This key is erased
after use and hence provides forward and backward secrecy.

4 Proposed Architecture

The proposal adopts the same architecture [6]. It uses the seven algorithms and five
stages of processing.The four stages—system initialization, storage stage, andupdate
and retrieval stage are similar to the previous contribution. The proposal generates the
private keys using three parameters. It includes the location of a user, time interval,
and identification of the user device. Table 1 is the algorithm used to generate the
private keys.

Table 1 Algorithm for key
generation

Step 1: Input Time (24 bits), location of the user (32 bits),
Identification of the user (64 bits)

Step 2: concatenate the input values (total bits obtained-120
bits)

Step 3: For i = 1 to n (number of keys to be generated) does

Step 3.1: Apply right shift (to 2 decimal places)

Step 3.2: initialize to Ki

Step 3.3: Xor the output with masking bits

Step 4: Stop
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Fig. 1 Comparison of reliability of the system

5 Analysis of the Contribution

The proposal adopts the same architecture [6]. It uses the seven algorithms and five
stages of processing.The four stages—system initialization, storage stage, andupdate
and retrieval stage are similar to the previous contribution. The proposal generates
the private keys using three parameters. It includes the location of the user, time
interval, and identification of the user device.

The location and identification of the device are the parameters used to generate
the private keys. The contribution enhances the reliability of the system.These param-
eters are with other parameters master key, shared credentials, and user attributes to
generate the outcome. The work simulates in MATLAB. The reliability increases by
3.31% compared to the previous contribution. The same is a representation in Fig. 1.

6 Future Work

The previous contribution provides security to the system, and the present work adds
reliability by 3.31%. Some of the other factors to be considered include

• Energy is one of the vital resources in these devices. Future work can focus on
reducing energy consumption retains security and reliability.
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7 Conclusion

IoT is the amalgamation of divergent devices communicating using Cybernetics.
These devices have limitations w.r.t storage. Hence storage is used to assist with the
same. The proposal is an enhancement of the previous contribution. The earlier work
uses four stages—system initialization, storage stage, and update and retrieval stage
are similar to the prior proposal. It has seven randomized algorithms. The current
proposal generates the private keys using the user’s location, time of generation, and
identification of the user device. This system adds reliability by 3.31% compared to
the previous work.
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Lightweight Security Protocols
for Securing IoT Devices in Smart Cities

Mahesh Joshi, Bodhisatwa Mazumdar, and Somnath Dey

Abstract We are amidst a digital world wherein the Internet and advanced techno-
logical advancements have ushered smart solutions to our every requirement, and
have imparted an interconnected environment for a hassle-free life altogether. We
have become so accustomed to a smart handheld device as if it controls, manages,
and records even the simplest and most straightforward task of our daily routine. The
miniaturization of hardware and Internet-powered consumer appliances and services
have solved diverse problems not only for an individual but also related to the commu-
nity. The smart city project is effectively governing a citywhichwas a dream a decade
ago. The healthcare services, clean city drives, power and water supply departments,
traffic control, surveillance, andmany similar initiatives within the region of amunic-
ipal corporation have become IoT-enabled. The smart city services we enjoy may
be vulnerable to attacks such as data interception over the communication channel,
hacking the devices, stealing database records and consumer credentials, and finan-
cial frauds, etc. A consumer is not always aware of such attempts but can be a
probable victim of such criminal activities. For a smart device manufacturer and
a service provider, it is challenging to claim that their products and services are
robust enough to combat all existing attacks. Since the IoT environment consists
of small battery-powered devices, the security mechanisms generally employed to
secure conventional devices and data within a typical Internet environment are not
suitable for IoT infrastructure. Hence we have lightweight solutions to limit the
security overhead of data storage and data communication between IoT nodes. The
lightweight security protocols targeted towards securing IoT infrastructure are strong
enough to mitigate well-known attacks while consuming less memory and resource
footprint on the device. This chapter introduces the lightweight security protocols
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specifying their need in different smart city services. We need these protocols to
perform user authentication, access control, payment mechanisms, and encrypting
data during transmission, inventory management, traffic control, etc. The chapter
introduces Singapore as a smart city model and aims to provide insight into existing
security schemes for IoT-enabled smart city services. Lightweight cryptographic
initiatives contributed significantly to assure the integrity of data in a constrained
environment. We discuss lightweight primitives under block cipher, stream cipher,
and hash function category. However, there are incidences where some of these
schemes proved susceptible to certain cryptanalysis attempts. The chapter further
presents a glimpse of such lightweight ciphers and their respective vulnerabilities.
The chapter’s contents will benefit the readers in having a clear vision of the security
schemes explicitly designed for IoT applications in smart city projects.

Keywords Smart city · Security · Vulnerability · Lightweight cipher

1 Introduction to Smart City Initiatives

When we look back around thirty years ago, a smart phone, smart TV and several
intelligent home appliances were a big dream. And now we are marching towards
making the entire city a smart place to enjoy the comfort and services provided by
the continuous technological advancements. It is equally valid that the consumers
have accepted the change and appreciate it through their positive feedback reflecting
the smart devices’ growing demand. We have got so much accustomed to these
attractive and impressive appliances that sometimes it becomes difficult to spend
even a day without their presence around. The smart phone has now become a must
device for every individual for enjoying stuff like video calling, online shopping,
paying bills, gaming, social media networking, etc. [1]. The technology is benefiting
elderly citizens and the working individuals in a larger sense. Remote monitoring of
children has become less stressful while doing a job for a homemaker. As more and
more citizens connect through the Internet, it has become less challenging to provide
digital services to a larger community within a small region like a metro city. Smart
people are eventually making the smart city project a reality.

Figure 1 shows a glimpse of various applications and services at the core of any
smart city project. It comprises initiatives influencing an individual, family, colony,
and ultimately the city’s whole population. As an individual, one can order food and
turn ON bedroom AC while he is back home. He has smart TV to record his favorite
shows and sports events, smart refrigerator to refill before it gets empty, smart
assistant to start the songs according to hismood and remind himdaily commitments,
smart home to turn OFF and ON the electric lights as he moves inside his home,
smart robot to sweep the floor while he’s getting ready, and the list goes on [2]. We
have smart traffic signals, smart transportation, smart street lights, and smart parking
to benefit the community. The municipal authorities can use smart waste bins and
recycling plants to dispose daily household and industrial waste properly.
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Fig. 1 Applications and services within a smart city

The healthcare services like hospitals, ambulance when equipped with technolog-
ical innovations can save many lives [3]. Smart surveillance through CCTV cameras,
wearable devices for police officials, and drone-based patrolling will bring down
criminal activities within the city. Smart public toilets, smart meter, smart pollu-
tion monitoring, smart town planning are a few more ways to empower people
with technology-enabled solutions [4]. But the core of all these smart devices lies
in smarter individuals. Hence encouraging people to opt for city-centric initiatives
through seminars, advertisements on print and digital media may trigger the whole
idea of making a smart city reality in a short time.

The main contributions of the chapter are as follows,

1. presenting practical applications used in existing smart cities through the case
study of smart Singapore,

2. classification of IoT environment into seven levels based on the underlying
constituents and their functionalities,

3. provide a significant number of lightweight ciphers and hash functions appli-
cable for smart city projects,

4. categorizing weak ciphers and enlisting various vulnerabilities associated with
them to encourage the readers in the right direction to explore the field.

We can summarize the organization of the chapter as follow.We begin with a brief
introduction to the concept of a smart city initiative. The case study of Singapore
as a smart city brings more clarity about building a smart nation. The services and
consumer appliances largely employed in realizing a smart city requires Internet-of-
Things as a backbone. We dedicate a section to discuss the concept of IoT. The next
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section emphasizes the importance and requirement for explicit lightweight ciphers
for constrained devices. The following sections review lightweight block and stream
ciphers and hash functions. It subsequently pinpoints the attacks on these ciphers.
The last section concludes the chapter and provides the future direction.

2 Case Study: Smart Singapore

Wewill use Singapore as a case study to understand how this nation has transformed
into a smart technology hub within a short duration. Singapore is of the most visited
tourist places across the world. Hence the authorities identified the impact a smart
phone can make to encourage visitors [5]. They mainly focused the youth and tried
to make their stay more enjoyable, comfortable, convenient, and satisfactory through
smart phone apps. Singapore Land Transportation System (SLTS) is a unique agent-
based model to facilitate commuters with train, bus, taxi services conveniently and
at a marginal fare [6]. The system manages the land transportation within the main
island using real-time data analytics of the passengers from source to destination. It
continuously improves in making the commuter’s journey hassle-free and comfort-
able. Passengers exclusively use smart cards to pay the fare for Singapore’s metro
service [7].

The government inaugurated AI Singapore (AISG) in mid-2017 to build arti-
ficial intelligence-based solutions for the whole nation [8]. AI techniques provide
automation, robotics, law enforcement, and diabetic patients’ assessment solutions.
The research institutes and technical universities lead AI research on diverse issues.
The government agencies encourage the research activities with required funding
[9]. The practical solutions through AI-based research have solved mobility, health
care, manufacturing, tourism, and security issues. In the initial draft of the smart
city’s vision, the Prime Minister clearly defined the importance of cyber security
implementations at the beginning of every ICT solution [10]. Thus, data security and
user privacy became a fundamental goal while leading to a smart nation’s path.

The secondary school curriculum implemented the information literacy (IL) skills
for preparing the next generation to learn the technology early and innovate on future
centric problems [11]. The administration is investing a considerable amount on
implementing 5G and beyond 5G technologies, smart manufacturing, green infras-
tructure, connected vehicles, and quantum technology. Research and development
activities are shifting towards post-quantum encryption and autonomous transporta-
tion [12]. National Cyber security R&D (NCR) programme targets cyber security
drives by collaborating industry and universities to gain consumers’ trust while
shifting towards the goal of a smart nation [13]. It has positively impacted in detecting
software vulnerabilities and protecting the ecosystem from malicious nodes.
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3 Smart City Backbone: Internet-of-Things (IoT)

As a consumer from a non-technical background, many people wonder about the
complex infrastructure behind every smart appliance and service they enjoy every
day. The minimum knowledge they would know is the cell phone operator whose bill
they pay every month for the broadband or 4G Internet service they require to access
these services. The reality is a bit complex than it appears externally. Many more
tiny sensors, nodes, communication channels, data centers, and human resources are
tirelessly working behind the curtains. Internet-of-Things (IoT) make up the back-
bone for almost every Internet-powered service available at our fingertip [14]. Hence
it becomes essential to understand the components and their key responsibilities in
solving the modern-day problems.

Table 1 classifies the IoT environment into seven levels based on the underlying
constituents and their functionalities. Level 1 defines the sensory nodes, while Level
7 comprises the various types of user interfaces. Usually, we deploy sensors and
actuators to sense and respond to their surroundings. They gathermultiple parameters
and communicate them to the local gateways through short-range communication
protocols like BLE, ZigBee, etc. [15]. As the gateways are limited in memory space,
they further forward the locally stored data to the remote cloud-based servers over the
Internet. These servers are capable of persistently storing the continuously received
data. Data analysts use machine learning, artificial intelligence, and deep learning
algorithms to extractmeaningful information through the data. Finally, the consumers

Table 1 Seven levels in IoT infrastructure

Level Description Constituents Key roles

7 Data interpretation,
representation, and
controlling

Smart phone apps, web
interfaces, alerts and alarms
for early warnings

Visualization of information
as plots and provide control
mechanisms

6 Data processing and
analysis

tools and applications used by
developers and analysts

Process and analyze the data
to extract meaningful
information

5 Persistent data
storage

Cloud-based server,
authentication servers,
payment gateways

Securely store the data for
processing

4 Global networking The Internet Transfer data from local
storage devices to remote
servers

3 Temporary data
storage

Nodes, device, gateways Collect and store data locally

2 Local networking Short range communication
protocols

Transfer sensed data to local
storage

1 Data sensing Sensors, actuators, RFID Sense environmental
parameters and respond to the
environment
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and administrators receive the updates to monitor, control, and manage the system
through the graphical interfaces provided using smart phone apps or web platforms.

Internet technology created enormous opportunities to resolve day-to-day prob-
lems leading to innovative and attractive digital equipment and services [16].
Microcontrollers, wireless sensor network (WSN), cloud computing, limited-range
communication protocols, and the Internet form the pillar for IoT infrastructure [17].
The ecosystem emerged in the form of smart consumer appliances and systems for
individuals and the community. The municipal administrations found a great oppor-
tunity in this revolutionary change due to technological advancements and proposed
a smart city plan. It took just a few years to realize their project into reality, and we
have several smart cities around the world. With the current pace of growth in smart
devices and services, it will not be an exaggeration to feel a smart society soon.

4 The Requirement of a Lightweight Security Solution

At first glance, it seems we have everything perfect with the IoT infrastructure and
its practical implementations to render a vast number of applications and services.
Since we have more components and communication channels available to collab-
orate within the IoT environment, we have an equal number of opportunities to
be victims of an adversary attack. One can argue that we are using digital equip-
ment for a few decades then we should be able to thwart any such possibility on
IoT devices. But the limitations with IoT sensors, nodes, embedded devices, and
gateways require specific schemes to address the concern. These digital devices are
battery-powered and possess limited computing power and memory capability [18].
A cryptographic implementation must satisfy the constraints to be applicable for IoT
devices and communication protocols. Hence either a modified version of existing
protocols or novel lightweight hardware and software-based cryptographic primitives
has emerged as a primary requirement to secure IoT ecosystem.

In the IoT infrastructure,weneed security protocols to protect devices and commu-
nication between them and the remote servers. We can broadly classify these ciphers
as symmetric and asymmetric based on the keys used for encryption and decryp-
tion at the sender and receiver’s end. Asymmetric key ciphers employ receiver’s
public key for encryption and his private key for the decryption, whereas symmetric
cryptography requires only one key participating in the encryption and decryp-
tion. The lightweight ciphers can have hardware, software or hybrid (both versions)
implementation [18].

5 Lightweight Block Ciphers

We have three broad categories of lightweight cryptographic schemes as block
ciphers, stream ciphers, and hash functions. Block ciphers usually process large-sized
messages or plain texts (e.g. blocks of 64 or 128 bits), whereas stream ciphers work
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on comparatively small data chunks (continuous bit stream or a byte). Block ciphers
are a class of symmetric ciphers and employ either Feistel network or substitution-
permutation network (SPN) as it’s underlying design architecture [19]. A substitu-
tion and permutation layer shuffles the input bits during encryption operation in each
round of the SPN cipher while generating a cipher text [18]. The decryption of the
cipher text requires a sequence of inverse operation executed during encryption. Thus
the more number of rounds the more robust a cipher becomes. Feistel network, on
the other hand, uses almost the same setup for encryption and decryption, resulting
in a reduced cost of implementation. Feistel network-based ciphers are preferred for
hardware implementations for a similar reason.

The ISO/IEC recommends employing less than 2100 Gate Equivalents (GE) for
the hardware implementation of a lightweight cipher [20]. For a software implemen-
tation, the ROM and RAM size should ideally lie under 32 Kb and 8 Kb respectively.
The suggested block size should be 32 or 64 bits [19]. Stream ciphers get preference
in the applications requiring high speed at fewer computations, e.g. cell phone GSM
network. But an encryption-only SPN would remain a strong contender to Feistel
ciphers [18]. Block ciphers usually posses straightforward design, and so they are
most studied for cryptanalysis. Hence we observe more practical applications of
block ciphers [21]. Stream ciphers can efficiently process a continuous stream of
data whose length is unpredictable or unknown [21]. Some of such examples include
network data, military communications, etc. The primary requirement is that the
constraints on the circuit size, power consumption, RAM or ROMmemory size, and
processing speed should not affect the strength of the lightweight cipher.

The academicians and researchers at corporate R&Dcenters significantly improve
data security at the cloud servers and over the communication channel. Their objec-
tives include proposing an application-specific or general-purpose novel scheme,
performing cryptanalysis of all such ciphers, and improvingweaker implementations.
We categorize the cryptanalysis techniques as basic schemes, advanced attack strate-
gies, and side-channel attacks. Basic attacking approaches include brute-force attack,
cipher text only attacks, dictionary attack, known-plaintext attack, chosen-plaintext
attack, frequency analysis, etc.Wemay also target the cryptographic primitives using
advanced strategies such as a meet-in-the-middle (MITM) attack, integral cryptanal-
ysis, linear cryptanalysis, birthday attack, differential cryptanalysis, etc. The ciphers
may reveal some confidential information like key bits during execution on a hard-
ware device.We employ side-channel attacking techniques, like fault analysis, timing
and power analysis etc., to detect implementation weaknesses in a cipher.

Figure 2 shows a subset of well-known lightweight block ciphers. The emer-
gence of ciphers started in the 1980s, and now we have a sufficiently good count
of such protocols and attack scenarios to verify them for their integrity and secu-
rity. Advanced Encryption Standard (AES) has been a breakthrough in the progress
of cryptography. ISO/IEC acknowledged AES, CLEFIA, and PRESENT as stan-
dard lightweight protocols [20]. There are few lightweight cryptographic schemes
published recently (in the last two years), who’s weaknesses need to undergo crypt-
analysis. It is not feasible to include the internals of all the existing lightweight
security implementations and their weaknesses within a chapter due to restrictions
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Fig. 2 Lightweight block ciphers

on the contents’ size. Hence we will discuss a limited set of such protocols and
schemes and leave the rest for the readers to explore independently.

AES (standardized in 2001) accepts 128-bit plaintext. It has three variants based
on the key size and number of rounds. The 10, 12, and 14 round AES uses 128, 192,
and 256-bit keys, respectively. Most recently proposed serialized S-box based AES
hardware implementation requires 2400GE [18]. As compared to Feistel cipher that
encrypts only a portion of plaintext per round, AES performs encryption of all 128
plaintext bits per iteration on each layer [22]. In the first stage of AES encryption,
the input and key undergo XOR operation. The next stage employs S-box for byte-
oriented replacement. During the third stage, a cyclic byte rotation andmixing of four
bytes takes place. The round keys performing XOR operation are the outcome of a
key scheduling algorithm that accepts a single cipher key [23]. During the encryption
process, the first round includes only XOR operation whereas the last round excludes
mixing of bytes. The decryption is an inverse of the operations performed during
encryption. The designers presented a fast software implementation approach with a
single lookup table, T-Box, for all functions (except XOR operation) within a round
[22].

PRESENT (first appeared in 2007) is a block cipher utilizing SPN for internal
structure. It has received acknowledgement from ISO/IEC as a standard cipher [18].
Its encryption only version requires only 1000GE. Hence it is suitable for imple-
mentation on ultra-constrained devices too. It has gained acceptance as a benchmark
for newly proposed schemes. It operates with 31 rounds on a plaintext comprising
64-bit blocks and has two versions requiring 80 and 128-bit keys. A unique feature
compared to other SPN-based ciphers includes the use of only one S-box [18]. Its
design structure makes it highly efficient in hardware implementation. PRESENT is
not considered as software efficient since it internally performs bit permutations.
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ITUbee (published in 2013) is a recent entry into the lightweight category of
block ciphers. It has a software targeted design structure and highly efficient for 8-
bit platforms. Its underlyingFeistel structure does not require a typical key scheduling
scheme and accepts the same size plaintext and key, i.e. 80-bits each. The 20 round
ITUbee implementation has the key whitening process at the beginning and the last
round [24].A singlemaster key generates the sub-keys for each round and also the key
employed in the whitening process. The cipher accepts a round specific constant. The
software implementation occupies less than 600 bytes, and the encryption operation
consumes around 3000 clock cycles [18]. The protocol is most suitable for sensors
and devices employing micro-controllers [24].

RECTANGLE (proposed in 2015) uses bit slicing technique and SPN as its under-
lying structure [18]. A plaintext of 64-bits undergoes 25 rounds, and the acceptable
key size is 80 and 128 bits [25]. It is efficient for hardware and software implemen-
tation. The substitution layer contains 16 parallel S-boxes and has an asymmetric
permutation layer performing three rotations. The hardware implementation of its 80-
bit version requires less than 1500GE [18]. Its requirement of extremely lowhardware
space and remarkable software performance makes it multi-platform suitable.

Table 2 presents the vulnerable block ciphers and the vulnerabilities associated
with them. The table’s significance is to address vulnerable ciphers by referring to
a successful attack on them. There may be other types of attacks on a given cipher
available in the literature, and the reader should explore them independently.

6 Lightweight Stream Ciphers and Hash Functions

Stream ciphers employ the concept of the one-time pad (OTP) [21]. When imple-
mented, especially in hardware, they are free from redundant components and proved
a better solution for ultra-constrained devices like RFID tags. It is a symmetric cipher
wherein a secret key dynamically generates a continuous stream of pseudo-random
key stream bits [21]. The security concern lies in the randomness of the key stream.
The longer the period of key stream bits, the more secure the cipher becomes. They
are a preferred choice for applications requiring speed with fewer computations [19].
Stream ciphers typically use linear feedback shift registers (LFSR) due to fast hard-
ware implementation and relatively easy mathematical analysis. Figure 3 shows a
subset of well-known lightweight stream ciphers and hash functions.

Grain (introduced in 2006) is a hardware-efficient, bit-oriented, synchronous
stream cipher [77]. Its design consists of a pair of shift-registers (SR), an LFSR and a
nonlinear feedback SR, comprising 80-bits each [77]. Themost simplistic implemen-
tation using an 80-bit key and less than 2000GE generates one bit per clock [21]. The
cipher can perform at higher speed (up to 16 bits per clock) with additional hardware.
In its software version, 32-bits is the minimum supported word length. Moreover, its
128-bit key-based cipher, Grain-128, forms the base for a lightweight hash SQUASH
[21]. When coded in software to produce one bit per cycle, it consumed around 800
bytes of memory [21].
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Table 2 Vulnerable lightweight block ciphers

Cipher Vulnerabilities

AES [26] Impossible differential attack [27], related-key attack [28], key recovery
attack [29]

Chaskey Cipher [30] Differential attack [31]

CLEFIA [32] Integral attack [33]

HIGHT [34] Related-key attack [35]

KASUMI [36] Power analysis attack [37]

KLEIN [38] Asymmetric biclique [39]

KATAN [40] Cube attack [41]

KTANTAN [40] 3-Subset meet-in-the-middle (MITM) attack [42]

LBlock [43] Integral attack [44], biclique cryptanalysis[45]

LED [46] Ciphertext-only attack [47]

MANTIS [48] Practical key-recovery attack [49]

mCrypton [50] Meet-in-the-middle attack [51, 52]

MISTY1 [53] Related-key amplified boomerang attack [54]

Noekeon [55] Side-channel attack [56]

Piccolo [57] Biclique cryptanalysis [58]

PRESENT [59] Biclique cryptanalysis [60]

PRINCE [61] Power analysis attacks [62]

Rectangle [25] Differential attack [63]

Robin [64] Linear cryptanalysis [64]

SIMECK [65] Cube attack [66]

SIMON [67] RX-cryptanalysis [68]

SPARX [69] Partly-Pseudo-Linear Cryptanalysis [70]

SPECK [67] Differential cryptanalysis [71]

TWINE [72] Biclique cryptanalysis [45]

XTEA [73] Impossible differential cryptanalysis [74]

Zorro [75] Differential fault attack [76]

Bean (appeared in 2009) is also a bit-oriented and synchronous cipher employing
Grain stream cipher in its design [21]. It poses a highly compact design structure
requiring 80-bits in the secret key. Bean is the best example of a cipher providing
higher security and computation speed at minimum implementation cost, the basic
requirements for lightweight primitives [78]. Bean and Grain’s difference lies in
replacing shift-registers with a pair of 80-bit FCSRs (feedback with carry shift regis-
ters) and an additional S-box. Its software implementation performs better thanGrain
in terms of time required to produce the key stream [21].

Fruit (published in 2016) is an ultra-lightweight version of its predecessors, Sprout
and Grain-v1, consisting of shorter internal state [79]. It has two major changes in
the design, at the round key function and the initialization procedure. The increased
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Fig. 3 Lightweight cryptographic schemes

LFSR size ensures sufficiently longer key stream for improved security. The cipher’s
Fruit-80 version consumes only 160 clocks during the initialization process [79].
Fruit stream cipher is suitable for applications involving RFID tags, mobile SIM
cards, and sensors like WSN.

COZMO (proposed in 2018) adapts its design principles from A5/1 and Trivium
[80]. The cipher creates a highly obscure key stream to make it robust against most
existing stream cipher threats. The primary reason for its proposal states that it would
be robust against existing vulnerabilities of the original ciphers. Its basic structure
includes Trivium output fed as input to A5/1. The cipher requires around 1200 clock
cycles to begin key stream production at the output. The cipher has a practically
feasible implementation and relatively easy for use in real-world applications.

Table 3 presents the vulnerable stream ciphers and the vulnerabilities associated
with them. The table’s significance is to address vulnerable ciphers by referring to
a successful attack on them. There may be other types of attacks on a given cipher
available in the literature, and the reader should explore them.

Hashing technique is a data compression scheme that utilizes an arbitrary
sized input into a fixed-sized output digest. Lightweight hash functions can utilize
compactly designed block cipher for their implementations. Sponge construction is
the most widely accepted and employed method for designing hash functions [108].
Its application areas include message digest, password storage and verification, etc.
A strong hash function should ideally resist any possibility of collision, preimage and
second preimage attack. Lesamanta LW, SPONGENT, and PHOTON are ISO/IEC
recognized hashing approaches targeting constrained devices [109].

PHOTON (introduced in 2011) family of a lightweight hash function is hardware-
oriented and inspired from sponge construction and AES block cipher. The output
hash range lies between 64 to 256 bits. The credit for low memory requirement for
PHOTONgoes to the sponge function [110]. The columnmixing approach is serial as
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Table 3 Vulnerable
lightweight stream ciphers

Stream cipher Vulnerabilities

Trivium [81] Key-recovery attack [82], cube
attacks [83]

A5/1 [84] Side-channel attack [85]

Grain v1 [77] Cube attacks [83], differential attack
[86]

Sprout [87] Tradeoff attack [88]

Fruit [79] Correlation attacks [89]

MICKEY 2.0 [90] Template attack [91], differential
fault attack [92]

Bean [78] Key recovery attack [93]

WG Stream cipher [94] Differential fault attack [95]

Salsa20/r [96] Power analysis attack [97], improved
related-cipher attack [98]

ChaCha [99] Fault attack [100]

Enocoro [101] Slide attack [102], correlation power
analysis [103]

Rabbit [104] Distinguish attack [105]

LEX [106] Key recovery attack [107]

opposed to theAEScipher. The cipher implementation in software resulted in remark-
able and acceptable performance. It has comfortably achieved the area/throughput
tradeoff requirement for the lightweight category.

SPONGENT (appeared in 2011) employs sponge construction and PRESENT
based permutation [111]. Its design offers a flexible degree of serialization and
computing speed. Its simplistic round function drastically minimized the logic size
leading to a highly compact design. It has five variants to suit a wide range of appli-
cations. The smallest and highest ASIC implementations consume 738 and 1950 GE,
respectively.

LHash (published in 2013) internally uses extended sponge structure and Feistel-
PG for the permutation. It supports three digest variants, and the most compact hard-
ware implementation requires 817GE and 666 cycles per block [112]. The designers
opted for 4 × 4 S-boxes to achieve high efficiency during hardware realization and
claim exceptionally low energy consumption.

Neeva (proposed in 2016) hash employs sponge construction and 4× 4 PRESENT
S-boxes [113]. It performs three main operations for providing confusion and diffu-
sion of the input data block. Initially, S-box targets confusion, followed by diffusion
through XORing operation and then rotation. The possibility of fixed patterns gets
nullifiedwith themodular addition operation at the end. The incomingmessage block
follows the same set of operations 32 times before generating the finalmessage digest
[113]. The evaluation results show thatNeeva ismore efficient thanSPONGENT-224,
making it suitable for practical use in software [113].
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7 Opportunities and Challenges

IoT has shown enormous opportunities in delivering technology-enabled solutions
for everyday problems and reaching the smart city milestone. Recently the COVID-
19 outbreak challenged the researchers and corporate R&D sector worldwide in
delivering novel ideas towards the pandemic situation. Consequently, we have an IoT
powered model to trace contacts and control the spread of such infectious diseases
in future [114]. We can also observe IoT blending with other advanced technologies
to develop appliances and services for a better living experience. Cloud computing
has shown maximum opportunities to improve living quality within the smart city
[115]. Geographical Information System (GIS) has shown to ease urban planning
efforts for a smart city [116].

The chapter covered the essentials required to understand lightweight schemes to
protect and secure devices and communication channels within an IoT infrastruc-
ture. We thus introduced the ciphers and hash functions in the lightweight category,
and attacks mounted successfully on them. Thus, the chapter leads the readers to
a position where they can further research in the right direction to either apply
an existing cryptanalysis technique on a newly proposed cipher or design a robust
cipher for constrained devices. A futuristic smart city highly requires cryptanalysts
and cryptographers who can build secure consumer devices and infrastructure, giving
confidence in the users.

The lightweight cryptographic primitives appear satisfactory for futuristic smart
devices and applications. But we must address their performance when employed in
Long-Range WideArea Network (LoRaWAN) [117]. We lack open-source libraries
towards lightweight cipher implementations so that the cryptanalysts test their secu-
rity. We require a standard validation mechanism to evaluate the newly proposed
ciphers under the lightweight category against all the existing threats. The researchers
must study the practicality of Blockchain-based security schemes applicable to
constrained devices [118, 119]. The existing 4G network will be obsolete shortly
due to high investments accelerating the 5G network implementation. Hence new
lightweight proposals should target the requirements for 5G networks.

8 Conclusion and Future Scope

The Internet revolution has created opportunities in vast application areas. Internet-
of-Things realizes most of the sensor technology-based goals through smart devices
and smart services. The smart city is becoming a new buzzword these days as a
large set of the population is fascinated due to the new tech products around. But
security remains the most addressable issue due to rapid growth in the demand for
such products and services. This chapter addresses the requirement for a lightweight
solution for securing IoT infrastructure. As we have a sufficiently large count of
such ciphers, not all are suitable for practical use. Hence we also pinpoint those set
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of ciphers whose security is under question as there are attacks which can break
them if the adversary gets access to the sufficient resources. We have introduced a
few block ciphers, stream ciphers, and hash functions under the lightweight category
to build the base to start finding new opportunities in this field.

Highly constrained devices such as RFID tags require an extremely compact
design for encrypting the data. In such scenarios, ultra-lightweight cryptographic
primitives will emerge as the best choice. A few schemes under this class exists in
the literature. We may extend the work presented in this chapter towards the ultra-
lightweight category in future. The cryptanalysts should investigate these ciphers
under various scenarios to disclose their vulnerabilities and identify the robust candi-
dates for practical applications. In our future work, we would study the pros and
cons of ultra-lightweight hash and ciphers to understand their suitability in different
environments and devices.
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Blockchain Integrated Framework
for Resolving Privacy Issues in Smart
City

Pradeep Bedi, S. B. Goyal, Jugnesh Kumar, and Shailesh Kumar

Abstract Smart City is the concept for improvising the urban cities operating and
services efficiency by making use of IoT (Internet of things) which is a modular
approach that operates by deploying sensors with significant qualities and integrating
themwith ICT (Information andCommunication Technologies) solutions. The appli-
cation area for the IoT platform has been in smart building and office management,
transportation, environmental degradation surveillance, and smart grid management,
etc. However, maintaining an efficient architecture for its operation in a complex
environment has been a challenge for several years. This will increase the security
and privacy concerns with the increase in smart applications within smart cities. This
chapter aims to study the issues related to data integrity and security and the approach
used to resolve these issues using blockchain analytics algorithms and architecture.
This chapter also gives the future direction towards achieving low-cost architectural
management for smart cities. This chapter is mainly focused to analyze such chal-
lenges and to identify limitations of the existing secure smart cities framework and
to proposes an effective blockchain-based smart city interaction framework.
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1 Introduction

In the past few years, there are many social, environmental, and economic issues that
arises due to the quick urbanization of the population of the world. These problems
influence the living conditions of people and life’s quality significantly. These prob-
lems can be resolved by an idea of a smart city. The primary goal of smart cities is
the proper utilization of the resources of the public, provide high quality services to
citizens, and enhancing the living standard of people. The Information and Commu-
nication Technology (ICT) plays a major role in developing the concept of smart
cities [1].

A smart city is vulnerable to many security attacks due to the nature of smart
devices. It is very necessary to design the secure system to spot those threats and
their effects. In this field, many research has been directed like OWASP (Open Web
Application Security Project) enlisting generic security attacks, CERT (Computer
Emergency Response Teams) giving the probable penetrability in the graphical form,
CCSP (Cloud Computer Service Provider) series of G-Cloud is for cloud security.
In Smart cities following categories of threat are recognized.

• Availability Threats
• Integrity Threats
• Confidentiality Threats
• Authenticity Threats
• Accountability Threats.

The future technology such as blockchain has varied characteristics like trust
independence, democracy, transparency, automation, security, pseudonymity, and
automation. These characteristics are very useful for enhancing the services of
smart cities and support the evolution of smart cities. Enhancing data security is
the key benefit of using blockchain technology. In the world of data, security is the
most crucial aspect that needed to be focused by all organizations or institutions.
Blockchain technology is capable to solve these issues so the deployment of the
mechanism of the blockchain is the solution to these problems [2]. The Effects of
blockchain on data security are as follows:

• Considering whole protection: For preventing the data from data-modification
attack, blockchain technology is used for encryption of data. The blockchain
stores the document as the cryptographic data. This confirms to users that the file
is immutable until requesting to save the entire document in the blockchain. The
Cross verification of the signature of the file is done by all the blocks due to the
decentralized nature of blockchain. If the unauthorized entity tries to modify the
file then verification of the signature will fail. The method for authentic and free
data verification is undoubtedly given by blockchain. There is no possibility of
failure in blockchain technology and cannot be settled by any system because
blockchain does not store the record in any central location. The decentralized
and scattered ledger of blockchain network modernize regularly in a proportional
way. Hackers can fetch all information from a single system or server and attempt
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to deal with it in traditional networks, which is not possible with networks of
blockchain.

• Decentralized procedure: Blockchain is decentralized in nature so it is indepen-
dent of any centric authority. Every node preserves an integrated copy of infor-
mation due to the use of a digital ledger. There is no central control point so the
system is suited as extra impartial. For the validation of transactions, various kind
of consensus processes. Because it is independent of any middle authority for
controlling transactions securely and data are stored in several nodes. Even after
failing one or more systems, this technology is intensely secured.

• Communication environment Effects: The blockchain-based environment of IoT
is dependent on the techniques of encryption for delivering security when
installing consensus on a distributed environment. If anyone wants to append
something to the chain then he/she has the allowance to append a block in the
chain. Its mechanism complies with an algorithm and instead requests the use
of computing power in excess. For example, the power of computation required
for implementing the tasks of networking consumes an equal amount of energy
as required by the 159 countries in the bitcoin network in comparison with the
previous year. It is dominant to about the need for energy in blockchain deployment
in the environment of IoT.

• Cost factor: Cost is another important challenge in the IoT environment based on
Blockchain. Blockchain programs are not effective in the transaction’s accom-
plishment and the need for components related to energy. For example, the
program of bitcoin implements 3–5 transactions in one second and requires a
large amount of energy for competing for these transactions while Visa executes
transactions about 1,667 per second so it is worst in the performance on comparing
with other platforms, therefore the Very high cost is required for establishing the
IoT environment based on Blockchain. We cannot spend a huge share of the
country’s budget to secure certain computing infrastructure. The budget is very
high so only some countries have the economy for supporting these types of
schemes of communication. We are required to develop effective methods for
their deployment in the IoT based on the blockchain so this is one more problem
for the working people of the same domain.

• Loads from technology blockchain: Blockchain technology is deployed with the
dispersed ledger and the algorithms of cryptography. For operating the transaction
more resources and time are needed in the transactions of blockchain. To secure
the exchange of information is the main aim of the IoT environment based on
blockchain technology, this can be done via the deployment of the mechanism of
blockchain, but the transaction processing time in the blockchain is extra. Fast
data communication is the main need in some domains like healthcare, battlefield,
and rescue operations. If the information exchange and processing require more
time then the Conscious recipient will not obtain the information in the required
time so the concerned authority will not be capable of decision making in the
required reaction time.Convenient cryptographic operations required a low cost of
communications, computation, and storage for transaction processing, so the use
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of Convenient cryptographic operations can be used for resolving those problems
[3–8].

The key contributions of this chapter are as following:

• In this chapter a state-of-the-art about blockchain technology and frameworks are
presented along with protocols, applications, and challenges.

• This chapter have illustrated the application of blockchain to facilitate security in
smart cities such that it improves the performance.

• This chapter also surveyed application of different blockchain protocols in
different sectors of smart city such as healthcare, industries, energy generation,
industries, etc.

• This chapter also surveyed the security aspects of existing techniques and illus-
trated their challenges faced. This chapter mainly aims to identify the open issues
and challenges faced while deploying blockchain as a security solution.

• This chapter also proposed the blockchain-based framework is proposed for smart
cities to incorporate with security issues and provide a trusted environment for
user data transactions.

• In last theoretical comparison of proposed framework is givenwith existingworks
that would be beneficial for future research directions.

The remaining section of this chapter are illustrated to be as follows: Sect. 2
introduced the background knowledge of blockchain technology along with that
their types, working steps, and protocols are discussed. In Sect. 3 chapter gives
an overview of smart cities. Section 4 gives an overview of security issues and
challenges faced in smart cities. Section 5 gives an analytical overview about the
implementation of blockchain in different applications of smart city. After observing
the issues faced during the implementation of blockchain in smart cities, Sect. 6
proposes an architecture to handle security issues in smart cities. Finally, in Sect. 8
conclusion and future research scope are discussed.

2 Overview of Blockchain

In the current time, the living standard of our society has been revolutionized by
the latest technologies due to the innovation of semiconductor and communication
technologies that allow the devices to link with each other over a network and change
the way of association between machines and humans and that concept is Known as
IoT. Due to the rapid growth in smart devices and networks with high speed, IoT is in
the trend and wide acceptance because low-power lossy networks (LLNs) are used
in it. These LLNs can operate the limited resource by very low power consumption.
The devices may be remotely controllable to complete the specific task. The sharing
of data between the devices is done with the help of a network that employs the
communication standard protocols. Properly connected things such as devices have



Blockchain Integrated Framework … 113

sensors (Detectors) and chips so they differ from simple wearable equipment to large
machines [9].

Yet, as the technologies become prevalent the connectivity between devices is
enhancing, and also the infrastructure can become very complex. The cyber-attacks
vulnerabilities are increasing due to this complexity. The physical devices are stetted
in the unsecured environments in the IoT, which could have no defense method from
hackers is a great chance for hackers to change the facts transmitting on the network.
So, the authorizations of devices and the information root would be a big problem. In
the last few years, blockchain technology becomes a technology with many features
to solve the different issues of network devices of IoT [10].

Blockchain maintains the database of records that are distributed. Third-party
deprive properly, the demonstration of effort between the nodes of network help in
resolving the failure problems of a single point. The public trust and get attracted to
the IoT network because It’s data cannot be changeable over time and established
by the history of networks of IoT. The trust of the public have a very important role
in public finance transactions and is the starting of the new world of the divisional
economy in the domain of IoT. The blockchain is the series of blocks that hold all the
eventful blockchain network transactions. Each block has a block header and block
body transaction counter.

Block header contains the following.

• Block version for indicating the version of software and rules of validation.
• Merkle Tree root hash for showing the transaction’s hash value and all transaction

summary.
• The timestamp contains the current universal time since January 1970 that is

epoch time.
• N-Bits represents the bit number necessary for verification of the transaction.
• Any 4-byte number, starting from 0 and rise for every hash of the transaction is

known as Nonce.
• The parent block kept the hash value to point to the previous block.

The Transaction counter is efficient to cover all the transactions and the highest
number of the transaction depends on the size of the block. Blockchain technology
is defined as the public registry and the list of blocks that records all the completed
transactions. The list of blocks increases on adding the new block in the list continu-
ously. For the security of the user, Public-key cryptography and distributed consensus
algorithms are implemented. Persistency, anonymity, and audit ability are the key
features of blockchain technology used for enhancing efficiency and saving cost [11].

2.1 Types of Blockchain

Public blockchain: It is the system based on the permission-less, non-restrictive
dispersed ledger. Anyone can access the blockchain platform via registering and
signing in with the help of the Internet. A node (user), who is an element of the
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public blockchain has the authority to influence records, confirm the transactions, and
arrange the mining for the new incoming block. The exchange of cryptocurrencies is
the primary use of public blockchain. If the users adhere to the guidelines of security
the public blockchain is mostly secured and very risky in the case of users who do
not adhere to the guidelines of security. Ethereum, litecoin, and bitcoin are some
famous examples of public blockchain [12].

Private blockchain: It works only for closed networks because it is a blockchain
with restrictions or permissions. Mostly it is used in the companies or enterprises
of selected participants. Authorizations, accessibility, and security are some domi-
nant features used as a command for organization controlling. A private blockchain
is similar to a public blockchain, but it has a small or restrictive network. Private
blockchain Deployment can be done for performing some fixed operations like
management of supply chain, ownership of assets, and voting. Projects of hyperledger
and multichain are the example of private blockchain [13].

Consortium Blockchain: It is semi-decentralized so the network of blockchain
is managed by many organizations. A private blockchain is operated by only one
organization so these both are different in the termofmanagement. In this blockchain,
many organizations work as an authority for exchanging and mining the data. These
are used in the govt. Companies and banking sectors. R3 and web foundation of
energy are some consortium blockchain examples [14–16] (Table 1).

Hybrid Blockchain: The combination of the public and private blockchain plat-
form is represented as the hybrid blockchain. The characteristics of both are appealed
in this platform like users can have a “public permission-less system” and “private
permission-based system”. In the platform of hybrid blockchain, users can be capable
to control the acquirement of blockchain stored data. Only Some selected data are
publicly accessible and the rest data are kept secret in a private network. It is a
malleable system so the merging of private blockchain in several public blockchains
can be done by the user easily. The certain network will verify the transaction of a
private network in the platform of hybrid blockchain and users can also discharge
these transactions in public for the process of blockchain. More verifications require-
ment and an increase in hashing are done by the platform of public blockchain so
the transparency and security of the blockchain network get enhanced. Ex of hybrid
blockchain—“Dragon chain”.

Table 1 Comparison of
blockchain types

Features Public Private Consortium

Nature Open Limited Limited

Transparency Less More More

Energy usage More Less Less

Scalable Yes Yes Not much

Efficiency Less More More

Example Bitcoin
Ethereum
Litecoin

Hyperledger Blockstack
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2.2 Working Steps of Blockchain

Nodes communicate with the network of blockchain by compositing private& public
keys together. The User for signing his transaction uses his private key and access the
networkwith the public key. Each signed transaction is transmitted by that transaction
making node.

All the nodes expect the transaction-making node to verify that transaction in the
blockchain network and all the invalid transactions are rejected during this process
and this entire process is known as the verification process.

The third step is mining in which every effectual transaction is gathered by the
nodes of the network in a fixed time into the block and for a finding of its block,
a proof-of-work is implemented. The node transmits the block to all participating
nodes after finding the nonce.

A newly generated block is collected by each node to check the block contains
transaction is legal and declares the efficiency of the parent block by using the hash
value. Nodes will append the block to the blockchain and apply the transactions After
the completion of confirmation for keeping the blockchain updated. The projected
block is refused and the current mining round ends if the confirmation of the block
failed.

Blockchain technology resolves issues of duplication by using the asymmetric
cryptography assistant,which has privacy and a public key. The public key is common
among all nodes while. The private key remains secret for other nodes. Yet the trans-
action is signed by a node digitally that makes the transaction and is transited to the
whole network of blockchain. All the Accepting nodes will confirm the transactions
by signature decrypting with the initializing node public key. The verification of the
signature represents the modification in the initializing node.

2.3 Protocols

Proof-of-Work (PoW): The process in this case precisely monitors the node that is
intended to be attached with the block that has been recently mined and further with
the actual chain that commits the presence of certain proof for such conjunction. This
process or architecture works on certain proof-based scenario [17]. The broadcast of
blocks by the nodes or collection having equally verified transactions, an ambiguity
pops up then the transaction will be put into a block by the node. PoW resolves this
matter where the computationally tedious puzzle is solved by nodes for the sake of
receiving a chance of linking the freshly constructed block to the existing chain. The
hash value of all the entities of a decentralized network is required to be calculated
on regular basis through the assistance of various arbitrary values known as ‘nonce’.
Because of the struggles levied in the prediction of hashing function based outcome
values from the set of predefined and existing input variables that shall allow guessing
of an improved one has been a complicated task to be executed. As the nonce that
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is desirable has been achieved, the respective block is being broadcasted by miners
to verify the solution it is employed by all other network nodes. When the block is
approved by all the blocks, it is linked to the existing chain. To guess a suitable nonce
value the effort applied by the nodes is called the PoW.

Addition to this, there are many such situations when numerous of miner resolves
the puzzle as well as discovers the nonce [18]. In this condition, the block is tried
by these miners to broadcast as well as nonce is calculated in the complete network.
An ambiguity amidst the miners is the resultant of this network that block must be
desired and attached to the current chain that comes out as a “forking problem”.
The generation of a fork or branch is done for the reason being that only the initial
first block is verified by the miners and rests are ignored. For handling the forking
problem effectively the longest chain rule is employed by PoW.

The entire scenario may result in circumstances where the nonce finding is
achieved by the miner by undergoing the solving procedure number of puzzles at
the same time [18]. During the situations described above, the main function of the
miner is directed towards broadcasting their block in combination with the nonce that
has been determined to the complete network architecture. However, there has been
certain vagueness and ambiguity amongst theseminers arising due tomultiple broad-
casting phenomenons where it faces a problem with the decision-making process
of which block has to be considered for the addition to the chain present that is
often referred to as the “forking issue”. The reason for the fork formation is the
first consideration of block by the miners and neglecting the remaining others. The
forking problem has been tackled by the PoW via the longest chain rule mechanism.

Proof of Stake (PoS): The PoW based energy competent alternative is the PoS
where the miners are assigned to work for the block creation that shall be bene-
ficial in attaining the system hold properly; rather than misspending the computa-
tional resources in resolving a complicated mathematical puzzle [19]. The wealth of
contributing nodes or their stake in the system is completely responsible for providing
possibilities to receive a moment for block validation. Moreover, an abundant stake
reduces the chances of any hostile or ill activity that can occur on the network. The
selection of a validator is done to consider its hold in the network and this stake helps
it to place a bet. When the block is successfully approved, then a fee is received by
the validators. Because of the ability of PoS in providing latency, better throughput
energy efficiency, it is considered to be imperishable in comparison to PoW. Apart
from this, PoS has many shortcomings. At first, the nodes with more wealth might
get more block validation chances because validators are selected which is mainly
dependent on the stakes and their values. The few nodes are being directed, as per
the situation, for governing in the network so that it results in centralization or ill
interference. And it has less mining cost use in comparison to PoW which makes
this consensus protocol susceptible to ill activities.

Proof of Burn (PoB): PoB designing has been achieved to devastate the crypto-
graphic forms of money. The entire process has been designed in two major forms
were first being the cryptocurrency address generation attained by a certain program-
ming algorithm that completely crushes the money received in the produced address.
Another way of destroying the unauthorized currency is by generating a function that
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is dedicated towards verification of the addresses where the currency is received in
crypto. The PoB validators are being rewarded and are even permitted for separate
block generation for the events where they can spend the coins by transmitting them
to the addresses that are found to be completely public and verified. The process
of the PoB is found to be beneficial in handling the coins in the blockchain along
with tackling the energy consumption-related problems with the PoW whose result
is an increment in the value of the coin. The important tasks associated with the
burning system of coins is maintaining a balance of the coins, coin spending if they
are unsold, and most importantly including the transaction work.

Practical Byzantine Fault Tolerance (PBFT): The design of the Byzantine Fault
Tolerance (BFT) is so achieved that it helps allow the secure transfer of the consensus
across the two communicating hubs/nodes despite the presence of certain malfunc-
tioningvindictive hubs/nodes across a certain distributionnetwork.Acertain example
of the BFT is the PBFT which is an algorithm of replication that is being designed to
serve as a consensus protocol. The arrangement in the algorithm of PBFT has been
done by the arrangement of nodes in sequential consecutive order and declaring one
as the leader with the other as the backups. The functioning of receiving the signal is
done by the leader which further transfers it to the backups that undergo processing
mechanism and further generate the result to be sent to the originator via leader. Each
node in PBFT contributes to the decision in PBFTwhich depends onmaximum votes
by nodes which determines the integrity and the origination of the message. In three
phases the whole process of PBFT is determined, namely pre-prepared, prepared,
and commit. The movement of a node in the network to the next phase is determined
by the votes received from two-third of all the nodes. PBFT consensus mechanism
is enabled to run efficiently though there is a presence of some malicious byzantine
replicas [20] (Table 2).

Proof of Authority (PoA): The designing of PoA has been done as a genealogy
forming associations with the protocols for the consensus which are constructed
specially for permission blockchain. It gains remarkable execution achieved as it was
seen capable of producing messages that are lighter for sending over the network
when compared with the BFT algorithms. The algorithm of the PoA has the benefit
over the PoW consensus algorithm in terms of reduced dependency as well as a
reduction in energy consumption. Certain nodes are equipped with authoritative
control all across the other nodes that shall assist in the creation of consensus and
new block construction [21].

Table 2 Comparison of blockchain security protocols

Features Pow Pos PoB PBFT PoA

Computational speed High High Average High Average

Resource consumption Less Less Average High High

Energy efficiency Less High Less High Less
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3 Smart City: An Overview

The population ofworld living in the cities will be growing up to 50–70%, till the year
2050. The requirements for services are increasing on increasing the population so it
is necessary to contemplate the scheme of smart cities taking ICT (information from
communication technologies). Smart-cities are implemented by uniting the sensors,
networks, electronics, etc. Latest ICTs are dominant for smart cities including smart
hospitals, technologies of smartphones, Identification of ratio frequency, artificial
intelligence, cloud computing, and infrastructure of IoT.

The network of IoT [22, 23] consists of objects engrossed with electronics,
smart sensors, software, and connections among them for exchanging and transfer-
ring information. Smart cities based on IoT provide services to administration and
the public like smart-homes, surveillance systems, vehicular-traffic, smart-parking,
smart grids, smart energy, ecological pollution, and climate systems. Due to the inter-
communication of the physical and virtual worlds via electronic devices in houses,
buildings, streets, and vehicles. At the current time, There are many problems [23,
24] in establishing the infrastructure of IoT in applications of a smart city. Sensors
are constituted to cloud in the architecture of a smart city for inspecting the streaming
data for decisions making. The paradigm of cloud computing and IoT works to give
information and inputs to tasks for getting executed by mobiles, integrated sensors,
vehicles, and humans (Fig. 1).

Qian et al. [25] proposed a framework for Hybrid IoT for computation, proper
transmission, and caching of big data provoked by substantial and scattered devices
of IoT fixed in the environment of smart cities. The Computation is based on Ultra
intensive networking alongwith providing cloud access formultiple uses. The idea of
smart city endorsement is necessary to utilize the control layer ofmedium access. The
research conducted by Fan et al. [26] has focussed on the produces of the random
number along with the quadric- residuals, for attaining the cloud-based complete
security system that could be further deployed in the healthcare sector. Further,
the work by Garg et al. [27] offered a stream for monitoring the transportation
framework. They solve the security risk problem in spatial vehicles with the help of
run time applications and varying tiers based analytics and calculations. The smart
city projectmay encounter the cyber vulnerability that has been proposed to be solved
by the prospective approaches linked with the data structure model to carry out the
recognition of such threats. The data has been provided by the ultra spatial vehicles
that tend to procure the information from various vehicles and the task of security has
been achieved by the aggregators on the time of receiving of data by the edge devices
by the transmission of the load. The work by the author however guarantees security
during the vehicle’s abnormal movements as well. The work on the architecture of
the drone and its security issues are being dealt with by Lin et al. [28] whore research
is directed towards the working of an unmanned vehicle operation. The issues of data
security, its integrity, and the process of accessing it, has been solved by the simple
cryptography procedure. The energy-saving problem associated with the smart cities
development program shortly has been brought up by Kumar et al. [29]. They have
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Fig. 1 The architecture of smart cities

used an infrastructure based on the cloud for decisions making to scrimp the energy
for various devices. They aim to reduce the main grid overload by providing the
capacity of continuous DCTo all themachines of low voltage and having less support
on the main grid. The process of development during its peak energy requirement is
being analyzed and solved, bymaking the systemmore continual to tackle the energy
demand evenly. Dener [30] inspected various researches for defining the importance
of cloud computing in giving the application of computing, storage, numerous, and
database for internet accessibility. These services given by the cloud are used for
combining and transferring information among various smart city systems. Further,
the research done by Khattak et al. [31] resulted in the development of a model for
integrating clouds of vehicular-networking with IoT. The article properly describes
the importance associated with the applications of the real-world that includes the
formation of smart homes, smart city, and smart lighting of traffic for robotization
and simple controlling and its combination with IoT-VC. Daniel et al. [32] offered
a policy of management for maintaining small operational latency up to possibility
and reducing the latency of the request in the architecture that employs the IoT
mechanism linked with the server on the cloud itself in the development of smart
cities. The main research is being focused in the article is on the parameters that
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included the rush hours, outages along with the probability factor that has been
considered on periodicity for demonstrating the latency factor of the operation that
is found to be small in the contest without any reason to inspected articles. Perera
et al. [33] describe the requirement of fog integration and computing on the cloud. In
contemplation of characteristics and main advantages of computing fog like higher
availability, management of latency, reducing the priority-based big data that hold
up the use case scenarios. The sustainability for IoT based smart cities are suggested
by the author. Kaur et al. [34] offered architecture that focussed on the development
of smart cities by making use of the IoT platform along with the cloud servers. The
research article depicts the usage of the IoT framework to bring about an enhancement
in the performance of smart cities. The key framework adopted in the methodology
selected the cost of the infrastructure and the investment capital as its objective
function to be minimized. The Dubai smart city case study is taken by the author
with some scenarios based on applications and offered healthcare architecture in a
smart city. The work done by the article written by Elhoseny et al. [35] learning
approach has been deployed to develop the smart city project. It is feasible to alter
the method of learning to advanced technologies i.e. internet of things, big data, and
cloud, but making the system of smart learning is the very problematic task of smart
cities. The author offered the big data-based model of smart learning that is capable
to work in the environment of the smart system. Massobrio et al. [36] proposed an
inspection of the smart city-based big data with the help of the infrastructure of
cloud computing. Hadoop framework is used for implementation and use of map
minimized parallel model. The key focussed area is anticipating the matrix linking
the origin to destination services as well as public transport services.

4 Security and Privacy Issues in IoT

In the present century ‘The Internet of Things (IoT)’ is considered as a technology
having much disruption. It is also like the incursion of devices for the city to
make it smart which are further integrated with the servers on the cloud for moni-
toring the functionalities comprising of the system software and applications that
are programmed to collect the data and deliver it to the servers. The conclusion that
can be made about the IoT is that it can work on the platform of the internet whose
infrastructural overview has been shown in Fig. 1. The platform of the internet offers
the facility of locating the device easily and IoT is considered to be well supplied
with low power, the storage is also limited and restricted processing capacity. There
are gateways in IoT employing the connection and linking of various devices with
the servers and cloud on the internet and are programmed to communicate with each
other during operation. The linking and shrinking of theworld into a small village has
been gained with the help of IoT, smarter, and therefore extraordinarily effective. The
sensors having a cheap rate and this linkage between “things” produce much more
data than they produced ever. In thisway, the information carried by these data creates
an analytical as well as smart environment. Like, analyzing the data accumulated for
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providing every individual customized service. The IoT has attracted the attention of
researchers as well as industries and thus experiencing extreme growth. Famous and
successful corporations like Amazon AWS IoT and Google Cloud IoT have invested
billions of dollars in the construction of IoT platforms. IoT has brought much ease to
governments as well as individuals; likewise, the handling of the enormous number
of devices delivering consequently enormous data on the cloud becomes an uphill
task as they are interlinked with a grid of complex connections. The hackers could
try to perforate the vast range of IoT devices. In this way, in the system of IoT, the
hackers can target the devices that have low security as well as the linkage between
smart devices can be. Besides, if the generated data is not stored appropriately then
there is much chance for the exposition of privacy of the user and so becomes a
matter of concern. There is a threat of safety in IoT like in the year 2016, a company
named Dyn has focussed on the development of certain thrust that deploys myriad
devices performing interlinked with the online internet platform such as monitors,
routers, and cameras. The service was referred to as a distributed denial of service
(DDoS). In an IoT system security is the most desirable properties therefore it must
be carefully considered [37–40]:

Data Integrity: The production of the data by IoT systems of any company is
of great worth which includes trade secrets that are vital for the prosperity of the
company so that confidentiality is maintained from outsiders. Therefore it is a must
to keep data confidentially and as it is for its use in the future. The integration of
traditional centralized storage into IoT architecture can be performed for example
cloud storage because it tends to inherent vulnerabilities. The centralized server is
prone to risk and so that it may experience a single point of failure. Apart from this, if
manydevices are linked to a central servermodel then it can createmany-to-one traffic
jams, and therefore can suffer from delayed response as well as system scalability
problems. The mechanism of the blockchain on the IoT platform can serve as a key
solution in dealing with the hindrances of data getting deleted or copied. There have
been myriad explorations and researches for the development of distributed storage
systems for the data.

Data Sharing: The main objective of an IoT system is to share details among
objects, which helps to manufacture, transport, and it also allows businesses to give
good service to the daily life of people [9]. Data production is huge in IoT systems.
The research and study performed by a certain businessman from the US, the global
index shows 35% of the businessmen that relay their business decisions on the data
being procured online from various sensors. But, these data are not free data that is
why a suitable, as well as the fair technique of fair data trading, is a must.

Authentication and Access Control: The challenge of IoT systems is their security
issue. The definition of security issues may deploy accessing the data and resources
that require prior permission for such approvals. For granting traditional authenti-
cation and for giving access control to the external resources that mainly rely on a
centralized system that produces an appropriate key that relies on access policies.
When the quantity of devices increases immensely than the IoT systemmakes central-
ized approaches bottleneck and because the tendency of IoT is energetic and powerful
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so its use leads to complicated trust management, which requires the renunciation of
the scalability of the system.

Privacy: With the use of a wide range of smart devices as well as sensors, an
IoT system accumulates data for making a broad determination based on customized
requirements. But if the configuration of the IoT system is complex then there are
many chances that privacy can be violated easily, for example, raw data processing,
data acquisition, and data exchange. If there is an abuse of data given by IoT devices
then it consequently may try to violate user privacy. Therefore we can say that in IoT
systems the conservation of privacy means the privacy of data as well as privacy of
entity, which is important and challenging also.

5 Blockchain Usage in Smart City

In the world of IoT security, the emergent blockchain may bring new freedom.
A promising blockchain is being explored for IoT security by many companies
and researchers. Blockchain is an append-only decentralized digital ledger based on
cryptography. To do trusted transactions without a third-party Blockchain offers a
platform in which all the tasks, all the transactions, and all the requests are recorded
on the chain with a digital signature for the verification of the public. All entity of the
system generates and maintains a ledger. In decentralized networking Blockchain is
the fundamental techniques with vast excellence, like:

• Blockchain is disseminated and that’s why it permits various peers to connect
the network with no registration, so it has become trouble-free in comparison to
traditional centralized systems [41].

• The dependence on the third party systems for ensuring the creation of trust and
security is avoided by the mechanism of the blockchain and the work is achieved
by the implantation of the trust in the service system by proof of work (PoW) or
Proof of stack (PoS) that form a part of consensus algorithm.

• Blockchain is inflexible. The bock chain architecture makes use of the entire
information as a process them as a copy or shared data. The data when is finally
integrated with the chain, information can’t have tampered and it is all because of
given attributes of blockchain, in many applications blockchain act as the funda-
mental mechanism like those included in the determination of cryptocurrencies,
the asset management in a company and the decision making segment in the busi-
ness. The inference about the efficiency of the blockchain can be brought about
for revolutionary response in the economics and business sectors.

In Fig. 2 a typical structure of blockchain is shown. Peers connect blockchain
with unique private–public key pairs. A block consists of a block header and a block
body and that is formed of few transactions signed by a user with her private key
which could be cross-checked with the public key. Few fundamental details about
the block like block size, version number, timestamp, and transaction numbers are
contained by a block header. For generating a hash value of sell and purchase in the
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Fig. 2 Blockchain architecture

given block a Merkle hash tree is generally used for the sake of reducing storage
overhead of the chain. The hash value of the past block is also contained by a block
for the linkage of the two blocks. The block is propagated to miners as soon as it is
generated, which is a must for validating all transactions in the block.

After the transactions in blocks are validated, the consensus protocol, such as
PoW, is employed by searching a nonce which makes the hash of the block start with
a definite number of zeros. Then the block is linked to the chain and at the same,
it telecast all the nodes in the system. The other nodes assent the given block by
employing its hash as part of the newly produced block. The main approaches of
blockchain are Ethereum and Bitcoin. The main distinction between the both is, to
track the transfer of ownership of cryptocurrencies whereas Ethereum blockchain
mainly targets running programming codes on the platform, that obtains very robust
functions like voting and ballots. The Ethereum system works for an account-based
model with state transitions, and these accounts are of two types, one is private
and another is coded in contracts. The accounts which are externally owned are
administered by private keys and contract accounts are administered by codes in
contracts. Contracts are generated by transactions with a special “to” address.

5.1 Applications of Blockchain

The area of communication and accordingly operation deploys the ides of IoT
(Internet of Things) in which different kind of computing devices, people and elec-
tromechanical devices interacts and transfer the information over an internet vie the
identities like IP address associated with these objects without any interference of
human. These associated identities are responsible for making these objects efficient
for this work. The Smart cities or IoT based on Blockchain has several functionalities
in cities (Fig. 3).
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Fig. 3 Blockchain application in smart cities

Smart Healthcare comprising of Blockchain: Another probable application of
IoT (Internet of Things) is the intellectual and smart system of healthcare. Many
smart healthcare devices (wearable health devices and implantable medical devices)
are used in these types of environments of communication and they also consist of
different kinds of users, Doctors for amedicinal recommendation, health staff (nurses
and other staff) for monitoring the health of the patient. All the data are received and
transmitted in a secure technique. The system of recommendation can be established
in the communication environment for managing the system in absence of doctors.
There are many problems with the intellectual or smart system of healthcare-related
to privacy and security. In these types of systems, the data is encrypted and saved in
blockchain, with a private key gives access only to the authority. The information of
surgery is saved in a blockchain and dispatched as delivery proof to the companies of
insurance. Ledger is also used in the system for management of general healthcare
like drug inspection, adherence of the rules of consent, recording of the tested results,
and healthcare supplies management. So, for securing the data communications in
the smart system of healthcare, the blockchain approach is useful.

Blockchain in Smart Transportation: The intelligent or smart system of trans-
portation includes automated vehicles (like automatic cars), fog/cloud servers, and
roadside units. These devices can interactwith each otherwith the help of the internet.
This is a vast system of network of several antennas, embedded software, sensors,
and technologies used for sophisticated route navigation. All decisions of accuracy,
speed, and consistency decisions are taken by the System’s intelligent units. So these
type of environments of communication supplies a journey safe and comfortable for
the passengers. In a system of intelligent transportation, communications become
secured and authentic from threats from inside and outside the network.
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Table 3 Contribution of blockchain in smart cities applications

References Application Technique C I Sc Sh ExT

[42] Smart healthcare Consortium
blockchain

No No No Yes –

[43] Smart transport Hyperledger No No Yes Yes 2 s

[44] Smart industries Ethereum Yes – No – –

[45] Smart healthcare – Yes No Yes No –

[46] Smart grid Bitcoin Yes Yes – – ~0.15 s

[47] Smart grid Bitcoin No Yes – – –

[50] Smart home Smart contract Yes Yes – – –

[51] IoT application – Yes No Yes – ~3 s

[52] Smart cities – Yes Yes Yes – ~60 ms

[53] Smart grid – Yes Yes Yes Yes ~40 s

[54] IoT application – Yes Yes Yes – ~2000 ms

[55] Smart cities Yes Yes – – ~3 ms

C Confidentiality; I Integrity; Sc Scalability; Sh Sharing; ExT Execution Time

Blockchain in Smart Industries: The combination of devices and connected
machines like manufacturing machines, gas, oil, power generation system is known
as a smart Industrial system. Sometimes the system failures and Unplanned down-
time in an industry cause the lives of working people so the deployment of the
industries based on the IoT is the technique for averting these problems. A System
with sensing devices and smart monitoring provides a safe and faithful environment
for work. Gateway nodes, many servers, and intellectual IoT devices are included
in the environment of IoT. The devices rich in resources like servers can implement
the algorithms of machine learning and make a phenomenal prediction. The commu-
nications done in these types of environments of communication are penetrable to
various types of attacks. So we use the scattered ledger in a blockchain for making
communications more reliable and secure against intruders.

Some of the major contributions of research work in the field are given in
Table 3.

Technological initiatives presented by blockchain are presented to make smart
cities more efficient, robust, secure, etc. Table 4 represents the technological
innovation of blockchain in smart city applications.

5.2 Problem Domains in Blockchain

In the above sections, blockchain-based security applications in smart cities are
discussed. These existing works are focused on the general application of blockchain
in smart cities.
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Table 4 Technological initiatives of blockchain in smart cities applications

Application area Technological initiatives of blockchain

Economy and employment of city • Sustainable supply management in a smart city
• Transparency and trust in employment history as well as
employment policies

• Increase of ease and decreasing the cost of doing business

Healthcare • Secure, flexible, and trustworthy environment for patients
and health providers

• Better control and monitoring for healthcare
• Transparency and trust for better deployment of healthcare

Education • Blockchain-based educational systems ensure flexible
management

• Secure and shared educational system

Transportation • Decentralized and secure public transport system
management

• Real-time monitoring of automobiles such as accident
detection, automatic number plate detection, etc.

Energy • Decentralized management for power supply
• Secure fault diagnosis management

These works don’t focus on the trustworthiness of the IoT applications of smart
cities. After analyzing the above application and their challenges following problems
(Fig. 4). If any bugs are found in blockchain applications such as contract code then

Fig. 4 Problems identified
in blockchain technology Privacy Preserving

High Cost

Transaction Delay

User Trust Issue

Complex Operation

Third Party Verification

   
Open and Distributed Nature

Legal Acceptance
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it will become a challenging task. At edge nodes of the network, the blockchain
model is implemented whose function is to track and authorize all sensor nodes
transmitted and received data. If any malicious nodes attempt to attack and mimic
an authentic node then blockchain can easily identify it. There is a need to keep all
records to identify the origin of malicious activities. So, this work is associated with
the implementation of blockchain technology for smart city applications.

6 Proposed Architecture

In this work blockchain-based framework is proposed for smart cities to incorpo-
rate security issues and provide a trusted environment for user data transactions.
The proposed cross-layer architecture designing for the smart city platforms through
which the data transfer is made more reliable. There are three layers within this
approach, sensor layer, application layer, and network layer whose coordination can
enhance the IoT performance. Also, different IoT systems utilize different archi-
tectures that can lead to problems in convergence; the designing of a generic IoT
structure for all the platforms can be cost-effective. Figure 5 illustrated the proposed
architecture.

The steps for the proposed blockchain secure framework is described as below:

1. Authentication application to access files is sent to the authority server.
2. The authority server checks the credentials and forwards the request to the

owner.

7

5

1

Distributed 
Blockchain

Authority Sever

2

34

6

Fig. 5 Proposed blockchain-based architecture
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Table 5 Security features comparison with existing techniques

References Application C I Auth Sc Sh

[42] Smart healthcare No No No No Yes

[43] Smart transport No No No Yes Yes

[44] Smart industries Yes No No No No

[46] Smart grid Yes Yes No No No

[51] IoT application Yes No No Yes No

[52] Smart cities Yes Yes No Yes No

[53] Smart grid Yes Yes No Yes Yes

[54] IoT application Yes Yes No Yes No

[55] Smart cities Yes Yes No No No

Proposed Smart cities Yes Yes Yes Yes Yes

C Confidentiality; I Integrity; Sc Scalability; Sh Sharing; Auth Authentication

3. The data owner sends the license to access the data file in the cloud.
4. License is sent back to the data used to access the file.
5. Then the user initiates the smart contract to the blockchain unit for secure access

(transaction) of the file.
6. Blockchain retrieves the file from the cloud and informs the data owner.
7. Finally, the encrypted data is transmitted to the user with a decryption key to

access the data file.

Table 5 illustrates the theoretical comparison over existing works. The implemen-
tation of proposed architecture will show improvement over existing techniques in
terms of security features or aspects.

7 Challenges and Future Research Directions

Many existing reviews or surveys are presented on blockchain technology and smart
cities that can be extensively used to study. The existing surveys are mainly focused
on issues related to blockchain and its application in smart cities. There are no past
works that have provided a profound description of blockchain and smart cities along
with the broad application of blockchain in smart cities. This chapter also explores
the technological innovations that are done with blockchain integrated smart city.
This chapter gives a brief description of challenges and issues related to blockchain
implementation in smart cities. To resolve these issues, this chapter also proposed
architecture and also redirects the researchers towards future research scopes. Table
6 represents the state-of-art reviews related to blockchain applications in smart cities.
This table represents the all review aspects that are presented in existing surveys.

Rather than an all-embracing summary of the area under study, the existing
research ideas need to be understood for potential research. This chapter gives a
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Table 6 Comparative analysis of features included in existing survey

References Year 1 2 3 4 5 6 7 8 9 10 11

[56] 2018 ✓ ✓ ✓ ✓ – – – – – – –

[57] 2019 ✓ ✓ ✓ ✓ – – – – – – –

[58] 2019 ✓ – ✓ – ✓ ✓ ✓ ✓ – ✓ –

[59] 2019 ✓ – – – – ✓ ✓ ✓ – ✓ –

[60] 2019 ✓ ✓ ✓ – – ✓ ✓ – ✓ ✓ –

[61] 2019 – – – ✓ ✓ – – – – ✓ –

[62] 2019 ✓ – ✓ – – ✓ ✓ ✓ ✓ – –

[63] 2020 ✓ ✓ – – – ✓ ✓ ✓ – – –

[64] 2020 ✓ – – – – ✓ ✓ ✓ – ✓ –

[65] 2020 ✓ ✓ – – – ✓ – – – – –

This chapter ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

1 = Blockchain description and types, 2 = Blockchain issues and challenges, 3 = Protocols, 4
= Smart city basics, 5 = Smart city security issues, 6 = Blockchain in smart healthcare, 7 =
Blockchain in smart transportation, 8= Blockchain in smart grid, 9= Blockchain in industries, 10
= Problem domains in blockchain, 11 = Proposed solution

brief overview about blockchain and its issues while implementing in smart cities.
Some of the challenges for future researchwork are presented in Fig. 6. In this chapter
a comprehensive framework is proposed which can give direction for future research
work. Besides, some of the fields overlap and communicate with one another. In
the interest of conciseness, this chapter does not explore these overlaps and interac-
tions. For the same reason, an in-depth discussion of subjects that, while relevant, are
not unique to smart cities, such as the use of blockchain to counter the outbreak of
pandemics, was also not discussed. Consequently, the system should not be seen as
a model that determines the limits of current research but as an inspiration for future
research to take up a subject and to carry out an in-depth analysis. To explore the
value that blockchain can create in combination with various architectures such as
cloud, fog, and edge computing, IoT [48, 49]. Further research is also needed. This
particularly applies to the scalability problem solution given by such architectures.
Likewise, blockchain and Artificial Intelligence (AI) combinations present exciting
new research possibilities for many areas of application.

8 Conclusion

The increasing number of smart devices number leads to increased challenges
amongst the IOT services and their efficient performance. One of the emerging appli-
cations of IoT is smart cities that are designed to scale up the urban environment
and ultimately improve the life of the citizens. With the growing development in
IoT based resources, the challenges associated with security is the key concern of
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Future Research Scope

Lack of security or privacy issues due to decentralized 
structure of blockchain. 

Selection of energy efficient consensus.

Scalability and performance issue of consensus.

Data interoperability involved in various blockchain.

Real-time analysis issues

Fig. 6 Current challenges in blockchain integrated smart cities

the research area. The problems and consequences however are found to be resolved
using the mechanism of the blockchain in these systems. In this chapter, the architec-
ture of blockchain and its application in different areas are illustrated which showed
up their benefits. Along with that a blockchain security model is proposed for future
direction in this field. The proposed algorithm can be fruitful in providing a better
quality of services even in a complex environment.
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Field Programmable Gate Array (FPGA)
Based IoT for Smart City Applications

Anvit Negi, Sumit Raj, Surendrabikram Thapa, and S. Indu

Abstract In the present era of modernization, automation and intelligent systems
have become an integral part of our lives. These intelligent systems extremely rely on
parallel computing technology for computation. Field Programmable Gate Arrays
(FPGAs) have recently become extremely popular because of its reconfigurability.
FPGA, an integrated circuit designed to be configured by a customer or a designer
after manufacturing, finds its application in almost every area where artificial intelli-
gence and IoT is used. The benefits of FPGAs over Application-Specific Integrated
Circuits (ASICs) and microcontrollers are emphasized in this chapter to justify our
inclination towards more IoT-FPGA based applications. This Dynamic reconfigura-
bility and in-field programming features of FPGAs as compared to fixed-function
ASICs help in developing better IoT systems. Due to their remarkable features, they
are being heavily explored in IoT application domains like IoT security, interfacing
with other IoT devices for image processing, and so on. We would lay focus on
areas which require high computational capabilities and the role of FPGAs or related
System on-chip whichcan be used in such application resulting in low power designs
and flexibilitywhen compared toASICs.We also provide our insights on howFPGAs
in future will be like and what improvements need to be done.
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1 Introduction

Today’s society has been moving towards modernization and innovation more than
any time in the history. Technology has powered every aspect of human lives. It has
influenced our daily mundane jobs, our healthcare facilities, transportation systems,
and everything that we can think of. The tasks that used to take years can now be
solved within a fraction of seconds. Every day, new things are being innovated. With
this innovation, humanity has reached great heights. This unprecedented innovation is
powered by machine learning and artificial intelligence. Machine learning, however,
is not a new concept [1]. Researchers in the twentieth century had many interesting
findings about how algorithms can learn themselves. On the grounds of the research
of the twentieth century, modern-day machine learning is prospering. Earlier, the
computational powerwas very limitedwhichwas one of themajor impending factors.
Today, with advancements in parallel computation and advanced computer architec-
ture, we have very fast computers. Today’s mobile phones have the ability to perform
the tasks that the supercomputers in the twentieth century struggled to do. This power
of computation has led the field of artificial intelligence to develop by multiple folds
every year [2].

The electronics that we use today are becoming more and more intelligent. Such
smart systems find its use in our daily lives. The electronics we use today are able
to collect data through sensors. The appliances we use are smart with a lot of func-
tionalities. We can control our appliances with the help of our mobile devices. This
has been made possible with the help of IoT. Sensors used in physical devices in our
daily lives collect data continuously. They are connected to a common IoT platform.
Various sensors provide the data continuously which can be integrated to build more
informative data. The data is then analyzed and valuable information is extracted. The
results are shared across the devices and are used for various purposes like automa-
tion, improved user experience, etc. IoT has been used extensively in a lot of fields.
For example, in a production line, the data of the devices that are being produced are
stored in the database of a company. The sensors used in physical devices monitor
the status of the device like the health of the device, issues of the device, etc. Such
data collected using sensors can help the manufacturers to improve their customer
service [3]. This is one of the multiple examples where IoT is used. The modern-day
traffic systems, GPS, etc. use IoT extensively.

The technology is being infused in each and every part of our lives. The day-to-
day problems like public transportation management, optimal power supply, waste
management, etc. are being solved by technologies. The concept of smart cities
enables us to use the concepts of big data and IoT to solve the real-world problems
[4]. Governments can collect the data using various sensors to solve the problems
of waste management, parking space management, etc. The data collected can be
used to predict the consumption pattern of the electricity, drinking water, etc. A huge
amount of money can be saved with smart sensors. For examples, using smart street
lights which automatically turn off in case of no human can cut electricity usage by a
huge percentage. The data collected using various sensors can even be used to solve
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very complex problems like predicting the spread of the disease, etc. [5]. IoT can
thus be used to make cities smart, secure, and efficient.

2 Artificial Intelligence (AI) and Internet of Things (IoT)
for Smart Cities

IoT has a wide range of applications in smart cities. Most of the works that used to
require human intervention are now automated. Artificial intelligence is automating
today’s world and naturally, it also finds applications in urban planning and urban
design accelerating the development of smart cities. Traffic systems, surveillance
systems, air and pollution monitoring systems, etc. have become essential aspects of
today’s cities. Nallapermua et al. [6] have proposed a system named STMP (Smart
Traffic management platform) that is able to harness the power of big data and AI
algorithms. The system makes use of sensor networks in roadways, the Internet of
Things (IoT) as well as social media data to make predictions on traffic flow as well
as give solutions to traffic management problems. Detect concept drifts such as peak
hours/non-peak hours as well as incidents in roadways such as accidents. This all
happens in real-time. This system is implemented through an online incremental
machine learning algorithm based on the Incremental Knowledge Acquisition and
Self Learning (IKASL) algorithm. The sentiment and emotion of vehicle users are
determined by using social media data in a non-recurrent traffic event such as an
accident. The system uses real-time traffic data to provide optimal traffic control
strategies using deep reinforcement learning. It predicts traffic flow and makes esti-
mates on impact propagation using deep neural networks. Their system was run on
a smart sensor network traffic data generated by hundreds of thousands of vehi-
cles on the arterial road network in a state in Australia. Their system provided very
good results and was also implementable in the real world. These days, intelligent
systems make decisions based on multimodal data which has made the systems more
robust and accurate [2]. Apart from the example given, there are use cases of IoT
and AI in energy management, resource optimization, etc. These days IoT is also
extensively used in precision medicine and healthcare [7]. Each and every problem
of smart cities can be solved using AI and IoT. AI at the edge has become a new
phenomenon. With new devices getting connected to the internet platform every day,
it has become inexplicable to avoid the power of IoT. Even very small electronics are
becoming more intelligent. The smartness of electronics is due to AI and for AI, we
need strong computational power. FPGAs have become a powerful future prospect
for deep learning because of the problem of parallelism it solves.
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3 FPGA for Deep Learning

The early AI workloads depend heavily on parallelism, such as image recognition.
Since the GPUs have been developed primarily to create video and graphics, they
have been popular for machine learning and deep learning [8]. GPUs excellently
execute a very vast combination of multiple arithmetic operations during contin-
uous processing. In other words, in situations when the same workload needs to
be completed several times in short succession, they will accelerate unbelievably.
However, it has its limitations to run AI on GPUs. GPUs are not as powerful as an
ASIC, a chip optimized for a certain amount of deep learning [9].

FPGAs may be configured in order to execute GPU-like or ASIC-like activities
with integrated AI. The FPGA’s reprogrammable, a restructured character is ideally
tailored to a rapidly shifting AI scene, enabling programmers to quickly validate
algorithms and sell quickly [10]. For deep learning implementations and other AI
workloads FPGAs provides many advantages:

• Fast output with low flow rate and low latency: By explicitly entering video
through the FPGA,FPGAsmayhave lower latency aswell as deterministic latency
for real-time applications such as video playback, transcript, and operation recog-
nition. Designers should create from the ground up a neural network to build the
FPGA to fit the model better.

• Outstanding value and cost: FPGAs for various features and data types can
be retrofitted to make them one of the cost-effective hardware choices. FPGAs
have extended product lives, so FPGA-based hardware models can be calculated
in years or decades. This function makes them suitable for automotive, security,
health, and industrial applications.

• Low power consumption: Engineers may adapt the hardware to their application
using FPGAs, thereby satisfying the criteria for energy efficiency. FPGAs can also
handle many functions to improve chip energy usage. A part of the FPGA should
be used for a function instead of the whole chip such that the FPGA can host
several functions in parallel.

3.1 AI and Deep Learning Applications on FPGAs

Where the program needs low latency and low load sizes, FPGAs will deliver effi-
ciency benefits over GPUs—for example with voice recognition and other operating
loads for natural language processing (NLP). Because of their very scalable I/O
interface, FPGAs are often suitable for the following tasks:

• FPGAs are used where I/O inefficiencies to be solved: FPGAs are also used
where data must travel across several various low latency networks. They are
highly helpful in removing memory buffering and solving I/O bottlenecks, one of
the most restricted variables in the efficiency of AI systems. FPGAs will speed
up the whole AI workflow by speeding data intake [11].
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• Including AI in workloads: Designers can apply AI capabilities to current
workloads using FPGAs, including deep product inspection or financial fraud
identification.

• Activating fusion sensor:Whenprocessingmultiple sensor data, such as cameras,
LIDAR, and audio sensors, FPGAs are excellent in managing multi-sensory input
data, such as cameras, LIDAR, and audio sensors. The ability to build autonomous
vehicles, robots, and manufacturing devices can be highly useful.

• Enabling high-performance clusters (HPC) to be accelerated: By operating
as programmable speeders for inferences, FPGAs can help to promote conver-
gence of AI and HPC. They have additional features outside AI. FPGAs make
it possible, without needing an additional processor, to incorporate protections,
I/O, networking, or pre/post-processing capability.

FPGAs merit a role in big data and machine learning between GPU and CPU
based AI chips. In specific, they demonstrate significant potential for accelerating
AI-related workloads. The key benefits of using an FPGA for speeding computers
and profound learning processes are stability, custom parallelism, and multifunction
programming [10]. However, further development is needed in the conception of
AI-driven by FPGAs. Just two big IT businesses, Alibaba and Microsoft, sell their
customers FPGA-based cloud acceleration. This idea also avoids the shortage of
vendors that sell circuits capable of handling such high-level workloads.

4 What Exactly is Field Programmable Gate Array
(FPGA)?

FPGA is an integrated circuit which consists of logical blocks bound to each other
by modular links. The logic blocks consist of LUTs, which have a specific number
of inputs and are structured over basic memories, SRAM, or Flash. In addition to
supporting sequential circuits, every LUT has been combined with a multiplexer as
well as a flip-flop register. Often, several LUTs for the implementation of complex
functions may be mixed. Today’s FPGAs are strong systems of I/O specifications
such as I2C, SPI, CAN, or PCIe that support hundreds of standards. The FPGA I/Os
are divided into banks under which each Bank can support various I/O requirements
separately. FPGAs may be reconfigured according to the desired feature or features.
FPGAs can be reprogrammed or reconfigured and this makes them different from
application-specific integrated circuits (ASICs), custom-designed for unique design
projects [12].

A prototype can be carried out using the basic logic feature of each cell and
the interconnecting matrix switches can be selectively closed. An FPGA’s building
block consists of the collection of logic cells and the network of the connecting
wires. The programming of these fundamental elements can be used to incorporate
complex designs. Over other deployments such as ASIC and off-the-shelf DSP and
microcontroller chips, FPGAs have various advantages.
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FPGAs are different from processors; FPGAs use logic-processing hardware and
has no operating system. Due to the concurrent processing routes, separate processes
do not have to compete for the same processing capacity. This causes speeds to be
very high and multiple control loops to operate at various frequencies on one FPGA
system. A Simple Model of an FPGA Squares represent configurable processing
elements, and circles represent configurable switches to control routing. As high
parallelism is utilized on circuits in the reconfigurable fabric, FPGA can accommo-
date incredibly high data throughput speeds. For some uses, FPGA reconfigurability
provides a versatility that also renders them superior to GPU. Parallelism and optimal
energy usage (performance/watt) are core features of FPGA that can inspire massive
data analytics. A key element of FPGA is its parallelism with a design in the hierar-
chical form which can be ideal for applications in the data processing. Many of the
more complex and common data operations on FPGA can be introduced by hardware
programming (Fig. 1).

IoT is a big catalyst for creative technologies, new business structures will be
encouraged, and global culture will be improved in an unimaginable way. With
inherent device and hardware programmability, FPGA provides real simplicity and
scalability to address IoT requirements. This effective mix helps you to work inde-
pendently and to customize the approach to the individual requirements of your

Fig. 1 A simplemodel of an FPGA squares represent configurable processing elements, and circles
represent configurable switches to control routing
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Fig. 2 Comparison of FPGA, ASIC, and CPU on basis of performance and efficiency

consumers and to scale solutions to satisfy fragmented and changing business
demands. FPGAs democratize IoT creativity, from intelligent houses and connected
automobiles to intelligent electrical grids and public networks. Their solutions allow
anybody to build any application from a single concept unit to 100 000 units in
volume. This elegantly imitates the wide spectrum of IoT implementations and not
a limited number of high-volume applications [13] (Fig. 2).

4.1 Benefits of FPGAs

There are a lot of benefits that FPGAs offer for accelerating deep learning problems.
Some of the benefits of FPGAs are as enlisted below:

• Productivity: FPGAs include conceptual frameworks to integrate parallelism into
designs and thereby improve processing speed dramatically over processor-based
platforms.

• Efficiency: Processor-driven architectures are based on instructions on common
hardware resources to execute a specified operation. FPGA-based architectures
consist of dedicated tools to carry out those activities with predictable delays.
Therefore, real-time solutions are more accurate.

• Maintenance: In the event that an architecture is modified over time, FPGAs
provide versatility in updating the design. The time it takes to redesign/improve
an FPGA-based system is much less than that of ASIC design.

• Expense: The cost of developing the custom ASIC is immense relative to the
costs of non-recurring manufacturing for FPGA. Cost: Backend architecture,
manufacturing, and shipping costs are also circumvented by FPGAs.
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• Market time: FPGA technology offers versatility for rapid product prototyping
by preventing manufacturing and many other processing delays, thereby allowing
faster time to market.

4.2 FPGAs and Artificial Intelligence

Machine learning (ML) was possible due to the Graphics Processing Unit (GPU).
It delivered even more processing capacity and had quicker memory access than
that of the CPU. Data centers have implemented them easily into their technologies
and GPU vendors have built tools to make efficient use of their hardware. GPUs are
power-hungry machines, though, and they are just as critical as edge devices for data
centers. The scale and complexity of AI algorithms have increased, and the devel-
opment of a GPU cannot be kept pace. The FPGA, which is fundamentally parallel
and hardware programmable, is a substitute, and they are excellent for specialized
workloads requiring massive parallelism in computational operations [14].

Because of benefits, such as fast processing time, user-created ability, and low
production costs, FPGAs have been the chosen option for integrating glue logic,
experimental systems, and hardware prototypes. There are therefore overheads of
space and time to provide tunable logic, customizable storage, and configurable
routing tools. Designers are completely conscious that it is necessary to completely
use the versatility of FPGAs, particularly those which can be swiftly reconfigured
in the moment, to mitigate the consequences of these expenses [15]. For the term
runtime reconfigurability, we shall follow a limited interpretation: it covers devices
that only accept the full user configuration and thosewhich can be partly reconfigured
at runtime.

The number of parallel computing components that can be placed in more optimal
configurations is improved dramatically by FPGAs. They have tiny quantities of
memories in the cloth that put the processing near to the memory [14]. Recently,
research was released in which two Intel FPGAs were compared to an NVIDIA
GPU. The primary purpose of the experiment was to see whether FPGAs would
compete with GPUs to accelerate AI implementations in the future century.

5 FPGA Based IoT Architecture and Applications
for Secured Smart Cities

In developing cities today, cyber-physical networks provide smart sensing and control
hardware and software. In Smart cities collecting and analysis of urban road data
using highly defined images, videos, and background information have now become
a necessity. The Field Programmable Gate Array makes data centers and processing
reveals that their simulations have an immense potential. The class of applications
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from the Smart city class involves the gathering and analysis of urban informa-
tion, remote sensing, the identification of objects and pedestrians, water, and elec-
tricity. These potential Smart City technologies are helping City Infrastructures,
real estate developers, architecture and technology companies, and scientists via
the use of high-resolution photographs, videos, and background details. Running
those complex algorithms on standardized processors or graphic processors with
low energy consumption can be difficult to accelerate, to use as sensor boxes to
build urban information systems. To ensure an effective mapping of the algorithm
to reconfigurable hardware, it is important to explore these architecture areas early
in the day. In the Internet of Things (IoT) systems, safety and security is an integral
necessity in smart cities, which have integrated structures with limited processing
capacities and energy limits in the most underlying computing platforms. The FPGA
scalable low-area hardware architecture works as a component to speed costly and
complicated computation and provides the necessary tools for development in order
to reconfigure them.

5.1 FPGA Based IoT for Smart Homes

The Internet of Things (IoT) is found its application in several domains, it even enters
smart houses. IoT devices can be easily controlled and tracked with Android apps
via smartphones. Home automation is one of the deepest applications of daily life.
Wireless Fidelity (Wi-Fi) is groundbreaking, as compared to wired LAN connec-
tivity, as a result of hasty technical developments [16]. There is just a short distance
between current wireless networking devices like Bluetooth, ZigBee, NRF24L01,
etc. For wireless data sharing over long distances through the Internet, IoT uses
Wi-Fi. The IoT module (ESP8266) is used in distant parts of the world for moni-
toring of domestic industrial equipment. Serial communication shares knowledge
between the IoT module and the FPGA. Home devices are managed by an FPGA
system that receives commands from the IoT Module via the smartphone applica-
tion in serial communication. IoT home automation can update system status via
email and also on the Internet with IP address, which can be password protection
relative to current house automation. IoT based home automation serves effectively
to physically disabled and elderly citizens due to high precision and compatibility
on smartphone technologies.

IoT can be connected and accessed via the Internet via IP address and accessible
worldwide, which are very cheap in the marketplace. The next big thing is IoT and
this will be the future. Many Bluetooth modules on the market are available, but
in contrast, IoT modules are reliable and cheaper and have various uses, including
smart shopping systems for home automation, etc. With the aid of IoT technology,
home automation can be accomplished easily. Home appliances can be tracked and
operated by IoT modules. The internet of things is the system of physical objects
or things built using hardware, programming, sensors, and system networks which
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allow these objects to collect and trade information. Each progress contributes to the
numerous IoT applications overview [17].

Currently with IoT, during office hours, we can control the electronic gadgets that
have been put in our homes. When we go to the shower in the morning, our water
will be warm. The credit goes to the best devices that make up the smart house.
Above all, we need to worry about certain problems such as the consumer should
be able to connect this IoT module from whatever gadget they want (Android/iOS
devices). He should be able to move the host from one gadget to another and this
module should function the same way. If there are any flaws, it should be possible
to evaluate them and the system to function efficiently if there is a path for the
improvement of distant innovation. The FPGA board is used here because it gives
our systemhigh security. For any feature, FPGAoffers high versatility to re-configure
to any additional functionality. Furthermore, FPGA makes adaptive compromise for
programs that do not completely use the on-board resources, either to concurrently
performmany small (heterogeneous) tasks or customize a single task for low latency
or high precision with more onboard resources [18].

5.2 FPGA Based IoT for Data Encryption, Storage,
and Security

The Internet of Things (IoT) has been commonly used for the storage and processing
of data in the industry.Data protection is one of themost serious safety concerns of the
manufacturing system during storage and contact. Although the existing embedded
platform’s single security approach and low data throughput are difficult to meet
the growing requirements, particularly in the high specification edge computing
system, such as FPGA based on the embedded system [19]. A fast hybrid FPGA
encryption process improves data protection and data transfer via the integrated
Advanced Encryption Standard (AES) Encoding with a highly customized high-
parallel message digest (MD5) encryption. Experimental findings in a heterogeneous
FPGA with the National Info-Science and Technology Lab demonstrate that the
hybrid encryption implementation will achieve high-performance data encryption
for edge-computing security applications. It is difficult to achieve high performance
without the assistanceof hardware for such security systems such as public encryption
systems. The complexities of algorithms and hardware specifications have tested
the strengths of standard processors and current hardware with the introduction of
machine learning and artificial intelligence [20].
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5.3 FPGA Based IoT for Safety and Surveillance
Applications

The recent substantial growth in electronics, mobile devices, and urban civiliza-
tion has contributed to the formation of a smart city with intelligent autonomous
systems. The use of smart devices in a wide variety from human–computer expe-
riences to robotics has been a major use of computer vision. In comparison, these
systems must be extremely reliable in all cases. The automatic video surveillance,
commonly used in real-time monitoring today, is one of the essential applications of
these systems; it can analyze traffic patterns, follow/track cars, video-cameral recog-
nition, and detection of accidents. Completely automated systems that need minimal
processing time and storage space are the major challenges; they often require no
personalized thresholds or tunings. These problems underline the significance of
algorithms that are computationally efficient, task-based, operator-independent, and
threshold-independent in tracing and finding activities [21].

Analyzing large camera network video streams requires immense bandwidth and
processing power. Edge computing has been suggested to reduce the strain by the
accessibility of resources in the proximity of data. However, there is a continuing rise
in the amount of video feed and the related computer resourceswill become shortened
once again [22]. An FPGA-based, smart camera architecture, allowing optimal in situ
stream-processing, in order to satisfy the stringent low-latency, energy-efficient, low
power conditions for cutting edge vision applications, to essentially solve resource
shortage and to make real-time video feed analyses scalable. Together, we maxi-
mize energy effectively the allotment of computing capital and plan assignments for
heterogeneous tasks. We can achieve a 49× improvement over the CPU and a 64×
improvement in energy consumption over the GPU with the background subtraction
algorithm by exploiting FFGA’s intrinsic design efficiency characteristics by using
its hardware support for parallelism [23].

6 FPGA Based IoT Architecture and Applications
for Healthcare Analytics

Because of an incredible rise in population growth, conventional health care is not
serving the demands of everybody [24]. Despite getting modern, smart, and costly
medical services, everybody is unable to access or afford them [25]. The medical
system should be more intelligent and accessible for all to solve this problem. Proper
use of tools and emerging innovations such as cutting edge, IoT, wearable systems,
wireless brain sensors, etc. [26] will accomplish this. The Internet of Things (IoT) is
becoming an important connectivity mechanism for control applications for health-
care. Doctors recommend that individuals use multiple kinds of IoT-based items that
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are effective in preserving and presenting various sorts of disease-related patholog-
ical data [27, 28]. Hence, IoT based architectures are being developed for generic
and e-health purposes.

The overall medical care market is impacted by various segment patterns,
including the accompanying:

• Developing and Aging Population: The U.S. Census Bureau predicts that most of
the U.S. “Baby Boom” populace (28% of the all-out U.S. populace) will start to
turn 65 somewhere in the range of 2010 and 2020

• Buyer desires for improved medical care are expanding in both created and non-
industrial nations.

• Insurance providers and employers are declining payment and compensation for
medical costs. Customers/patients would pay more funds.

• Innovation is offering to ascend to new clinical treatments, which thus are tending
to an ever-increasing number of clinical illnesses and helping in prior analysis and
counteraction of sicknesses [29].

The per capita medical services spending has increased exponentially worldwide.
In the U.S., it rose from $144 per person in 1960 to nearly $4,400 per person in
1999 and is estimated to rise further in coming years [30]. Manufacturing companies
recognize that they must concentrate and thrive in the United States to succeed in
the medical industry.

Within the next two decades, early identification, multimedia details that can be
viewed from several places, and the “total solution” revenues will be the key focus
of the healthcare industry. In [31, 32], an exhaustive survey of IoT-based health
technologies, confidentiality features, including hazard models, attack taxonomies,
and healthcare security specifications, was published. Power, security, scalability,
wireless communications, etc. were discussed in the key parameters for IoT-driven
healthcare systems [32].

6.1 Advantages of Programmable Logic

Almost all medical products contain some kind of semiconductor. Indeed, the content
of the silicon chip in these diverse items continues to grow. The rate of acceptance
tends to be significantly greater than that of other semiconductor groups. In the
production of medical instruments, Programmable Logic Devices provide a feasible
and efficient replacement to ASICs PLDs remove costs incurred in non-recurring
engineering (NRE) and a minimum order number connected with ASICs, as well as
the expensive risks presented by several silicon iterations by being able to reprogram
during the design process as required. PLDs offer design versatility and board align-
ment options in competition with ASICs, which distinguish themselves from rival
suppliers of medical equipment. In addition, as specifications improve or criteria
change, PLDs may be updated in the sector [33].
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Furthermore, it is possible for designers to reuse a basic electronic platform to
build differentiated systems that promote a number of functional sets with a single
basic design, leading to reduced production cost. If designing a CT computer or a
patient tracking unit, programmable logic is a scalable low-risk road to effectively
designing a system that provides maximum economic effectiveness while having
sufficient capability for distinction relative to othermanufacturers ofmedical devices.
PLDs have a long life-cycle, which is highly crucial in the medical sector due to the
long product periods and defend consumers from obsolescence.

The programmable logic is a versatile, low-risk route towards the efficient
design of devices, offering maximum performance while providing value-added
differentiation capacities of long-life cycles, including diagnostics, electromedicine,
therapeutics, and life science and hospital equipment for medical applications.

6.2 Medical Applications for Programmable Logic

In order to economically build state-of-the-art devices for many applications like a
medical room by using programmable logic includes:

Diagnostic imaging systems

For centuries, medical imaging techniques such as X-ray and ultrasound are in
operation. Newer are additional systems such as Computed Tomography, MRI, and
Nuclear or Positron Emission Tomography (PET). Thesemodern imaging diagnostic
systems are intensive and costly image processing, causing companies to constantly
incorporate innovations and performance enhancement [29].

The development of these sophisticated imaging diagnostic systems plays a signif-
icant role in semiconductors. The programmable logic today enables Device on Chip
(SoC) to power imaging systems of the next generation, with improved density,
versatility, and reliability.

As seen above, three types are part of a standard diagnostic imaging system:

• data collection
• data aggregation
• image/data processing cards.

The most cost-sensitive device card is the data acquisition card that filters data
received. Normally there are several data acquisition cards in a diagnostic imaging
system. Until the data is paid and sorted, it is forwarded to the buffer and data
alignment data consolidation card. After extracting the data, it is provided to the
processing card for pictures/data processing. These chips filter extensively and re-
construct images with the most algorithms. The FPGAs and the SOCs possess a vital
feature necessary for the implementation of these semiconductor devices and that is
reconfigurability. The methods of dynamic partial reconfiguration enable a designer
to collect and filter data using the same semiconductor setup and this feature makes
the system flexible for the development of several medical features [34].
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Fig. 3 Example of IoT diagnostic imaging equipment based on FPGA

Electromedical Applications

Patient monitoring

Health tracking systems record and interpret the vital clinical decision-maker knowl-
edge of a patient. Hospital monitoring developments provide a new type of factors
enabling the transport of patients [29] (Fig. 3).

Life support

Another critical field of the medical industry is oxygen and life support. This equip-
ment consists mainly of fans and supply systems and is closely connected with the
central surveillance system.

Anaesthesia equipment

The use of anaesthesia is essential and demands the finest human treatment, partic-
ularly when the patient is administered. Innovation plays a significant role in the
provision of anaesthesia by supplying the patient with the same dose.

7 IoT Architecture and Its Applications for Urban
Planning Based on FPGA

Increased cost and demand of diverse resources have driven many organizations
to find intelligent ways to track, manage, and save their money and resources. A
smart management system will help to reduce costs while also satisfying the need
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for energy. In order to control energy consumption effectively in domestic, commer-
cial, and industrial fields, the evolving Internet of Things (IoT) and big data tech-
nologies can be utilized. Not only energy management but also networking for the
next generation uses uniform protocols, interdependent architectures, and innova-
tive technology to establish widespread and secure connectivity. Not only can this
advancement of connectivity enhance the efficiency of the current networks, but also
facilitate different implementations in other areas when incorporating various hetero-
geneous systems. This huge escalation of mobile connectivity requires increased
operational bandwidth. By delivering relatively low latency and a high bandwidth
for data transfer, 5G offers a robust solution. FPGA should be used for constructing
components of 5G networks because it has the ability to be energy/cost effective. It
will ramp up network performance without spending significantly on new hardware.
Compared to fixed-function ASICs, dynamic reconfigurability and in-field FPGAs
programming capabilities help to build improved wireless systems. This presents
multiple FPGA technology fields for the next 5G network preparation [35]. The
following factors make an FPGA based 5G system, electricity storage, and the smart
grid feasible.

• Flexibility: Platform reconfiguration and changing device functionality.
• Performance: Accelerate the hardware phase of complexDSP-optimized control-

algorithms.
• Design integration: Mixed device fabric design convergence supports both the

design and embedded processing requirements of FPGA.
• Reduced costs: lower costs, lower power usage, and improved device efficiency

with enclosed devices with fewer parts.
• Lifespan: endorse a product life cycle of more than 15 years on average.

7.1 FPGA Based IoT for 5G and Beyond

5G is more than just a generation jump, contrary to its predecessors, it is the basis for
a globally linked digital age [36]. This requires a set of superlatives: 100 times the
normal end-user data rate; 100 times the number of wireless devices; and 1,000 times
the amount of smartphone data—all with more diverse end-user apps connected to
them. 5G plans to use current and likely new RATs to fulfill these criteria, to use
new technology, including Massive MIMO, along with new distribution scenarios,
such as cloud-based RANs, but remains a cost-effective option for realistic execution
[37]. Possible potential for 5G is a cloud-based radio access network called C-RAN,
which uses a centralized datacentre infrastructure to process a wider range of nodes.
FPGAs, since they can be used for hardware acceleration and virtualized features in
Xeon processors, are essential to this approach.

However, while 5G demand is likely to be gigantic, there is also ambiguity in
the systems used to satisfy these needs [38]. Programmable FPGA provides the
flexibility and efficiency required to fulfill ambitious and ever-changing 5G wireless
networking criteria.
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5G Connectivity Obstacles

With the Internet of Things rolling in, the number of wireless devices is bound
to escalate, and with considerably more diverse implementations, a multitude of
networking types are required. Therefore, 5G is going to need:

• Reliable data transfer from 1 Gb/s up to 20 Gb/s
• The near-zero-time delay for applications including connectivity between vehicles
• Assistance for the reliable mass potential of hundreds of billions of wireless

devices
• Data rates and tariffs versatility for multiple applications
• There are now various ideas and innovations introduced to solve the problems

of 5G, not only to enable a world that is universally interconnected but also to
accomplish them using cost-efficient solutions. In other words:

• Radio access networks or virtualizedRANs focusedon the cloud-based computing
• More advanced multi-access and software/development solutions
• The modern architecture of the RF and baseband
• New methods for beam formation
• Effective and scalable spectrum utilization in Specialized RF domain processing.

7.2 FPGA Based IoT for Energy Management

EnergyManagement is a way of selectively switching off the priority system to lower
electronic device’s power consumption. The effective and reliable supply of energy
to the rising global population is one of the great challenges of the next decade. The
evolution of the Smart Grid, which has emerged as a consequence of the need for
a more advanced electricity supply mechanism, poses many opportunities [39]. The
conventional network was the production of energy from fossil fuels like coal or
nuclear energy at a power plant. The electricity generated from centralized power
stations has been distributed through a variety of transmission and distribution lines
(T&D) to the consumer at the end of the day. In the twenty-first century, this unidi-
rectional distribution of energy is difficult because electricity is not concentrated, it
is dispersed with more worldwide energy from alternative energies such as solar and
wind power.

Besides, developments in wired and wireless networking technologies are being
integrated into the modern grid. Yet hurdles are impeded by the introduction of
the smart grid. These hurdles include emerging requirements, long-lasting dura-
bility, safety, low-cost deployment, and two-way real-time communications. Smart
grid control equipment and clean renewable energy ecosystem such as smart solar
inverters are far from straightforward [40]. You can increase the efficiency and scala-
bility criteria of task-specific system functionality, such as control loop, grid commu-
nications, network redundant, and defense, with a single FPGA or SoC following,
changed architecture specifications. An FPGA-based control system in a smart home
for monitoring the load energy supplied by the form and amount of loads attached to
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the power grid. FPGAmakes it possible for the intelligent home energy management
system to integrate multiple loads without raising the scale of the installed hardware.
It can also be used to perform on-sitemodifications,minimizing repair costs. Since its
competing nature guarantees high-speed processing power, FPGAs are most suitable
for real-time applications.

8 Further Applications of FPGA Based IoT for Smart
Cities

There are a lot of areas beyond the topics discussed above where FPGA finds its
applications in use-cases relating to smart cities.

8.1 FPGA Based Neuroscience and Its IoT Applications

Neuroscience is a field of science that focuses on the nervous system structural
and functional aspects, which includes neurological and computer sciences, interac-
tive neurosciences, evolution, growth, biochemical and tissue biology, physiology,
anatomies, and pharmacology of the nervous system. FPGAs are potentially going
to be much larger than programmable read-only (PROM) chips in theory. Internet of
things (IoT) is an interconnected part of the future internet, including the emerging
and current internet and network creation, and can be designated as a complex global
network system with standard and interoperable protocol-configuring capability for
connectivity with physical and virtual “things” having names, physical and virtual
characteristics [41].

8.2 FPGA Implementation of Automatic Monitoring Systems
for Industrial Applications

The automatedmonitoring system in the industrial field using IoT (Internet of Things)
could be thought for the further application. In this technique, the industrial device
is automatically controlled, which includes the main FPGA controller, the analog
sensor like gas sensor, optical sensor, and the particle sensor like the Pir Motion
Sensor. Different sensors and a voltage spectrum of 4.4 V are often used to track
manufacturing devices, confirming a safer control device. This is created by the
crystal oscillator with an input frequency is 50 MHz. The ADC and GSM module
are VHDL-coded. The output will eventually be calculated by a cell network and
the current state of the LCD. The use of proximity sensors and various other sensors
based on the requirements of the industry will further enhance its functionality [42].
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FPGAs can even be used for optimized routing algorithms which are phenomenal in
industrial applications [43]. It can also be used in multiple healthcare applications
[44].

8.3 Reconfigurable Embedded Web Services Based on FPGA

This approach offers a concept for optimizing the use of spare FPGA resources by
employing them to perform separate computational tasks. They use this technique
for FPGA-based online applications that conform with the SOA model and that
are environmentally safe. For each operation, different segment modules must be
given and architectural standards must be followed. You aim to achieve the lowest
possible extra hardware expenses [45]. The idea introduced to previously developed
FPGA software framework for the application of different Web services was initially
implemented by them. Future priorities for growth include:

• Advertising automatic service (related to the issue of service repository)
• Develop ormodify existing algorithms that will enable us to transfer computations

seamlessly between FPGA-based systems and the servicemanagement subsystem
to facilitate the uninterrupted operation of the web services.

8.4 Smart Sensor Based on SoCs for Incorporation
in Industrial Internet of Things

TheSmart Sensor integrated spatial includes real-time operational functionality, local
data processing capability, highly accessible communication interfaces, including
HD-Seamless Redundancy (HSR) and Parallel Redundancy Protocol (PRP), inter-
operability (Industrial Protocols), and cyber protection [46].

8.5 FPGA Based Health Monitoring System

The device is used for monitoring body temperature, pulse rate, and breathing rate
by using wearable sensors. A health tracking system developed by FGPA would
receive the information from various sensors and evaluate the data in order to reduce
human participation and react accordingly. If requested, they will include the health
summary, state of health, and warnings [47].
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9 Futuristic Applications and Challenges of FPGA Based
IoT for Smart Cities

In the future for potential cars with a growing number of self-sufficient capacities,
we should expect increased communication of the users of the system. Intelligent
vehicles and cognitive grids are the culmination of a changing world that makes
formerly isolated computers, networks, and services online. This exemplifies the
advent of IoT based technologies and the complexity of the domain, with increasing
uses we would require convoluted algorithms and better computational processors
and this is where SOCs come into the picture. In simple terms, SOC is just a single
chip combination of an FPGA that is the programmable logic with an Arm-based
processor the programmable software. The convergence of both PL and PSmakes the
device versatile and ready for tremendous computationwith intelligent programming
of software while the dedicated hardware solving the intricate computations in the
field of medicine, Space Exploration, and data mining. The Flexibility and durability
these boards provide make them ideal for Big data applications in the coming time.
With software designers exhausting theGPU/ASIC capabilities the SOCor the FPGA
is the upcoming option [48].

The convergence of different IoT devices and networks would eventually
contribute to the growth of intelligent cities around the world and the use of the
modern infrastructure that allows for all-round connection and the ever-rising band-
width. It is also necessary to remember that it doesn’t mean it’s secure or will stay
safe, only because a system is incorporated. The Big IT companies namely Amazon,
Nvidia, and Google have identified the role of FPGAs in IoT applications and have
set up data centers using these SOCs. Now the future of complex computation lies
in the design and development of these FPGAs and therefore, protection should be
treated as hardware rather than software patches, with a variety of potentially severe
threats including data violations, falsified components, and IP Property (IP) theft
regularly imposed on chip manufacturers. In addition to the fundamental safety of
the chip during development, the incorporation of the right IP security core into an
SoC will allow producers to build devices, platforms, and systems, which remain
protected during their respective lives.

Examples of hardware-enabled products include equipment provisioning,
SubscriptionManagement, safe payments, RMA/test support. Integrated SoC/FPGA
can serve as the essential medium for authenticating services and Keys. SoC Security
Core will control debug modes to counterfeit reverse engineering when authenti-
cating chips. SoC-based protection will handle on-board resource management with
methods such as partial reconfiguration. The Safety Provided by the FPGAs is incom-
parable to the operating system-based hardware modules, lack of operating system
makes FPGA secure from cyber-attack since we have dedicated hardware for every
operation, we would expect the client or the user to provoke [49].

Protection, privacy, security breaches, unauthorized control, and denial of service
include IoT challenges. For completely safeguarding platforms and devices including
FPGAs, wearables, phones, notebooks, and other smart devices, a hardware-first
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approach to the safety and implementation of the required functionality is important
in the chip (SoC) area on systems [50]. In reality, a single interface (UI) across the
worksite, real-time consistency in operations, and cloud-based function activation
are available on the hardware platform. IoT products have a long service life, but
manufacturers will probably cease designing and carrying out patches for a product
until it has become obsolete and the reconfigurability the FPGA provides come
into the picture. We can actually model the new design by just reprogramming the
board with a new bitstream. IoT systems can also utilize hardware-based security
and insulation devices that provide robust protection from different modes of attack
[51]. The external layer of this network consists of physical devices that touch or
nearly touch the realworld, including optical, thermal,mechanical, and other sensors,
whichmeasure building, computer, or human physical states. Certain controls such as
thermostats, smart sensors, or drone helicopters are available. The existence of these
dynamic devices leads to a mixture of sensors and actuators or entire frameworks
for the IoT [52].

Take the home thermostat for example. If we install a smartphone app such that
the temperature can be read, faults can be checked and set-point can be modified,
the interface is running automatically. This strategy aims to pass power over the
Internet, preferably onto a cloud device, and to spread micro, cheap sensors every-
where if possible. Here we totally eradicate the thermostat and place sensors around
the building, inside and outside instead. When we are there, our control boards are
disconnected from the oven and the air conditioner, their inputs and outputs are
linked to the Internet and a cloud program will read their conditions and control their
devices directly. Operating on very low steady current, long stretches of sleep, and
short operation, these wireless interfaces typically match characteristics such as low
power and efficiency to sleep [53]. However, the interfaces still carry luggage. These
are incompatible with one another, have limited ranges, and use simpler package
formats for the non-internet protocol (IP). These features include a new computer
for the intermediation of a local IoT concentrator between the capillary network and
the next layer of the IoT [48].

In its immediate proximity, the concentrator acts as a gateway for short-range
RF links, handles and transfers data between interfaces. As it is doubtful that these
concentrators have a direct link to an Internet connection router, Wi-Fi or Long-
Term Evolutions (LTE) would usually be used as a backhaul network and becomes
the second layer of the IoT. It is then the duty of the hub to do regular network
bridgework as well as to bundle and unpack the traffic and convert it between headers
used for backhaul networks and headers used in the short-range RFs.

Not just a revamped design is required for a safer FPGA based IoT smart city but
also a remodeledmethod is required and is oneof thebiggest challenges for a designer.
FPGA uses a relatively low-level language namely Verilog/VHDL and this creates
a challenge for a designer to incorporate every complex feature that various other
tools provide. For example, training of neural networks on an FPGA board is nearly
impossible and the implementation after training is still possible but the process
and time to market is really huge when compared to Neural net implementation in
a python-based environment. Intel and Xilinx have provided solutions like Vitis,
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Sdaccel, and HLS that is a high-level synthesis for designing the FPGA boards but
the potential of these solution is still not remarkable and we are left with complicated
versions of C++/System C and hence this does not provide an acceptable solution
and is still a challenge for the designer.

10 Conclusion

The internet has been established in our lives, from offline experiences to social
connections. By allowing contact of objects and human beings, IoT has brought
fresh potential into the Internet, rendering the world clever and knowledgeable. This
has led the vision of connectivity “anytime, anywhere, anyway” truly possible.

Despite the fact that presently FPGAs fall short in several aspects when compared
to present IoT rendering devices such as microcontrollers. Parallel computing offers
them a rim overmicrocontrollers inmaking IoT applicationsmore rapid and effective
in complex processes, for example, image processing. Because of these remarkable
characteristics, they are extensively explored in various IoT domains such as privacy
protection, cryptographic systems, algorithmic acceleration, and many more. More-
over, the unison of independent processors with an FPGA fabric on a single SoC has
inspired engineers to upgrade the current device with its deployment in them.

There will be more uses for smart cities in the future, such as intelligent building
energy sensors. An IoT machine, which connects several heterogeneous devices via
the internet, should be able to communicate and compute results as soon as possible
for an efficient real-time process that will make the core of smart cities. This is where
FPGA comes into the picture, with the present trend if we are able to enervate our
design using the capabilities of FPGA, we would build a computationally advanced
IoT architecture for the future.

Challenges in developing a smart healthcare system, such as increasing the
complexity of the system, resulting in higher energy usage and cost of design can
be reduced by an implementation based on FPGAs. FPGAs can be used in real-
time analysis and provide medical feedback that can be crucial to reaching greater
levels of data interfacing directly and the computational capacity of these devices
will improve the medical performance ratios of electronic-based diagnosis.

SoC FPGA’s existing ‘do something’ set of ‘must be good’ options are surely
all too crowded to customize the data center program of unused features. And, with
eFPGA (embedded FPGA IP) technologies increasing lately, more businesses will
opt out of the regulation (and massive margins) of stand-alone FPGAs to design data
center-class neural network accelerators. Application-specific circuits (ASIC), chips
made for one very particular AI role are being replaced by FPGAs as A SICs lack the
flexibility that is they cannot be reprogrammed and the cost to market in dedicated
hardware for operation-based requirements. This dedicated hardware reprogramma-
bility which has been discussed in detail makes FPGAs ideal for IoT applications
that will discard ASICs due to prolonged time to market and design constraints.
We envision a world with Xilinx FPGAs and Intel’s AI (ML/DL) toolchains, where
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digital signal processing with field programmable gate arrays is a common alterna-
tive to deploy AI applications. Applications that thrive from quick implementation
capacities in any digital signals processing with field programmable gate array-based
AI systems include Machine View, autonomous driving, driver assistance, and data
center.
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Modified Transaction Against
Double-Spending Attack Using
Blockchain to Secure Smart Cities

J. Ramkumar, M. Baskar, A. Suresh, Arulananth T. S., and B. Amutha

Abstract Blockchain paves the way to fill the research gaps in terms of security,
database process, cryptography, data center, etc. in the researchfields like networking,
big data and cloud computing in recent days. Generally, blockchain contains blocks
of chain where each block is referring to the previous blocks and difficulty in the
recreation of a chain. It provides a set of bitcoins, which is nothing but the digital
currency utilized for cryptocurrency to manage several transactions based on a fully
distributed environment. As bitcoins decentralizes for the mining process, mining
processes are performed for the creation of bitcoin too. While considering the secu-
rity, the bitcoin transaction has several attackers shows while making transactions.
The most severe attack that we have found here is the double-spending attacks to
modify and manipulate the transaction performed. Based on the blockchain frame-
work existence, all the transactions stores into the transaction part of each block.
Transactions perform a hash function which hashes each transaction and repeat it for
pairing again and again based on the Merkle tree. Merkle tree is the block header
that stores the hash of the previous block header. These chaining process helps the
transaction to ensure nomodifications donewithout changing the earlier blocks in the
chain network. The transaction in blockchain denotes the bitcoin wallet, which tells
the information about bitcoin’s movement. Each spend transaction of bitcoin has the
previous bitcoin transaction.Double spending attack occurswhen a single transaction
creates multiple output transaction while sending to several destination addresses. In
the blockchain, each output transaction is provided based on one input. If any attempt
of the same bitcoin uses for two or more times for a transaction, the double-spending
attack is possible. Based on the existing survey related to the double-spending attack
ratio, there is a possibility of a double-spending attack in the blockchain. Based on
the double-spending attack problem, the modified bitcoin transaction chaining tech-
nique proposes with integrated the electronic codebook based on cryptography. As
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to provide more security, modes of electronic code operations are considered. Based
on the block cipher of block length and in the case of multiple blocks of informa-
tion are processed, security attacks are possible as block chaining added up into the
transaction between the sender and receiver, which ensures authentication and confi-
dentiality. The initial constant provides integrated with the transaction to provide
maximum security and protect against unauthorized changes. To provide additional
security constant number is considered as the random number which gets varied for
each transaction based on output feedback mode operation.

Keywords Cryptography · Data center · Bitcoin · Block header · Transaction ·
Smart cities

1 Introduction

Blockchain is an unpredictable proposed model that is developed by Satoshi
Nakamoto, who involved in the creation and building of blockchain technology.
Blockchain is forming a new trend set of allowing digital data among anyone in the
blockchain network based on a full distributive manner [1]. Blockchain has derived
other terms such as digital currency and bitcoin and created several bit technology
communities. Generally, blockchain defines as a series of permanent data records
under a particular timestamp, which is managed and monitored by everyone in the
network [2] and [3]. Mainly blockchain is constructed for managing and completing
a particular transaction by following specific steps as; if a person requests a transac-
tion, the required message scattered/broadcast to all P2P nodes in the network. P2P
nodes validate and verify the user’s transaction based on specific algorithms such as
chaining, encryption/decryption algorithms, etc. Then, the validated information on
the transactions represents cryptocurrency [4], i.e., currency, which is in digital form
and its unit of currency is framed based on the encryption techniques.

The digital currencies are verified and validated during the data transactions are
based on all P2P nodes in the network. The cryptocurrency has some unique features
such as currency form that cannot be valued/No exchange payment gain by another
community. Currency not represented in physical form, and it only exists in that
network. The currencies and its transactions are validated no by the central entity,
but it was done by everyone in the network, i.e., decentralized manner [5]. During
the transaction, one can add a new transaction, which adds as a new block into the
blockchain, but all should be verified and validated.Modified data should be reflected
in the database using a distributed ledger, which acts independently [6]. Once the
above steps are done, the transaction is completed.

The description of the blockchain transaction in Fig. 1 are listed below,

1. The transaction is initiated by the user.
2. The transaction gets verified and signature is generated using a digital wallet.
3. As the blockchain network is decentralized, the generated transaction is

broadcasted to all the nodes in the network.
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Fig. 1 Data transaction using the blockchain network

4. Then all the nodes have to validate the particular transaction.
5. After the transaction gets validated, the miner will add it to a block based on

the proof of work.
6. The block is generated for each transaction and the generated block is

broadcasted to all the nodes in the network.
7. After validated, blocks exist in the ledger which is distributed fashion
8. Then the transaction gets recorded and completed.

From the above statements, blockchain represents bitcoins based on the ledger,
ordered set of transaction and timestamp, which helps the transaction to prevent
from double-spending attack and not to modify the previous transaction informa-
tion. During the digital cash transaction, when a person uses the same token to
perform their transaction or perform more than once during the digital cast transac-
tion, a double-spending attack happens [7]. In the case of regular/physical currency
transactions, the digital token will be a digital file that can be duplicated or mislead.
The double-spending attack happens when a digital file is taken to perform the same
transaction multiple times to multiple persons. In the current scenario, a double-
spending attack getting reduced by applying several encryption algorithms and
crypto signature concepts [8]. Based on the cryptographical concept, all the informa-
tion/System resources considers Confidentiality, Integrity and Authentication (CIA)
as represented in the Fig. 2.

The double-spending attack happens when a group of miners/nodes try to double-
spend the currency twice in the blockchain network during the transaction exchange.
This double-spending attacks cryptocurrency to miscredit the transaction and also
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Fig. 2 Security aspects of data/information

affect the data/information integrity of the blockchain. The existing works are
discussed on Table 1.

From Fig. 1, the miner is referred to mining, which allows the blockchain to
be a decentralized entity and secure the bitcoin system. The role of miners will
validate new transactions and record them in the ledger and validate the mining
process. Miners have to solve the mathematical problem using a cryptographical

Table 1 Existing survey

S.NO Title Proposed work Limitations

1 Proof of luck: an efficient
blockchain consensus
protocol [10]

Proposed the modified proof
of work based on blockchain
with TEE Random number
generator

In this work, there is no
attacks are considered and
verified

2 Zero-determinant strategy
for the algorithm optimize
of blockchain PoW
consensus [11]

Proposed ZD strategy based
on proof of work algorithm
to improve the data mining
process with increase
revenue

No consensus rules are
framed while processing the
proof of work

3 Sustainable blockchain
through proof of exercise
[12]

In this proposed work, proof
of work has been extended
to be proof of exercise,
which has considered the
problem of computation
related to bitcoin properties

Evaluation work on Proof of
work and proof of exercise
are to be discussed

4 Double-spending
prevention for Bitcoin
zero-confirmation
transactions [13]

Proposed double spending
mechanism to prevent the
transaction on zero
confirmation to verify the
various attacks performed

Bitcoin has to be tested on
P2P network
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hash algorithm [9]. Based on the blockchain complete transaction mechanism in
Fig. 1, it provides ledger, ordered set of transaction and timestamp, which helps to
protect transactions and its record against double-spending attack.

Each node stores a blockchain that contains a block that is validated by all nodes
in the network. When all the nodes use consensus, all will generate the same block in
the black chain network. Consensus has a derived protocol that keeps all the nodes
synchronized among each other and agrees to maintain the same state of blockchain
in the network based on the set of rules followed by consensus [10]. Rules followed by
consensus will follow nodes to validate the block, which contains transaction into it.
Through consensus rules, nodes may fail to accept the rules and provide unreliability
among the node. Combining the rules along with the cryptography algorithms helps
the blockchain is provided with security against attacks. There may be an attempt of
double-spending during the transactions, which is referred to as a double-spending
attack.

Bitcoin uses Proof of Work (PoW) to the blockchain mechanism, which
prevents Denial of Service (DoS) attacks and misleads during computer processing
timerespectively. Fig. 1 depicts the structure of the chapter.

1.1 Work Contribution

Based on the double-spending attack problem, the modified bitcoin transaction
chaining technique proposes with integrated the electronic codebook based on cryp-
tography. As to provide more security, modes of electronic code operations are
considered. Based on the block cipher of block length and in the case of multiple
blocks of information are processed, security attacks are possible as block chaining
added up into the transaction between the sender and receiver, which ensures authen-
tication and confidentiality and maximum security and protect against unauthorized
changes.

Chapter Organization
The chapter is organized as follows; Proof ofWork class is discussed in Sect. 2. Then
in the Sect. 3, Distribution and Cryptographic Attacks are discussed with the char-
acteristics of uniform distribution and Characteristics of Uniform Distribution. The
components of the blockchain are discussed in Sect. 4 and the modes of operations
are discussed and how they are applied into the blockchain framework in Sect. 5.
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Fig. 3 Response PoW

2 Proof of Work Classes

2.1 Challenge-Response

It is a direct interaction between the client and server where the provider selects
a challenge by setting the property of the item set. The requester finds a relevant
reply from the set. Then it is sent to the provider who will check it. Selected item
by the provider is difficult to load in the current state, as stated in Fig. 3. Finally,
the requester bound the challenge-response to find the solution when the provider
selects its item or within its limited space.

1. Client request service from the server
2. The server chooses a challenge
3. The chosen challenge is identified to the client
4. The client solves the particular challenge, which is set by the server
5. The response was given by the client
6. Verification is done by the server
7. The response was given to the client. The first [10]. Fig. 1 exhibits the Big Data

characteristics.

2.2 Solution—Verification

Solution and verification protocol do not establish any connection as a challenge-
response protocol, as stated in Fig. 4. The problem of self-induced is attainted by the
requester and the provider/server will give.
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Fig. 4 Solution PoW

1. Compute the challenge/problem to be solved
2. Provide a solution to the problem
3. Send the solution to the receiver
4. Receiver verify the solution.

The several protocols used in the above process have performance-based on mean
and variance. The distribution function helps to determine the distribution of logs
based on the analysis of cryptocurrencies exchange and log statements [11] and [12].
During the distribution calculation, mean and variance can be determined as follows
based on the several techniques.

3 Distribution and Cryptographic Attacks

Rectangular distribution is also defined as continuous uniform distribution with
uniform interval (a, b) with minimum and maximum values.

3.1 Characteristics of Uniform Distribution

3.1.1 Probability Density Function

f (x) =
{
1/b − a For a ≤ x ≤ b,
0 f or x ≤ a or x ≤ b

(1)
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The probability density function f(x) determines the values between a and b
boundaries in above equation.

3.1.2 Cumulative Distribution

It is a real-valued random variable evaluated based on x as equation,

F(x) =
⎧⎨
⎩

0 f or x < a
x−a
b−a f or a ≤ x ≤ b

1 f or x > b
(2)

Based on the cost function, three schemes are discussed below,

1. CPU Bound: Execution time runs based on the processor speed by the variation
of time (High server to portable devices).

2. Memory Bound: Execution time runs based on the primary memory access and
analysis is expected to be less sensitive to physical equipment.

3. Network Bound: Before performing the execution, the token must be collected
from the server and execution initiation gets delayed based on the token retrieved
from the server.

The set of transactions done based on blockchain strategies [13] is applied with
the timestamp, ordered transaction and public ledger, which helps to overcome
the double-spending attack and avoid modifying the previous transactions. Double
spending attacks will occur when the same token is used more than once in the
scenario of digital cash [14]. During the same token, there is a possibility of spending
or doing transactions two ormore times (faulty users).Mainly, double spending leads
to an illegal or fraudulent way of exchanging the money, i.e., creating money in the
place where there is no evidence of transfer/exchange in the real place. The activities
done before may lead to a reduction in the trustability and money during the transfer
and exchange [15]. So far, to prevent the double-spending attack, blind signatures
and secret splitting are used.

Aswe all know, security is applied based on the encryption and decryption process
termed as cryptography. The cryptography is further classified into symmetric and
public-key cryptography. Above cryptography techniques also perform the process
of encryption and decryption by using various components involved as follows,

• Plaintext
• Ciphertext
• Cipher algorithm
• Key
• Decryption algorithm
• Cryptoanalysis and cryptology.

These techniques are used to recover the key and message sent by overcoming
the attack of cryptanalytic and brute-force.
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3.2 Cryptographic Attacks

3.2.1 Cryptanalytic Attack

Aswe know, the cryptanalytic attack depends on the three aspects of security includes
confidentiality, integrity and authentication. The cryptanalytic attack depends on the
information length sends/receives between the sender and the receiver [16] and [17].
This cryptanalytic attack is considered a side-channel attack concerning the real-time
scenario. As the side-channel attack is considered, the attacker attacks the system and
gain the implementation based on the information length consider during the commu-
nication. In a side-channel attack, there is other extra information needed, which
includes information timing, consumption of power, leakage in electromagnetic and
it may be misused. This misuse may lead to several attacks like,

• Cache attack: Attacker attacks the cache and monitors the activities made by the
target whose environment is shared medium based on cloud or virtual platform.

• Timing Attack: Attacker attacks the system and calculates how much the system
is taking time to compute and perform the event in the system.

• Electro Magnetic Attack: Attacker attacks the leakage of the magnetic radi-
ation from, which they can infer some information related to plain text and
other information related to security and try to perform some cryptographic and
non-cryptographic attacks.

Example of side-channel attack:
An attacker can recover the private key shared by the victim and exploring the
encryption information by monitoring the security activity/operation performed as
AES t-Table entry, arithmetic modulus, etc. as stated in Fig. 5.

Fig. 5 Cryptanalytic attack
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Fig. 6 Brute force attack

3.2.2 Brute Force Attack

An attacker able to guess the correct key to retrieve the information transmit/receive
between the sender and receiver by checking all the possible sequences of
integer/alphabets and check with all the possible sequence until the correct
key/sequence is attained to encrypt/decrypt the information [18]. The attacker uses
a specific approach of KDF (Key Derivation Function) to guess the password by
checking all the possibilities. This KDF is a hash function based on cryptography,
which is derived from the PRNG (Pseudo Random Number Generation) to attain
two or more secret keys from a stealthy value like a master key/password. The secret
keys are obtained with the prescribed format, which converts the group of elements
into elements derived from the Diffie Hellman (DH) Key exchange along with AES.
This attack is also called an exhaustive key search [19], as represented in Fig. 6.

Other than brute force attacks, a reverse brute force attack is performed onmultiple
users of encrypted files by a single password. This process gets repeated based on a
few selected passwords and it is performed on various users of encrypted files, which
is not specific to a single user.

4 Blockchain Overview

BlockChain offers some aspects like a public ledger of bitcoin’s, ordered and trans-
action record based on timestamp. These elements help to protect the system, which
is performing a particular transaction against the double-spending attack and modi-
fies the previous transaction records also [20]. Before getting into the blockchain
functionalities, here we will discuss some essential elements such as:
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Fig. 7 Block chain design

4.1 Bitcoin

Bitcoin is a digitalized cryptocurrency that sends among the users without any inter-
mediate i.e., central bank, in a decentralized manner [21]. When a particular trans-
action is performed, it is verified by other nodes in the network and the transac-
tion records are maintained in the public ledger in a distributed fashion known as
Blockchain.

4.2 Public Ledger

It is nothing but the record-keeping system to record and maintain the information
like transaction, nodes information, analysis, etc. and it is accessible to all the public
who are present in the particular network [22]. We know it is a record storing and
verification mechanism in the field of cryptocurrency.
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4.3 BlockChain Mechanism

As blockchain is a chaining sequence that has specific information includes transac-
tions and node information, these blockchain sequences get stored independently in
each full node in the blockchain network, which validated the blocks by the nodes in
the network. If some of the nodes are having the same block of information and they
are called consensus. These consensuses maintain and follow the same validation
rules for those nodes are called as consensus rules.

4.4 Consensus Algorithm

These algorithms are nothing but the mechanism, which processes the blockchain
network through consensus. Blockchain follows the distributed network fashion,
which will not follow the central banking system and all the transactions and other
information get validated by all the nodes in the network [23]. During these scenarios,
the blockchain network has bitcoin currency, which is spent among the nodes and
those bitcoins can be spent once. Then bitcoin is verified/guaranteed and secure based
on the protocol rules, which are to be followed by all the nodes of the same block
during the transaction of trustless system.

The protocols used for PoW and PoS (Proof of Stake) based on the consensus
rules are Bitcoin and Ethereum.

4.5 PoW (Proof of Work)

PoW is used for the process of mining, which is deployed through bitcoin and
other digital cryptocurrency and it is stated as the first consensus algorithm. As
it attemptsmore while processing the mining, computational power has more trial
attempts alongwithmore hashingwhile executing [24].Here in this algorithm,miners
are the only valid person to validate the new transaction block and check whether it
can be added into the block of the distributed network. The validated hash value of
the block in hexadecimal format is done by the miner is considered as the PoW.

4.6 PoS (Proof of Stake)

It is also a consensus algorithm, which is an alternative for PoW to validate new
blocks in a distributed network. In this algorithm, new blocks are validated based
on the participant stake and each block is gets validated and determined by the
cryptocurrency investor only. Still, in PoW, it is done based on computational power.
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Table 2 Differentiate PoW and PoS

Proof of Work (PoW) Proof of Stack (PoS)

PoW PoS

It performs mining process using several
computation calculations

It will perform a procedural process to create a
new block based on the stake participants

Rewards are given only to the miner who
solves the computational problem

Instead of PoW rewards, miners will take the
transaction fee in PoS

It requires proof of work to determine the
next block

It requires a stack of currency to determine the
next block

Miners in the network will solve the
mathematical problems and given priority

PoS will have currencies that will be more
cost-effective than PoW

Bitcoin and Litcoin NXT and Bit Shares

Here blockchain is secured based on pseudo-random election algorithm along with
other factors. Casper protocol is applied to move from PoW to PoS to increase the
scalability of the network, where ethereum is based on the PoW algorithm [25] as
represented in Table 2.

5 Basic Blockchain Design

A block in the blockchain contains two or more transactions, which comprises of a
collection called data transaction in each block. The Merkle tree has Merkle root,
which is hashed for each transaction and it is pair again and again. The Merkle root
gets stored on the header block, where each block will store the hash indexing of
the previous header block [26] as represented in Fig. 7. By the above process, the
transaction is done in the network that cannot be modified block and ensures data
integrity.

The transaction done in the blockchain is chained together. If it gets modified, it
will get reflected in the entire transaction history and intruder tries to modify they
have to do with study with the entire transaction, which is not possible [27]. This
blockchain maintains a bitcoin wallet, which gives an impression where transactions
done to and from the wallet (i.e.) wallet will get bitcoin transaction to transaction.
In the blockchain, each transaction gets transfer from the previous transaction chain
because the input of the one transaction will be the output for the next transaction
and that will be the input of the next transaction and it gets repeated again and again.

Mainly secure transaction is performed in the blockchain process where every
transaction will create multiple outputs for each new transaction creation. At the
same time, it sents to multiple senders with multiple addresses. As we know already,
the output of the transaction will be used as the input for the next transaction. Any
successive transaction is made permissible. Then double spending can be performed
as it spends the transaction statement to perform twice. This double-spending neglects
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by adoptingwhen the transaction provides a particular output with a transaction Iden-
tifier as TxID. This TxID varies for each transaction and it is hashed with signature,
which is a reference for the next transaction also.

Each transaction has performed a transaction with a particular output, which can
be categorized either as Spent Transaction Output and Unspent Transaction Output
(UTxO) and the transaction considers valid only if the UTxO is considered.

Example of performing transactions based on chain manner in a blockchain
network as represented in the Fig. 8. Initially, the transaction statement gets
performed with the initial amount of 2000 bitcoin in node block 0 and it is taken as
the input for the particular transaction. It will perform some operation by sending a
20 bitcoin to node block 1 and 40 bitcoin to node block 2 and 100 bitcoin to node
block 3. Note that the bitcoin transferred should not exceed than the bitcoin initial-
ized as the input. The initial transaction will generate three outputs, which will be
taken as the input for the transaction for node blocks 1, 2 and 3. Then again, the same
process gets repeated. Node block 1, which has 20 bitcoin, has transferred 15 bitcoin
to node block 4, which takes this transaction bitcoin as the input and then it continues
to perform. Then node block 3 has 100 bitcoin tries to perform a transaction of 80

Fig. 8 Performing transactions based on chain manner in the blockchain network
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bitcoin to node block 5, which takes this transaction bitcoin as input and then it gets
to continue to perform further. Finally, the transaction gets stopped at a particular
time, then unspent Transaction Output bitcoin is calculated and it is represented as
UTxO. In the above transaction, UTxO is generated for node Block 3, 4 and 5 as 40
UTxO, 15 UTxO and 80 UtxO.

6 Modes of Operation

During the modes of operations, a block cipher not directly used into the opera-
tion where intruder tries to construct the codebook, which is equivalent to plaintext
and ciphertext of the message [28–30]. In these operations, there are five standard
operations are represented, which includes,

a. Electronic Code Book (ECB)
b. Cipher Block Chaining (CBC)
c. Cipher Feedback (CFB)
d. Output Feedback (OFB)
e. Counter (CTR).

6.1 Electronic Code Book (ECB)

It performs a simple encryption/decryption mode of operation. For each process,
during encryption, the plaintext is encrypted to provide ciphertext. Then ciphertext
of the same block is given as the input to the decryption process to generate plain
text [31].

6.2 Cipher Block Chaining (CBC)

In CBCmode, the Exclusive OR (XOR) operation is performed and then the encryp-
tion/decryption process is performed. Then the chaining process takes place by taking
the output of ciphertext, which is the input for the next block along with the plain
text to perform XOR operation [32].

During the encryption process, plain text is XORed with the initialization vector
and that vector is nothing but randomvector generated usingRandomNumberGener-
ation (RNG) [33]. Then the generated output is given to the encryption process along
with the key, which is nothing but the private key to produce the output as ciphertext.
The final ciphertext is given as the input for the next block encryption process along
with the new plain text. During the decryption process, ciphertext and the input key
are taken to perform the XOR process and the output is given into the decryption
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process [34]. Then the production is XOR with the initialization vector to provide
an output, i.e., Plain text of the message.

Propagating (or) Plaintext Cipher BlockChaining (PCBC) [35], which is an exten-
sion for CBC operation where it will perform plain text, is XORed with output of
the encryption process and the final output will be given as the input for the next
block process [36]. This process gets reversed for the decryption process. In the CBC
operation, the production of the encryption/decryption process is given as the input
for the next process. Still, PCBC is performing XOR operation, and output is given
as the input for the following method, which will provide enhanced security to the
process of encryption and decryption.

6.3 Cipher Feedback (CFB)

This CFB operation is similar to CBC operation, but the CFB performs encryp-
tion/decryption based on the input data of the initialization vector and key [37] and
[38]. During the encryption process, the initialization vector and key are taken as
the input for the operation of encryption and the output is XOR with the plain text
and it will produce the output of ciphertext and that cipher text is given as the input
for the next process of encryption. During the decryption process, the ciphertext is
taken into consideration instead of plaintext, and the plain text output is generated
[39]. The input of ciphertext will be given as the input for the next process.

6.4 Output Feedback (OFB)

In OFB operation, the same elements are considered, but the output of the encryp-
tion/decryption process is taken as the input for the next process to take place
[40].

6.5 Counter (CTR)

Instead of initialization vector, Nonce and counter replace and added up with XOR
with the key into the process of encryption/decryption [41].

7 Modified Blockchain Design

In themodified blockchain framework, wewill apply the same strategy as the same as
blockchain. Still, a nonce is used, which is nothing but the Pseudo-Random Number
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Fig. 9 Modified blockchain design

Generator (PRNG) and counter value [42] and [43]. The PRNG will get generated
based on the distribution function, as represented in Sect. 3 [44].

In the process of the transaction, as it is chain manner, we will be applied only to
Nonce into the process along with the input based on the XOR process [45]. It will
perform a specific encryption algorithm and it will produce some output and it will
be given as the input along with incremented counter value into the next process and
it is represented in the Fig. 9.

Based on the simplified modification, it is applied with secure communication
and maintains Confidentiality, Integrity and Authentication (CIA Triad) [46].

8 Performance Analysis

We have evaluated the performance of our proposed mechanism of modified
blockchain design by assuming the Merkle tree with 264 maximum leaves [47].
For our proposed mechanism, we have taken the security levels of 64 bits and 128
bits. Figure 10 illustrates the performance obtained for simplified mechanism and
modified mechanism based on the user-side circuits like pour, freeze, execution and
analysis. These pour, freeze, execution and analysis are the set of coins based on cryp-
tography used for blockchain [48] and [49]. These categories are denoted as private
spending and denoted as a zero-knowledge proof coin. We have implemented based
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Fig. 10 Gain attained by user circuits

on 64-bit security level and infer that modified mechanism attains gain with less
number of multiplexer gates. In this, we have denoted type 1 as pour, type 2 as
freeze, type 3 as execution and type 4 as analysis [50].

Figure 11 illustrates the gain in the performance for the proposed mechanism
compared with a simplified mechanism and simplified mechanism with SNARK.
Here we have considered the user-defined circuit with auction varies from 25, 50 and
100. Finally, we have analyzed concerning Merkle tree count based on multiplexer
gates [51].

Authentication and confidentialityusing blockchain can be extended to artificial
intelligence [52, 53] and Machine learning [54].

Fig. 11 Gain attainedafter optimization for auction with varies binders
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9 Conclusion

In this chapter, we have discussed the introduction of the cryptographic process and
how it is related to the blockchain network transactions process. Then the proof of
work is stated based on the flow control mechanism using the sender and receiver
response and verification strategy. The distribution functions are discussed and later,
various terminologies of cryptography along with performed attacks of cryptana-
lytic and brute force are discussed. Based on these cryptographic terminologies and
multiple attacks, the blockchain and its design are explained. Then various modes
of operations in cryptography are related to blockchain design and discussed how it
would help to modify the blockchain design. It helps to perform transactions based
on confidentiality, integrity and authentication and the elements won’t give much
complexity to the process of blockchain. Still, it will provide secure communication
with data integrity. Some more attacks and verified using blockchain and analysis
of authentication and confidentialitycan be considered. It can also be extended to
artificial intelligenceand Machine learning.
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Smart City Ecosystem Opportunities:
Perspectives and Challenges

F. Leo John

Abstract In the past several years, Smart City has generated considerable attention
as a relatively new computing model. Its accordance with social web and internet of
things (IOT) standards also offers unique resources by using the intellect of human
beings and the capacity to solve problems to improve relevant services and mech-
anisms. This paper explores the benefits and challenges of integrating persons into
research engine operations—as smart agents—as part of the core position of internet
and information search engines. The key objectives of the smart cities are to make
policies more effective, to minimize waste and discomfort, to enhance social and
economic quality and to increase social inclusion. In order to highlight the human
role in machine systems, some of the fields are unique and related works are studied.
Then the insights and problems are addressed through a review of emerging devel-
opments in the field of powerful search engines and an overview of current needs
and requirements. As research on this subject is still at the beginning, this study is
thought to be used as a guideline for potential studies on the subject. Present status
and growth patterns are outlined in this regard by offering a common overview of the
literature. Furthermore, numerous guidelines are provided to improve the applica-
bility and reliability of the next generation of intelligent urban search engine. In fact,
it is able to recognize the ways in which work processes are structured for important
purposes, understanding the various aspects and challenges involved in the design
progress of search engines. The focus of this analysis was the broader picture and
possible issues of multi-powered search engines. It may be considered as a point of
reference one of the first works on different aspects of the matter which provided a
complete study.
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1 Introduction

What is a Smart City?
“Change we are leading” is the theme of the emerging technologies. The smart city
can also be called as intelligent city or town. Generally speaking, a smart city uses
technology to deliver services and address city problems. A smart city does stuff
such as enhancing movement and mobility, improving social services, promoting
sustainability and voicing its residents. There is no general consensus on the idea
of the clever city. The general description of the smart city is not agreed and it
means various things for various people. Therefore, Smart City typology of Smart
City differs between cities and countries according to level of growth, readiness
for change and reform, city residents’ resources and expectations. Although the term
“smart cities” is new, the concept is not. Elements of the idea, such as using emerging
technology sources tomake the lives of their people simpler,were also usedby ancient
Roman cities. Water drainage systems and canals are only a two-way operation.

What’s a smart city? The response is who you are asking. Providers of solutions
will tell you that infrastructure needs, intelligent lighting or other technical features
are involved. The response is who you are asking. Providers of solutions will tell you
that infrastructure needs, intelligent lighting or other technical features are involved.
City officials will remind you of the internet resources provided by city firms, such as
a search or an authorization order. City people will reassure you that it’s convenient
or that crime is reduced. An intelligent city will benefit various and rightly built
stakeholders. They cannot see your city as an intelligent city. They just know this as
a place in which they will like to live, work and be interested. You first must create
the smart city ecosystem to build this kind of city. They cannot see your city as an
intelligent city. They just know this as a place in which they will like to live, work
and be interested. You first must create the smart city ecosystem to build this kind of
city.

Goals of Smart City
With a view to the Development Plan, the aim is to encourage urban development
that provides basic infrastructure and provides its people with a decent quality of life,
a safe, healthy environment and ‘smart solutions. With regard to smart solutions, a
visual list is given in Fig. 1. However this is not a complete list and cities can add
new applications in the future at no cost.

Smart City Ecosystem
In order to reach the necessities of people, city designers ideally look at transforming
the existing urban eco-system, which is defined by main components of holistic
growth—structural, physical, social and economic infrastructure. “A clever town is
technologically oriented but focused on results.” The intelligent city consists of a
complicated individual, system, policy, technical and other ecosystem enabling a
series of results to be created jointly. The clever town is not completely “owned” for
the town.
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Fig. 1 Features of smart city

Fig. 2 Smart city-ecosystem

Other smart city service providers are also involved and often by them-
selves. Leading and creative intelligent cities adopt a programmatic approach to
include ecosystem stakeholders. Figure 2 represents the smart city ecosystem. The
development of this system involves Artificial Intelligence (AI) and IOT sensors.
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2 Smart City Layers

The smart has to be built on the following layers. It comprises of value layer, inno-
vation layer, community and engagement layer, capacity of administration, manage-
ment andbusiness public–private alliances, strategies,mechanisms and funding layer,
data layer, connectivity, accessibility and security layer and infrastructure layer smart
city technology.

Value Layer: It is the most visible layer for individuals, businesses, visitors,
students, scholars, guests and others. This layer is a catalog of intelligent city services
that represent the influence, values and stakeholders of the city.

Innovation Layer: Value creatorsmust constantly improve and update their offer-
ings for their players in the intelligent city to remain relevant. Intelligent cities
allow this through numerous programs for creativity, including laboratories, testing
areas, training, ideation workshops, training and collaborations with universities and
enterprises.

Community Engagement Layer: Core capacity is the willingness to commu-
nicate in a straightforward and substantive manner residents, companies and
tourists.Public involvement in the planning, implementation and upgrading and
improvement of new programs is important. Community contribution.

Capacity of administration, management and business: The smart city disrupts
and technologically transforms internal structures and installations. In intelligent
urban design models the latest value ecosystem creator and creative must be imple-
mented. They need to prepare, finance and monetize new business models, systems
and installations. You need to upgrade current administrative systems and proce-
dures to support intelligent services. Ultimately, a new metrics set would measure
the performance of the city.

Public–private alliances, strategies, mechanisms and funding layer: The intel-
ligent city does not only appear magically one day. The smart city needs to be
designed, managed and sustained in an infinite amount of commitment models, rules,
funding sources and partners.

Data layer: Wisdom is the lifeblood of the smart world. In many ways, the intel-
ligent city would allow this, including open data measurements, data retailers, data
mining and monetization strategy. They must also have identity management mech-
anisms that facilitate the exchange of information and data protection strategies and
where it is obtained and how is shown in Fig. 3.

Connectivity, accessibility and security layer: The Smart City has integrated
individuals, objects and structures. It is crucial that all three are seamlessly linked,
handled and checked, while preserving the data and consumers, who and what are
being connected and shared. Themost significant priority for intelligent cities appears
to be the provision of a continuous layer of secure links.

Infrastructure Layer Smart City Technology: When speaking about smart
cities, most individuals automatically think of technology. The new value wave
would reach beyond conventional city users to encourage intelligent city technology
networks.
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Fig. 3 Core layers of the smart city ecosystem

3 Smart City Value Creators

In the world of intelligent cities, there are five types of value creators. They create
and absorb value. The results of Fig. 4 are shown.

Cities: You would immediately think of utilities offered by local or semi-
governmental entities like smart parking, smart water resources and smart lighting

Fig. 4 Smart city value creators
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when dreaming about an intelligent city. Three others—firms, organisations, compa-
nies and individuals—co-exist in the intelligent city.

Utilities or Services: Services are key infrastructure and smart city capability
providers. The power provider has street lights and poles in many cities, which is
increasingly regarded as an important vertical space to install a number of sensors
and telecommunications equipment.They have the intelligent meters (gas, water and
power) and their wireless networks. Investments in distributed electricity, intelligent
grid and micro grid technologies are growing, which are becoming a critical part of
modern smart cities.

Corporations: Businesses and organizations can provide services to their stake-
holders that use and generate information to produce results. Among the smart busi-
nesses are Uber and Lyft, Next-door, and Waze/Google, both for personal mobility
and traffic planning.

Communities: Communities are smart miniatures, but they have very local
requirements. Examples of future intelligent cities include campuses for colleges,
office parks, malls, freight terminals, multi-unit housing (MDUs) or apartment
complexes, community housing growth and commercial districts, and even single
intelligent structures. You have criteria for smart facilities to satisfy the stakeholders.

Citizens: Residents or individual residents are smart utility providers in the smart
community. A citizen living near a dangerous junction will point a camera to a
junction and stream, which is transmitted directly to the traffic plan and the police.
At certain times of the year, air quality monitoring sensors are mounted on their
premises to measure emissions and levels of pollution. These smart services may be
used by residents on a transient or permanent, free or charge basis.

The below are the main components in order to have a stable and flexible smart
city ecosystem:

• Understand the context and adapt the clever ecosystem of the city to your city’s
realities. In developing their vision, strategy and plans for implementing smart
cities, take this model into account.

• As for the smart urban ecosystem framework, capabilities andgaps across different
layers are identified.

• Evaluating Smart City programs and strategies in a current and emerging
ecosystem context. Using this method to define the shortcomings of the project
proposals and what is needed to finish the programs.

• Make expertise across environment levels goals and innovations. A smart city
needs newcapabilities. Capacity is improved by strategic alliances and contracting
with service providers as necessary.

4 Related Works

Since smart cities face a range of safety and privacy challenges, some studies have put
forward different systems, models and algorithms to improve those problems. The
Antonopoulos et al. study [1] uses creation ofWireless SensorNetwork (WSN) to test
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high-level security algorithms. At the foundation stage, Stromire and Potoczny-Jones
[2] proposed to incorporate a system of end-to-end encryption into intelligently built
city solutions. In case of an infringement of the data, this device will not disclose
anything concerning the data. The role of Artificial Intelligence an industrial revo-
lution 4.0 I discussed by Chakraborty et al. [3]. Lalit et al. [4], in a monitoring
model, have researched the protection of IoT-based COVID 19 and other interac-
tions with infectious diseases. Amit et al. [5] have suggested a new fog computing
method to reducing latency in health systems through machine learning techniques.
Mu et al. [6] used encryption to offer the full confidentiality and revocable identity
encryption method (FPPRIB). The proposed framework was intended to protect the
confidentiality and identity of the recipient and the revoked user data.

Laird et al. [7] developed a cryptographic protocol to handle the overwhelming
quantity of personal data that can be generated by e-commerce and which guarantees
intelligent cities’ privacy in a scalable, interoperable way. SMARTIE, an integration
framework for user-centric secure IoT apps, was developed by Skarmeta et al. [8]. It
protects user privacy and guarantees performance and scalability. The proposed plat-
form provides decentralized IoT devices with effective consumer privacy controls.
SMARTIE is aimed at facilitating the convergence of user privacy and governance in
IoT applications in a flexible and effective mode. By allowing final decisions makers
to complete customer networking so as to protect the privacy of their customers,
Burange et al. [9] and Wang et al. [10] have introduced ways to reduce privacy
harm. Huerta et al. [11] proposed an IA and cognitive function system that is able to
automated intelligent awareness, analysis, and audit of any product. The suggested
cloud-orientated architecture approach in Krichen et al. [12] offers a new paradigm-
based model for testing IoT-based device security features in cities with an analysis
of the malicious party’s plan to offend the IOT system.

A lightweight public audit system that protects the privacy of clever cities and does
not require bi-linear matches has been created by the Han et al. study [13]. Han et al.
observed that the approach introduced was safer and more reliable, in comparison
to the existing public cloud auditing scheme. A trust negotiation framework based
on attributes for the communication of devices in a smart city has been used in
the Ma et al. [14] report. In order to guarantee its protection, the research form
the process of confidence negotiations using homographic encoding. The protocol
proposed ensured that a system complies with the access policy of its counterpart
and discloses limited data security. Gheisariy et al. [10] found that there are three
big disadvantages for a variety of current solutions. For the system as a whole, first,
we should use one static data protection method; secondly, the whole data should be
submitted immediately and, thirdly, we should have no context. These factors can
contribute to an inappropriate high degree of overhead privacy. The authors suggested
a networking model that could be used specifically for intelligent urban applications
to tackle these issues.
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5 Role of Big Data in Smart City

An artificial intelligence scientist named Alexandre Gonfalonieri [15] rightly says
that “Data is the lifeblood of a smart city or Data is the new Gold”. One of
the scientific report states that 1.3 million people move in town each week and by
2040, 65% of the world’s population is expected to live in towns, 90% of which
is expected to be growing in Africa and Asia. There have been data on paper in
the past. In future, more data will be gathered, stored, analyzed on the Internet
today and are also usable for urban management in virtual space. For the expression
“big data,” there are no clear meanings. The vast and increasing amount of data
available is listed. The world data volume will rise by 40% annually, with 90% in
the last two years produced [16]. Currently, about 2.5 quintillion bytes of data are
worldwide measured. Each minute data is generated in the US on the Internet by
2,657,700 Gigabytes [17]. Therefore, choices using big data raise various problems.
The Internet of Things creates an immense flood of massive data as millions of
computers connect. The principal activity is to view and detect insights from different
types of data (structured, unstructured, photographic, contextual, dark data and real
time) and applications. Latest advancements have exponentially lowered the storage
of data and computing costs, making it possible to store large amounts of data than
ever before. It changed the jobs of advertisers absolutely. They will gain an effective
insight into the creation of highly effective marketing campaigns by interpreting the
tons of data available to the organization. We may not however require big data
analytics manually to understand the dynamical behavior of the user, to analyze
consumers and to understand the future competition in the industry.

In reality, cities are more useful in building what many call a future city with
technology such as Big Data, IOT and distributed sensors. We may use Wi-Fi or
standard (community fibre) applications (smart street lighting, smart parking orwaste
management). Every city has started to value a future-oriented strategy based on data
as a standard feature ofmany Smart City applications. Cities require at least one thing
in particular to become an intelligent community. Of person needs correct (sensor)
information in support of long-term decisions.

The average daily amount of produced data, by observational data for the last
five years, is 2.3 trillion gigabytes. The evolution of big data provided tremendous
insight and knowledge:

• Adaptive analytics—What interventions are appropriate?
• Analysis of the predictive—what will happen?
• Required analyzes—What do we do?

But one big decision is saved, people typically select their storage system based
on the location of their files. Vertical Scaling, which allows businesses to expand
computing requirements by adding resources for an application, has recently become
very common inCloud,whichmakes it perfectly suitable to host large-scale analytics.
Cloud also has a high degree of prominence for companies who can increase their
server capacity by adding resources to the application. Bandwidth, which improves
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streaming data transmission in real time, is very high in Cloud. In order to track
and predict environmental phenomena in new ways, Smart City administrators
will leverage large data analyzes by inserting sensors around urban networks and
introducing new data streams like the residents of mobile devices.

5.1 Big Data Layers in Smart City Ecosystem

There are three data layers in smart city ecosystem.
The first is the technological foundation, which includes a large number of

Smartphones and sensors connected to high-speed networks.
Specific applications comprise the second layer. Converting raw data into warn-

ings, knowledge and response needs the right devices, and technology providers and
application developers are there to come.

Cities, companies and the population are in the third layer. Only when they are
broadly accepted and change behavior, will many applications succeed.

5.2 Issues in Smart City Big Data

In the ever more numerical world of the COVID-19 outbreak 2020, technology and
data have become more important in our daily lives. Data never sleep when we gain
knowledge to cope with the new age. Data are constantly produced with ad clicks,
social media reactions, shares, rides, transactions, content streaming andmanymore.
If this information are examined, it can help you understand a world that moves more
quickly.

Figure 5 shows the number of users and their applications used in one minute to
share data from all over the world. The full value of the data cannot be extracted by
cities and their solution providers if it is kept in distinct access and use systems and
databases. There are already vast amounts of data in our cities, however much of it is
in warehouses serving specific needs, rather than contributing to the common good.
Some of the issues are addressed below:

Access Data: The creation of an intelligent city will depend on how corporations
share and analyze the huge amount of data they generate. Without the capacity to
share key data in real time, private and public companies can’t develop automation-
friendly applications, or software solutions that make a city’s ‘smart,’ infrastructure
capabilities.

Timeliness of Analysis: In addition, a new type of sensor also needs a new
database that is also subjected to urban procurement. Often these systems do not
communicate to each other in ways that are useful or intuitive, so that actionable
insights can be virtually unconscious.

Data Integration: Due to the integration of data from multiple organizations,
different ecosystems and a wide range of sensor devices, smart cities are possible.
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Fig. 5 Info graph of internet users for sharing data per minute
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However, data quality is one of the most difficult issues of any process of data inte-
gration, especially when the information is inaccurate, unavailable, misused and/or
incomplete.

Data Analytics: Data analysis is considered the primary source of growth
and well-being in any metropolitan area. In a smart city data are collected from
various disciplines data gaining and decision making demand new algorithm and
visualization techniques affecting intelligent.

Data Quality: It refers to the piece of information from the sensor devices used
for decision making. When the data are correct, high quality is considered.

Data Errors: There are several types of data errors. Some of them are formatting
errors, incorrect data type, nonsensical data entries, duplicate data entries, missing
data, saturated data and so on. Handling these type of errors are so tedious.

Talent Gap: Since the sources of data are from variety of devices and applications
which leads to steep learning curve, extended time for design, development and
implementation of architecture required for smart city ecosystem.

Data Cleanup: The process of removing in-accurate data or corrupt data in the
database.

Heterogeneous Data: Heterogeneous data are data with high data type and format
variability. They can be ambiguous and of low quality due to lack of values, high level
of data redundancy and inaccuracy. Heterogeneous data can hardly be integrated to
meet the business data requirements.

Security and Privacy: Data is stored after the network is retrieved and distributed
successfully and so there are breaches in the data to exploit and misuse the data by
an attacker who injects vulnerabilities into the data. This concern for privacy in the
smart city will compromise the identity of people, the location, health reporting in
the health care system, intelligence-related lifestyles, intelligent energy, home and
society in the environment, and so on. If such information can be stolen from the
intelligence system, it would be a very great security loss.

Storage: Data from smart cities, ranging from multimedia to text, are very
complex. Many of the sensor data are unstructured by design and thus other types of
data bases are needed in addition to the usual relationship-based database structure.
This means that the second vertical storage infrastructure deciding the type of storage
necessary based on the data type is chosen.

Network: For the processing of large data, a flexible, effective and secure
networking architecture is needed. Current network architectures, however are typi-
cally unable to manage large amounts of data. Big data leads to network resource
congestion, bad performances and harmful experience for consumers.

Smart City Ecosystem Recommendation
The following are the key points to be considered in designing a smart city.

• While developing a smart city ecosystem cost plays a vital role so it must be
considered as a first priority.

• Reliable network for sharing of data should be available to all citizens. In addition
it is also used for gathering data from various devices.
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• Provide field gates for data processing and compression facilitations.
• Safe data transfer through the cloud gateway.
• Stream the data processor to combine and transmit multiple data sources to a data

lake.
• Lake of data that has yet to be identified for storage of the data content.
• Structured and cleansed data storage data warehouse.
• Data processing software used to interpret and view sensor-collected data.
• City utilities focused on long-term data mining are well developed automatic

learning algorithms for urban automation.
• Smart items and people are versatile and well-designed consumer interfaces.
• The sharing of data should allow sharing of cloud-based data. It enhances privacy,

interoperability, protection and security of data exchange, agile technology
development and testing.

• Both public and private sharing should support the platform. When solutions
intermix data, the monitoring and management of governance, protection and use
becomes more important for access control.

A perfect data sharing platform, which could compromise the abovementioned
things, is one of the biggest challenges in the creation of a smart city ecosystem.

6 Role of Internet of Things (IOT) in Smart City Ecosystem

Internet of Things (IOT) have been regarded as the core technology of a smart city
since the idea of a smart city was implemented. However no detailed explanations
are currently available for the IOT’s technical contributions to smart management,
development and improvement of smart cities (Table 1).

Sensors such as pocket size can also be used tomonitor airborne quality, radiation,
water quality, etc. with regard to the IOT environment. These sensors are connected
via Bluetooth to smart phones and Wi-Fi to send huge quantities of information to
the network. It enables the user to understand the environment and ultimately leads

Table 1 Basic concept of smart city

S.No Components Descriptions

1 Regulation and goal Sustainable environment: energy efficiency, waste and capital
Socioeconomic needs: Public defense, education, medical and
welfare and social stability
Citizen’s welfare: investment, new employment and creativity in
the scheme

2 Core business sector Intelligent houses, intelligent transport, intelligent administration,
intelligent installations and so on

3 Facilities for city Sensor networks, intelligent systems, and cameras
Telecom networks, management mechanisms, data collection as
well as digital web resources
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the user to find a suitable solution to problems with the environment. All these are
capable of inspecting from a distance since we attach a sensor to a device.

Intelligent cities are based on technological relationships contextualize many data
dynamically. This allows for dynamic collection decision-making and technological
infrastructure in order to improve the efficiency of public services and activities.
There is a developmental pattern for the smart city that makes the transition from
infrastructure to integrated technology and technology.

It is possible to identify five stages:

• Measuring technology helps sensors to track operating status by gathering data.
• These sensors are linked via networked infrastructure to facilitate data sharing.
• These sensors are linked via networked infrastructure to facilitate data sharing.
• Interconnected networks have accessible data and analyzes across intercity and

indoor systems.
• Software-by-service (SaaS) are provided by smart infrastructure platforms to

ensure involvement is handled by individuals and by neighborhood groups.

6.1 IOT Open Issues in Smart City

Scalability: Since the number of devices connecting to millions of devices rises, the
provision of an appropriate channel access allocation mechanism for these devices
can be challenging. It becomes more complicated as interconnected systems do not
have the same traffic requirements, power requirements and service quality char-
acteristics. An effective media access protocol must in this regard be flexible, in
order to adjust to network dynamics with nodes that join and go every time, while
maintaining a high level of performance and network integrity. The protocol must be
energy efficient and with a very low complexity, since the many nodes in the network
are battery powered.

Interference: In intelligent cities with a lot of wireless technologies coexisting
on the same frequency band Interference is inevitable, especially for those that use
non-licensed ISM bands. Since the main aspect of effective spectrum sharing is
adaptive systems to improve the efficiency of spectrum use. Regulatory bodies can
also take part inmonitoring the use of spectrum and encourage collaboration between
equipment/technology.

Smart Cities are so complex and system-based that they have a wide variety of
attack surfaces, and ensuring that everything is safe is extremely difficult. In addition,
sinceSmartCity’s latest technologies havenot beenwell designed, the vendors cannot
properly conduct rigorous security tests.

Physical Vulnerabilities
Because of the existence of a smart city, the IOT device in a smart city is usually
revealed to the public in order to gather useful information and perform necessary
actions. In this way, attackers will actually physically manipulate IOT machines,
which render devices vulnerable to many attacks.
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Physical Tampering: Physical facilities entry lets assailants alter internal
machinery. Such enhancements may provide access to captured data, system
installation and device disabilities or remote control access to the device.

Firmware tampering: Physical infrastructure entry lets assailants adjust their
existing devices. These enhancements include access to captured data, system
installation and device disabling or remote device access for later power.

Information extraction: In some situations, the attacker is either not involved in
the IOT hardware or applications, but includes details such as cryptography, login
credentials, and system identity(s). The credibility of the entire network may be
blamed for such details. For example, the attacker might use this knowledge to
strengthen his assault on the core system to gain further access and control.

Node replication: Through physically entering the computer, the attacker will
mimic the internet of things and connect malicious nodes to the machine. As the cost
is minimal, replication of the IOT nodes could be assumed neither tough nor costly.
The intruder may perpetrate many forms of attacks with just several malicious nodes
introduced, which can dramatically degrade network efficiency such as injecting
malicious packets, corrupting or sending legit packet duplications.

6.2 Communication Vulnerabilities

Eavesdropping: It is incredibly difficult to limit the scope of communications when
the contact is on wireless media. As a result, the intruder will snip ongoing commu-
nications, especially when the contact is unencrypted, to obtain sensitive data on the
system and network.

Denial of Service (DoS) attacks: It is incredibly difficult to limit the scope of
communications when the contact is on wireless media. As a result, the intruder will
snip ongoing communications, especially when the contact is unencrypted, to obtain
sensitive data on the system and network.

Battery draining: In order to keep their long life in the field, battery-powered
IOT system relies on a very short period. By such an attack, the intruder attempts
to interrupt the operation of the computer and empty the battery rapidly to avoid the
attack.

Jamming attack: In order to block any contact over the link, an intruder sends
interference signals. One variation is constantly to jam the channel to avoid packet
errors and to locate the jam even harder.

Replay attack: In addition, in the case of encrypted communication the attacker
can minimize network reliability through collecting legitimate packets and then
inserting these secure packets into the network with or without any adjustments.
This method of attack can be used in conjunction with drainage batteries or the
manipulation of vulnerabilities in the security protocol.

Routing attack: If the intruder inserts uncertain nodes, certain types of attacks can
be intensified. The assailant can inject false data in order to block network routing,
establish routing loops, and impede the network packet transmission..
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Selective forwarding: During this form of attack, certain packets on the network
are lost by mistake. The dropped packets may be guided to the chosen node or node
group.

Black Hole and Gray Hole Attacks: For such attacks, the malicious node warns
about the routing of packets through the network for further processing, or about
losing them. This leads other nodes in the network to get congested and increases
energy demand.

Worm Hole Attack: Malicious nodes find it impossible to route procedures by
defining a quicker route to the target node. The attack nodes gather the packets and
transfer them through a tunnel to another location.

Hello Flood Attack: The malignant node is strongly conveyed in this mode of
attack. Hello to say he’s a neighbor of all network equipment. Support the network
goal network. This attack method can be accomplished as the node does not belong
to the target network by recording and replaying Hello messages.

6.3 Physical Security Issues and Remedies in IOT

Defense is an increasingly complex field, with daily emergence of new threats and
forms of attacks. In order to impede all deployment costs for battery life, IOT devices
must be fitted with ample microspace and processing capacity. As a result, an accu-
rate, scalable, still productive self-learning system is still a major research initiative
to detect and proactively respond to emerging threats to safety on resource-consistent
devices (Table 2).

Table 2 Threats and counter measures

S.No Threats Counter measures

1 Physical tampering Device must be tested in metrics of heat,
timing and power distribution

2 Firmware tampering, information
extraction

Many schemes may be added to secure the
IOT’s information firmware. The security
hardening circuit will incorporate a
cryptographic device

3 Security reconfiguration Study also needs to establish a permanent
system to authenticate local upgrades and
validate the latest firmware’s validity and
credibility

4 Node replication Multifactor authentication and block chain

5 Eavesdropping The development on basis of public keys and
digital certificates of a simple yet secure
encryption algorithm for restricted devices
remains an open problem for study

6 Routing threat Secure routing protocols must be designed
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7 Role of Artificial Intelligence (AI) in Smart City
Ecosystem

The word ‘Artificial Intelligence’ means, “All aspects of learning or any other cogni-
tive characteristics canbedefined soprecisely that a computer is capable of simulating
them. In the business, artificial intelligence sets an endless pattern. It is artificial intel-
ligence that makes the world different from that of a few decades ago and how the
lifestyle has changed today.

All of it is AI’s handling whether you are using Facebook in social media or
hiring an Uber taxi on your phone. Probably, it was AI who optimized your search
while you were searching this article on the search engine. In reality, the weak AI
mentioned in the previous article is present. Although it is the earliest form of AI, it
has a major role to play in city and its people growth.

It means “machine training” when we say AI. It is important to evaluate data to
be useful, which is exactly what AI does. A large volume of data is not useful to an
organisation unless it can lead us to a successful decision, whether small or large, AI
can give sense to that great volume of data. It aims to replicate the human brains, as
the human brain thinks, comports and responds to the behaviors concerned.

Machine Learning and Deep Learning
Machine learning is away to achieve artificial intelligence, deep learning is amachine
learning techniqueThe very central principle of artificial intelligence is machine
learning.ML studies the analysis and development of data-learning algorithmswhich
can forecast based on their study.

Classifications of Artificial Intelligence
There are three major classifications of Artificial Intelligence:

Strong Artificial Intelligence (AI)—creates a computer that cannot vary from
the intellectual level of an individual.

Applied Artificial Intelligence (AI)—The aim of the Applied AI is to produce
smart systems which are commercially viable, as well as information processing.

Cognitive simulation—where computers test hypotheses about the workings of
the human mind.

The introduction of IoT-based networking (4G and 5G Internet of Things) stimu-
lates the onlinemigration of smart city applications to producemore than seven times
more smart city software intelligence (AI) revenue by 2025. Wireless standards for
data communication allow smart city applications to move into the online environ-
ment, and take advantage of latest AI developments. The increased capabilities of
AI make it possible to track, analyze and act on data and insights collected through
IoT networks.
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7.1 Applications of Artificial Intelligence (AI) in Smart City
Ecosystem

Data collection and management was made simpler with the introduction of 4G and
5G wireless data technology, facilitating the transfer of smart city AI applications to
the online world. AI makes it possible for data to be studied in detail.

The technology will detect trends and anomalies within the data that can then
be used to simulate the intellect of human beings. With the power of AI, intelligent
urban systems can create municipal systems and services that not only function more
effectively but also give employees and visitors significant advantages.

In several respects, these advantages can include reduced crimes, better air
conditions, more organized traffic and more efficient public services.

Smart City Traffic: Any intelligent city around the globe uses or aims to use AI
in traffic density and accidents mitigation. Artificial intelligence is used to stock up
sensors mounted on car parks, traffic signals and intersections to effectively schedule
their urban projects for governments. Unimaginably, this raw data is larger than
what people can see, interpret and process. Here comes the position of artificial
intelligence. It can hold a range of cars, footballers or other moves when monitoring
its speeds. It can carry out facial recognition, read licensing plates and process all
satellite data in any way to determine the appropriate patterns for urban growth.

Smart Healthcare: Artificial intelligence has an infinite reach in healthcare. It
is used for medical records and the history of patients. Robots capture, store and
reorganize information to allow access to it. AI is used for the construction of a
single patient’s care system. It analyzes data, tracks case records, clinical reviews
and external analysis and adapts the treatment process.

Digital consultation uses AI-based applications. Through examining the medical
background of the user, users may integrate their symptoms into the app. In the UK,
a so-called “Babylon” app, is used. Another app in the Boston Children’s Hospital
offers fundamental health information for sick kids and addresses questions related to
medication. Body scans using AI can easily predict a person who considers genetics
and predict the potential for future health problems.

Smart Home: Home automation is nothing but the creative intelligence talent.
Everything from smart meters to intelligent protection in the building is controlled
by AI.

Smart Aviation: Artificial intelligence is used for the analysis of data obtained
from simulated flights by airplane simulators. In the simulation of aviation warfare,
AI is also included. Autopilot AI use is not new. Surprisingly, autopilots have been
used on commercial flights since 1914, taking into account the most basic type of
autopilot. Boeing accounts for an average manually steered flight of seven minutes,
which usually includes starting and landing measures, according to news of The
New York Times. The Boeing airplane is manually operated for an average of seven
minutes, normally requiring take-off and landing actions.

Smart Social Solutions: Many American educational institutions use AI to meet
some of the biggest social and economic problems. Like the University of Southern
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California’s Artificial Intelligence Center (CAI) the AI is used to solve social issues
such as homelessness. Stanford researchers use AI to identify places with the highest
poverty levels by satellite images. In the Netherlands, 97% of the medical bills used
are digital. Machine learning is used to avoid errors, inefficiencies in the workflow
and hospitalization if required.

7.2 Application of Artificial Intelligence for Smart Citizens
or Individuals

Google Maps: Google Maps allows any Google user to locate any common place or
remote location just by taping. Maps can also quickly analyze movement and record
any form of collisions, constructions or other significant events that occur along the
route you travel. It enables customers to recommend the quickest way that would
save money and time. This is achieved by exponential volumes of rocket-speed data
sets controlled by machine intelligence.

Ride Sharing: Uber and Lyft use the machine to forecast demand for passengers,
assess price and reducewaiting times. Both pickups are designed for falling switches.
The Uber Machine Learning Head Danny Lange tells us Uber’s AI is used for rides
for ETA. It assesses UberEATSmeal delivery times and scans for optimum collection
sites and fraud detection.

Voice to Text: The characteristic feature of smartphones today is the speech to text
of Google. It allows you to convert your captured voice to text when looking. This
application is also available for other smartphone applications. For voice conversion,
this device usesmachine learning algorithms.Microsoft claims that it has developed a
more effective method to recognize speech and can be more accurate in transcription
than people.

Personal Assistant: Intelligent systems such as Google Now, which are substi-
tuted by a more advanced Google Wizard system, will act as your personal wizard
by using the AI system. It could help you to set memoranda, list anything, check
the internet, etc. On the other side, Alexa listens to your voice and builds to-do lists,
orders stuff online and addresses your questions using an online search. It can play
music on request, pizza order and book a taxi, and can also communicate with other
smart home equipment, integrated with smart speakers such as Echo.

There are also other AI technologies that citizens and the intelligent cities world-
wide use. However, the number is not important. It is important how smartly you
absorb artificial intelligence.

In order to sum up the relationship between big data, Internet of Things (IOT)
and Artificial Intelligence (AI) Mr. Navveen Balani Google Cloud Certifier rightly
states that “IoT is the senses, Big Data is the fuel, and artificial Intelligence is the
brain to realize the future of a smart connected world”.
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7.3 Artificial Intelligence (AI) Challenges in Building
the Smart City

There are a wide range of areas covered by AI, including robotics, Natural Language
Processing (NLP) (content subtraction, question replies, classification, machine
translations and generation of text), expert systems, speech recognition (text and
speech, speech text discourse), vision (image recognition, machine vision) and so
on. Below are the some of the challenges in Artificial Intelligence while constructing
the smart city.

AI Integration: Smooth AI Transformation is more complicated than adding
website plug-ins or designing an Excel workbook of Visual Basic for Applications
(VBA). Present systemsmust also beAI-compatible andAIwithout blocking existing
output can also be introduced. TheAI interface should be set so that the infrastructure,
storage and data entry are not affected adversely. Often ensure, once finished, that
all workers are qualified on the new framework.

Appropriate Data Collection and Utilization: A database and a continuous pool
of useful informationmust be given tomake sure that the AI is successful in their area
of choice, to successfully integrate AI policies and resources within an organisation.
Data can be obtained on a range of applications, including text, voice, photographs
and video. The broad range of KTS complements artificial intelligence problems. In
order for the AI to understand and transform into valuable results in order for optimal
output, all such information must be incorporated.

Man Power: Since AI is an emerging technology, few people have the skills
or knowledge to produce artificial intelligence. As this is a major problem in the
software development industry, some organizations may have to commit new money
to artificial intelligence development training or hire experts.

Building Trust in Smart Citizens: The AI deals with technology, invention, and
equations that are largely unfamiliar to people, making it impossible for them to
believe in it.

Data Security and Privacy: Data privacy and confidentiality are at the core of
computational frameworks that incorporate organized and unstructured data, widely
owned data and personal data. Device and infrastructure deficiencies also show them-
selves in data protection problems. One of the greatest issues in the area of data
protection is “How do smart citizens know that the data gathered is being used for
the right purposes and not for the commercial advantage?

8 Role of Crowdsourcing in Smart Cities

What is Crowdsourcing?
Crowdsourcing is a technique to obtain information from large sources of data.
These data can be processed and analyzed to take a decision. Although machines can
greatly surpass people’s performance in (most) computational tasks, they address
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several critical shortcomings in cognitive and intelligent problems, including natural
speech processing.

Need for Crowdsourcing in Smart Cities
One of the biggest issues facing search engines is to understand and to respond to
people (their intentions and exact needs). Because of (current) restricted (complete),
persuasive search engines with reliable outcomes can’t be expected automatically
due to the management of cognitive and intellectually-intensive activities such as the
study of natural languages. Thus, ideal and dreamy search engines do not appear in
sight at least at thismoment. In order to allow this big distinction betweenwhat search
engines (users) desire and what search engines are open to users, human knowledge
and know-how should be considered in terms of problem-solving. Crowdsourcing
in smart cities mainly focused for elderly citizens, remote road monitoring to detect
path holes and other street damages, AI and GPS bus tracking to accurately predict
arrival times and plan bus resourcing, and a smart city assistant to help newcomers
navigate around their new home in any language.

Crowdsourcing in intelligent urban centers is primarily focused on the elderly,
remote road surveillance for path holes and other road damages, AI and GPS bus
tracking for exact timepredictions andbus rehabilitation planning, and an intelligence
assistant to city newcomers in any language to navigate their new homes.

Classification of Crowdsourcing search
Even state-of-the-art search engines with algorithms and procedures are not as
powerful and precise as userswould anticipate, especiallywhen understanding search
queries and thus obtaining the related results. The main reason behind such search
systems is that people use their cognitive intelligence (and expertise in searching) to
provide users (i.e. initial searchers) with something which can’t be found by them-
selves. The position of the intelligent city person in quest can be generally categorized
in the four principal classes as follows.

Crowd-searching: It is supposed that users can’t find what they’ve been looking
for in this category. It can be due to the absence of sufficient search skills, no knowl-
edge of the topic, etc. In such a case, the objective is to multiply (i.e. keywords
to search for) the problem and to obtain the most relevant results searched by the
crowd. Users have to provide additional information about what they would like to
find to obtain more accurate responses as much as possible. For further management
processes, like query interpretation, the results achieved in this approach may be
used. Ex: Digle, Datasift.

Crowd-clarifying: The demystification and clarification of the query is a major
problem faced by search engines and information retrieval systems. Since this
problem has a mainly natural linguistic processing (a hard AI problem), it is difficult
for machines to deal with it. The need to explain the search based on the crowd-
sourcing method is one of the causes for search (target) terminology, lengthy and
vague search words, typos and semantic errors. The only way to unveil a certain
question for people is human intelligence. Despite crowd searching, this method is
not inherently online or (half) in real time. To that end, workers are used to grasp
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this query, break it up into a variety of important main bits, include additional search
term extension options, and find common terms and more relevant alternatives to
replace the input search term (s. This increases the resulting matching and retrieval
operations.

Crowd-sifting: Crowd sifting is a conceptual term similar to crowd searching
which is used to create an intermediate information series in a series of activities. Data
marking and sorting are essential activities in this group. Currently, the information
that is matched to each question is filtered and structured to boost efficiency.

Crowd-rating: There must be two crucial post-processing phases, regardless of
how answers are generated. Secondly, a defining path to the final generation of
answers is the pertinence of the requester response to the question put out. Analysis
of users’ feedback and satisfaction assessment can also be tacitly achieved through
this easily congested surface wire process. Secondly, classification of findings. The
most appropriate things are crucial to help find. The processes mentioned above are
interrelated and dependent, which enables users to produce and arrange the ultimate
results. The person as the crowd-worker may perform two major roles according to
the procedures described above.

a. Search assistant: In this position, which is called the searcher of human- beings
Involvement is used to support site searchers directly. They aren’t thus partic-
ipate in the context monitoring and search skills And there are advantages to
skills.

b. Systems Collaborator: For question analysis, relevance analyze and similar
monitoring workflows, the last three categories previously mentioned in this
section benefit from human intelligence and expertise. Thus, people act as part-
ners and/or consultants who take part in the decision-making process in such
situations.

Crowdsourcing Challenges
Despite certain impressive crowdsourcing benefits at multiple levels to facilitate the
online search process, the use of human resources is difficult. The success of the
procedure can be significantly influenced by the underestimation of these problems
and their implications. There are two large types of challenges: human-related and
technological ones.

Human Related Challenges
No one better than (expert) users could enhance the web search mechanism, and on
the other end, no one else could undermine/impact it just like them, their actions and
operations. There are some important considerations that should be considered with
regard to this fact.

Motivation and rewards. Crowdsourcing, however, is set up on the shoulders of
volunteers in some cases; it is not an appropriate solution when it is for vital and
serious applications that can be done in close to real. In this regard, it is a must-have
need to hire involved and accountable (and likely expert) participants, which imposes
extraordinary costs.
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As previously described, a common form of Web task Search is a long, vague
and complicated interpretation of search words. Due to certain inherent issues such
as user-non-language dark submissions, crowd staff may not be able to demystify
those inputs. In other words, the method of crowdsourcing is influenced by very long
and tricky inputs—common in search engines. Using a provisional understanding
or increase in order to deal with certain matters working solutions shall be paid for
complex submissions (tasks).

Integrity and Scalability: Machine search terms and the search for appropriate
answers rely only on the underlying algorithms. It may be affected by many to many
factors to replace it with a human strategy. Therefore it is unlikely that identical
responses to similar search words will be expected in the case of lack of further
control (integration) measures. On the other end, the reaction mechanism may be
caused by adverse intentions. Some quality management mechanisms are therefore
required otherwise, so that the efficiency of human-powered knowledge searching
is challenged. In addition, scalability is another challenging problem, especially in
dealing with many users. In those situations, it will impose remarkable costs and
technological considerations to hire and maintain numerous successful multitasking
staff to ensure performance.

Technical Challenges
Response Time: The search engines have an important benefit (and efficiency
measurement) to minimize the recovery time. Currently, in less than a few seconds,
most search engines get the first replies. Such a feature is one of conventional search
engines’ key superiority over those with human strength. Searching tasks are char-
acterized as time-consuming processes that are not only near-real-time outcomes
but also require a significant distracting delay in determining results, validating and
incorporating them, and finding the best answers.

Managerial Overheads: It’s a complicated and elaborate way to handle the
crowd-searched response. In fact, such inconsistencies will result in validation and
related evaluation processes driven by machines. Any human-oriented processes of
monitoring may be important in this regard. Incidentally, a repeated approach may
resolve the need for an appropriate assurance level for a human-mediated assessment.
In addition, a number of key implementation factors must be considered in order to
make the system sufficiently viable and efficient.

Crowdsourcing Platform: Amazon Mechanic Turk (AMT), the first alternative
in terms of the capability and features of researchers and professionals for crowd-
sourcing initiatives. However, it can’t fully support unconventional activities and
practices in its simple facilities.

Economical Side Effects: Web-based companies rely heavily on techniques and
methods for search engine optimization (SEO). The current regulations (accepted,
researched and documented) are not then understandably revised as the search
engines powered by a plurality gather traction on the playground of the search
engines.. Besides disordering SEO approaches, targeted practices can adversely and
destructively impact search-based business.
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9 Conclusion

The topic of equality and inclusiveness is one similar challenge. Technology will
improve access by reducing obstacles created by income, schooling and digital
literacy to citizens’ interest and engagement in decision-making. But it is not an
aim, it is a function. Residents should not be promised equity as equality of oppor-
tunities, in order to take advantage of the opportunity to impose future ethical issues
of financial burdens. It should instead ensure equality of requirements, so as to still
include the people at the center of every smart city growth. The research analyzed
and discussed in this study concentrate on a number of elements of smart cities: intel-
ligent mobility, intelligent transportation, energy management, smart infrastructure,
smart government and smart architecture, as well as related concepts and technolo-
gies. The subject also focuses on the alignment of smart cities with the goals of the
UN for sustainable development. This thorough analysis gives a valuable look into
core research trends in smart cities, outlining the shortcomings of recent technolo-
gies and possible future directions. In future scalable solutions to build a small city
can be focused. In addition crowdsourcing search engines and data deduplication
techniques is also the another direction of future research.
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Data-Driven Generative Design
Integrated with Hybrid Additive
Subtractive Manufacturing (HASM)
for Smart Cities

Savas Dilibal, Serkan Nohut, Cengiz Kurtoglu, and Josiah Owusu-Danquah

Abstract Generation of smart cities that considers environmental pollution, waste
management, energy consumption and human activities has become more impor-
tant in recent years since it was first introduced in the 1990s. In the smart cities,
most of the structures, machines, processes and products will be redesigned in terms
of technological developments linked to the fourth industrial revolution, Industry
4.0. This situation introduces the need of new design models that address extended
significant parameters for manufacturing. Data-driven generative design method-
ology is an algorithmic design approach for developing state-of-the-art designs.
Generative design may give the decision-makers more sustainable optimized project
solutionswith the iterative algorithmic process.Many parameters and constraints can
be taken into consideration during the designing process, such as lightness, illumi-
nation, solar gain, durability, cost, sustainability, mass, factor of safety, mechanical
stresses, resilience etc. In the generative design, an iterative process occurs via cyclic
algorithm from ideation to evaluation to reveal possible potential design solutions.
The increase in design freedom and complexity boosts the importance of new gener-
ation manufacturing methods. Hybrid additive subtractive manufacturing (HASM),
a key component of Industry 4.0, offers tailored and personalized production capa-
bilities by combining additive and subtractive processes in the same production
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unit. In today’s digital era, there is a growing need to create an integrated data-
driven digital solution which consists of a multidisciplinary functional design inte-
grated with hybrid additive subtractive manufacturing. Generative design integrated
with hybrid additive subtractive manufacturing approach offers creating functional
multi-criteria-based product combinations with sustainable organic mechanisms for
engineering purpose. Alternatively, this approach provides dozens of different solu-
tions for their studies considering multi-criteria, such as determining the convenient
sunlight angles for walkways, computing optimum dimensions of smart structures,
enabling transportation vehicles to pass underground or bridges etc. The main objec-
tive of this chapter is to introduce the importance of generative design and hybrid
additive subtractive manufacturing for smart cities and present the critical advan-
tages of a data-driven generative design concept algorithm integrated with hybrid
additive subtractive manufacturing approach that will increase the speed of transi-
tion to smart cities. This chapter discusses a concept that integrates hybrid additive
subtractive manufacturing with a data-driven generative design for the reliable, cost
effective and sustainable design of components that can be used for establishment of
secure smart cities. After conceptual explanations, the main aim and advantages of
the concept are realized by a case study which is about the design of a drone chassis.
A drone chassis is selected as a case study since drones will be used extensively for
mainly security and logistics purposes in smart cities and design of drone chassis
can be optimized by the proposed concept.

Keywords Data-driven algorithms · Generative design · Generic model ·
Computational design · Smart manufacturing · Hybrid additive subtractive
manufacturing · Drone chassis · Smart drones · Secured smart cities · Industry
4.0 · Internet of Things (IoT)

1 Introduction

Rising urban populations around the globe places a huge demand for smart city
design concepts that address the issues of safety and beauty of built infrastructure
and account for multiple stakeholders related to efficiency, energy conservation,
resilience and long-term sustainability [1]. This design paradigm rests on creation,
accessibility and usability of digital platforms with infinite data from almost every
element that constitute our cities, including humans and the built infrastructure [2].
Establishment of smart cities include automatic collection and analysis of huge
amounts of data that will be enabled by the main aspects of Industry 4.0 (e.g. Internet
of Things (IoT)) [3–5]. Therefore, the concept of smart cities and Industry 4.0 should
be considered together [6]. For example, cloud computing, that can be defined as
storing, accessing and analyzing data through programs and models to make deci-
sions over the Internet will be a critical on-demand service for increasing the quality
and performance of urban services in smart cities. With the use of IoT, billions of
devices will generate data in smart cities and send them to the cloud [7]. Lom et al.
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[8] reported that although Industry 4.0 and smart cities have different terminologies,
that have a lot in common in terms of Internet of Things (IoT), Internet of Energy
(IoE), and Internet of People (IoP).

The data that is collected through data digitization introduced by Industry 4.0
will enable innovative improvements in more efficient, cost effective and collabora-
tive design, manufacturing and servicing (e.g., transportation) processes in addition
to traffic, pollution, waste and safety management in smart cities. The generative
design concept is one of the pioneering concepts that shows enormous potential to
be used in smart cities. Various definitions of generative design can be found in liter-
ature [9]. Some design algorithms that mimic nature can be accepted as the starting
point of generative design in literature [10]. In its simplest form, it can be defined as
an algorithm-based design process to assist exploring multiple design variants. The
main principle of generative design is to create a large number of designs depending
on the user constraints and design parameters and to offer a number of alternative
solutions which overlap with the goals [11]. Engineers, architects and designers
import the restrictions to create the iterative algorithms that reveal the most efficient
design throughmaking geometric syntheses. Light-weighting strategy in design with
an optimal shape emerged topologically optimized design solutions. Different from
this strategy, generative design methodology offers varied options for modern engi-
neering and architecture projects with multi-objective optimization. In the generative
design process, designers give the final decision after receiving design options from
an iterative process of generative design with the combination of many effective
design parameters related to the geometry, material, load cases, stiffness, manufac-
turing method etc. Generative design algorithms are applied in different areas such
as in design of health instruments, automotive, aerospace or construction [2, 12].
These concepts strongly integrate computational modelling and digital innovations
tools that foster designs addressing long-standing urban challenges. Obviously, the
traditional use of Computer Aided Design (CAD) tools, which often require too
much time and effort to modify design models or even treat some of these models as
disposable when changes are needed, do not suffice in this novel design concept.

In the establishment of smart cities, ability to manufacture tailored and complex
designs is as important as generating improved designs. The generative design
method reveals very advantageous design options by offering hundreds or thou-
sands of possible solutions in a relatively short time that cannot be performed by a
human designer. However, traditional manufacturing methods may alone have limi-
tations for the production of proposed designs [13]. Furthermore, highmanufacturing
costs, high material waste and requirement of several machines in several stations in
traditional manufacturing methods do not comply with the principles of smart city
concept. Additive Manufacturing (AM), one of the main technologies of Industry
4.0, offers cost-effective production of personalized and complex-shaped forms [14].
Therefore, using additive manufacturing methods can increase the level of design
freedom especially for complex designs. Although additive manufacturing does not
have to always be the preferred serial manufacturing method of complex designs
nowadays, recent developments show that 3D printing technologies will offer serial
production at low costs in the near future.
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Most additive manufacturing methods can be used nowadays to produce a limited
part size. A novel manufacturing concept, the so-called Hybrid Additive Subtrac-
tive Manufacturing (HASM) can enable production of large-sized components. As
an extension of additive manufacturing, hybrid additive subtractive manufacturing
includes the addition and subtraction (secondary processes like milling, drilling or
surface enhancement) of material in the same machine to improve the dimensional
accuracy,mechanical/physical properties andmicrostructure of the printed parts [15].
Furthermore, using more than one type of materials on the same part with higher
degree-of-freedom and expected isotropic-anisotropic material properties will also
be possible by hybrid additive subtractive manufacturing. Thus, the integration of
hybrid additive subtractive manufacturing to generative design processes can enable
the consideration of hybrid additive subtractive manufacturing process parameters
especially for personalized and tailored end products [16].

This study discusses the generative design integratedwith hybrid additive subtrac-
tive manufacturing approach that prepares print-ready design solutions suitable for
the hybrid additive subtractive manufacturing processes. As a case study, generative
design of a chassis for a drone is performed and some solution designs is analyzed
in terms of their suitability for hybrid additive subtractive manufacturing. A drone
example is selected since drones will play a vital role in varied applications func-
tioning in traffic, population and natural disaster monitoring and management, smart
logistics and transportation in smart cities.

First of all, state-of-the-art for generative design and hybrid additive subtractive
manufacturing is provided with up-to-date studies from the literature. Next, genera-
tive design approach and its current applications is mentioned. After that, the impor-
tance and place of generative design and hybrid additive subtractive manufacturing
for the establishment of secured smart cities is explained. The concept that integrates
generative design and hybrid additive subtractive manufacturing is explained with
details by providing the schematic representations that simulate the main principles.
Finally, the design of a drone chassis is investigated in the framework of the proposed
concept.

2 Generative Design Approach

For complex multicriteria design problems, generative design approach is most
viable. Generative design utilizes software algorithms that allow designers to very
quickly produce, explore different concept alternatives and optimize several sample
models to make informed decisions regarding design problems [17]. For the compo-
nents that have an existing geometry, topology optimization is a suitable method
however for the designs that are not defined, the more advanced/recent generative
design methods incorporate artificial intelligence (AI) capabilities that try to repro-
duce aspects of human design processes [18]. The design, and consequently the
model, evolves from a chosen concept and it is iterated until a final outcome is
achieved. This method permits the variation of design parameters randomly within
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predefined limits to and provides possible design solutions with respect to manufac-
turing process and multiple constraints such as manufacturing cost and geometric
suitability [12].

Schematics ofFig. 1 describes the integrative process of generative designmethod-
ology. Although the computational software used in this process plays a cardinal role
in the design, there is still the need for a human expert, so-called decision maker,
to explore, modify, evaluate and select the final design outcome. The requirements,
objectives and constraints of the project are pre-determined (in the abstraction stage)
and entered into the program by the designer at the initiation stage. The generative
design program produces designs in a short period of time, and several of these
options are analyzed, sorted or ranked based upon appropriate design metrics such
as safety factor, weight, mechanical stresses etc. The generation of varied design
options is done through the algorithm(s), and usually the print-ready design solu-
tions can be used via digital additive manufacturing workflow. With guidance of
an engineer or designer, solutions from the software are presented with an optimal
design with corresponding data that will be useful during the design selection [2,
19, 20]. Depending on the scope of application, the computational technique that
underline the design automation process (i.e., rule algorithm) may use either one or
a combination of the following.

• Shape Grammars (SG),
• Lindenmayer Systems (LS),
• Cellular Automata (CA),
• Swarm Intelligence (SI)
• Genetic Algorithms (GAs).

Details of these techniques have been presented in the work of Gu et al. [21] and
various applications of real and binary coded GAs, Multi-objective GAs, Parallel
GAs, Chaotic GAs, Hybrid GAs have been demonstrated in literature [22–24].
Genetic algorithms that are inspired by the biological evolution process is the most

Fig. 1 Typical flowchart describing generative design method
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dominant method amongst them. In GAs, an initial set of solutions is created, and an
optimum solution is reached through continuous iterations [23]. Themain operations
in the iteration process are shown in Fig. 2.

The general concept of genetic algorithms is demonstrated in Fig. 2. Initially, a
randomized design population is generated (based on input design parameters) and is
tested according to fitness/design criteria. New population is created using crossover
and mutation operations and evaluated until the fitness criteria are satisfied. The
process continues until optimum conditions are met and the best solution(s) is/are
selected. This is analogous to the natural evolution process which ensures that the
weakest creatures are removed from the population or are not reproduced.

One of the important steps in the genetic algorithm is the selection step, i.e.,
determining the best individual(s) from the current design population to participate
in the next cycle of mutation or crossover cycle. Examples of the selection techniques
used over the past years in genetic models include roulette wheel, rank, tournament,
Boltzmann, and stochastic universal sampling [24]. In the crossover operation, new

Fig. 2 General concept of genetic algorithm
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offspring or population is generated by exchanging viable genetic information of
two or more parents (from the previous population); on the other hand, mutation
operators ensure the existence of genetic diversity between populations. An effect of
mutation operators is the continuous distinctiveness in the solutions between gener-
ations. Single point, two-point, K-point and uniform crossover operators are simple
and easy to implement, but the most widely used option is the partially matched
crossover which is known to have a better convergence rate with lesser likelihood of
loss of information from one generation to the next. Displacement mutation, inver-
sion mutation and scramble mutation are the most common mutation operators. The
work of Goldberg and Holland [25] revealed the difference of genetic algorithms
from traditional algorithms. The genetic algorithms work through the software code
of the parameter set instead of the parameters. In addition, genetic algorithms use
probabilistic transition rules instead of deterministic rules.

3 Generative Design Applications

GenerativeDesign is amodern tool that automates the computer-aided design process
through multi-parameter optimization with regard to parameters, limitations and
constraints defined by the designers. The advantages offered by generative design
will definitely expand its usage areas in the future. Generative design applications
have been started in architecture but nowadays can be seen in different fields such
as construction and aviation [26–29]. Recently, some CAD commercial software
introduced generative design tools in separate modules. The collaboration of human
and machine offers superior design capabilities in different fields in industry. It
has been rapidly adopted in the aerospace and defense industries [30]. NASA used
artificial intelligence-driven generative methodology to design potential satellite
antennas configurations [29, 31]. It is proved that the co-designer effort with artificial
intelligence satisfies various project goals.

For decades, architects in the construction industry have been using scripts to take
3D design geometries created on computers. Design solutions that are revealed by a
team of experts for projects, spending hours and days, can be considered as a waste of
time, as well as cost. Designing and developing in a computer environment became
easier with the help of commands, and this took the entire construction industry
to a new way. With the parametric modeling and design automation methodology,
a new generation of architectural designs and construction methods was revealed
[32, 33]. Traditional design architectural modeling and parametric design software
is emerging as a next step, computational modeling, scripts, and simulation engine,
using the architects or engineers design defines the result of the entire process for
creating the geometry. To illustrate this, it can be assumed as creation of the desired
number of windows on a floor for a building model and evaluation of sunlight-
receiving zones per unit length. This method can be considered as an advanced step
in design optimization. An innovative approach that supports all design processes
in the architecture and construction industries, taking into account the goals and
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constraints, the distribution of interior architectural structures created by generative
design.

The generation, evaluation and evolution steps of a generative design process of
an architectural project is shown in Fig. 3 as an example. The evaluation is carried out
according to criteria defined by the designer such as interconnectivity, daylight and
views to outside etc. According to given parameters, many possible design solutions
can be generated within a short time as given in Fig. 3. The designer will have more
freedom while selecting the best design from a large number of possible solutions
or the generative design process can be repeated by changing the constraints.

In Fig. 4, an example of an architecture design offered by generative design is
represented. For each design, it is shown how much these designs meet the criteria.
It is clearly seen that many possible solutions that meet different criteria at different
rates can be obtained by generative design method. After this step, the decision is
made by the designer.

Important developments in manufacturing and design processes in the aerospace
sector, such as weight reduction of outputs, environmental friendliness for fuel
consumption and cost reduction, are gaining momentum with productive design.
It is possible to convert the assembly process into one part by reducing the weight of
components, which is an issue that spends significant time and cost in the automotive

Fig. 3 Principle of generative design for architecture

Fig. 4 Three potential layout solutions using generative design approach in architecture
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industry, with productive design. In this regard, the development of layered manu-
facturing methods has a huge impact. With generative design, novel designs have
been revealed in remarkable applications in the aviation sector [34]. Autodesk and
Airbus designed their first bionic compartment produced using additive manufac-
turing technology integrated with generative design. This particular compartment,
fixed between the passenger seating area and the aircraft’s kitchen, is a partition
wall that in some seating configurations will be used to support the reinforcement
seats used by cabin crews during takeoff and landing. This powerful component is
a component for aircraft manufacturers that they want to minimize its weight while
maintaining infrastructure security. It is designed from the start with a generative
design approach. The final compartment is created with 45% (approx. 30 kg) lighter
than the existing designs, making it a significant development for aviation industry
where lessweight equals less fuel consumption. In the automotive sector, it is possible
to convert the assembly process into one part by reducing the weight of components,
which is an issue that takes significant time and cost. The development of this design
process has a huge impact on the fact that additive manufacturing technologies give
great flexibility to manufacturing methods and make it possible to produce parts
with complex structures [35, 36]. In generative design, seven different parts can be
converted into a single component via producing a lighter and stronger part in the
automotive manufacturing sector. Reducing the weight of parts in the first step is of
considerable importance for the automotive industry, considering that it increases
consumption and performance. The ability to convert parts into a single component
reduces both supplier chain costs and eliminates the loss of time and energy in the
assembly process.

4 Hybrid Additive Subtractive Manufacturing
and Generative Design for Smart Cities

There aremainly three fundamental manufacturing technologies which are formative
manufacturing, subtractive manufacturing and additive manufacturing. In formative
manufacturing, the final geometry is given viamolding, casting, and shaping process.
In subtractive manufacturing, the finalized geometry is created through machining
(e.g., milling, drilling, turning etc.) processes. Different from these conventional
manufacturing processes, the additive manufacturing process consists of implemen-
tation of layer-by-layer production to establish final product geometry [37]. Nowa-
days, the virtual models which are developed in CAD software can be transformed
into the physical products for smart cities. The data-driven workflow starts from the
designing procedures and followed by data-driven manufacturing technologies. An
original computer-aided design (CAD) data is utilized to start the additive manu-
facturing process. The CAD file should then be converted to the standard .STL file
format which is adopted by the additive manufacturing systems.
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Additive manufacturing gives high design freedom to manufacture complex or
freeform geometrical products. The early use of additive manufacturing techniques
had limited material capability in the feedstock subsystem. However, metals [38],
polymers [39], ceramics [40] and even composite materials can be utilized as a
feedstock material in novel additive manufacturing techniques [41]. In recent years,
nickel-titanium shape memory alloys [42–44] based 4D products are also manufac-
tured using electron beam melting additive manufacturing technologies [45, 46].
Depending on the applied additive manufacturing technique, the manufacturing
parameters, technical sub-processes, feedstock materials might be different. Addi-
tionally, different heat source technologies such as laser-beam, electron-beam can
be used in additive manufacturing technologies for increased production capabilities
[47].

The traditional hybrid subtractive manufacturing technologies such as combina-
tions of milling/laser cutting/electric discharge machining, and sheet metal forming
are commonly used in industry. An evolutionary development is adopted with the
innovation of hybrid additive subtractivemanufacturing. The hybrid additive subtrac-
tivemanufacturing technology combines additivemanufacturingwith the subtractive
manufacturing in order to improve physical properties and/or mechanical properties
of the manufactured components with higher structural accuracy. Specific examples
include integration of Laser Melting Deposition (LMD) into 5-axis CNC machine
system [48], integration of Gas Metal Arc Welding (GMAW) into CNC milling
machine [49]. The working principle of hybrid additive subtractive manufacturing
is shown in Fig. 5.

Hybrid additive subtractive manufacturing will enable the use of different mate-
rials for different sections of a structure. The use of combination of two ormoremate-
rials as a feedstock enables production of functionally gradient components through
the hybrid additive subtractive manufacturing solution. Multi-material dependent
parameters can offer advanced hybrid additive subtractive manufacturing initiatives

Fig. 5 Schematic representation of Hybrid additive subtractive manufacturing concept. This figure
has been reproduced with permission from Elsevier [50]
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to develop application-based functional products. Multi-material segments, such as
metal-metal or metal-polymer, can be added into the single material parts to build
material gradient structures [51]. In addition to the multi-material, the potential
combination of hybrid additive subtractive manufacturing can enhance manufac-
turing degree of freedom for the production of complex components via combining
the layer deposition pattern with machining. Multi-axis hybrid additive subtractive
manufacturing process enables additional degree of mobility by minimizing kine-
matic constraints.Many complex components can bemanufacturedwithout requiring
any support structure. In addition, inclusion of more degree of freedom to addi-
tive manufacturing through hybridizing with subtractive methods will decrease the
production time by elimination of some setup changes [52]. Furthermore, the final
product size can be enlarged using the hybrid additive subtractive manufacturing
technology in different fields with a continuous digital production line for large-
scale products [53]. Improved mechanical properties can also be achieved by using
hybrid additive subtractivemanufacturing [54]. For example, the potential anisotropy
in mechanical properties in the build direction is another significant characteristic for
the hybrid additive subtractive manufacturing. The anisotropy can be mitigated with
a well-defined hybrid additive subtractive manufacturing processes in some specific
cases. A deliberately desired anisotropic structure can be established via creating a
built orientation in the desired plane. In addition to the above-mentioned advantages,
the hybrid additive subtractivemanufacturing processes can be used in the component
defect repairing process [55]. Inmany industrial applications, repairment is preferred
for the budget and time management rather than complete reproduction. In this case,
the component can be repaired via hybrid additive subtractive manufacturing instead
of fully re-producing.

Sustainability will be one of the most important concerns in the development
of smart cities. This will bring the need of sustainable manufacturing methods in
order to produce components of smart cities. Hybrid additive subtractive manufac-
turing will offer eco-friendly designs with sustainability since it will reduce the
need of energy and material usage. Furthermore, unlike traditional manufacturing
methods where the same parts are produced, hybrid additive subtractive manufac-
turing allows a high degree of design freedom so that personalized structures with
complex designs can be achieved. Hybrid additive subtractive manufacturing offers
also great benefit for production on storage of spare parts and reduction of repair
times with on-site and on-time production. On-site and on-time production means
production of any spare part when it is needed. With developments in on-site and
on-time production with hybrid additive subtractive manufacturing, the inventories
of spare parts and distribution logistics will be reduced, and this will provide cost
efficient and ecological manufacturing processes. Final products can be produced in
a hybrid additive subtractive manufacturing process via reduced sacrificial surface
and increased dimensional accuracy. The additive manufacturing concept has started
with polymeric materials but nowadays it is possible to use this method for metals
and ceramics [56, 57]. With the developments in hybrid additive subtractive manu-
facturing, the advantageous properties that are summarized above will make great
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contributions in manufacturing processes in smart cities. Therefore, hybrid additive
subtractive manufacturing will play a vital role in smart cities.

Generative design will not only be used in order to improve/upgrade the currently
used designs but will also bring new design options by using artificial intelligence
and more data compared to topology optimization. These new designs will be
performed in engineering as well as in architecture. The designers will be able to
input many parameters, criteria and constraints into a data-driven generative design
algorithm so that suitable designs will be generated from the beginning of the design
process. Furthermore, integration of generative design algorithmswith real-time data
collected by using some sensors will enable more realistic design updates according
to changing conditions with time. During the design of structures and machines for
which mass is of importance for energy use, optimization of weight in generative
design will provide less CO2 emissions and more sustainability. Since automatic
generative design will offer a cost-effective designing process and more freedom to
the designers, it will be one of the most important manufacturing concepts in smart
cities. Use of generative design in smart cities should not be limited to manufac-
turing. Transport infrastructure will be another application area of generative design
where many possible solutions can be provided by taking into account many criteria
such as population intensity, topography and transportation lines etc.

5 Generative Design Integrated with Hybrid Additive
Subtractive Manufacturing

As it is stated above, both hybrid additive subtractive manufacturing and genera-
tive design will gain great importance in establishment and improvement of smart
cities. In this section, integration of generative design with hybrid additive subtrac-
tive manufacturing concept will be introduced and the possible advantages will be
discussed in terms of concerns related to smart cities. In principle, integration of
the hybrid additive subtractive manufacturing with the generative design will allow
considering the hybrid additive subtractive manufacturing-based parameters from
the beginning of the design process.

Generative design offers different optimized complex shaped customized model
solutions for production. The complexity of the created models can cause various
difficulties for the production in traditional manufacturing technologies. The addi-
tive manufacturing technologies provide suitable solutions for the mass produc-
tion of complex shaped parts for industrial scale applications. Generative design
can be suited for highly customized mass production through integrated hybrid
additive subtractive manufacturing technologies. The refinement and readiness of
the generativity optimized design for additive manufacturing are the important
parameters for processing. The selected additive manufacturing process affects the
quality of the final product. An optimized additive manufacturing process solution
is required for reducing potential residual stresses and distortions during melting
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and re-solidification of the layers. Furthermore, build orientation, laser focus/path,
support structure, manufacturing speed and time are the main effective parame-
ters during the additive manufacturing process. The additive manufacturing process
connects print-ready design solutions with the additive manufacturing and tradi-
tional computer numeric control (CNC) machining for the final products. In some
commercial generative design tools, it is possible to select additive manufacturing as
a production method so that many design options suitable for Fused Filament Fabri-
cation (FFF) can be created. However, only limited parameters regarding additive
manufacturing are given as input to the data driven algorithms and more advanced
integrated additive manufacturing tools should be also adopted to consider additive
manufacturing-based constraints during the optimization process.

In recent years, inclusion of additive manufacturing to conventional subtractive
methods (e.g., milling, turning, drilling etc.) has become popular in order to improve
the quality of the products and make additive manufacturing economically compet-
itive for large volume serial production. The hybridized method that includes a
combination of additive and subtractive activities in one production line is called
Hybrid Additive Subtractive Manufacturing [58]. An example would be combining
a multi-functional (multi-tasking) CNC machine tool and AMmodule. Hybrid addi-
tive subtractive manufacturing offers advantages in cost effective and flexible repair,
surface finish, machining precision, addition of difficult features and multi material
3D printing over additive manufacturing methods [59].

The hybrid additive subtractive manufacturing process integrated with the digi-
tally print-ready generative design solutions can provide many advantages for the
customized mass production. The hybrid additive subtractive manufacturing tech-
nologies integrated with generative design will allow engineers and architects to
easily produce varied generatively designed optimized complex components [60–
63]. For instance, soft robotics is one of the trending technologies in robotics. In soft
robotic technologies,multi-material-basedhybrid additive subtractivemanufacturing
processes offer novel design solutions. A full integrated design and hybrid addi-
tive subtractive manufacturing package can give state-of-the-art soft robotics model
solutions for industry. The rise of generative design integrated with hybrid additive
subtractive manufacturing may enable novel solutions in smart cities and factories.
Recent development in generative design offers optimum solutions manufacturing
constraints and design objectives.

In order to obtain the full advantages of generative design integrated with addi-
tive manufacturing, a hybrid manufacturing concept should be adopted to generative
design algorithms. Insteadof a pure additivemanufacturingprocess, the hybridmanu-
facturing concept will contain the supplemental additive and subtractive technolo-
gies and offer advantages explained in the previous chapter. In classical ways, after a
design is selected among many designs generated by generative design algorithms,
compatibility of the design to selected hybrid additive subtractive manufacturing
method should be evaluated by the designer or the manufacturing engineer. The flow
chart of such two discrete processes is shown in Fig. 6.

As the preferred solution selected by the decision maker from many possible
design solutions created by generative design process will be produced by hybrid
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Fig. 6 Generative design and hybrid additive subtractive manufacturing as two discrete processes

additive subtractive manufacturing, its suitability has to be checked by the designer.
If it is not suitable for hybrid additive subtractive manufacturing, the designer should
select another design. This loop will continue until a design suitable for hybrid
additive subtractive manufacturing is obtained. This transitions between two boxes
given in Fig. 6 maybe in most cases waste of time and energy. The hybrid additive
subtractive manufacturing concept can be incorporated into state-of-the-art projects
with any generative design software that offer print-ready solutions as shown in
Fig. 7. In this proposed concept, the criteria related to hybrid additive subtractive
manufacturing can be given as input to generative design algorithms and design
solution suitable for the hybrid additive subtractive manufacturing can be obtained.

Fig. 7 Generative design integrated with hybrid additive subtractive manufacturing
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Since a hybrid additive subtractive manufacturing is integrated, in addition to the
parameters regarding the selected additive manufacturing method, the parameters
related to subtractive method will also be taken into account. Integration of hybrid
additive subtractive manufacturing with generative design will not only eliminate
designs that are not suitable for hybrid additive subtractive manufacturing method,
but also more flexibility and freedom will be provided during the selection of best
design as a result of advantages offered by additive manufacturing.

In this novel design process, the design functions pi that affect the final product P,
are selected to include those required from the additive manufacturing (see Eqs. (1a)
and (1b)). One can represent this structure as:

P = p1 × p2 × p3 × p4 × · · · · pn (1a)

P =
n∏

i=1

pi (1b)

where, pi is an objective function representing the individual design considerations
such as cost, materials, functional performance etc. which affect the final product.
These functions can be individually dependent on intrinsic design variables and can
have constraints/limits, cj in their range of values (see Eqs. 2a, 2b).

minimize/maximize : pi (2a)

subjected to: c j
(
p j

) ≤ 0, j = 1, 2, . . . , c (2b)

with bounds: pL
i ≤ pi ≤ pUi i = 1, 2, . . . , n (2c)

In such multi-objective optimization designs, equality and inequality constraints
are needed to reduce the computational time and give more accurate results. Some of
the objective functionsmust beminimized ormaximized to control the outcomeof the
iteration process; for example, whileminimizing the cost, the functional performance
must be maximized in the case of the hybrid additive subtractive manufacturing
process shown in Fig. 7. The obvious objective is to establish a set population or
solution that satisfies all/most of the constraints as much as possible.

In the generative/optimization process, the population of structures (or design
outcomes) is modified at the end of each iteration, and the information (I) about the
adaptation of phenotypes are used to generate the next set of structures. For instance,
from the additive manufacturing standpoint the build orientation, power source, laser
focus/path, laser speed and time become some of the important information stored in
the iteration process. As depicted in earlier Fig. 2, a progressively better population
is obtained at the end of each iteration, and they are ranked according to a fitness
function to ensure the best chromosomes are passed to the next population as shown
in Eq. (3)
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P(t) = P(t − 1) × I (t − 1) (3)

6 Case Study: Generate Design of a Chassis for a Drone

There are numerous project examples in the architecture, engineering and construc-
tion fields, implementing generative design empowered artificial intelligence algo-
rithms as an innovative design instrument. Several competing finalized product goals
are balanced in generativity design methodology. The generative design method-
ology can provide a varied design option for decision makers to reach required solu-
tions in their studies. Artificial intelligent-based algorithm-driven generative design
utilizes iteratively the design parameters to achieve the finalized optimal design
output. To take a look at the generative design process integrated with hybrid addi-
tive subtractive manufacturing and to explore its capabilities, a case study which
covers drone chassis design integrated with hybrid additive subtractive manufac-
turing is conducted. Drones are unmanned air vehicles (UAV) that can be manually
operated by humans or can fly autonomously. It is clear that drones will play a
significant role in the future of the establishment of smart cities since they can offer
cost-efficient services in different smart city applications such as package delivery,
traffic monitoring, policing, transportation of people, pollution control, firefighting,
rescue operations and security purposes [64, 65].

Logistic drone chassis is selected as a case study in this chapter since logistic
drone systemswill offermany advantages in smart city applications. Furthermore, the
logistic drone chassis application seems to be of interest to engineers and designers
for varied air applications especially in smart cities. This section explores initially the
drone chassis creating process with generative design systematically from scratch to
final outcome design. Additionally, the integrated hybrid additive subtractive manu-
facturing process is also clarified in themanufacturing process of the preferred gener-
ative design solution. The main parameters to be chosen for the case study will give
an idea of generative design solutions integrated with hybrid additive subtractive
manufacturing for different smart city applications.

The preferred solidmodelwhich is created through the generative design rules and
algorithms is processed via cloud-based Autodesk Fusion 360 software [66]. Apart
from the generative design methodology, which is conducted for a specific engi-
neering application, a hybrid additive subtractive manufacturing concept is included
with proper hybrid manufacturing examples in the section. An optional starting
geometry can be designed in the first step of the generative design methodology. The
componentswith relevant geometries to be assigned and determining the dimensions.
Generative design differentiates with topological optimization with the use of varied
constraints while computing generative design algorithms. By entering the input
geometries (starting shape, obstacle geometry, and preserve geometry), loads (forces
and pressure), constraints, and objectives (target mass, maximized stiffness) into the
algorithm, 100’s of higher performing design options can be explored. Starting shape
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Fig. 8 The drone chassis creating workflow via generative design methodology

is an initial shape, close to a design envelope. Obstacle geometry is the part geometry
that cannot be generativity created such as the interior channels whereas preserve
geometry is the geometry that will be included in the final shape such as existing
connections or interfaces within an assembly. In Fig. 8, the generative design case
study workflow for drone chassis is shown.

In order to gain the full advantages of hybrid additive subtractive manufacturing,
additivemanufacturing related design constraints should be carefully specifiedduring
the generative design process. Two samples of scatter plot view of concept drone
chassis outcomes in generative design workspace of Autodesk Fusion 360 software
are shown in Fig. 9.

In the scatter plots, it is possible to predict how much the designs meet the
constraints that are given as input to the generative design process. Minimum factor
of safety and mass values were selected in this case study as the preferred selec-
tion criteria since the weight plays an important role in the design of drone chassis.
However, additional criteria such as manufacturing cost and maximum stress can
also be included into the model. Furthermore, the generative design algorithms can
suggest varied design options for different materials. This feature is one of the main
differences from the topology optimization that provides an optimized design for a
specific material type. The designer can select a preferred design solution according
to the established scatter plot.

Two different drone chassis design outcomes which are extracted from generative
design are shown in Fig. 10. For these designs, additive manufacturing and 5-axis
milling were selected as production methods. As a result, generative design solutions
which are suitable for these specific methods were generated. If no manufacturing
method is selected as a criterion, then the so-called unrestricted designs can be
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Fig. 9 a Scatter plot of concept drone chassis outcomes in generative design workspace of
Fusion 360, b scatter plot view of front loader outcomes which designed according to different
manufacturing methods for excavator

created. For the design proposed according to additive manufacturing, application
of subtractive manufacturing methods would not always be possible, and the same
result applies to the opposite case. This shows the need of considering hybrid additive
subtractive manufacturing relative parameters during the generative design process.
In order to give an idea on this concept, a design which combines both additive
manufacturing and 5-axis milling is represented in Fig. 10.

In this case study, it was assumed that the four parts on the drone chassis where
the propellers are mounted shown in Fig. 10 will be produced from a higher strength
material. Therefore, using 5-axis milling for production andmachining of these parts
will be more suitable. In case a specific additive manufacturing method will be used
for production, this should also be integrated into the generative design process.
Now as the hybrid additive subtractive manufacturing parameters are also analyzed
in generative design algorithms, the selected best design will directly be produced
by hybrid additive subtractive manufacturing. As a result, the compatibility of the
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Fig. 10 An illustration showing two different final outputs for additive andmillingmethods created
by generative design integrated with hybrid additive subtractive manufacturing
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Fig. 11 Dimensions (in mm) of the finalized drone chassis as an end product

design to hybrid additive subtractive manufacturing is questioned within the design
process. The selected outcome of the concept drone obtained by generative design
is shown in Fig. 11.

7 Conclusion and Future Scope

Generative design is a systematic designing process through nature mimicking in
an evolutionary manner. In recent years, nature has become a significant source
of design inspiration for engineers, architects and designers. In generative design,
many factors such as sustainability, energy efficiency, structural strength, materials
selection, environment technologies can be taken into consideration while designing.
Generative design offers several non-regular shaped design solutions for the decision
makers. Engineers, architects and designers evaluate the potential design options
and decide on the final design based on a wide perspective. Generative design
reduces construction time and offers practical compromises for end goals. A software
can provide many data-driven potential design options to meet the finalized goals
with related constraints. With technological developments in additive manufacturing
methods, a concept that integrates hybrid additive subtractive manufacturing with
generative design has become important for the generation of print-ready digital
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designs. Hybrid additive subtractive manufacturing sensitive data-driven genera-
tive design approaches can provide an optimized product solution with structural
stability and desired aesthetics. As a result, an optimized end product can be built by
applying generative design integratedwith hybrid additive subtractivemanufacturing
methodology.

Themost significant technological innovation that can be provided by this concept
is the integration of two vital processes with the data collected from the smart
cities. In this concept, the dynamic up-to-date generative design options that are
suitable for hybrid additive subtractive manufacturing can offer better solutions than
the traditional design and manufacturing counterparts for the future smart cities. A
cloud-based continuum generative design with integrated hybrid additive subtractive
manufacturing concept can provide a unique digital manufacturing system which is
accessible from any IoT device. Engineers, architects and designers can decide on the
selection of the final designs via a continuumdigital system that combines the genera-
tive design with hybrid additive subtractive manufacturing in varied industrial fields.
The increased innovative flexibility of the production line accelerates generating
novel state-of-the-art products. In addition, a digitally automated hybrid additive
subtractive manufacturing system can reduce repetitive processing activities with
related digital continuity. An online data collection system which is dedicated to the
cloud-based continuum generative design with integrated hybrid additive subtractive
manufacturing concept can provide potential design update opportunities according
to updated data received online from smart city and previous designs. Thus, for the
same application, updated design solutions can be obtained since increased data is
collected from the smart cities and design itself. In addition to data-driven design
update solutions, this will improve the design security and design sustainability in
the cities of the future. As a result, the suggested concept will provide a design
sustainability with the product lifetime perspective for smart cities. In addition, a
combined data-driven design and manufacturing framework will facilitate the inte-
gration of the IoT-based design and manufacturing instruments to industry 4.0 with
big data analytics. As a futurework, all of the critical parameters that affect the hybrid
additive subtractive manufacturing process should be parameterized by using data-
driven machine learning algorithms. After that, these extracted parameters can be
integrated into design software libraries for optimizing the hybrid additive subtrac-
tive manufacturing integrated generative design process for the smart cities of the
future.
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Abstract Autonomous driving is an indispensable component in the future secured
smart cities. The benefits of autonomous driving are numerous, including improving
road traffic safety, reducing traffic-related economic loss, reducing traffic conges-
tion, and enabling new vehicle applications. With the recent development of deep
learning and sensor technologies, the autonomous vehicle becomes a highly complex
networked system that heavily relies on sensor data to perceive the surrounding
environment and make the correct decision. Such a system inevitably exposes a
large attack surface and multiple attacks have been developed. It is thus crucial to
protect the data and use secured machine learning algorithms to prevent, detect,
and mitigate these attacks while keeping the autonomous driving system low-cost,
low-latency, high-accuracy, and high-reliability. The proposed chapter presents an
overview of research in autonomous driving, focusing on using end-to-end deep
learning technologies for enhancing performance and security in autonomous vehi-
cles in dynamic, adversarial environments. The chapter introduces autonomous
driving paradigms, associated deep-learningmethods for end-to-end learning, and the
defenses against adversarial attacks.Anewmethodutilizing temporal information for
secured autonomous driving is presented; its design and implementation using CNN-
LSTM include defenses against adversarial attacks. Experiments and performance
demonstrating its success prediction rates are illustrated. Future research directions
are described, which include both improving the autonomous driving system and
enhancing its security defenses.
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1 Introduction

The Internet of Things (IoT) systems have grown and become an essential part of
every-day lives. Originated from simple and interconnected sensors, the ubiquitous
presence of IoT systems is now indispensable for smart cities which enables appli-
cations such as smart transportation, IoT based traffic control, and even infectious
disease contact tracing [2, 29, 30]. With the rapid advancement of deep learning
and sensor technologies, considerable progress has been made towards autonomous
driving.Autonomous driving is also an indispensable component in the future secured
smart cities and has received increasing attention in recent years. The successful
implementation of autonomous driving will undoubtfully benefit society.

The benefits of autonomous driving are in multiple aspects. First, autonomous
driving improves road traffic safety. According to the National Highway Traffic
Safety Administration (NHTSA), 94% of serious crashes are caused by human
factors. Autonomous driving removes human factors from driving, which reduces
road traffic accidents to prevent injuries and save lives.

Second, autonomous driving reduces economic loss due to road traffic accidents.
NHTSA suggests billions of dollars have been lost each year because of road traffic
accidents, in the form of lost workplace productivity, loss of life, and decreased
quality of life. Since autonomous driving improves road traffic safety, it can greatly
reduce such economic loss.

Third, autonomous driving improves efficiency. In dense traffic, a small driver
mistake can propagate behind the road and get amplified to cause traffic conges-
tion. Autonomous driving provides smoother vehicle control and drives the vehicles
at an optimized speed which can ease the traffic congestion in the current road
infrastructure.

Finally, autonomous driving enables new applications for vehicles, which brings
convenience to daily life. Fully autonomous driving requires no human intervention.
This makes self-parking possible that passengers can be picked up and dropped off
without worrying about finding a parking spot. Also, it allows the vehicle to be shared
bymultiple familymembers as the vehicle can be remotely summoned. Furthermore,
it provides peoplewho are not fit to drive, especially, the old people, and even visually
impaired people a way for mobility.

The early attempt at autonomous driving dates to the 1930s, where an electric
vehiclewas designed to trace the electromagnetic fields generated by radio-controlled
devices embedded under the road surface. This vehicle indicates a concrete effort
towards autonomous driving. However, it did not generate the intelligence needed
for the vehicle to interact with a dynamic physical environment.

In 1986, Ernst Dickmanns’ VaMoRs Mercedes van pioneered in using computer
vision for autonomous driving. Multiple generations of autonomous driving systems
had been tested in this vehicle, which not only demonstrated the capability of
computer vision algorithms but also provided valuable experience in building a small
yet powerful autonomous driving system.



End-to-End Learning for Autonomous Driving in Secured Smart Cities 231

In 1994, the experience acquired from the 5-ton VaMoRs van was transferred
into a VaMoRs-PMercedes S-class sedan. The VaMoRs-P is also a computer vision-
based autonomous driving system that drives like a human which takes both vision
and inertial information into account [3]. A 4-D approach is used in the VaMoRs-P,
which utilizes both spatial and temporal information. The VaMoRs-P is not simply
state-of-the-art at its time, its design ideas have found their way into today’s deep
learning (DL) based autonomous driving systems, such as usingmultiple cameras for
visual perception, 3D object detection, and tracking. Most importantly, it explores
temporal information in the input sequence, which is underutilized in many modern
systems.

In 2004, the Defense Advanced Research Projects Agency (DARPA) held the first
DARPA Grand Challenge where 15 teams with their autonomous driving vehicles
competed to finish an off-road route [5]. Although no team finished the whole route
in 2004, this contest and the similar contests in the following years are the early
push in accelerating the development of modern autonomous driving technology.
With decades of advancement in sensor technologies, computing hardware, and deep
learning methods, significant progress has been made towards autonomous driving
on public roads, especially the ones utilizing deep learning [4, 5].

Traditionally, autonomous driving systems follow the divide-and-conquer prin-
ciple. Such systems utilize a series of clearly defined subsystems interconnected with
pipelines to control the vehicle based on a fusion of sensor inputs including cameras,
Light Detection and Ranging (LiDARs) devices, ultrasonic radars, millimeter-wave
(MMW) radars, the Global Positioning System (GPS). Thus, an autonomous vehicle
is a highly complex networked system that heavily relies on sensor data to perceive
the surrounding environment andmake the correct decision. Such a system inevitably
has a large potential attack surface and multiple attacks have been developed. It is
thus crucial to protect the data and use securemachine learning algorithms to prevent,
detect, and mitigate potential attacks.

Although we are on the edge of entering the era of smart cities, numerous vehicle
manufactures have postponed the deployment of their fully autonomous driving
systems. The current systems are expensive, and far from being accurate and reliable
in dynamic and possibly adversarial environments. There are plenty of roadblocks
especially in the performance and security aspect of autonomous driving needed to
be overcome.

The end-to-end learning model proposed in this paper aims to improve
autonomous driving in dynamic and adversarial environments. It is vision-based,
accepts navigational commands for controllable routing, utilizes temporal infor-
mation through a recurrent network for accurate vehicle control, and uses transfer
learning on a pre-trained, deep, and efficient image module that greatly improves its
generalization capability. Most importantly, the overall model is simple which has a
smaller attack surface and can be combined with existing adversarial image defenses
to improve security.

The rest of the paper is organized as follows. Section 2 describes the background
and related works on autonomous driving paradigms and adversarial attack defenses.
Section 3 covers in detailed the model of secured vision-based end-to-end learning.
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Section 4 presents the experiments and performance evaluation method. Finally,
Sect. 5 concludes the paper, followed by the future research directions outlined in
Sect. 6.

2 Background and Related Works

There are two major paradigms in deep learning-based autonomous driving: namely,
the end-to-end learning paradigm and the modular pipeline paradigm. Although the
performance of the models in both paradigms has been greatly improved with the
recent development of deep learning and sensor technologies, each paradigm still has
its strength and weakness. We first describe the main related works in the end-to-end
learning paradigm. Next, for completeness, we also include some major works in the
modular pipeline paradigm. Then, we introduce existing defenses against adversarial
attacks. Finally, we discuss how the proposed work is built upon the related works.

2.1 End-To-End Learning Paradigm

The end-to-end paradigm uses deep learning to provide a single model that handles
the complete self-driving task without any intermediate step. Such models directly
map the inputs from sensors to vehicle control signals, without the need to under-
stand any human-defined steps, such as objection detection, path planning, etc. The
assumption is that, with the appropriate deep learning model and training method,
end-to-end learning will learn the internal features that are most suitable, and opti-
mize all the processing steps simultaneously, which will eventually lead to better
performance. With the advancement of deep learning, end-to-end learning models
can be much simpler in structure compared to modular pipeline models while main-
taining comparable performance. Moreover, end-to-end learning models are also
very flexible, the structures can be easily modified for improvement, and adaption
for new features.

Fig. 1 An end-to-end autonomous driving model
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A generalized end-to-end learning autonomous driving model is shown in Fig. 1.
The model uses LiDARs, cameras, and ultrasonic radars as the main perceptual
sensors. The inputs are directly mapped to vehicle control signals using a deep
neural network. Ever since Nvidia demonstrated their vision-based end-to-end deep
learning autonomous vehicle can successfully drive itself on public roads in long-
distance, the end-to-end learning paradigm has received an unprecedented amount
of attention. We see great potential in end-to-end learning models, and some selected
models with significance are covered here [12–23].

In an end-to-end learning model, we cannot precisely divide the model into
different functional modules. However, by feature analysis, we know certain parts
of the network are mainly learning image related features and we refer to this part of
the model as the image perceptual module [12, 13]. And we also refer to the parts of
the network that consumes the output of the perceptual module and mainly be used
to generate control signals or other types of predictions as the prediction module.

The end-to-end learning models we surveyed share much in common. For
instance, the models surveyed in this section all utilize imitation learning as part
of the training process [12–23]. Imitation learning is a type of supervised learning
where the model focuses on imitating expert demonstrations. This training method
is very intuitive and effective that, since humans can drive, if the model can mimic
human actions, it will also be able to drive. In terms of autonomous driving, expert
demonstrations are driving footages.We can collect the training data by recording the
observations from the cameras, the corresponding control signals from the vehicle,
and optionally, the navigational intentions from the driver. By syncing these data, the
observations are implicitly labeled. In contrast, another way to train an end-to-end
model is using reinforcement learning. However, the action space for autonomous
driving is continuous and large, it is inefficient to train themodels using reinforcement
learning alone as it takes too long to converge [23].

Furthermore, the core structures of the models surveyed are very similar as they
all use variations of Convolutional Neural Network (CNN) as the main perceptual
network [12–23]. With the recent advancement in computing hardware and labeled
dataset, CNN has been widely adopted in pattern recognition tasks. In 2016, Nvidia
published the research [12] to demonstrate that by using imitation learning, CNN can
also be extended to autonomously steering a vehicle based onRGB images efficiently
and effectively. In 2017, Nvidia published follow-up research [13] providing more
details and internal feature analysis of theirmodel. The visualization of the activations
in the intermediate layer shows, the model not only explicitly learns to recognize
driving-related objects that are included in training data, such as traffic signs, road
lanes, vehicles, and unmarked road boundaries, it also implicitly learns to recognize
driving-related objects that are not included in the training data, such as a construction
vehicle exiting a construction site. The [12, 13] help shape the recent research trend
in autonomous driving as we see an increasing number of researchers are utilizing
end-to-end approaches trained with imitation learning.

Each end-to-end learning model we surveyed also has a unique contribution. In
[12, 13], the authors proposed to collect training images by placing three front-facing
cameras: left, middle, right on top of the vehicle. The images captured by the left and
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right cameras are used to augment the training set. By offsetting the steering angles,
such data teaches the car how it should recover itself when driving off-center. This
method is also adopted in other research works [15–20, 22] and is proven critical in
improving online performance [17]. However, the model in [12, 13] mostly focuses
on autonomously lane keeping, it does not accept navigational commands, therefore,
the vehicles can only roam.

Autonomous driving powered by deep learning also requires a large amount of
training data. How to collect large amounts of high-quality training data with high
variety and how to test the system in a realistic yet safe environment becomes
a problem every autonomous driving project needs to deal with. CARLA is an
open-source driving simulation platform specifically designed for the development,
training, and validation of autonomous driving systems [15]. It supports customizable
environment and road layouts where users can test both urban and highway driving.
It provides a flexible set of sensors including RGB cameras, LiDARs, semantic
segmentation cameras, and depth sensors to enable more types of autonomous
driving systems. It also allows the users to dynamically change the weather and
lighting conditions which brings variety in both training and evaluation. CARLA
simulator has been successfully utilized in work [15–19, 21–23] to train and validate
autonomous drivingmodels with both imitation learning and reinforcement learning.

In [15], the work not only introduces the CARLA simulator and its functions, but
also presented a baseline performance comparison of three vision-based models,
namely, the modular pipeline (MP), imitation learning (IL), and reinforcement
learning (RL)models. This research briefly introduces each of the threemodelswhere
theMPmodels use a semantic segmentation network based on ResNet pre-trained on
ImageNet and awaypoint planner. The ILmodel uses a CNNmodel like [12, 13] with
the addition of a speedmeasurement module. There are four control signal prediction
branches selectively activated by navigational high-level commands (HLC). The RL
uses A3C style training methods. The result suggests when comparing the IL with
MP, the performance of the two approaches is similar in most testing conditions.
However, the IL performs better in lane-keeping, especially in a new testing envi-
ronment, while the MP performs better in avoiding collision with obstacles. When
comparing IL with RL, IL largely outperforms RL in most of the cases even if the RL
is trained for 12 days. The work suggests this is due to urban driving with continuous
action space is much more difficult than problems previously solved by RL, thus the
model training does not converge well.

The research [16] proposed conditional imitation learning (CIL) models. This
paper focuses on incorporating the HLC into the model so the vehicle can follow
a specific route. Two network structures are being compared in this work. The
command input model takes HLC as an input and uses one action prediction branch.
The command conditional model uses HLC as a switch to activate one of the four
action branches.

To improve generalization, image data augmentation is used for both networks
where a subset of image transformations including changes, in contrast, brightness,
tone, as well as the addition of Gaussian blur, Gaussian noise, salt-and-pepper noise,
and region dropout are performed randomly sampled magnitude. The two models
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are trained with imitation learning on human driving data collected in the CARLA
simulator. Since human driving is mostly driving in the centerline, the authors intro-
duce motion drifts during the data collection process, and only records the recovery
process of the human driver to make the dataset more balanced and helps the model
to learn how to recover from mistakes.

After the two models are trained with static images, they are tested in an unseen
map during the simulation. The average distance per infraction and the success rate of
finishing the route is recorded. The results suggest, the two proposedmodels utilizing
HLC outperform the models that do not use the HLC or only use the direction of
destination as input. The results also suggest the command conditionalmodel follows
the HLC better and achieves a higher route success rate while the command input
model makes fewer driving mistakes and performs better in distance per infraction
metric. Although the proposedmodels take navigational command into account, they
still use a simple CNN as the perceptual module, which does not generalize well to
unseen environments.

In [17], the result suggests using Mean Absolute Error (MAE) of the trained
model during offline evaluation has a higher correlation to the online performance
comparing to using Mean Squared Error (MSE), therefore, MAE should be used as
the loss function. In [18], depth information is used to supplement the RGB image,
and the early fusion scheme which improves upon CIL produces a better result
compared to using RGB image alone. There are also works incorporating temporal
information which is important for improving the performance [20, 21]. In [22], the
author proposed to use pre-trainedResNet as the image perceptual module and utilize
speed regularization to further improve the performance. In [23], the author proposed
to perform reinforcement learning using the trained weight from imitation learning
as the initial weight, which will greatly reduce the time required to converge.

2.2 Modular Pipeline Paradigm

For completeness in this subsection, we describe the main works in the modular
pipeline paradigm. The modular pipeline paradigm follows the divide-and-conquer
principle which has been widely used in robotic fields. Such a model divides the
complex autonomous driving problem into clearly defined stages and subproblems
that are easier to solve. Then, each subproblem is solved and optimized separately.
Finally, the related subproblems are connected through pipelineswith the assumption
that the optimal output from the previous stage will be the optimal input for the
next stage [5]. It is the most widely adopted approach since the early attempts on
autonomous driving, including the VaMoRs-P mentioned above.

Since eachmodule is only responsible for awell-defined subproblem, themodules
can be distributed to developers with different expertise and tackled independently.
Because the subproblems are well defined, it is easier to understand and explain the
inner working and behaviors of the system. This approach also allows eachmodule to
be easily modified to meet specific requirements without affecting the performance
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Fig. 2 A modular pipeline autonomous driving model

of unrelated modules. However, human-defined subproblems and features may not
be optimal for the overall system. Developing such a system often requires expert
knowledge in the field of each subproblem, and the system may get very complex.

Ageneralizedmodular pipeline autonomousdrivingmodel is shown inFig. 2. Four
major modules reside in four stages in this model. In the first stage, the perception
module performs tasks such as objection detection, objection tracking, semantic
segmentation on inputs from a fusion of sensors including LiDAR, camera, and
ultrasonic radar. In the next stage, the localization module performs its tasks with
input from GNSS, IMU, HD Maps, and the output of the perception module. The
planning module is in the next stage, which consumes the outputs from both the
perception module and localization module for tasks such as trajectory planning.
Finally, in the last stage, the control module will turn the output from localization
and planning modules into vehicle control signals to steer, accelerate, and brake the
vehicle.

Multiple works fall into the modular pipeline paradigm [6–11]. However, due to
the high complexity of modular pipeline models, most of the works reviewed only
focus on improving upon a specific subproblem, rather than providing a complete
pipeline to drive a vehicle.

In [6], the author proposed a computer vision-based direct perception model,
which falls in themodular pipelined paradigm butwith part of it being like the end-to-
end learning paradigm. Instead of recognizing and tracking all driving-related objects
to create a representation of its surrounding environment, and make decisions based
on all the information, [6] argues that a subset of this information is sufficient for
the driving task, computing all the information increases the complexity. Therefore,
a direct perception approach is proposed where meaningful indicators such as the
angle of the car, distance to lane mark, and distance to adjacent cars are generated
from the input image using CNN following end-to-end learning fashion. Then, based
on the indicators, a closed-form controller is used to drive the vehicle. The model
is mainly tested on recognizing and predicting the indicators, as well as generating
steer control accordingly. The results indicate the model is relatively capable in both
offline evaluations with the KITTI dataset and the simulator. However, the major
flaw is the indicators this model predicts are handcrafted, in situations where the
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handcrafted indicators do not exist in the input, the proposed approach cannot work
properly.

Both camera and LiDARhave been used as themain perceptual source. Compared
to cameras, LiDAR is considered expensive, which makes the autonomous vehicle
less affordable. However, LiDAR-based 3D object detection has higher accuracy
compared to image-based 3D object detection. The performance gap has been a road-
block that hinders the development of imaged-based autonomous driving. Generally,
the performance gap between the two approaches is considered caused by the error of
depth estimation that grows quadratically with distance in the image-based approach
while it only grows linearly with the LiDAR-based approach.

However, [7] suggests differently that the representation of data is a major
cause of the performance gap. By converting the image-based depth estimation
which is usually represented as an additional channel of the image into a 3D
point cloud pseudo-LiDAR representation, the result pseudo-LiDAR data is consid-
ered very similar to the ground truth LiDAR data. Furthermore, with the pseudo-
LiDAR method, any 3D object detection method designed for point cloud can be
applied to image data, which provides more flexibility. The test results confirm the
pseudo-LiDAR approach combined with point cloud-based 3D detection methods
outperforms the baseline state-of-the-art image-based 3D detection methods, espe-
cially in the bird-eye-view format. However, LiDAR-based methods still outperform
pseudo-LiDAR based methods, especially in the far distance cases.

The work [8] proposed a flexible pipeline that applies any existing 2D object
detection method to 3D object detection tasks. The state-of-the-art 2D object detec-
tion methods have achieved very high accuracy; this proposed pipeline enables us
to transfer the success in 2D object detection into 3D object detection. The pipeline
is a LiDAR and camera fusion approach where one branch of the pipeline performs
2D object detection on an image to produce a 2D bounding box. Then, the 2D
bounding box is projected into the 3D point cloud to select a subset of the points.
Since a 2D bounding box in 3D space can contain points from different distances
and different objects, the model proposes multiple 3D bounding boxes to be fitted
on three generalized vehicle models. The proposal with the highest fitting score will
be further fine-tuned by another CNN to form the final bounding box. This pipeline
ranks second among the 3D object detection algorithms in the KITTI benchmark at
its time. Although the performance is good on the KITTI dataset, there are many
more types of vehicles and objects related to driving in the real world. The general-
ized vehicle model is handcrafted using a 3D CAD dataset, this implies, to make the
model able to detect other objects in the real world, we will need to manually create
3D CAD models for many more objects, which is tedious. This will make it difficult
to apply this pipeline in a more general term.

In [9–11], the research focuses on improving the speed of point cloud-based
object detection. Both [10, 11] use bird-eye-view (BEV) representation of the point
cloud data to better explore the depth information. In [9], it proposes to run a fully
convolutional network on a 2D projection of the frontal-view point cloudwith dilated
convolution to increase the receptive field. In [10], the author increases the number
of convolutional layers and combines the residual of different convolution layers to
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reduce detail loss. The work [11] suggests, directly performing 3D convolution on
dense data is slow. Therefore, the work proposed to divide the input into voxels and
use a computation mask to make the model focus on objects on the road, reduce the
amount of computation needed.

2.3 Adversarial Attacks and Defenses

Like any other deep learning applications, autonomous driving systems are the target
of multiple types of adversarial attacks. [24] suggests the attacks can be performed
on all major sensors of the autonomous vehicles.

For instance, GPS has been widely used for navigation in autonomous driving
vehicles, however, it is affected by both jamming and spoofing attack. In the jamming
attack, strong false signals are used to flood the weak legit GPS signals, therefore, the
GPS will not be able to calculate the position of the vehicle. In the spoofing attack,
spurious signals are generated to manipulate the calculated position of the system. A
calculated position different from the actual position can lead to crashes, moreover,
it can even hijack the vehicle to a specific location which creates further security
concerns.

LiDAR is another major sensor that has been used on autonomous vehicles.
Overall, it relies on the latency of the signals to measure the distance between a
surface and the sensor. A relay attack has been crafted for the LiDARwhere receivers
are used to record the laser signals send by LiDAR, and transmitters are used to play-
back the recorded signal at a different location, which creates a pseudo-obstacle for
the LiDAR. Furthermore, by sending the signals of the same waveform, a LiDAR
can easily be blinded, which is extremely dangerous for autonomous vehicles.

The RGB camera is the most common sensor on the autonomous vehicle as it
has a reasonable cost and can be applied to multiple tasks. The attacks against the
RGB camera ranges from simply blinding the camera with a light source that is
easily spotted by both the system and the human eyes, to using sophisticated crafted
adversarial image input that is indistinguishable from the original image to trick the
autonomous vehicle to make an incorrect decision. As we have seen in the previous
sections, there are vision-based autonomous driving models, including our proposed
model, which uses the camera as the solo perceptual sensor. Therefore, we believe
defending the attacks against RGB camera carries more significance and we will be
focusing on defenses against adversarial image attack.

The adversarial image attack is not unique to the autonomous driving domain.
It is initially designed to trick a deep learning-based image classification system to
misclassify the adversarial image. The adversarial image is generated by adding a
noise map generated by methods such as the fast gradient sign method (FGSM), the
Carlini and Wagner (C&W) attack, the Jacobian-based saliency map attack (JSMA),
and DeepFool, to the benign image [25]. Although the benign and adversarial images
may look very similar, they cause dramatically different outcomes from the deep
learning model.
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Themost intuitive way to improve the robustness of the model is using adversarial
training where the adversarial example generated by multiple attacks are added to
the training set [25]. It helps the model to learn the features of the known attacks and
how to ignore the noise and correctly classify the images. However, such a method
requires a large amount of computing power and time in generating adversarial
examples. And it is mostly designed to defend against known attacks that have been
included in the adversarial examples generated while unseen attacks or attacks with
less obvious features will render this defense less effective.

In [26], the author proposed to use ensemble defense to address the issue that
adversarial training does not generalize well to more complex attacks. An ensemble
model with multiple sub-models each trained with a specific attack method is
proposed. The ensembled model uses the argmax of the sum of SoftMax scores
generated from each retrained model to vote for the final prediction. The method is
effective in defending complex and mixed adversarial attacks.

Someworks introduce randomization tomake themodel robust by adding random
noise and image transformation to the input data [27]. The assumption is to make
the generated adversarial noise a part of the random noise, therefore, mitigate the
adversarial effect. Some works suggest denoising should be applied to the input to
remove the adversarial noise before being classified and restore the adversarial image
to a benign image. The denoising can be achieved by methods such as [28] which
uses a CNN-based network to predict the residual image, which is essentially the
added adversarial noise.

2.4 Building upon and Contrasting with Related Works

Althoughmultiple enhancements have beenmade upon the basicmodel of end-to-end
learning [12, 13], including those described in Sect. 2.1, we found none of themodels
satisfies all our design goal, including using an image perceptual module that gener-
alizes well to new environments, accepting HLC for controllable routing, utilizing
temporal information to make a better decision in a dynamic environment, and incor-
porating defenses against adversarial attacks. Therefore, our proposed model is built
upon the command input model in CIL [16] which accepts HLC as an input and
uses one prediction network to generate vehicle control signals. We find using one
prediction network makes the model better generalize to the new environment. We
incorporate the idea of using pre-trained and deeper CNN [22] to better capture image
features and generalize to new environments. However, instead of using ResNet in
[22], we useMobileNet which is lightweight and is suitable to be used with recurrent
networks. We are also inspired by [20, 21] to explore temporal information using
a recurrent network and our choice of recurrent network is LSTM, which has been
validated to be beneficial to the driving performance in [21]. Furthermore, we adopt
the idea proposed by [22] to perform speed regularization by using a separate speed
prediction branch to force the perceptual better learn speed-related features. Finally,
we use adversarial training on a model initially trained with a variety of image
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augmentation to improve the robustness of our model against adversarial attacks.
Since adversarial attacks are hard to be detected by a human, we also use a separate
prediction network to detect if the model is under adversarial attack.

3 Proposed Model: Temporal Conditional Imitation
Learning (TCIL)

In thiswork,we propose theTemporal Conditional ImitationLearning (TCIL)model.
The proposed TCIL model is an end-to-end vision-based autonomous driving model
that utilizes Long Short-Term Memory (LSTM) network to explore temporal infor-
mation, accepts HLC as input to achieve controllable routing, incorporates speed
prediction regularization to help the imagemodule better learn speed-related features,
use transfer learning to improve generalization, incorporates adversarial training as
a defense for the adversarial attack, and use separate prediction branch to detect
adversarial attacks. These features are described below.

Vision-based model. The proposed model is vision-based where the primary
perception source is a center-mounted RGB camera. Since we are imitating human
driving behaviors, we would like the model to perceive the world as close as to the
way humans do. By using RGB cameras, we are also able to keep sensor cost and
complexity low, which makes the model more feasible to deploy in the real world.
Furthermore, processing 2DRGB images require less computing power compared to
3D point cloud data, which compensates for the additional computation introduced
by the LSTM network.

End-to-End Paradigm. The model follows the end-to-end learning paradigm.
In this work, we improved upon the command input model in [16], and a CNN-
LSTM network is used to map image, speed, and HLC inputs directly into vehicle
control signals. The overall performance of our model can be directly evaluated in
the CARLA benchmark and compared against previous models.

Imitation Learning. The end-to-end learning model is trained with imitation
learning, where the model tries to imitate expert demonstrations. As we mentioned,
imitation learning is considered very intuitive in the context of autonomous driving,
we choose to use imitation learning over other trainingmethods such as reinforcement
learning is for its simplicity and efficiency. First, the training data is implicitly labeled
by syncing the recorded human control signals. Compared to reinforcement learning,
we only need to collect driving footage, then, simply train the deep learning model
in a supervised way, without the need to manually craft rewards. Second, driving
requires multiple dimension control including steering, brake, and throttle. Since the
action space for autonomous driving is continuous and large, reinforcement learning
may take a very long time in training and it is not guaranteed to converge well while
imitation learning can achieve acceptable performance in hours.

Navigational Command as an Input. Accepting navigational command is a key
part to achieve autonomous driving. Intuitively, end-to-end autonomous driving is a
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mapping from the observation of camera images andmeasurements to control signals
that drive the vehicle, this mapping does not hold if we want to build a model that
will meaningfully navigate the road. It not only requires a model to generate one
set of control signals to operate the vehicle safely, more importantly, for the same
observation, but it also requires the model to generate different sets of control signals
corresponding to different navigational intentions. From our preliminary study, we
find using HLC in the form of one-hot encoding as input is sufficient to communicate
the navigational intention to the model, therefore, we design our model based on the
command input model proposed in [16].

Utilizing Temporal Information. The model utilizes temporal information to
improve performance. In [6], the author claims that end-to-end models that map
input from a single time step to the output cannot understand the driving task well as
the action in the previous time step has an impact on the action for the next time step.
Although the perceptual inputs for the current time step may be similar in different
scenarios, the action for the next time step can be very different thus it is hard to
make a correspondent decision without knowing the previous states. Our proposed
model utilizes the LSTM network to explore the temporal information which exists
in a sequence of observations. Temporal information is critical to improving the
reliability of the models as it helps the model to learn the sense of speed and relative
movement. The feature helps the model to make a better judgment in a dynamic
environment, especially avoiding crashing.

Deep, Efficient, and Pre-trained Perception Network. In the previous works,
the image perception networks are mainly variations of CNN trained from scratch.
The depth of such image perception networks is usually shallow, and the size is
small. Although it is easy and fast to train such networks, it is also easy to reach their
limitations. To improve the performance of a vision-based, end-to-end autonomous
driving model, a more capable image perception network is needed. The proposed
model uses MobileNet as the image perceptual network. It is a lightweight, effi-
cient variation of CNN that has about 4 million parameters compared to 22 million
parameters in ResNet34 used in the previous work [22]. It is designed to run on
low-powered devices such as mobile devices with little impact on accuracy. Since
we are combining a deeper and more capable image perception network with LSTM,
we strive to keep the computation requirement of the image perception low. Further-
more, theMobileNet network is pre-trainedon the ImageNet dataset, byusing transfer
learning, we can further improve the generalization capability of ourmodel. The high
efficacy and accuracy of MobileNet make it a suitable choice for our autonomous
driving model.

Speed Prediction Regularization and Loss Function. The proposed model
incorporates speed regularization,which uses a separate prediction branch for vehicle
speed prediction based on the features learned from the image perception module
[22]. This setup forces the perceptual module to learn speed-related features, there-
fore, the overall model better understands the vehicle dynamic and controls the speed
without solely relying on the speed input. Our proposed model also adopts using
MAE as the loss function during the training instead of MSE. According to [17],
using MAE as the loss function yields a stronger correlation between the offline
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evaluation result and online simulation evaluation result. Since the online evalua-
tion takes a long time to run, we are not able to test out all the trained models to
find the one with the best online performance. However, with a stronger correlation
between online results and offline results, it gives us more confidence in selecting
the best-trained model for further evaluation according to offline evaluation results
only.

Defense against Adversarial Attacks. Our model only uses camera image as the
perceptual input, and the overall structure has low complexity, therefore, the attack
surface is small, and we only need to defend against the adversarial image attacks.
To increase the robustness of our model, we utilize adversarial training. We generate
adversarial images using various attack methods and use these images to augment
our training dataset. Since adversarial image are hard to be noticed by human, we
add a separate LSTM prediction branch to classify if the input image is adversarial
image and alters the user.

Overall System Structure. The overall system structure during offline training
is shown in Fig. 3. Expert driving demonstration contains sequences of observations
of benign and adversarial camera images and the synced control signals, vehicle
speeds, HLCs, and image classification. During training, we sample from the original
sequences to form short and fixed-length observation sequences to be consumed
by the temporal conditional imitation learning model. The model then predicts the
control signals of the vehicle with steering, throttle, and brake, as well as the vehicle
speed, and adversarial classification, therefore, itwould also detect anddefend against
potential adversarial attacks. By using MAE as the loss function, we perform back-
propagation on the model to update the weights.

System Structure During Online Evaluation. As shown in Fig. 4, we utilize
CARLA simulator to evaluate our model. The solid lines indicate how our model
directly interacts with the simulation environment with potential adversarial attacks,
while the dashed lines indicate how a user can observe and alter the vehicle control
and simulation environment with keyboard input.

Fig. 3 System structure during offline training defending against adversarial attacks
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Fig. 4 System structure during online evaluation defending against adversarial attacks

CARLA Benchmark. CARLA benchmark is used to compare our model with
previous works. It has a set of predefined tasks for the agent controller to run, and
the simulation environment will self-configure the weather and lighting conditions
according to the benchmark suite. For each simulation timestep, the simulation envi-
ronment provides an observation including camera image, vehicle speed, and HLC
generated from the local path planner to the agent controller. In the agent controller,
we use a buffer to record the observations to form an observation sequence. From
the sequence, we sample a short and fixed-length sequence the same way as in the
training process and use the short sequence to make predictions for speed and control
signals. In our experiment, there is a control signal post-processing step, where we
filter out the noisy brake signal and alter throttle signals to regulate vehicle speed
according to a maximum vehicle speed and the predicted vehicle speed.

Network Structure. The network structure of the proposed temporal conditional
imitation learning model is shown in Fig. 5. The overall model is based on CNN-
LSTM network structure, which is often used in sequence prediction tasks such as
video sentiment classification. The model is inspired by the command input model
in [16] where the HLC is used as a part of the input, and a single action prediction
module is used for all HLC types. Furthermore, the model incorporates the speed
prediction regularization feature proposed in [22], and the LSTM network to explore
temporal information [21].

The proposed model includes the following, and described in detail below:

• Three input modules, namely, the image module I, the measurement module M,
and the command module C.

• Three prediction branches, including speed prediction branch S, and action
prediction branch A, and attack detection branch AD.

Image Module I: Image module I is mainly responsible for learning image
features. This is one of the most important components of the model. Initially, we
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Fig. 5 Temporal conditional imitation learning (TCIL)model defending against adversarial attacks

tried to use a self-built CNN like the one in [16] as the image module, however,
we find the self-built CNN does not generalize well with the new conditions, and
not even in the training conditions. We find MobileNet works well for our model as
it balances efficiency and performance. We choose to use the full-sized MobileNet
pre-trained on the ImageNet dataset. All trainable layers are unfrozen during the
training; therefore, we can take advantage of transfer learning to let the pre-trained
MobileNet learn features related to autonomous driving. In this way, we run a more
capable image module on the vehicle itself to improve the reliability, without the
need for extremely high-performance computing hardware, or offload the work to
the cloud, which will add a significant amount of latency.

MeasurementModuleMandCommandModuleC: The twomodules share the
same structure. Two fully connected layers of size 128 are used in our experiment.
Currently, the measurement m only consists of the speed of the vehicle, thus, it is
represented as a scalar value. The command c is represented by a one-hot encoding
vector, corresponding to four HLC types: following the lane, turn left at the intersec-
tion, turn right at the intersection, and go straight. ReLU nonlinearity is used as the
activation function.

Action Prediction Module A: The output of the three input modules is concate-
nated, then fed into the action prediction module A. Instead of the fully connected
network used in [16], we use an LSTM network with 64 nodes, which allows us to
explore the temporal information that exists in input sequences [21]. We organize
the input i, m, c into sequences equally sampled from previous timesteps, and apply
modules I, M, C in a timely distributed manner. By exploring temporal information,
the model can understand the dynamic environment better and make better decisions
to avoid crashes and control speed.

Speed Prediction Module S: To further improve vehicle performance in the
dynamic world, we incorporate speed prediction regularization [22]. We jointly
trained an LSTM speed prediction module S connected to the image perceptual
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module I, which forces the image perceptual module to learn speed-related features,
thus the overall model will not overly rely on the speed measurement from the input,
and it will learn a better sense of speed, which is extremely useful in avoiding acci-
dents. The speed prediction is also used to enforce the speed of the agent vehicle
during simulation tests, such as avoiding the vehicle being stopped due to causal
confusion.

Attack Detection Module AD: To detect if the autonomous driving system is
under image adversarial attacks, we use a separate prediction branch connected to
the image module I with the same LSTM structure as the speed prediction module
to perform binary classification.

Temporal Conditional Imitation Learning Model as Controller F: For the
TCIL model, at each time step t, we use an input sequence consisting of n obser-
vations equally sampled from current and previous timesteps, denoted as images
int, speed measurement mn

t, and HLC cnt, to make each action prediction A(int,
mn

t, cnt), speed prediction S(int), and attack detection branch AD(int). The training
dataset consists of such observations and ground truth action pairs recorded from the
experts and is denoted as D = {((inj, mn

j, cnj), (aj, sj,adj))}Nj=1. The TCIL model
acts as a controller F and the goal is to find trained weight θ that will minimize the
loss:

argmin
θ

∑

j

L(F(inj ,m
n
j , c

n
j ), (aj, sj, adj)) (1)

4 Experiment and Results

The chapter briefly describes how the experiment is designed and presents the results.
Detailed experiment design and result analysis have been presented in [1].

4.1 Dataset

In our work, we use the dataset provided by [16]. The dataset consists of 40 GB of
expert demonstration including the ones we are interested in including RGB camera
images, steer, brake, throttle signals, speed measurements, and HLCs collected from
theCARLAsimulator. This dataset is consistentwith the conditions in theCoRL2017
CARLA benchmark; thus, we can directly compare the performance of our model
with other previous works. There are both human and machine driving footage
included, and the vehicles are driven at a speed below 60 km/h while avoiding colli-
sion with obstacles. Traffic rules such as traffic lights, and stop signs are ignored in
the dataset, therefore, our trained model will not be able to follow traffic lights or
stop at stop signs.
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4.2 Training

We implement and train ourmodel using TensorFlow 2machine learning framework.
The original dataset was processed by the data generator which is responsible for
splitting the data into a training set (80%) and a validation set (20%), generating an
input sequence of length five with a sample interval of three for the CNN-LSTM
network, scaling the input values including RGB images and speed measurements,
and augment the RGB images for better generalization.

We first train a TCIL model with benign images only to serve as a baseline. To
improve the robustness of our model in a dynamic and possible adversarial envi-
ronment, we perform adversarial training. We perform the adversarial attacks on
benign images in the original dataset, the results are a set of adversarial versions of
the training images. We then trained the TCIL model with a mix of the adversarial
images and benign images and make sure the image augmentations, which is used
to improve generalization, are only performed on benign images. We also label the
adversarial image and benign images for the attack detection network to learn to
classify when the model is under attack.

4.3 Evaluation of System Performance

We evaluate the TCIL model with the smallest validation loss trained with benign
data only on the CoRL2017 CARLA benchmark to get a set of baseline benchmark
scores. The CARLA benchmark tool is a module that is built upon the CARLA
simulator, and it is designed to evaluate and measure the performance of different
driving agents. The CoRL2017 CARLA benchmark uses the same sensor setup as
our training dataset and consists of 4 tasks to be performed in a combination of seen
and unseen weather and maps. The CoRL2017 CARLA benchmark has been used
in multiple previous works; therefore, we can have a direct comparison. We also run
the ablation version of TCIL, each with a core performance-related feature removed,
on the benchmark to get the ablation results.

4.4 Comparison with the State-Of-Art

We start analyzing our results in terms of the success rate on the CoRL2017 CARLA
benchmark. In each task of the benchmark, there are multiple tracks for the agent
to finish. The success rate measures the percentage of tracks the agent successfully
finished on average among different weathers. Here, we report the best result in 5
runs. Our proposed model is referred to as TCIL, and it is compared with the state-
of-the-art models including CIL [16], CIRL [23], CILRS [22], AEF [18]. To better
utilize the speed prediction, we use the predicted speed to regulate our agent vehicle
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speed to prevent the vehicle stops due to causal confusion, and to prevent the vehicle
over speed. We also limit the top speed of our agent to 45 km/h. The results are
shown in Table 1.

Although our model does not top every task, it still has advantages over several
previous works. In training conditions, our model outperforms the base CIL model
in every task, we top the most difficult navigation in dynamic environment task and
stays close to the top model in straight, one turn, and navigation task. In new tow
and new weather conditions, we also outperform the base CIL model, tops 2 out
of the 4 tasks, and stay very close to CIRL and CILRS which utilizes the same
input data as our model. We observe, in the complex and new environment, when
using RGB image only, there is a large performance drop for the models only using
simple CNN as the imagemodule, such as CIL, CIRL. Since AEF directly uses depth
information, it compensates for the weakness of the image module and handles the
complex dynamic environment better. The results indicate, our proposed model has
an edge in handling the complex and dynamic environment and generalizes well to
the new environment. For the result of the ablation study and more detailed result
analysis, please refer to [1].

4.5 Ongoing Work: Evaluation of Defense Against
Adversarial Attacks

The current performance evaluation is being augmented by the evaluation of defenses
against adversarial attacks.Weareworkingon comparing the benchmark scores of the
adversarial image trained version with that of the benign image trained version of the
TCIL models. Note that such benchmark runs need adversarial images being gener-
ated during the simulation run, requiring significantly more processing power and a
much longer time to run each benchmark. These results would enable us to assess
the impact the adversarial training on the overall performance. More discussions are
presented in future research directions.

5 Conclusion and Future Research Direction

In this paper, we proposed the Temporal Conditional Imitation Learning model.
By exploring temporal information, the proposed model aims at improving driving
performance, generalization capability, and adversarial attack defenses. We achieve
this by using the CNN-LSTM structure. To cope with the phenomenon where the
agent vehicle stops when no obstacle presents, known as causal confusion, we incor-
porate speed regularization which utilizes a separate speed prediction branch. By
having the speed prediction, we are also able to regulate the vehicle speed, which
further reduces the chance the vehicle stops due to causal confusion, or over speed. To
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better capture the image features, we useMobileNet pre-trained on ImageNet data as
the image perceptual module; MobileNet not only captures image features better, but
it is alsomore efficient compared to imagemodels such as ResNet. Sincewe are using
the CNN-LSTMnetwork, the efficiency of the image network is extremely important
as the image module will need to process multiple times the image data compared to
regular CNNmodels. To defend against adversarial image attacks, we perform adver-
sarial training to increase the robustness of the TCIL model. Furthermore, we use a
separate LSTM network to perform attack detections so the system will be alerted.
All these features have been shown to have a positive impact on autonomous driving
performance through ablation study on the baseline TCILmodel. The proposed TCIL
model is competitive compared to the state-of-the-art models based on the CARLA
benchmark and outperforms the other models in several tasks. To the best of our
knowledge, this is the first known work in adding security enhancement in CIL
models for autonomous driving.

6 Future Research Directions

There are several places to be improved upon. In the following, two main direc-
tions are described, including improving datasets and learn, and improving defenses
against adversarial attacks.

6.1 Improving Dataset and Learning Method

Enhancing datasets is one of the first potential future works. The one used mostly
consists of footage driven by a controller using waypoints in the Unreal Engine. It
would be beneficial to add more human driving footage, including handling more
corner cases such as recovering from mistakes and avoiding perpendicular traffic at
the intersection. Next, we observed that the camera’s field of view is not wide enough,
asmany times, the vehicle cannot see the entrance and exit of the turn,which should be
enhanced in the future. Furthermore, utilizing depth information can greatly improve
the overall systemperformance [18], this consists of collecting training data including
depth image and properly exploring such information. Moreover, imitation learning
has its limitations, one cannot collect data for all possible cases for the model to
learn. Thus, using reinforcement learning to improve the generalization to a more
variety of driving scenarios would be another promising future direction.
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6.2 Improving Defense Against Adversarial Attacks

Boosting defenses against various security breaches and attacks is another vital
research direction. The benchmark scores between the adversarial image trained
version and the benign image trained version of the TCILmodels would be compared
to understand the impact the adversarial training has on the overall performance.
One would also observe the adversarial attack detection rate during the bench-
mark to determine the effectiveness of the attack detection network. Finally, one can
incorporate a denoised-based method to filter out any additional adversarial noises.
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Smart City Technologies for Next
Generation Healthcare
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and Chinmay Chakraborty

Abstract A smart city is a municipal area aimed at managing the expanding urban-
ization through a vast exchange of information using technologies. It is the concept
of bringing technology, society, and government together to refine the quality of the
living standards of their citizens. As the number of urban areas is increasing day
by day and the citizens are becoming ambitious for a living style with a secured
environment, the demand for a proper and safer healthcare system with tech connec-
tivity is increasing rapidly. Therefore, the next-generation smarter healthcare receives
considerable attention from academics, governments, businesses, and the health care
sector through the growth of information and communication technology infras-
tructure. From the personal level to community level, information and communi-
cation technology driven healthcare is becoming the ultimate role player. In this
study, we have briefly described the overview of a smart city and its components.
Among all these components, smart healthcare is our target component for further
studies. We presented current informative views regarding next-generation health-
care system modules such as data collection through mobile sensors and ambient
sensors; usability of data processing using edge computing and cloud computing
applications; privacy and security of data; and connectivity with other ‘Smart City’
services like smart infrastructure, medical waste management, health education.
Finally, we discussed underlying opportunities and challenges so that a path towards
the optimization of current healthcare technologies is disclosed.
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1 Introduction

With the increase of population growth and tremendous urbanization, a new track
involving technologies is taking place into the construction of city services. This
results into the creation of a new notion of “smart city”. The rapid advancement
and development in information and communication technologies (ICT) pave the
way towards critical urban support for the communities and in-habitants of the city
including energy system, security system, transportation, healthcare system, educa-
tion, waste management, utilities management system and what not [12, 31]. These
systems work layer by layer following some plans and policy designed by the deci-
sion makers and stakeholders. Together these layers comprise an ecosystem. The
main target of this smart city ecosystem is to enhance the thought of living standard
in the urban peoples’ mind and also to increase economic growth by continuous
connectivity with technology [21].

Healthcare system is one of the most crucial factors in raising the living stan-
dards of the citizens. Previously, this systemwas totally infrastructure and care-giver
centric. Now with the chronological advancement, the smart city healthcare is being
patient centric [15]. Various types of sensors and devices secured data exchange and
processing have made this easier than the previous one. The values derived from
these services provide a context that helps the system to decide faster and smarter
[35]. Real time access to this information has led to a new era of the smart health-
care dimension. Smart healthcare system can respond rapidly to urgent needs and
is able to make optimized decisions which consumes less time. The maturation and
upgradation in the healthcare system result in promptness in services [18].

Personal health records (PHRs) and electronic health records (EHRs) came into
limelight in the early 2000s. It has influenced many governmental policy designs and
decisions onwhere to invest healthcare funds [3, 6, 16].While doctors do not typically
analyze real-time health, data received from streaming or data storage, researching
with these records allows caregivers to examine conditions to understand the health
trends that are commonly seen across entire subpopulations [23, 47]. About 55%
of healthcare providers nowadays use PHR and EHR resources [17]. In 2006, a
study from Istepanian et al. predicted the views on healthcare services regarding the
potential impact of mobility [22]. Mobile devices and introduction of body area
networks helps device owners in self-monitoring their physiological and related
variables in real time using mobile sensors and ICT [9, 27]. Then care providers are
able to use this information to conquer geographic barriers. It creates the opportunities
to prescribe medical treatments and behavioral changes more effectively [38, 42].
Along with personal devices, sensors are also internally embedded into physical
environments at present. In recent years, data collected from environments with
ambient intelligence has been used to look for the pattern of changes in health status
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[2, 29, 44]. These ambient assistive environments have to overcome challenges of
monitoring several people at a time without the direct interaction with the users
[30, 36].

This chapter is organized as follows: overview of a smart city, components and
eco-system of smart city, studies of layer wise protocols of smart city concept, intro-
duction to next generation healthcare, data collection through various components;
data processing; study of data privacy and security. Then integration of smart city
components with healthcare systems; open issues, challenges, and recommendation
for futuristic research purpose and finally conclusion of the studies.

2 Smart City–An Overview

In the last few decades, the population of the world has been increasing signifi-
cantly. With this large population, it has created excessive pressure on the amount
of resources available. With the advancement of science and technologies, people
tend to expect a much better living standard than before [26, 28, 33]. In eagerness
for quality living styles, the citizens are moving to urban areas in a large number.
As a result, the number of urbanites is increasing in full swing. Now it is predicted
from various sources that around 75% of the population will start living in urban
areas by the year 2050 [21]. These urban areas consume the maximum of the world’s
resources and thereby it can impose severe negative consequences on the environ-
ment. All these incidents have led to the concept of technology-based cities. The
tremendous growth of ICT in the hardware and software developments has changed
the views about lives in every aspect [5, 26]. These usefulness of ICT in various
forms has impacts on urbanization too. These cities created with a large techno-
logical viewpoint, have been defined using many different terms like “digital city”,
“information city”, “wired city”, “cyber-ville”, “smart city” and so on [42]. Among
all the labels, smart city is the most fruitful and largest abstraction as it includes
all other labels within its concept. But the “smart city” concept has no consistent
and fixed definition. Rather it is a concept oriented to the effectiveness, flexibility,
sustainability, and a system with much higher tech supports. The use of abrupt infor-
mation with secured communication and network improvises the operational activ-
ities of different stakeholders such as the citizens, the society and the government.
Though the cost management processes and policy design are very much crucial for
the authority, after the establishment of a smart city, it becomes the never ending
resource for tremendous development in the living standard of its inhabitants [29].
With the foundation of smart cities, the present challenges and issues formed by rapid
urbanization and highly increasing population will be mitigated. In a comprehensive
definition, it can be said that a smart city is the balanced combination of the physical
and social infrastructure which uses secured transmission of information to increase
operational efficiency and to improve quality of living standard, while keeping it in
attention that it opens the opportunities for present and future in socio-economic and
environmental aspects. Though the definition varies, the main aim of a smart city is
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Fig. 1 Abstraction of Smart
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to optimize the traditional functionalities of urban areas and to smooth the economic
growth. The decision-making factor toward a smart city remains in the usage of avail-
able technology, but not the stack technological resources [15]. A smart city may
have the most trending technological structures available in the world nowadays,
but if there is no inspiration in the stakeholders to optimize the results or if they do
not have adequate knowledge regarding the technological aspects to maximize their
targets, then the main goal of a smart city will be deteriorated. The performance of a
smart city depends on the strong interactions among the stakeholders, from personal
level to community level. These relationships are significant because the technolog-
ical development and maintenance requires a trustworthy data-driven environment.
To mention a city as a smart city, it is not needed that all the components of the
city are handled on technological basis. Mainly it is the central infrastructure and
decision-making components that needs to be smart in terms of both technology and
viewpoints. Figure 1 shows smart city combined technological, institutional, and
human factors.

2.1 Smart People

The most important part of a smart city is undoubtedly its citizens. Without the
improvement of peoples’ understanding, the technologically enabled smart city will
not have the prosperity that it has aimed at. The thoughtful citizens are the main
driving factor, they will be solemnly responsible for interpreting data provided
by systems and designing policy factors. More precisely, smart people mean the
individual or group citizens as well as corporate actors [10].
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2.2 Smart Infrastructure

Smart infrastructure includes the smart buildings, parking system, utilities system,
roads and all.Usually, these infrastructure systems can be built of traditional approach
and then combined with technological supports and management [31].

2.3 Smart Economy

Smart economy includes systematic development for the industrial environment as
well as urban farming, that means the activities related to economic growth and
efficiency all are under the smart economy component [31].

2.4 Smart Mobility

Smart mobility means the ease of transportation system for both the citizens
and resources necessary for life leading. It often overlaps with some subsystem
components from smart infrastructure [26, 29].

2.5 Smart Environment

Environment is one of the important components in a smart city system. It was often
ignored in traditional urbanization processes. But as the environment pollution is
increasing day by day and greenhouse effect is showing its destructive impacts more
often, it has shaken the mind setups of the policy and decision makers. So a smart
environment is undeniably a must component for a smart city [19].

2.6 Smart Healthcare

Previously the healthcare system has been mostly infrastructure occupied. But with
the tremendous impacts of information and communication technology, this view
has been changed. Now it is more of a patient data driven system. Our main aim is
to study the smart healthcare perspective in this article. So, it will be discussed in
more thoroughly detail in the later parts of this article [5, 28].
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2.7 Smart Education

Education is the key factor in making the citizens more aware of their rights. Because
of the educational improvements, the citizens are vigorously working toward the
high living standards [31]. Ongoing advancement in the ICT sector is the result of
technological education. So the system related with smart education is also a main
component in smart city components [30, 33].

2.8 Smart Governance

Finally, smart governance is the working factor to combine all these components
together. The main concern of smart governance is to design policies appropriate for
the smart city concept, decision making and overall the clarity and security in every
component [46].

3 Layers of Smart City Ecosystem

Among all the subsystem or smart city components, the researchers have developed
a plan and vision that leads to the construction and development of a smart city.
From the views from Kehua, Li and Fu, the smart city is a concept built of three
distinct, non-overlapping layers. These layers are: “Perception layer”, in which layer
data are collected through sensors and devices; second layer is known as “Network
layer” which is used for transmitting data and mainly responsible for providing data
to the final layer; and the final layer is “Application layer” which is responsible for
analysis, processing and making decision [5]. All these layers work together to get
the desired final outcome.

Figure 2 shows system components of a smart city, the same structural behavior
is observed to meet the final goal. Various sensors and devices are instrumented in
the objects and in the environment. They work as the never-ending source of data.
A high-speed network infrastructure holds the whole system. Finally, management
of these data and autonomous decision-making lead to the goal of providing smart
services and applications in a smart city.

4 Smart City Ecosystem- Layer-Wise Protocols

The definition of smart city may vary depending upon the views of the stake-holders.
From the view of solution providers, it is the activities that relate to do anything
with technologies [8]. Again, the authority may term it as the ease and speediness
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Fig. 2 Layer structure of the smart city architecture

of management systems that will reduce their time and efforts to maintain economic
growth and development. From the perspective of the city inhabitants, the views may
differ again. They may think a smart city is an opportunity and storage of resources
that will prosper their daily lives. Whatever the views are, the main aim behind a
smart city is to build a system where the technological advances do not suppress
or change the thoughts of the society. The stakeholders can perform their activities
easily and securely without thinking of the view whether the city they live in is a
smart city or not.

A smart city ecosystem comprises mainly four types of value creators. They can
be titled as the “smart city actors”. They create values and with their interaction with
the system, they increase the domain of opportunities in a smart city.

– The smart city service providing authority is one of the most value creating stake-
holders in a smart city system [8]. They provide the services through operating
municipal or governmental authorities. From the utilities service, societal security
system, operating functionalities of the system etc. to design policy and calculate
the upcoming outcome in near future—all these activities are operated and guided
under the smart city authority [21]. It is also their job to balance and combine the
other smart city stakeholders’ commitments and activities to ensure the goal of
the entire system.

– Outside the governmental system authorities, the private businesses and organiza-
tions that provide services on a personal demand basis—are another value creating
medium. They build small component-based systems like personal mobility
system services, traffic and commute planning services, food and resources
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delivery services, healthcare at home services, online education providing system
and many more [45]. These systems add a large value when it comes to smart city
solutions and create outcomes for the users as well as the community.

– Communities within the smart cities work as a miniature smart city in the system.
All kinds of infrastructure with distinguished goals add value in the smart city
ecosystem. These are all types of educational institutions, offices, healthcare
centers, business organizations, housing infrastructures and so on.

– Lastly, the individual citizens also work as a huge value creator in the smart city.
They exchange the information on which the city paradigm is built. It is their
direct activities that will decide the fruitfulness of the city’s goal.

Figure 3 shows Inter-connectivity between smart city infrastructure with its
services. There are four types of actors that participate in value generation in a
smart city. A smart city platform is there to combine the smart city infrastructure
and service providers. It exchanges the information and makes the opportunities
for resource sharing. The citizens, communities, governmental and private service
providers also take part in value creating. They access services from the applica-
tions and service providers. In return, they exchange information with the smart city
platform.

Application & 
Service Provider

Municipality 
Department

Citizens
Transport Healthcare

Access Services Other Services

Homogeneous access  to 
infrastructurere sources

Eases Applications and Service 
Creatoin and Shairing

Sensing data from the
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Fig. 3 Inter-connectivity between smart city infrastructure with its services
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A smart city comprises multiple layers. Each layer plays a distinct role in the
smart city. However, the layers have no fixed definition, but these are the layers that
must integrate and coordinate together in creating the final system outcome for a
smart city (see Fig. 4).

Value Layer: Value layer is the most visible layer in the smart city framework.
The value layer consists of the value created by four types of stakeholders explained
before. The value creators offer inputs and consume outcomes at the same time.

Innovation Layer: To keep pace with the stakeholders’ updated demand, it is very
important to innovate the smart city services continuously. Therefore, the smart city
facilitates innovation programs and updates plans in city systemmanagement. It may
join with the educational and investor communities, and create new opportunities of
skill development, training, workshops etc. so that it can stay relevant all the way.

Governance, Management and Operations Layer: A smart city creates the diver-
gence through digital transformation and results in the upgradation of existing
services. So, the management model must have to create the integration of a new co-
ecosystem of the value creators. They have to work toward new business models and
services to upgrade existing infrastructures and management to advance the outputs.
And they also have to measure the performance of the outcomes with respect to the
given inputs so that it can help the authority to update their policies simultaneously.

Policy and Financing Layer: A smart city is an outcome of a long-term plan. An
entirely fresh set of rules, development policy design, financing source, models and
decision maker minds are needed to build, operate, and sustain the smart city. It also
requires a great bonding among the public and private organizations so that they can
develop plans together.

Information and Data Layer: The main working unit in a smart city is the infor-
mation. The smart city must create the system through which open data initiatives,
analytical services, datamarketplaces,monetization policies etc. can have the encour-
agement of data sharing. They must be ensured the privacy and security to protect
data storage.

Connectivity, Accessibility and Security Layer: In a smart city, stakeholders,
resources and the systems are interconnected. The ability to connect these three parts
and run verification systems to check the connectivity is very significant. Again, the
privacy and security of information is also very crucial. So, a well-built secured
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seamless layer for trusted connectivity in all systems requires the highest priority in
a smart city system.

Smart city Technology Infrastructure Layer: It is the technological aspect that
combines the smart city layers with each other. Without this layer, traditional city
and smart city concepts will have no difference. Therefore, smart cities must be
supportive towards the value creators with technological resources [45].

5 Next Generation Healthcare and Internet of Healthcare
Things (IoHT)

With the increasing growth in the living standard, the concept of smart city has come
to another dimension of attention. As a smart healthcare system is a key component of
a smart city, it also uses the trending generation of information technologies, such as
the internet of health things (IoHT), blockchain, cloud computing, big data, machine
learning, artificial intelligence, 5G/6G etc [5, 13, 28]. It is transforming the view of
traditional healthcare approaches and increasing the capabilities of the healthcare
system by making it more convenient, effective, and personalized. Smart healthcare
is a concept that was born out of the concept of the “Smart Planet” concept proposed
by IBM (Armonk, New York, USA) in 2009. “Simply put, Smart Planet is an intel-
ligent infrastructure that uses sensors to perceive information, transmits information
through the internet of things (IoT), and processes the information using supercom-
puters and cloud computing” [3, 16]. Smart Healthcare is a service providing system
that requires technologies built as in wearable devices, software, mobile internet. It
can connect people, institutions related to healthcare; shares the information and can
respond to the medical needs based on the information processing. Thus it provides
the scope to promote interaction between the stakeholders in the medical system
so that it can promptly ensure the treatment in the shortest possible time. A smart
healthcare system changes the traditional healthcare model from disease centered to
patient centricmodel [14]. It shifts the information construction system into a regional
medical information system. Altogether, it changes the paradigm from focusing on
disease treatment to pay attention to preventive healthcare. Thus, individual needs
of the citizens are met in a short span of time and also improves the system by
enhancing the health service experiences. The healthcare system components like
disease prevention, diagnosis, and treatment; decision making, healthcare infrastruc-
ture management and research—all combine together to provide a smart healthcare
system with the trending technologies [32, 34].

The Internet of Health Thing (IoHT) plays a vital role in the field of smart health-
care systems. It integrates the physical and technological layers with a connected
network in the healthcare area. It transforms raw data to improvised information
based on which further decision making can be possible. Above all, it has created
the baseline of a developed smart healthcare system by improving quality of care,
enhancing consumer experience, and optimizing functional efficiency.
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Fig. 5 Four system layers comprise the system structure for internet of health things

Internet of Health Thing (IoHT) has a four-step architecture. These layers or steps
are connected to pass the information to the following step so that it can analyze and
make a decision (see Fig. 5).

Step 1: The first step is the connectivity of the devices which collect data. These
include sensors, monitors, detectors, image capturing camera etc. These devices are
connected through a network with the next step.

Step 2: The second step is responsible for data aggregation and processing. The
raw data is in analog form or maybe in a form that is not organized properly. This
step converts the data and pass the information to data storage.

Step 3: In this step, the information is pre-processed and moved to data storage
as in the data center or cloud.

Step 4: This is the final step. Here data is analyzed with advanced analytic
processes and results in actionable insights for further decision making.

5.1 Device Connectivity

Device Connectivity is the key component in the field of internet of health thing
(IoHT). They collect data in personalized manner for any individual and share these
data through a secured network. Built in mobile sensors or body sensors play a
prominent role in the organization of data collection. Nowadays, smartphones and
various wearable smart devices are equipped with many sensors. These devices have
sensors which can be termed as smart wearable sensors (SWS) [2, 11, 30]. The smart
wearable sensors include a wide range of sensors like accelerometers, gyroscopes,
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actuators, smart fabrics. This also includes the backend wireless network communi-
cation, power supply technologies and technology used in data capturing for further
decision support [1]. Wearable devices lessen the restrictions in daily activities and
keep monitoring the wearer in any environment. Some well-known and mostly used
sensor accelerometers are electrochemical sensors. They measure acceleration of
objects in motion with axial references [11, 40]. It is used because of the activity
counting quantity assessment for physical activity. This may also come handy in
the evaluation of velocity and displacement by merging the data. For monitoring
vibrations in three dimensional planes, tri-axial accelerometers can be used to detect
movement according to the magnitude of signal with respect to the axes. Another
popular type of sensor is gyroscope which can measure 3-D orientation based on the
idea of angular momentum. These sensors can detect the values of various variables
like distance, steps taken, calories count, speed, floors climbed etc [4]. A Tri-axial
accelerometer can be waist-mounted that can detect walking activities or posture if
it is implemented real time. These sensors can be placed in a vest or shoe. Smart
vest is a wearable monitoring system for measuring physiological parameters such
as heart rate, body temperature, blood pressure (BP) and it is even able to perform
electrocardiograms (ECG) [34, 37, 40]. All these sensors can be incorporated into a
regular t-shirt rather than an expanded vest which is more convenient to the wearer
[11, 41]. If the sensors are placed in shoes, it can be more comfortable for the user.
“This can measure differences between mean foot extreme and gait stride time for
healthy gait and those with physical disorders, as well as proved highly capable of
detecting foot orientation and position” [37]. Besides these devices, many devices
include cameras and microphones. Using these the state of the user and environment
can be measured. A list of mostly used sensors are given in Table 1

The foremost step in the analysis of data collected frommobile sensors is to extract
features. These features contribute a lot in the creation of a context with descriptive
statistics. These features are extracted from a fixed length sequence of sensor data.
Most of the sensors generate the values at a constant time increment. Again along
with these mobile sensors, there are other sensors that can be embedded into the
environment. It will create a pro-active living environment to support easier lives.
For designing an interconnected, intelligent, dynamic and adaptable environment,
Wireless Mesh Sensor Networks can be used. These structures can be incorporated
into the objects of daily chores. These embedded sensors can be termed as “ambient
sensors”.Ambient sensors collect data from the environment to anticipate the needs of
the citizens and thus maximizing the quality of living style. These sensors typically
generate a reading if there is a change in state. WMSNs are built based on mesh
networking topology in which each node serves as a relay for other nodes and capture
and disseminate its own data [5, 29].

WMSNs are capable of behaving dynamically self-configured and self-organized.
It can automatically establish and maintain mesh connectivity in the connected
devices. WMSNs do not need centralized access points to arbitrate the wireless
communication. They can suitably be used in dynamic and complex situations [1].
Table 2 shows a list of ambient sensors with their features.
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Table 1 A list of mostly used
mobile/body sensors

Sensors Measurements

Accelerometer Acceleration in x/y/z
directions location

Location Latitude, longitude,
altitude

Gyroscope Rotational velocity

App status Use of applications, phone,
text

Barometer Atmospheric pressure

Thermal Temperature

Camera Image/video

Microphone Surrounding audio

Biosensors (E[E/C/M/O]G) body activity

Carbon dioxide (CO2) CO2 concentration

Light Ambient light level

Photodiodes Heart rate

Force Screen touch pressure

Pulse oximetry Blood oxygen saturation

Glucometer Blood sugar

Proximity Nearness to external object

Galvanic Skin Response perspiration

Compass Orientation

Table 2 A list of ambient
sensors with their features

Type Measurement Data rate

RFID/bluetooth Object interaction Low

PIR Motion Low

Power Electricity consumption High

Pressure Pressure on object Low

Temperature Ambient temperature High

Camera Video, still image Very high

Magnetic Switch door/cabinet open/close Low

Microphone Audio Very high

CO2 CO2 concentration High

Light Ambient light level High

Water Water consumption High
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5.2 Data Processing

In the internet of healthcare thing (IoHT) concept, distributed computing provides
the optimum solution in data processing and data storage. Distributed computing
refers to the studies of distributed systems. In brief, a distributed sys tem is a system
with components located in different networked devices. These components interact
together to produce the outcome toward a common vision.

We will be discussing two types of distributed computing systems and their
contribution in respect to the smart healthcare system.

5.3 Cloud Computing

Cloud computing refers to the use of types of services like storage, servers and
other software development through internet connectivity. It allows the option of
deployment of clouds on demand and provides system maintenance to the users. It
is a cost effective model and reliable storage for data. Cloud computing requires less
security policies than edge computing.

There has been a large scale paradigm shift in the generation of the tradi-
tional manual entry based data storage. Not only generation, but also consump-
tion, storage and exchange of healthcare data is changing due to digitalization of
healthcare systems. Cloud computing has definitely added the large contribution in
optimizing the traditional data management system. Healthcare sector has adapted
cloud computing in a vast mode compared to other sectors [20]. This has been
possible because of the continuous data storage on cloud architecture. Thus with the
optimization of workflows and efficiencies, healthcare providers are able to offer
personalization in care plans at reduced operating cost which ultimately results in
improved outcome [16]. Cloud computing has proven to be a source of enormous
advantages for both the patients and healthcare providers. It has become beneficiary
for the business purposes too as high quality of personalized care is being provided
with less expenses and with boosted interoperability than previous. The healthcare
consumers are getting acquainted to the instantaneous delivery of services whenever
they require emergency response. With the availability of cloud data storage, it amps
up consumer engagement with the personalized healthcare outcome and plans by
providing them healthcare data which results in improvised treatment gain. It also
breaks down the location barriers between the patients and the caregivers [24]. This
remote accessibility of data is the biggest advantage when it comes to the making of
healthcare related plans such as providing telemedicine, virtual medication support
and also in post hospitalization care plans. Access to healthcare services through
telehealth adds a new dimension in caregiving management [24, 26]. Telemedicine
upgrades the element of convenience to healthcare delivery along with patients’
expectations. Easy sharing of healthcare data, proper accessibility, and supportive
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healthcare coverage to the patient during the preventive or recovery phase reduce the
health risk issues of the individual.

The data are collected from sources like sensors, wearable devices, and actuators.
These personalized patient records andmedical images can be archived and retrieved
whenever needed from the cloud very quickly. Any individual can have control over
his ownhealth datawhich boosts the participation in opinion pertaining to ownhealth.
It also leads to the informative healthcare plan and acts as an awareness creating tool
regarding health education. Though data security is a matter of concern, the provided
reliability of cloud storage is higher. With an increase in system uptime, the issue
of data redundancy also reduces which is notable. There is an automated backup
option and also the location of complete data cannot be guessed, recovery becomes
much easier if any problem occurs. These collected data, both structured as well
as non-structured, is a large source. Data collected from various sources can be
computed in the cloud with advanced computing power. Alongside with the help of
applications of advanced algorithmic applications from big data analytics, artificial
intelligence or deep learning based approach, the research opportunities get boosted.
It paves the way for analytical formulation of personalized care planning. Thereby
inter-operability between the system and consumer increased. It also creates higher
interoperability among the different segments of the healthcare related industries like
pharmaceuticals, insurance etc. Thus seamless transfer of healthcare data between the
stakeholders accelerates care management procedures and improves the efficiency.
Cloud computing also provides on demand availability of hardware and software
resources. These can prove to be helpful for the healthcare institutions and providers
from the need of purchase of resources which results in massive cost savings.

5.4 Edge Computing

Edge computing refers to the kind of distributed computing systemwhere data storage
is much nearer than cloud computing. This distribution requires less time than the
cloud in processing. It enables the opportunity of real time processing. Applications
are run as physically close as possible to the data generator instead of the centralized
cloud, which is considered the ‘edge’ of the network. It has improved performance
than cloud computing in terms of time [5].

Though cloud computing has established the idea of data storage through the
internet, it cannot provide the information within the blink of eyes. Though it does
not matter much in other sectors whether the availability of critical information and
real time analysis is being occurred or not, it has a huge impact over the healthcare
sector. For a patient with a life-threatening condition, it can quite literally mean
the difference between life and death. In cloud computing, most of the computing
activities happen in some fixed clouds. Here real time analysis faces many difficulties
because of high latency, poor reliability and bandwidth congestion. These public
networks can also present a threat to the potential security, privacy and accessibility
issue. So to eradicate these challenges, edge computing introduces a new level of data
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analysis by bringing it closer to the devices where the information is collected. This
can be really handy in the situations where the analysis is required immediately like
healthcare sectors. Though nowadays dependency on cloud computing is increasing,
many of the healthcare facilities still prefer to store data in data centers. It creates the
scope for more controlling ability over matters of security. As there is a reduction in
need for wider connective status, the risk of downtime overcomes significantly. An
infrastructure with edge computing options which is powered by a 5G/6G network
provides the optimum solution in healthcare data processing [28]. It gives centralized
control and security plans and saves data with safety so that potential threats can be
detected earlier. Here in edge computing, there is no requirement for data being
uploaded to the cloud storage. So, for real time analysis, data will be accessible
in the possible shortest moment of time. For security at the hardware level, edge
computing with the power of 5G/6G can play a vital role. With proper security
measurement, certain services like viewing medical records can be accessed with
permission. Thus, it can provide a greater range and improvised performance and
latency. Another perspective to edge computing is, it can help to overcome the risk of
storing and processing data in a tremendous amount. This results in faster, responsive
and accessible infrastructure with the transportation of critical medical information
immediately. Real time analysiswith these data is also possible.Medical practitioners
can have the support of advanced analytical results and then they can decide the best
solution for their patient with more reliability. Unlike cloud computing, the barrier
to time consumption and real time processing can be handled easily by processing
through edge computing [25].

5.5 Security and Privacy of Healthcare Data

As a large amount of data is being stored and used regularly for the sake of proper
healthcare management, it is really very important to pay attention in ensuring secu-
rity and privacy of the data [16, 39]. Within the data stored in the cloud storage, the
value of security is much higher. Therefore, encryption of data and use of proper
security keys for accessing data must be prioritized. This can safeguard data from
external threats. Concerns of breach exist in the online format of data. Unauthorized
outsiders can frighten people by imposing virtual threats toward the data storage.
Breach of personalized data can lead to identity theft which can further destroy the
patient’s reputation and finances. That is why elimination of the risk of breach is
necessary [3].

Healthcare data security and privacy can be provided by following the solutions
and norms:

– Enhancing administrative control by updating procedures and policies.
– By guiding stakeholders through privacy and security trainings.
– Monitoring physical and system access.
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– Accessing the list of authorized users and by providing them proper validations
for data access.

– Providing automated software shutdown processes.
– Having exigencies in place for prompt data recovery and backup.

6 Integration of Smart Healthcare with Other Smart City
Components

Smart healthcare is one component under the smart city component domain. So, it
requires to keep pace with other components too. We will share some perspective
here regarding this.

6.1 Infrastructural Collaboration

Smart healthcare needs to collaborate with a proper combination of infrastructure.
This infrastructure includes equipment, medical resources, healthcare technologies,
healthcare providers, healthcare institutions etc. So, it requires the co-operation of
smart people, smart governance, and smart structure to regulate healthcare outcomes.

6.2 Smart Education

Without a balanced combination of technological education and health education,
people cannot be aware of their rights and participation in the healthcare system.
And without stakeholders’ participation, it is not possible to produce the optimum
health care. The citizens need to be updated with advanced health planning so that
they can use the findings in increasing smart healthcare benefits.

6.3 Medical Waste Management

Another related factor to smart healthcare is tomanage the disposal of medical waste.
If themedical waste is not handled and disposed properly, it can impose serious threat
to public health. It will then hamper the process of smart environment establishment.
So collaborating with medical waste management is another serious task bestowed
upon the smart healthcare system.
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6.4 Anytime, Anywhere Services

One of the biggest advantages of smart healthcare is that it can provide health-
care services on a personal need basis without having the location barriers and
time constraints. So to avail this opportunity, smart healthcare systems need to get
upgraded more frequently [43]. Smart economy and its outcomes can help smart
healthcare systems to apply these visionary upgradations. Proper guidance from
smart governance is also required in this matter.

7 Open Issues, Challenges and Recommendations

With any uprising ideas, come the challenges of maturing the concept and building
up systems to smoothly turn the ideas into reality. Smart healthcare system is no
different. Since the idea of it has arrived recently, exceptional systems have been
formed. Yet, there is much room for development and challenges that need to be
mitigated. With the changing world, new challenges are to be emerged every now
and then. Only improving the technology accordingly will let it get the best possible
results.

One of the current challenges is that smart healthcare lacks the proper macro
direction and programmatic documentation. Hence, it does not have clear develop-
ment goals. With vague goals, many resources are wasted. Smart healthcare does not
only work on improving the quality of medical care, but also reduces the expenses of
typicalmedical systems [43].With the help of smart healthcare, service providers can
study and cite enough scientific evidence to aid their diagnosis [5]. Along the way,
they can also help physicians, researchers, suppliers of medical essentials, insur-
ance companies and pretty much everyone working on the healthcare ecosystem.
An obstacle on the way is that medical institutions among different regions and
organizations do not maintain uniform standards. To ensure data integrity, many
improvements are needed. There are large numbers of data which are quite complex.
So naturally, data sharing and communication becomes a difficult process. Different
platforms and devices also lack compatibility issues.

Smart healthcare does not have proper legal standards, which leads to patients
not relying upon it. From a patient’s perspective, this system is not secure enough
and there are open risks of privacy violations. Since this is an advanced technology,
people need to be educated enough to understand its proper usage. Some people
find it too difficult to use it and accept the technological advancements. Also, some
technologies of this field are still under experiment to maintain and upgrade these, a
huge amount of funding is needed to work with all components and stakeholders of
smart health system.

Only focusing on the technological aspectswill not solve thementioned problems.
To solve those, we need to work on both technology and regulations. To advance the
technology,weneed to upgrade related technologies. Thiswill accelerate thematurity
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of the concept andmake the system stable. Then, a unified standard between different
devices and platforms need to be developed. It will assure maximum compatibility
between them. This way, information exchange will become more effective and data
integrity will also be improved. To integrate the business procedures between hospi-
tals and medical information centres, a medical information integration platform
needs to be set up. Between them, resources will be shared and information will be
exchanged [7]. Cross-medical institutions will also be able to make online appoint-
ments and two-way referrals. In this way, the ideal residents’ healthcare and medical
treatment model will come to reality [9].

Next comes the ethical issues. The issues about data security simply cannot be
ignored, since patients’ reliability on smart healthcare depends on it. Smart medical
care’s development is unstoppable. To mitigate the anticipated ethical problems,
developers and Government must work together to ensure the highest possible secu-
rity to patients’ data. Information disclosure may lead to people losing their jobs and
getting into depressions which are uncorrectable, hence despite the advantages of
smart medical care the system will not be accepted to the society.

Meanwhile, people need to abandon traditional medical services. Only the quality
medical services should be existent and the quality of it should not be compro-
mised at any cost. We need to keep in mind that smart medical care works on
upgrading the overallmedical services; but it does not intend on replacing themedical
system completely. Considering the needs of patients in different groups and regions,
improving the legal system is a key task that needs to bewell taken care by the govern-
ment. For developers and users, the states’ law is the most powerful guarantee. If
proper legal enforcement is not assured, it will cause serious damage to all the partic-
ipants of the system. It is ideal for the smart healthcare system to be managed and
monitored by the local government. Since the normal citizen trusts the government
more than they trust the companies, all collected personal information should be kept
by government-administered databases. Establishing this relationship will promote
medical services and this way, a healthy ecosystem will be developed too.

To take data security and transmission stability a step further, applying advanced
technologies will come to use. Combining these and government monitoring, data
securitywill be ensured asmuch as possible. Finally, the development goals need to be
defined to achieve the maximum results using the minimum resources. Professionals
from relevant fields can come together to elucidate proper development goals of the
industry. All and all, to make smart healthcare a more secure and reliable system,
legislation must be ensured. This will guarantee the privacy and data security of
relevant personnel and make this a more accepted system by general people.

8 Conclusion

The latest advancement in digital technology has facilitated formation of smart cities.
Using different types of wearable devices and e-health sensors would create a perva-
sive potential for smart health care. For individual citizens, smart healthcare will



272 T. H. Faria et al.

result in better personal care management in least time possible. Appropriate and
adequate medical services can be accessed on a personal demand basis and with the
updated data about any individual will help in prompt decision making for the health
care-giver. For the healthcare institutions, acceptance of smart healthcare approaches
will reduce operational cost, create less distraction and peaceful working style for
the personnel, achieve unified management of resources and information etc. For
the authority, a smart healthcare system will help in policy designing and deci-
sion making in the healthcare sector. It has already created a new dimension in the
healthcare view. With further upgradation, it can improve current status of health-
care resource inequality. Promoting the implementation of prevention strategies can
reduce the risks of spread in major health issues. Smart healthcare reduces cost for
healthcare for both at the individual and authority level. Thus it will ensure the better-
ment for the other smart city components and smooth the economic growth. Although
there are some underlying challenges to overcome to improvise the smart healthcare
system foundation, development and maintenance. The solution to these barriers
requiresmore emphasis on the collaborative efforts of health institutions, care-givers,
technology companies, consumers and policy makers. With proper combination of
technological efforts and collaboration of the stakeholders, a smart healthcare system
can become a trusted resource and can leverage the smart city goal.
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An Investigation on Personalized
Point-of-Interest Recommender System
for Location-Based Social Networks
in Smart Cities

N. Asik Ibrahim, E. Rajalakshmi, V. Vijayakumar, R. Elakkiya,
and V. Subramaniyaswamy

Abstract The swift growth in usage of Location-based social networks (LBSNs) has
driven to the availability of a large volume of check-in data of the users. This provides
a great opportunity to provide various location-aware utilities in the Smart Cities.
Future will be smart, each and every places/location will be connected to the network
and it will make the cities smart and advanced. One such service includes the Point-
of-Interest recommender that is used to recommend the venueswhere a person has not
been before. Various methods have been lately analyzed and implemented to provide
this service. By the Location based POI method in smart cities will provide ultimate
recommendation based on the social network interactivity in the smart cities. This
chapter aims to provide various techniques used in POI recommendation systems for
LBSNs. We aim to propose the implementation of an adaptive POI recommendation
algorithm in this chapter. The proposed method incorporates the spatial feature along
with the user activity and social feature. This model is implemented on a large-scale
check-in dataset, Foursquare.

Keywords Point-of-interest · Location-based social networks · Recommender
system · Smart network · Smart cities

1 Introduction

This chapter is aimed to provide researchers a review on recent techniques and
methods used for Location recommendation system based on LBSNs. The point of
becoming a smart city is that it will increase resilience and improve the lives of
citizens. There are various developments taking place for incorporating smart cities
[1]. Various trends and technologies are emerging for various applications such as
healthcare [2], transport [3], home appliances etc. The vision of a smart city is to
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implement more technology or to explore how technology might enable the city and
citizens to solve the challenges they face. Here with the collaboration of Location-
based Social Network (LBSN) in the smart cities which recommends the citizens
by Point-of-Interest methodology makes it easier for people to visit different people
according to their preferences easily [4, 5]. An expanding advancement and noto-
riety of Location-based social networks (LBSNs) has driven to creation on large-scale
check-in dataset. Recent researches on the recommender systems show that the usage
of social network data could provide quite improved and more personalized recom-
mendations with the better accuracy of prediction [24]. Due to lack of knowledge
and awareness about the new sites, the individuals tend to visit only traditional and
usual places. But due to the advancement in the social media the users can express
and share their experiences online to the web communities which help in analyzing
their taste and preferences online and suggest places to them and their friends online.
Progressively numerous clients post their whereabouts, visiting hour, ratings, etc. in
the type of registration records and offer their experiences. Contrarily, when clients
face enormous measures of data on LBSNs, recommender frameworks endeavor to
suggest the most appropriate things (e.g., areas, companions, music and promotions)
to clients by using the colossal client registration information asset, which can miti-
gate the issue of data overload. The propelled data advances that have come about
because of the quick development of Location based administrations have incredibly
improved individuals’ urban lives [25].

This chapter deals with the review of various technologies used for online location
recommendation systems for smart cities. Further the technology proposed in this
chapter provides us useful insights for developing personalized POI recommenda-
tions for the smart communities using various features. Figure 1 shows a general
LBSN model. LBSNs enable users to register and provide their regions, experi-
ences, and encounters about focal points called the Point-of-interests (POIs) with
their companions whenever and anyplace. For instance, while eating at a café, we
may capture photographs of the food and quickly share these photographs with our
companions bymeans of LBSNs. These registration conducts make it real day by day
encounters disperse rapidly over the cyberspace. Also, the registration information
can be completely be misused to comprehend the inherent regulations of day to day
human progress and portability, that can be applied for recommender frameworks
and field-based administration. In this manner, field-based web-based life informa-
tion administration are pulling in the significant consideration from various business
areas, for instance, client profiling, suggestion frameworks, urban crisis occasion the
board, urban arranging, and advertising choices. The client create spatial-transient
information that could be gathered from the LBSNs and could be commonly used for
comprehension as well as for displaying human portability as per the accompanying
four viewpoints [6, 7].

Topographical Feature: The spatial highlights of human development as covered
up in a huge number of registrations, information has been abused to comprehend
human portability. For instance, individuals will in general move to close by spots
and every so often too inaccessible spots: the previous is short-gone travel and isn’t
influenced by informal community ties that are occasional both geographically and
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Fig. 1 A general model for LBSNs

transiently. The final one is long-separation travel and more affected by interpersonal
organization connections.

Temporal Features: With respect to the schedule of our day to day lives, there
are various probabilities for us to visit various locales at various hours of the day and
various days of the week. The registration information of LBSBs similarly uncovers
such outcomes. A great many people get down to business on the weekdays, their
registration practices frequently occur around early afternoon or around evening
time, and the areas they pick are near their working environments or homes. On the
weekends, most of the registrations occur at the beginning of the day or evening, and
the areas are near sure POIs (e.g., a commercial center, eatery, gallery, or beautiful
spot).

Social Features: To begin with, many researches contemplates to show that indi-
viduals will, in general, visit places that are nearest to their place more frequently
than the spots that are far away, however they will in general visit far off spots
near their companions’ place and also the places which are visited by their compan-
ions. Such perceptions are broadly utilized for area proposals. Secondly, the spatio-
temporal element abstracted from the information in registration is exploited in order
to construe social connections and companion proposals.

Incorporated Feature: The registration information in LBSNs, provides an
approach to discover the user’s geographical and ephemeral impulse, and collect
their social connections. In addition, it generally gives another point of view from
which the related financial exhibitions and urban structures could be depicted, road
systems and point-of-interest ubiquity could be evaluated, intra-urban development
streams can be examined in urban territories, urban major/crisis occasions can be
distinguished and financial effects of social ventures can be identified. Despite the
fact that few overviews on POI proposals have been distributed, hardly any exam-
inations hand out interpretations of client displaying for venue suggestions as well
as group existing client demonstrating different approaches dependent on the kind
of LBSNs information. The paper centers around surveying how we can effectively
utilize client produced information to show POI suggestions. The commitments of
this paper are as per the following:
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(1) Presents the framework and information qualities of LBSNs in a nutshell.
(2) Taking the qualities of topographical aswell as the social information inLBSNs

into consideration, we present an interpretation of client demonstrating POI
proposals.

(3) According to the kind of LBSN information that is completely used in client
demonstrating approaches for POI proposals, the client displaying calculations
can be isolated into four categories: unadulterated registration information
based client demonstrating, geological data based client displaying, spatio-
worldly data-based client demonstrating, and geo social data-based client
demonstrating.

Specifically, it is significant and helpful to make proposals when a client visits a
new territory; in this way, POI suggestion has been brought into the LBSNs admin-
istrations. POI suggestion could prescribe spots for the clients where they have not
been before by extracting clients’ inclinations and interests dependent on the LBSNs
authentic records that have significant down to earth hugeness andhypotheticalworth.
There are a few novel attributes of LBSNs which recognize POI proposals from
conventional suggestion undertakings.

• The Tobler’ law states that “Everything is identified with everything else, except
close to things are more related than the inaccessible thing”. This law demon-
strates that the topographically close POIs are bound to have comparative qual-
ities. Likewise, the likelihood of POI chosen for the client is conversely relative
to the geographical separation [8].

• Regional fame: Two point-of-interests with comparable or equivalent semantic
points can end up having different popularities in the event where they are situated
in distinct locales.

• Dynamic client versatility: In a location-based social networks, a client may
visit POIs at various locales, for instance, a client may make a trip to various
urban communities. Dynamic client portability forces gigantic difficulties on POI
proposals.

• Implicit client input: In the investigation of POI proposals, the unequivocal
client evaluations are normally not accessible. The recommender frameworkneeds
to construe client inclinations from understood client criticism as far as client
registration recurrence information.

Clients’ exercises are frequently influenced by time. For instance, a client is bound
to go to a café for lunch as opposed to a bar, around early afternoon and is bound to go
to a bar instead of aMall at 12 PM. Along these lines, the proposal results ought to be
time mindful or time-arranged. Be that as it may, as far as we could possibly know,
none of the current approaches have taken the temporal factor into consideration
for POI proposals in LBSNs. Likewise there are some approaches which consider
the time factor but they do not consider the other factors such as social influence,
geographical influence, etc. [7]. It is indeed a great challenge to suggest a locale to the
user based on the time he is visiting that places as well as the popularity of the place at
that time, and the place which is nearest to them. So in this chapter, we discuss about
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various methods and approaches used during the course of time for recommending
the accurate POI for the users considering various factors that influences the user
in an LBSN to visit a particular place [9]. We also propose architecture for location
recommendation which integrates the spatial factor with the user social and activity
feature. The major contributions of this chapter are as follows:

• It reviews various features and techniques required for the Point-of-interest
recommendation system based on the location based web communities.

• It discusses the work that has been done on POI recommendation system for
online communities.

• It also proposes a Location recommendation algorithm for smart cities using
Foursquare dataset for experimenting the results.

The chapter is organized as follows. Section 2 discusses various POI based recom-
mendation systems based on topographical features. In Sect. 3 we discuss various
POI based recommendation systems based on temporal features. In Sect. 4we discuss
the various techniques used for POI based recommendation systems based on user
behavior. Section 5 discusses the POI based recommendation systems based on inte-
gration of various features. In Sect. 6 we discuss the proposed work, methodology
used and the experimental results achieved using Foursquare dataset. In Sect. 7 we
talk about the conclusion and future scope for location recommendation systems
based on our observation.

2 POI Based Recommendation Systems Based
on Topographical Features

There are various techniques and methodologies used to suggest the locale based on
the POIs for LSBNs based on the topographical features. Some of them are explained
below.

2.1 Mining Topographical Impact for Collaborative POI
Recommendation

In thismethod, they have focused on the implementation of a POI based recommender
service for the LBSNs. They have considered three parameters for the recommen-
dation which include user preference, topographical features and social impact from
the user’s friends. Though they have considered the three parameters as mentioned
they have focused more on the geographical impact. The reason behind this is the
presence of the spatial clustering aspect present in the user check-in activities. This
is implemented by using power-law distribution. They have used the naive Bayesian
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method to implement a collaborative recommendation method [10]. Here a consoli-
dated POI recommendation scheme is used which unifies the POI with social influ-
ence according to the user’s preference and the venue’s geographical features. This
method has experimented Foursquare and Whrrl. The outcome with these datasets
proved to be much better than the other alternative recommendation strategies.

2.2 Exploring Geographical Inclinations for POI
Recommendation

POI recommendations mostly prefer to provide personalized recommendation and
they are often quite complex. They depend on various factors such as spatial features,
user behavior, etc. Most of the POI recommendations used to lack the integrated
investigation of the joint effect of various aspects. In this method, a spatial proba-
bilistic factor analysis system is proposed. This framework strategically takes various
factors into consideration. It allows securing the spatial influence along with the
check-in behavior of the client. It also integrates the portability behavior of the users
which plays a major role in recommending places according to the user preferences
[11]. It also considers the check-in feature of the user as feedback from the user to
understand the user’s preferences. To illustrate POI over an examined area a Gaus-
sian distribution was utilized. This is based on the law of geography which states
that similar POIs are more akin instead of the POI which is far away from each
other. In order to implement the mobility behavior of the user over various activity
regions a multinomial distribution was used over the latent region. This method has
experimented on Foursquare dataset. This method proves to outperform the rest of
the newfangled, latent factor models with a substantial margin.

2.3 Integrating Matrix Factorization with Joint Geographical
Modeling (GeoMF) Method for POI Recommender
System

POI recommendation helps the user to explore and discover new places to visit. For
a recommendation of POI based on user preference a user-POI matrix is used. The
most critical challenge is to deal with the sparsity of these matrices. To overcome this
challenge a model that exploits the weight matrix factorization method is proposed
[12]. This provides better collaborative filtering with inherent feedback. In addition,
researchers have identified a geographical clustering event in user mobility behavior.
Every individual visiting a venue are likely to group or cluster together and have also
demonstrated their efficacyPOI recommendations.Hence the incorporation of factor-
ization helps to overcome this challenge too. This method augments the person’s as
well as the POI’s latent aspects in factorization model the user’s activity and POI’s
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influence area vectors. The geographical clustering phenomenon is apprehendedwith
the help of two-dimensional kernel density estimation. This methodology clarifies
the usage of matrix factorization in the eradication of the matrix sparsity issue. This
weighted matrix factorization based model proved to outperform the other factor-
ization methods upon experimentation on a large scale dataset. This model also
proved that the integration of the geographical clustering phenomenon with matrix
factorization improves the POI recommendation’s performance.

2.4 A Ranking Based Geographical Factorization
(Rank-GeoMF) Approach for POI Recommender System

Although sparse check-in data matrix poses a greater problem. It can be overcome
by the factorization method. The availability of context data has introduced a new
issue about how to utilize them. In this method, a ranking based spatial factorization
approach is used which is called Rank-GeoFM based POI recommendation [13].
This method deals with two challenges. The characterization of the preferences of
the user is consideredwith the help of the check-in frequency. This helps to determine
the factorization by assigning ranks to the POIs. Here both the POIs without check
in and the POIs with check in devotes to the understanding of how the POIs can be
ranked and hence the matrix sparsity issue will be able to get resolved. This model
also consolidates other contextual information like spatial impact as well as temporal
impact. An approach based on the stochastic gradient descent is proposed in order
to determine the factorization. In order to examine the efficacy of the methodology
that has been proposed both the user-POI as well as the user-time-POI context has
experimented. The result of both settings surpasses the other newfangled methods.

2.5 Integration of Geographical Impact with POI
Recommender Systems

The choice of recommended POI depends on the client’s choices that are defined
based on the following factors: user preferences, social and spatial influence. These
factors can bemined from the clients’ check in records. Extracting the client’s prefer-
ences and their social influence is quite easier. But mining the geographical influence
is a bigger challenge. By employing the Gaussian distribution model we can easily
be able to estimate the check-in the behavior of the user. But the results obtained
are not satisfactory enough. This method introduces two models. One is the Gaus-
sian mixture model (GMM) and the other is the Gaussian mixture model based on
genetic algorithms (GA-GMM) [14]. These both model are used for mining the
topographical influences. This method utilizes GMM to automatically determine
the activity centers of the user. By eradicating the outliers it exploits GAGMM to
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enhance GMM. The experimental outcomes using these two methods illustrates that
the GMM surpasses the rest of the above discussed PIO recommendation systems
that are based on geographical influence, and the GA-GMM removes the effects of
the outliers by enhancing the GMM.

2.6 General Topographical Probabilistic Based Factor
Approach for Point of Interest Recommendation

POI is based on popular places like Theater, Park, Hotels and etc. Based on the users’
interest and history of users recently visited the place with the present locale of the
client it has to decide the probabilistic suggestion on the recommendation to develop
the Poisson Geo-PFM to give the better POI with the help of user who recently
check-in that location [15]. In a survey of POI recommendations, user ratings are
usually not available explicitly. The recommendation system has to interpret client
preference from their feedback that is implicit.

2.7 Exploiting Geographical Neighborhood Characteristics
for POI Recommender System

As a significant application in LBSNs, the customized area prescribe frameworks
(PLRs) can assist clients with investigating new areas to improve their encounters.
Then again, PLRs can likewise encourage outsider designers (e.g., publicists) to
give increasingly significant administrations in the correct areas. Land attributes got
from the authentic registration information have been accounted for compelling in
improving area proposal precision. Be that as it may, past examinations basically
abuse land attributes from a client’s viewpoint, through displaying the geological
conveyance of every individual client’s registration. In this chapter, we are keen
on abusing land attributes from an area viewpoint, by displaying the topographical
neighborhood of an area. The area is demonstrated at two levels. The first level is
example level neighborhood, which is described by a couple of closest neighbors
belonging to an area. The second level is the district level neighborhood for the
land locale where the area exists. A specific Instance-Region Neighborhood Matrix
Factorization (IRenMF) approach has been proposed [6]. This method exploits 2
degrees of topographical neighborhood qualities: (i) the closest neighboring areas
will in general offer progressively comparative client inclinations (Occasion level
attributes); and (ii) the areas along the equivalent land locale might have comparative
client inclinations to area proposal by abusing two degrees of geological neighbor-
hood attributes from area point of view (district level attributes). By joining these two
degrees of neighborhood qualities into the learning of dormant variables of clients
and areas, IRenMF has a progressively precise displaying of clients’ inclinations on
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areas. To take care of the advancement issue of this method, a substituting improve-
ment calculation has been proposed, which allows the IRenMF to accomplish stable
suggestion exactness. The examinations on genuine information displays that this
method prompts considerable enhancements for the old-styleMFbased approach and
other best in class area suggestion models. In IRenMF, the two degrees of geological
attributes are normally fused into the understanding of idle highlights of clients as
well as areas, so that it predicts clients’ inclinations on areas all the more precisely.
Broad examinations on the genuine informationgathered fromGowalla, awell known
LBSN, exhibit the viability and points of interest of our methodology.

3 POI Based Recommendation Systems Based on Temporal
Features

There are various techniques and methodologies used to suggest the locale based on
the POIs for LSBNs based on the temporal features. Some of them are explained
below.

3.1 Time-Aware POI Recommendation

There are various recommendation techniques used but many of those do not take
the time factor into consideration. Time plays a crucial role since most of people
tend to tour various locations depending upon a particular time zone, for instance,
restaurants at night and beach in the evening, etc. In this methodology, a time-aware
POI recommender system is implemented so as to recommend POI for a given
person at a given time zone [16]. Here a collaborative model for recommendation
is developed which incorporates the temporal information. Further, the system is
enhanced to consider the spatial features also. Thismethodology has experimented on
Foursquare and Gowalla Datasets and this method proved to surpass the newfangled
recommendation approaches discussed previously. This method was a pioneer to
consider the time factor for POI recommendation. This method unified temporal and
spatial features.

3.2 A Probabilistic Framework to Exploit Correlation
of Temporal Impact in a Time-Aware Locale
Recommender System

Time, significantly influences clients’ registration practices, for instance, individuals
for the most part visit better places at various occasions of weekdays and ends of
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the week, e.g., eateries around early afternoon on weekdays and bars at 12 PM on
ends of the week. To make locale suggestion for the clients, most related research
infers their choices to POI by exploiting the collaborative filtering techniques with
the help of clients’ check in data. Here a probabilistic system to exploit Transient
impact relationships for time-aware locale suggestions has been proposed. This is
system called TICRec [17]. It beats the two previously mentioned restrictions. The
first system is used to dodge the misfortune of temporal data; they have appraised
a likelihood thickness on a persistent timeslot of a client going by an area instead
of changing the ceaseless time to discrete timeslot openings. The nonstop temporal
likelihood densities was demonstrated on the basis of a density estimation strategy
which is non parametric, that is, the well-known kernel density estimation also called
KDE, as the temporal densities of clients going by areas are exceptionally different
and we cannot accept their shapes. The second system was used to assess the time
likelihood density of a client going to a locale. They collected (1) a distinctive
temporal history of distinctive clients going to an area on the basis of client-based
TIC, (2) a distinctive temporal history of a particular client going to diverse areas
on the basis of location-based TIC. Appropriately, the temporal history depends on
the weekdays and weekends, as their visiting patterns are different. For instance,
on weekdays, people mostly attend office while they tend to visit tourist locales
on weekends. TICRec conquers two significant constraints in existing time-mindful
area suggestion methods. This TICRec model uses KDE technique for assessing a
consistent temporal likelihood density for a client who tends to visit another area
to maintain a strategic distance from the time data misfortune. To consolidate TIC
with TICRec, the time-based likelihood density considers two strategies. The first
one is using client-based TIC by corresponding registration practices of various
clients for a similar area at various occasions. The second one is locale-based TIC
by connecting registration practices of a similar client to various areas at various
occasions. The outcome shows that TICRec surpasses the other newfangled time-
aware locale recommender systems.

4 POI Based Recommendation Systems Based on User
Behavior

There are various techniques and methodologies used to suggest the locale based on
the POIs for LSBNs based on the user activity features. Some of them are explained
below.
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4.1 Exploiting Sequential Influence for Location
Recommendation (LORE)

Lots of recommender systems that take spatial, social and temporal features are
available. People tend to display a sequential pattern in theirmovements. Thismethod
proposes a new concept called LORE [18] which is intended to employ sequential
impact on suggesting the locales. It extracts the patterns that are sequential from
the venue and illustrate those patterns in the form of a graph that has dynamic
location-location transitions. This graph is called as L2TG. Then it predicts the
probability that the person will visit a particular venue by using Additive Markov
Chain (AMC). This is used along L2TG. Then it unifies this sequential impact with
the spatial and social influence so as to implement a recommendation system [18].
The spatial feature is implemented by using a two-dimensional check-in probability
distribution. This method has experimented with Foursquare and Gowalla Datasets
and even this approach resulted in better in suggesting the venues than the other
newfangled recommender systems that previously discussed.

4.2 Joint Modeling Behavior Based on Check in Approach

For recommending and discovering the interesting and attractive locations based on
the Point of Interest by the multi modeling behavior analysis. The wireless commu-
nication technologies and location procurement have fostered a number of LBSNs.
In LBSNs, it is important to exploit the check-in data to make personalized sugges-
tions. This will help the clients to get familiar with new POIs and discover new
locales. In this approach, joint probabilistic generative model (JIM) was proposed to
model clients’ check-in behaviors [19]. Thismodel consolidates the factors of content
impact, topographical impact, temporal impact as well as the word-of-mouth impact.
This makes it effective to overcome the challenges of sparsity of data and client pref-
erences drift across geographical area. To illustrate the application and how flexible
JIM is, they have examined about how the out-of-town as well as home-town sugges-
tion schemes are supported in a consolidated manner. They have carried out broad
tests in order to assess how the JIM is executed, its efficacy and viability. Then comes
the appeared predominance of JIM show over other competitor strategies. Other than,
we examined the significance of each figure in making strides both out of town and
hometown suggestion beneath one system, and discovered that the substance data
performs an overwhelming part to overcome the sparsity of information in out of
town recommendation situation, whereas the worldly impact is more critical to make
strides hometown suggestion.
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4.3 Exploiting User Check-in Data for Location
Recommendation in LSBN

In LBSN, clients share data about the areas or spot that they tend to visit along with
other information. Visitations are accounted for unequivocally, with the help of client
registration in the known settings, areas, or verifiably, with the help of permitting cell
phone services to record visited areas. Such data is mutual with different clients who
have social connections with each other. A similar data could be abused by LBSN
administrator to suggest new POI for the clients. Prescribing unvisited areas poses
a significant challenge. It permits to promote organizations with physical nearness
efficiently and make income for the LBSN administrator. As an undeniably bigger
number of clients participate in LBSNs, the suggestion issue in this setting has pulled
in significant consideration in look into and in down to earth applications [20]. The
itemized data about past client conduct which is followed by LBSN extricates the
issue notably from the other conventional settings. The geographical nature of the
locale visited by the previous client conducts as well as the data about client social
association with different clients; give a more extravagant foundation to construct
an increasingly precise and expressive proposal model. In contrast to conventional
methodologies, the calculations don’t exclusively depend on past client inclinations,
however, they additionally abuse the social connections of the system as well as the
land area of settings. The trial assessment displays that this methodology outflanks
customary techniques and the related cutting-edge calculations for suggestions in
LBSNs.

4.4 Extraction of User Check-in Behavior with Random
Walk for Urban POI Recommender Systems

In order to improvise the nature of shrewd urban life, it’s advantageous that the LBSN
prescribes the POIs in which the client might be intrigued. In this manner, efficient
as well as viable urban POI proposal system is alluring. In order to model a relevance
between the user and there is a Locale of their interest, a User-POI is constructed. In
this matrix, the columns denote the POIs and the rows denote the users. Every entry
in this matrix indicates a relevance score which is the probability that a particular POI
will be visited by a particular user. A Methodology alluded to as Urban POI Walk
also termed as UPOI-Walk has been proposed [21]. It takes the social-activated goals
(SI), inclination activated expectations (PreI), and notoriety activated aims (PopI) into
consideration so as to gauge the likelihood of a client registering to the POI. Its center
thought includes building the HITS put together irregular stroll with respect to the
standardized registration organize, subsequently supporting the expectation of POI
properties identified with every client’s inclinations. To accomplish this objective, a
few client POI charts are defined to catch the key properties of the registration conduct
persuaded by client aims. In this approach, another sort of arbitrarywalkmodel called
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Dynamic HITS-based Random Walk has been proposed. It completely thinks about
the importance among the clients and POIs from various viewpoints. On the basis of
comparability, an online proposal has been made with regards to a POI that the client
expects to go to. As far as we could possibly know, this system appears to be the first
chip away at POI suggestions for urban that takes client registration conduct propelled
by SI, PreI, and PopI into consideration in an area based informal organization
information. This likewise handled the issue of extracting client registration conduct
in an urban processing condition that is pivotal essential for successful suggestion of
POIs in urban zones. The center undertaking of suggestion of POI in the urban regions
poses to be advantageously changed to the issue of importance score expectation.
The pertinence score of every client-locale pair has been assessed via preparing an
arbitrary walk model.

5 POI Based Recommendation Systems Based
on Integration of Various Features

There are various techniques and methodologies used to suggest the locale based
on the POIs for LSBNs based on the combination of two or more features. Some of
them are explained below.

5.1 Graph-Based Approach with Spatial and Temporal
Impacts for POI Recommender Systems

This method highlights the problem of time-aware POI recommender system. The
recommendation results are time-aware considering the fact that a user often tends
to go to different places at different period of time. It is evident that: (a) clients will
in general visit close by spots, and (b) clients will in general visit better places in
different time period, and during a similar time zone, people will in general occasion-
ally visit similar spots. They have proposed a geographical-temporal influences aware
graph, known as GTAG [22]. This graph helps in modeling check in records, spatial
impact, and temporal impact. For efficient as well as effective suggestions using
GTAG, a Breadth-first Preference Propagation algorithm (BPP) has been developed.
This algorithm follows breath first search strategy and returns suggestion outcomes
within six (at most) propagation stages. The accessibility of recorded registration
information inLBSNsempowersPOIproposal administration.This paper has consid-
ered the issue of POI proposals that are time-mindful. It takes the transient impact in
client exercises into consideration. TheGTAGhas been proposed to display the regis-
tration practices of clients as well as to display a chart based inclination engendering
calculation for suggesting POI. These arrangements exploit the topographical as well
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as fleeting impact along a coordinated way. This exploratory outcome shows that the
proposed methodology beats cutting edge POI suggestion strategies considerably.

5.2 Adaptive Approach for POI Recommender System Based
on Temporal Features and Check-in Features

AlthoughPOI recommendation inLSBNs can help overcome the issue of information
overload as it provides personalized location recommendation applications, these
systems did not consider the impact of distinct check-in features. This leads to a
poor recommendation. This was overcome by the implementation of an adaptive
recommendation system called the CTF-ARA [23]. This algorithm fused check-in
as well as the temporal features along with the collaborative filtering mechanism
based on the user. First, the probability-based statistical analysis methodology was
exploited to extract the client activity and similarity informationwhich is the check-in
behavior of a particular person. The consecutiveness, as well as the variability factor
of the time feature, was also mined. Since the user can be of two kinds either socially
active or socially inactive hence clustering was used in order to group users into
active and inactive groups. A cosine-similarity of the timeslots smoothing method
was utilized to implement POI recommendation, in order to have a method that can
work adaptively based on the client’s activity. This approach has experimented with
the Gowalla and Foursquare datasets. This method showed better precision and recall
than the other recommendation systems seen so far. A novel method has also been
implemented by using the geographical, user similarity as well as user activeness
influence [8] using Foursquare dataset [4]. It focuses on integration of User check
in activity and similarity feature along with the distance feature and time popularity
feature.

5.3 Experimental Examination of POI in LSBNs

With the accessibility of the immense measure of clients’ meeting records, the issue
of suggestion of POI has been widely considered. It is evident from the research that
60–80 percentile of clients’ tend to make a visit to POIs that were unvisited in the
past 30–40 days. POI proposals can incredibly push clients to discover new locales of
their inclinations. Various POI prescribed frameworks have been proposed, however,
there is as yet an absence of systematical examination thereof. In this method, an
overall assessment of 12 cutting edge POI proposal models has been given. From
the assessment, a few significant findings have been discovered, in view of which
we can all the more likely comprehend and use POI proposal models in different
situations. They envision this work to furnish per users with an overall image of the
bleeding edge look into on the POI proposal. They speak to the best in class strategies.
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They spread (I) four well-known suggestion procedures and (II) five kinds of setting
data, for example, land influence. And likewise assess the diverse proposal strategies
for client inclination displaying in POI suggestions, such as Matrix Factorization,
as well as demonstrating techniques for setting data, for example, topographical
setting. This assessment will offer bits of knowledge of which technique performs
better for every part, for structuring increasingly exact POI suggestion strategies later
on. This approach contributes to the first all-around assessment for twelve agent POI
suggestion methods.

6 Proposed Work

In this chapter, we discuss the various methods and techniques used in POI based
LSBNs based recommendation system. We also propose the implementation of the
adaptive POI based LBSNs based recommendation system using user check in influ-
ence and the location spatial information. This model can adaptively operate corre-
sponding to the activity of the user. In this method firstly three factors namely time-
based POI popularity, 3-dimensional user activity, and the distance feature, aremined
[8]. These factors are extracted using a probabilistic statistical analysis technique.
Then the user social similarity is extracted. This data are extracted from the historical
user datasets. Theusers are categorizedbasedon their activity as an active and inactive
user with the help of a fuzzy c-means clustering algorithm. Lastly, an adaptive recom-
mendation technique is implemented. This method includes the implementation of a
2-dimensional Gaussian kernel density estimation algorithm for the active users and
a 1-dimensional power-law function for the inactive users. These are incorporated
with the POI popularity and user social influence. The framework of the proposed
recommender system is illustrated in Fig. 2.

6.1 Preprocessing of Data

The users were divided into active and inactive users based on their check in records
using FCM clustering algorithm. For each user a three-dimensional activity feature
was extracted which include (1) the frequency of user check in, (2) the location
check in frequency, and (3) the time distribution of check for each location. After the
extraction of these features the social similarity of user was calculated using cosine
similarity function. For spatial features, we extracted the popularity of venues with
respect to time and the distance of venue from the user location, keeping in mind
that most of the users would tend to visit the nearby places which are popular at the
time when they want to go out.
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Fig. 2 Proposed framework for POI recommendation

6.2 Experimental Results

We have implemented an adaptive location recommender system by using two
different strategies based on the user social and check in activity. For socially inactive
users we have exploited the one-dimensional power law function. For socially inac-
tive users, we have implemented the two-dimensional Gaussian density estimation
functions. We have integrated these two strategies with the popularity of a locale at
each interval of time and also with the user social activity similarity among other
users.

6.2.1 Dataset

For experimenting the proposed technology, we have used the Foursquare dataset.
Foursquare is a large scale LBSN dataset. This dataset is a collection of 227,428
check-in corpus. The description of the data is shown in Table 1. The dataset is
very sparse hence the precision and recall results in lower values. The users in the

Table 1 Statistics of
foursquare datasets

Items Count

Check-in entries 227,428

Distinct locations 38,333

Users 1083

Active users 420

Inactive users 663
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foursquare dataset are divide into active and inactive users using FCM based clus-
tering technique. These users are then used to experiment with our proposed work.
The results are compared with the other existing basic recommendation algorithms.

6.2.2 Metrics Used for Evaluating the Performance

Precision, recall, and F-measure are used as the evaluation metrics for examining
the performance of the proposed technology. Precision is described as the number
of recommended locales corresponding to the number of locales present in the test
data and is formulated as the average of the precisions for all the timeslots:

Precision = 1

24

∑

t∈T
precision(t)

The recall is the frequency of visitation of venues in the test data in the
recommended venues. It is formulated as:

Recall = 1

24

∑

t∈T
recall(t)

The harmonic mean of recall and precision is formulated as the F-measure. In the
proposed model we have used Fβ (β = 0.5). Having the β < 1 puts more emphasis
on the precision as well as recall.

Fβ = (
1 + β2

) · precision × recall

β2 · precision + recall
.

6.2.3 Comparison and Performance Evaluation

This method was implemented and experimented on Foursquare dataset. We eval-
uated the results by using precision, recall and f1-score metrics. Table 2 shows the
performance of our method for the active users. Table 3 shows the performance of
our method for the users which are inactive.

Table 2 Performance for
active users

Evaluation metrics Top-N

N = 5 N = 10 N = 20

Precision 0.0427 0.035 0.024

Recall 0.14 0.158 0.22

F1-score 0.0412 0.0311 0.0243
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Table 3 Performance for
inactive users

Evaluation metrics Top-N

N = 5 N = 10 N = 20

Precision 0.032 0.0224 0.0168

Recall 0.1384 0.1734 0.2348

F1-score 0.0412 0.0311 0.0243

Based on the results we can see that as the Number of locations recommended
increases the precision decreases and the recall increases. This is because there are
too many locations as compared to the number of users. Also by the description of
Recall we can see that the denominator is increased as Top-N value but the numer-
ator, that is the accurately recommended locations, are kept constant. And hence
the recall increases as the N value in Top-N increases. These results are better than
the other state-of-the art recommendation technologies. This result provides us the
insight that the proposed technology proves to be more personalized as well as more
accurate. The proposed model provides with Top-N for the people in the smart cities
to visit according to their preferences, similarity between the other users considering
the distance and time-based popularity of the venue. This smart location recommen-
dation technology will provide a secured recommendation without leaking the infor-
mation to the third party. Though it accesses other similar user database for similarity
calculation but at the same time the integrity and privacy will be maintained.

7 Conclusion and Future Scope

Recent research on recommender system show that using social network data can
provide improved personalized recommendations with better accuracy of prediction.
Due to the lack of knowledge of the cultural sites, users tend to visit only traditional
monuments and many charming cultural objects are hidden from them. The emer-
gence of social network has led the individuals in the online community to express
their views and share their experiences on visiting a new place and hence this has led
to efficient recommendation of new places to the individuals according to their pref-
erences, which thus provides an advance location recommendation system in smart
cities which is more accurate. In this paper, we have discussed various techniques
and methods used in a POI recommender system for LBSNs. Various factors and
features such as social influence, geographical influence, temporal features, etc. that
play a major role in the POI recommendation have been discussed. This method will
provide people living in the smart cities with an absolute recommendation based on
their preferences. This paper also proposes an implementation of already an adaptive
POI recommendation algorithm and integration of social influence factor along with
this approach. This model deals with the clustering of the users, on the basis of their
activities, into active and inactive users using the basic fuzzy c-means clustering
algorithm. This makes the recommendation adaptive according to user preference
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and their activities. In this model, we have implemented POI recommendation using
2-dimensional Gaussian kernel density estimation algorithms (for active users) and
a 1-dimensional power-law function (for inactive users). These are integrated with
the POI popularity also. This has been experimented with the Foursquare check-in
dataset.

In our future scope,wewill try to enhance the smart technologies further to provide
further accurate solutions for location recommendations in smart cities and help them
save money, reduce carbon emissions and manage traffic flows by providing more
specific location recommendation. But the complexity of the agenda is hindering
its progress but with the collaboration of other technologies like LBSN and POI
will bring the smart cities more smart. Hence, we will try to enhance and extend
the research on the study of POI recommendation systems. We will further interro-
gate other check-in aspects, such as category information, social relations, temporal
features, etc., and try to integrate these features to provide a satisfactory recommen-
dation. In our future work we would try to use various smart technologies for a more
personalized location recommendation for the online smart communities. We will
try to explore various applications of these recommendation systems in practice.
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Privacy Issues of Smart Cities: Legal
Outlook

Shambhu Prasad Chakrabarty, Jayanta Ghosh, and Souvik Mukherjee

Abstract The biggest consumers of technology in recent decades are the urban
and semi-urban populace, especially in the developing economies. This integration
of humans and technology has unravelled novel challenges in protecting various
socio-economic rights of the people, enshrined in the United Nations Sustainable
Development Goals (UNSDG). This paper tends to unravel the truth behind such
promises in the Indian context, in her endeavour to bridge the digital divide in the
internet of things. The paper focuses upon the current position of privacy laws in India
andmakes a contrast with leading democracies to unearth the challenges; technology
would have to address in the coming decades. The debate involved in ‘realization
and recognition’ coupled with enforcement mechanisms adopted in India would be
integrated with this paper to clarify the need for protecting data privacy towards a
sustainable and smart city.

Keywords Data privacy and smart cities · Smart cities and data protection laws ·
Smart cities and UNSDGs · Privacy rights · Data protection laws

1 Introduction

Oneof the severe challenges thatwe face today is the rise in humanpopulation leading
to an imbalance in resource management. Almost half of the world population live in
the existing cities causing an extension of city jurisdiction into semi-urban areas. This
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has created a worldwide demand for planned cities with optimum resource manage-
ment. Technological advancements have further assisted this endeavour giving light
to the concept of smart cities. Limitless efforts by all stakeholders made this dream
come true as we witness many smart cities functioning precisely as was dreamt
of. The adaptability of electronics which are inherent in smart cities, is however
not compatible with the existing laws of the land. Smart city projects in developing
jurisdictions like India are equally plaguedwith various legal challenges. The conser-
vative and rights activists have raised serious concerns over these inherent challenges
which requires proper answers. Questions of surveillance, infringement of privacy
have moulded public opinion against governments promoting smart cities. In light of
these challenges, it is important to identify the right course of action that is required
to be adopted to make smart cities a reality.

This paper focuses on the relevance of privacy laws in the era of the IoT by
exploring privacy laws prevailing in some major jurisdictions. Smart cities are
connected on the web in a more intrinsic way where the inherent right to privacy
becomes vulnerable and subject to compromise. The paper is divided into six parts
with the first describing the concept of privacy and confidentiality. The second
part highlights the collective legal position on privacy and data protection. The
third studies the concern relating to ‘Realization and Recognition’ and the debates
revolving around them.The fourth part explores the various enforcementmechanisms
protecting the privacy right of the people. The fifth part elucidates the concept of
smart cities and its impact on the lawwhile the sixth explains the challenges and future
direction. The paper concludes with a set of suggestions to bridge the dichotomy that
exists between privacy laws and smart cities of this millennium (Fig. 1).

The major contribution of this chapter is as follows:

• It reviews Data Privacy laws
• It reviews the legal position of right to privacy and the various data protection laws

prevailing in multiple jurisdictions. It also highlights the multiple legal challenges
that the technology needs to adapt to be effectively acceptable.

The methodology required to be adopted to justify the objectives of the chapter is
doctrinal. The researchers adequately explored the various dimensions of themethod.
They identified the existing legal positions on data privacy and challenges thereto,
that ‘smart city projects technologies’ need to address to become viable in developing
economies.

IoT would face immeasurable socio-political pressure in the next few decades
unless they comply with the identified aspects reflected in this chapter.

2 Understanding Privacy Rights

One of the major challenges against smart city movement is privacy. To unravel
the concept of privacy, it is essential to understand that it is an integral part of a
much broader, though, called rights. Rights of an individual emancipated from the



Privacy Issues of Smart Cities: Legal Outlook 297

Fig. 1 Structure of the chapter

growth of liberty, which was a struggle of centuries. Magna Carta is considered to be
the first document depicting rights as inherent in man and not dependable upon the
whims of the king or the sovereign. Right to privacy evolved overtime and flourished
in common law jurisdictions mainly in Europe and the west. Post-WW-II, in the
decolonization era, human right evolved as an integral part of rights fundamental
to human existence. Various new constitutions, including that of India, recognized
privacy right as a justiciable right.

RaymondWilliams traced the etymology of the word private to its Latin privatus,
implying “withdrawn from public life”, or “to bereave or deprive” [1]. From the
sixteenth to nineteenth century, the word privacy has acquired a “sense of secrecy
and concealment” [1]. It has also very significantly transitioned to denote the “con-
ventional opposition to the public like a private house, private education,” and “private
property,” all ofwhich represented the “primary sense of privilege [where] the limited
access or participation was seen not as deprivation but as an advantage” [1].

To equate privacy as an inherent and a fundamental right, it is necessary to look
into the origins and growth of the concept of privacy [2]. This development of the
concept of privacy can notably be dependent on several international instruments
including the great Magna Carta [3]. More recent instruments like “Universal Decla-
ration of Human Rights” (UDHR) [4], “International Covenant on Civil and Political
Rights” (ICCPR) [5], “Convention on the Rights of the Child” (CRC) [6], “Interna-
tional Convention on the Protection of All Migrant Workers and Members of Their
Families” (ICPAMWF) [7], the “European Convention on Human Rights” (ECHR’s)
[8] or the “American Convention on Human Rights” (ACHR’s) [9] have acknowl-
edged ‘privacy right’ in one form or the other. In recent decades, with the advent of
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internet, a strong relationship could be found between privacy and data protection
[9]. Discussions have started making rounds with the use of cameras (surveillance)
and debate of reasonable use of computers in the society where personal data of
every specific individual is collected and also stored [10].

Privacy as a right was recognized by the UDHR and other major international
instruments which provoked major jurisdictions to incorporate it as a right which is
fundamental [11].

3 Collective Legal Position on Privacy and Data Protection

‘Information’ is considered as the ‘greatest wealth’ in the modern era, the statement
is truer than ever in the era of internet and BigData. Data, which is received, collected
and stored, is generated from the society and converted into information which is
used ‘for’ or ‘against’ its generating source i.e., the people, the society, the mankind.
The concerns regarding the privacy of data are multifaceted as it impacts all aspects
of life. These concerns are attacked by several forms of acts including, but not
limited to, cyber-frauds, cybersecurity breach, etc. A substantial development has
beenwitnessed in the process of law-making in this area of discourse, internationally.
Needless to say, that this would require international law to play a significant role
as well. However, there remains a void in this area in terms of common regulation
addressing the specific issue of data privacy, rather the international conventions,
treaties, declarations on human rights and regional instruments have shaped the
development of regulation across the world.

One of the earliest international instruments which addressed the concerns of
privacy of individualswas the “Universal Declaration ofHumanRights”, recognising
individuals’ privacy and dignity [4]. The document was inspired by the horrors of the
Second World War, as the world extensively witnessed the realisation of a potential
threat from the State machinery. Article 12 of the UDHR prohibits “arbitrary inter-
ference” in the privacy and dignity of individuals and their families [4]. Individual’s
privacy concerns were reiterated in Article 17 in 1966 in the “International Covenant
on Civil and Political Rights” [5]. “The Convention for the Protection of Human
Rights and Fundamental Freedom,” popularly known as “European Convention on
Human Rights,” also respects the privacy of every individual; with an exception to
the issues and concerns of public safety, national security, the economic well-being
of the state, crime prevention, protection of health or the moral state or rights and
freedom of others demand such interference; albeit such intervention should be done
in accordance with the law [12]. The initial developments in the concerns of privacy
were protection of individual piracy from arbitrary interference of States.
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3.1 Collective Initiative—European Union

As the technology advanced, the vulnerability of an individual’s privacy increased by
leaps and bound, and it was no more the concerns of arbitrary intervention by State
machinery but from non-State actors too. To address the ever-growing challenges to
protect and respect individual’s privacy and related concerns, the European nations
took several affirmative steps collectively, which are as follows:

(A) Convention 108

The technological advancement inspired the European nations “to address the issue
of protection of data privacy as a collective”. The member nations of the European
Council, with a view of protecting fundamental rights, especially the right to privacy
and a significant rise in automated personal data processing (“data protection”),
came up with the “Convention for Protection of Individuals concerning Automatic
Processing of Personal Data, 1981” also known as “Convention 108” [13]. As per
the Convention,

The automatic processing meant storage of data, carrying out of logical and/or arithmetic
operation on those data, alteration, erasure, retrieval or dissemination [13].

It fell upon the member States to make such legislation governing the privacy
rooted in the fundamental principles of the Convention. The Convention obligated
the nation-States parties to prohibit automatic processing of data relating to race,
political or religious belief, health and sexual life unless domestic laws are enacted
with safeguards. Guidelines are related to additional safeguardswhich rectify or erase
such datawhich are obtained or processed by violating or ignoring the domestic legis-
lations. Furthermore, a specific exception was made to the basic principles for the
protection of data reflecting similar provisions as provided in the “European Treaty
onHumanRights” [12]. Following theConvention 108, in 1995, the European Parlia-
ment issued a directive addressing personal data processing and its free movement
[14]. The objective of the directive was to protect the right to privacy of personal data
and allied processes involved in handling such data [14]. Personal data is to be inter-
preted as information related to a natural person, irrespective of the way or method
it is acquired, directly or indirectly. These data may include information relating
to the physical, mental or physiological features as well as the social, economic
or cultural characteristics of an individual [14]. Thereafter concerning the health
and medical data protection several collective measures were taken by the Euro-
pean Council such as Oviedo Convention, Declarations on Promotion of Patients’
Rights in Europe, Opinion of the “European Group on Ethics in Science and New
Technologies,” however, the 1995 Directives on Data Protection were governing the
processing and free movement of data until 2018.

(B) Regulation on General Data Protection by European Parliament

The introduction of AI and big data changed the dynamics of data collection and
information processing significantly. Not surprisingly, data protection became more
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challenging. The Consultative Committee of the Convention prescribed guidelines
for the protection of automated data privacy rights, the guideline included human
rights, fundamental freedoms and necessity for compliance with data protection.
The far-reaching and penetrative impact of big data was recognised and the related
privacy concerns as raised inConvention 108were reiterated in thewake of the poten-
tial implications of big data processing and artificial intelligence. These guidelines
through specific clauses limited the unauthorised use of various personal data.

In 2018, the “European Parliament and Council of European Council” imple-
mented “Regulation (EU) 2016/679,” which deals with privacy and data protection
of the European Union [15]. The regulation is known as “General Data Protec-
tion Regulation (hereinafter referred as GDPR),” it repealed the earlier Directive
95/46/EC and considered one of most comprehensive documents addressing the
concerns of data protection and privacy in the contemporary time. The GDPR has a
far-reaching effect, as even though it is a creation of European Union, it imposes an
obligation on the organisations engaging in the collection of data, from people in the
European Union, irrespective of the location of the organization [16]. The Regula-
tion entails hefty penalty upon the violators of the standards relating to privacy and
security as laid down by the regulation. The regulation is premised upon the prin-
ciples of transparency, fairness and lawfulness, purpose limitation and limiting data
collection; the accuracy of data; temporal limitations on storage; integrity and confi-
dentiality and accountability [15]. The regulation is divided into eleven chapters,
wherein it explicitly addresses “the concerns of rights of the subjects, obligations
of controllers and processors, data security and protection, code of conduct and
certifications, provisions relating to transfer of data to third countries or interna-
tional organisations, independent supervisory authorities, provisions addressing the
co-operation, coordination, remedies, liabilities, penalties etc.” [15].

Irrespective of the applicability of these regulations on the member countries of
the EU, the Even though the regulation at present is applicable amongst the EU
members, the standards are nonetheless acceptable in countries outside the EU. It
can be argued that the said standards would play an important role in shaping up of
international data protection law on healthcare. Furthermore, this trend of accepting
the standards of nations other than European countries may lead to the creation
of customary international law, albeit with specific modifications, exceptions and
reservations, and successfully remove the void in international law in the area.

Inspired by the initiatives taken by the European Union, several nations have
developed laws on data protection or on the path of creating such laws, an indicative
Table 1 is given hereunder.

4 Realization and Recognition—Debate

Absence of a global law on privacy and data protection can be felt in almost all
complications arising from cases where transactions involved multiple countries.
The technological solutions to address the challenges of a modern economy have
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Table 1 Indicating privacy and data protection laws in selected countries

Country Laws Features

USA HIPPA Right to privacy for every individual from
12 years through 18 years
“Individuals violating the confidentiality
provisions are subjected to a civil penalty”

UK DPA Individuals are provided with ways to
control information
Prohibition of data transfer to other
jurisdictions excluding the EEA

EU Data Protection Directive Protects the people’s “right to privacy
including the processing of personal data”
[17]

Russia “Russian Federal Law on Data
Protection”

Creates an obligation over the data
operators regarding the “protection of
personal data against unlawful or
accidental access”

India IT Act Reasonable data protection practices
including civil and penal provisions in case
of violation [18]

Canada PIPEDA “Individuals have the right to know the
reasons for the collection of data.
Organisations dealing with data are
required to protect such information” [19]

Brazil Constitution “The intimacy, private life, honour, image
of the people including assured rights to
indigenization by material or moral
damage resulting from its violation” [20]

Morocco The 09-08 Act “Protects the one’s privacy through the
establishment of the CNDP authority by
limiting the use of personal and sensitive
data using the data controllers in any data
processing operation” [21]

Angola “Data Protection Law no. 22/11 of
17 June”

“Concerning the sensitive data processing,
collecting and processing is only allowed
where there is a legal authorisation from
APD” [20]

Bangladesh Digital Security Act, 2018 Section 26 guarantees the need for explicit
consent of individuals for collecting,
selling, storing or preserving personal
information

Pakistan No specific Law (Personal Data
Protection Bill is there)

Certain requirements and restrictions in
“processing of personal data” have been
proposed in the Bill

Nepal No specific Law Section 28(2) of “The Right to Information
Act, 2007” has tried to address this legal
vacuum

Kenya Data Protection Act, 2019 Comprehensive laws to protect the
personal information of individuals

(continued)
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Table 1 (continued)

Country Laws Features

Australia The Privacy Act 1988 It promotes and protects the privacy rights
of individuals and regulates state agencies
and some other organisations

raised debates and at times left a very delicate position to ponder upon. The search of
a simplified response to this dynamic nature of IoT has led to a surreal of questions
from various corners [3]. One such question “if you have nothing to hide, then what
do you have to fear?” has been going around for quite some time. Contrary to this
view, “if you aren’t doing anythingwrong, thenwhat do you have to hide?” arguments
have put been raised to counter the former. This dichotomy unfortunately does prevail
with any specific answer to settle the debate. According to Judge Richard Posner,
“When people today decry the lack of privacy, what they want, I think, is mainly
something quite different from seclusion/privacy; they want more power to conceal
information about themselves that others might use to their disadvantage.” Privacy
includes a person’s “right to conceal discreditable facts about himself ” [22]. Again
Charles Fried noted that privacy is one of the basic rights in rem, rights to which
all are entitled equally, by virtue of them as persons [3] cannot be undermined. The
arguments raised on either side have brought up some cardinal human nature which
is required to be realised and also recognize amidst the debate.

McWhirter, argued that, “Democracy assumes political equality, but that is diffi-
cult when there is economic inequality, a necessary consequence of the free enterprise
system. Democracy assumes rule by the majority, but what if the majority wants to
interfere with the liberty of a minority? This in turn raises the question: What areas
should be left to the conscience of the individual citizen and what areas are legiti-
mate subjects of legislation? Put another way: Where do democracy end and liberty
begin?”.

Now in interpreting ‘what is the right of privacy?’ from the above observations
made, a discussion of JudgeCooley seems relatively relevant. In his classical work on
Torts, he recognizes “right to be let alone” as one of the inherent rights of any human
being [3]. This is further supported by John Gilmer Speed who emphasized that, “as
the man comes into the world alone, goes out of it alone, and is alone accountable
for his life, so may he be presumed to have by the law of his nature full right to live
alone when, to what extent, and as long as he pleases” [23]. Thus the question of
privacy as a right has been admired and accepted in almost all jurisdictions today in
the world. However, with the complications of the modern digital world, “absolute
expectations of privacy” have given way to “reasonable expectation of privacy”.

Austin herself has claimed that the notion of a “reasonable expectation to privacy”
is itself an attempt to balance the individual’s right to privacy with other competing
interests, but that such an approach can be viewed in one of the three different
contexts. First, a reasonable expectation can refer to an attempt to balance the indi-
vidual’s privacy interest against the state’s need to limit that privacy to advance
the state’s interests, where the balance sought is defined by the outcome of such
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balancing [24]. A second context of the balance sought is in the reasonable expec-
tation that relates directly to the appropriateness or legitimacy of the privacy claim
itself because of social norms or conventional expectations [24]. Third, the notion of
finding a balance between the individual and society is ignored and “an individual’s
privacy interest is defined in light of society’s interests rather than balanced against
these interests” [24].

Deckle McLean identified “four basic types of privacy” viz., access control; room
to grow safety-valve; and “respect for the individual,” [25], which is required to be
addressed in the new millennium amidst the growth of IoT [26] on one hand and the
responsibility to attain the UNSDGs on the other.

5 Smart Cities

Irrespective of a diversified nomenclature, the concept underlying smart cities
(technology-infused cities) [27–30] revolve around six cardinal aspects, economy,
governance, people, living, environment andmobility. However, there aremany other
analogous and distinctive aspects of the concept of smart cities. These aspects revolve
around a few objectives including, employment opportunities, investment opportu-
nities, economic activities which ultimately improve the quality and standard of
life. Consequently, people shall live a more comfortable and sustainable life with
optimum happiness who would live in these cities.

Smart cities would arguably provide technical solutions to existing challenges
faced by the over-populated urban populace. As the world moves towards urbanisa-
tion and having half of the population living in cities, the challenges are time tested
and require technical solutions without a doubt. Tomake things complicated, a recent
study reveals that by 2050, two-third of the world’s population would shift to an
urban environment. The natural tendency of people moving towards an environment
with opportunities for a better and comfortable life has made further complication
to the existing cities. These unsolved challenges have put the onus of the govern-
ments to plan a city life accommodating various essential services un-affected and
undisturbed. For example, city administration, cost-effective power, fuel and water
consumption, citizen involvement in public services. The expectations are high, espe-
cially from smart cities, as it is expected that, “cities [will] deliver where nation-states
have failed” [31].

6 Impact of Smart Cities

The impact of smart city projects has shown very promising results [32]. The
economic growth of the people has been one of the promising impacts of smart city
initiatives. The service industry has seen significant growth with specialists getting
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jobs for various automation services and maintenance. The domination of computer
science, engineering and networking, has been witnessed in some studies.

It is during 1990s pure technological theorieswere started to be testedwith various
social and cultural implications. Even political and economic parameters were also
tested upon the STEM-driven smart city models. This new dimension of research
unravelled a few social critiques of Smart cities [33] as classified hereunder leading
to political turmoil and at times ousting of the political party in power democratically
during elections by a considerable margin, leading to an abrupt halt, in developing a
smart city.

6.1 Overemphasis on Technical Solutions

Technological solutions are based on the presumption that everyone has a specific
problem in hand, and they look for a solutionwhich can be crafted uni-dimensionally.
The example of locating a place through GPS is a fit case to illustrate this position.
This, unfortunately, does not hold good where structural solutions are required over
technological solutions, like that of the pressing challenge of climate change or
change in the population patter from homogenous to heterogeneous. Technolog-
ical marvel has in most cases outshined the reality of our society which demands
a heterogeneous over homogenous solutions to their distinctive challenges. Again,
technological developments have largely been an outcome of commercial invest-
ments which ultimately objects to maximisation of profit for the originating or the
host institution which provides service thereof. Large socio-economic challenges
can also be met by the application of technology, which unfortunately is missing
amongst the front running developers.

6.2 Top-Down Implementation and Technocratic Governance

The role of citizens in any city must be primary as opposed to the position in smart
cities where initiatives are driven by corporate-government bureaucracies as opposed
to democratic governance. Smart cities need to be smart enough to accommodate
people from every sector there is to live life to their potential. Unfortunately, the
digital divide is more economic than social, due to the top-down implementation and
technocratic governance.

6.3 Corporatization and Privatization

There has been an increasing number of functions and roles being delegated by the
government upon the private players because these actors have created these smart
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cities and are perfectly placed to provide such services. This delegation of power is
not merely a service contract but a smart opportunity for the profit-seeking private
actors to work to that end. Smart cities have unfortunately shown to promote corpo-
ratization and privatization of public spaces where economic disparity exists. This
predominantly benefits the rich elites, compromising the welfare of large portions of
the city with an economically weaker population.

6.4 Reinforcing Divides and Inequities

City life includes within its domain a heterogeneous populace where there is
inequality, poverty and marginalization. The existence of these elements and models
of smart cities including these parameters are recently explored [34]. Unless the smart
city accommodates within its fold, the most vulnerable and marginalised, the digital
divide would only be encouraged and only the economically able be accommodated
within the fold of smart cities, which is an impractical proposition in developing
economies.

6.5 Surveillance and Privacy Violations

Smart cities not only suffer from these fatal flaws but also hand over a significant
number of public functions including surveillance and law enforcement on private
actors. Private enterprises, needless to say, focus upon profits over the greater good,
as is the duty and responsibility of the state over its subjects in their governance.
This paper primarily focuses on Surveillance and Privacy violations coupled with
the laws and regulations prevailing in India in this regard.

6.6 Security Concerns

Discrimination, marginalisation and inequality which exist in our society could be
multiplied in smart cities where everyone is under surveillance. Smart methods of
surveillance, like geo-tracking and profiling, pose a great threat to the privacy of
an individual which could be averted in a world of non-digital surveillance. Smart
cities are equipped with hundreds of interconnected gadgets which communicate
and distribute data amongst themselves. This modern technological marvel posing
privacy threats cannot be ignored as identification of data is swift and clear in case the
party in power so desire to identify and shun the voice of opposition in a democracy.
Needless to say, the easy availability of many private data like religious or political
orientation would additionally provide many implications on governance, exposing
individuals to harm’s way. Thus, contrary to the notion of developing neutrality on
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governance, modern and future governance can be plagued with radical profiling
through machine learning and the internet of things. These technologies would
naturally be used to suppress any form of political dissent. As rightly reflected,
“a person’s data shadow does more than following them; it precedes them” [35],
creating far-reaching effect to the life and liberty of citizens living in smart cities.

6.7 How Privacy and Security Are Two Distinctive Concerns?

Security in the first place provides the “ability to be confident” regarding the fact
that decisions being taken by individuals are respected. On the other hand, “privacy
is the ability to decide what information of an individual are provided and what are
not” and also includes where it goes.

Consent plays a pivotal role in the case of private and sensitive information of an
individual. In other words, the data cannot be transferred without the prior consent
of the individual. On the other hand, various things like firewall, encryptions etc.,
are used to prevent tampering of security systems to unauthorized access and use of
data by third parties.

Privacy creates an obligation on the part of the agency in possession of data to iden-
tify appropriate use of such data. Security, on the other hand, is the “confidentiality,
integrity and availability” of such data [20].

6.8 Consent in the Digital World! Is It Informed Consent?

Consent is given when there is consensus ad idem (thinking on the same thing in
the same sense) by the parties. In the digital era, the contracting parties are in no
uniform thinking platform, on which they agree. The manufacturer of a cell phone
for example has a much-sophisticated knowledge over the device than the consumer.
The buyer of the cell phone also does not have any idea at the time of purchase
that they have to agree to a plethora of clauses protected by an agreement which
they would have to consent to use the said devise. Subsequently, the customer or the
user, do not have any knowledge or idea as to where the said devise is automatically
connecting and sharing his personal and professional data and information. The point
of no return is when the huge amount has already been paid by the customer before
activating the device. Once the said devise is purchased, the customer would not
practically use a one lakh rupees cell phone as a paperweight and would use the
cell phone as intended irrespective of the intention of not accepting the terms and
conditions. Thus, the state must introduce a policy of basic use platformwhich would
not infringe various privacy issues of the users.

Another illustration of this dilution of consent can be noticed from the growing
use of health monitoring devises manufactured by fit bit, apple, Samsung etc. The
consumers are not even aware of the web their health care data is transmitted on a
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minute-to-minute basis. The consumers were neither informed by these manufac-
turers nor are they aware of the threats that these devices may bring to them. The
devices are connected in such a way that they would not work independently but
start connecting and communicating to multiple devices without informing the user
[36]. There is no mode available in these devices which would make them work
independently outside networks. The data generated from these millions of demises
ultimately helps AI to play its part in the life and liberty of the consumers. A study
revealed that the monitoring of water meters can unveil whether a person is bathing
in the house at a given time [36].

Broadly, these technology-driven devices are intended to accommodate surveil-
lance and infringement of privacy of an individual at any given time in a smart
city where everything is based on surveillance. Do the end-users consent to all these
violations at the time theypurchased these gadgets like handheld orwearable devices?

6.9 Internet of Things and Data Privacy

IoT is a global architecture based on theWorldWideWeb (www)which facilitates the
exchange of services as well as goods [37]. It plays a major role within the supply
chain network globally [37]. As a natural consequence, IoT impacts the privacy
and security issue of various stakeholders [37]. Strategic safeguards which ensure
the architecture’s resilience in case of a security breach, authentication of data, to
control the access of confidential information and client privacy are required to be
established [38]. Amidst the technological functioning, the regulatory mechanism
needs to be established both from the global and local jurisdictions. Irrespective of
the dynamic nature of the challenge, it is very much possible to initiate a mechanism
to make regulatory determinations at the global level with private players adapting to
such requirements [38]. The viability of this mechanism shall largely depend upon
the global acceptance of a similar standard of the right to privacy and data privacy.

As discussed earlier, both privacy and security are issues of great concern of the
public. Having a comprehensive guaranteed solution to the issue of security and
privacy would be welcomed facilitating widespread adoption of IoT.

Historically, the concern of privacy and security of personal data was not a neces-
sity. However, with time, the importance of protection of data and personal informa-
tion became clear for the success of IoT. Technical experts could manage, somehow,
to develop ways to secure and protect private information, but they looked like mere
patchworks. Significant flaws could be identified in the process and no security could
be said to be aguaranteed and full proof system toprotect data. Public acceptability for
the IoT will only be a reality when satisfactory security and privacy solutions would
be available. In practice, taking security and privacy challenges from a technical
perspective would not provide an adequate solution unless the issues are considered
from socio-ethical considerations [39].
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7 Challenges and Future Direction

Smart cities are very important as they provide the opportunity to solve many chal-
lenges un-addressable till now including the potentiality to achieve UNSDGs at one
go. In other words, smart cities look like a reality coming out of the fiction novels.
And this has been possible due to the enormous development of technology. Irre-
spective of the potential benefits of smart cities, city life must be trustworthy to the
city dwellers when it comes to privacy and security. The wrong side of technology
has always haunted the people including that of policy makers, reminding them
the danger that looms large upon them, if the control is intercepted by whims and
arbitrariness.

With the world moving under the global umbrella of technology, there is no such
thing as a global data protection law. Even when UDHR, OCED Privacy Principles
[40] and other similar instruments have assisted in making privacy a right which
cannot be abrogated, there is a vacuum when it comes to a global data protection
law. Even when major countries have their laws of data protection and privacy,
there is a significant variation amongst themselves and in some cases, confliction
provisions on the same issues can also be noticed. With the IoT and transactions
beyond boundaries, identifying specific laws to comply in cases of distributed digital
activities has always been a challenge. Cross border transfer of data, for example
between the EU and US, has been a high voltage drama to look at in recent years.
Measures like “safe harbour” [41] andmore recently “privacy shield” [42] tomitigate
the complexity of the situation has been adopted.

The smart city must adapt its technology with the existing regulations on one hand
and must be in a position to adjust with future regulations, to be a success story in
the decades to come. This can be achieved with a strategic and systematic change in
the way smart city policy is framed. Precedents of success stories in other countries
would not hold good in many complex societies like that of ours. Thrust must be
given to make the smart city accommodate every section of the society. Technology
must now be used to tackle social challenges like education, health etc. to make
it acceptable to all sections of the society. Technology must accommodate neces-
sary protection against political surveillance and victimisation of critics. Right to be
forgottenmust be protected, technologically, with very limited exceptions. To imitate
the successful path of smart cities like Singapore, in India would not be a romantic
journey for sure, as can be witnessed with our very own Amaravati [43]. A more
reasonable and balanced journey for smart cities to be successful would definitely
be, to bring technology for public good, diversity, accessibility and inclusivity, to
cater government to solve complicated problems, to bridge barriers and hear diverse
voices.

With the advent of blockchain technology one of the key concerns for any modern
society is the protection of privacy rights pertaining to healthcare data [44]. Health-
care Sector and technological innovation is one the most significant developments
of the twenty-first century, hence smart cities would be apt to launch pilot projects
addressing the induction of latest technological advancements adapting to the existing
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and future legal mechanism to observe and determine its efficacy. Furthermore, smart
cities may also facilitate pilot projects, for application of contact tracing and warning
measuremodelswith respect to emergent situations, akin to theCOVID-19pandemic,
as well as application of AI [45, 46].

8 Conclusion

The paper reiterates the need of a responsible set of technologists who would take
care of making a smart city live able inter alia, without fear of being in a state of
constant vigilante and prosecution. Smart city projects will keep on facing similar
challenges at least till the aforesaid position changes. It is advisable, under the said
scenario that the scientists should start focusing onmaking the technology compliant
to the basic laws of privacy. Failing this, which is most likely to happen, would
only delay smart cities from being a reality. Bereft of legal compliance, technology
would not blossom in the way it could be in the years to come. Non-compliance
of domestic laws coupled with ignorance of international legal regime has brought
unprecedented interruption to the growth of technology-driven systems in India, that
would otherwise flourish and solve many practical and social challenges. The future
of technology-driven methods would largely depend upon the jurisdiction’s legal
discourse. Modern developers must be compliance proof and flexible to adapt to the
changing legal regime. Once we achieve this, there would be a significant reduction
of unwarranted disruption invoked by litigation.
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Artificial Intelligence and Financial
Markets in Smart Cities

Mohammad Ali Nikouei, Saeid Sadeghi Darvazeh, and Maghsoud Amiri

Abstract In today’s financial markets, the increasing volume of data poses a big
challenge for investors in the stockmarket.On the other hand, theweaknesses of tradi-
tional mathematical methods in managing financial investments have led investors
and financial institutions to apply artificial intelligence algorithms. Therefore, the
main objective of this chapter is to present artificial intelligent algorithms applica-
tions in financial markets. In this regard, after a brief review of different kinds of
machine learning methods, it has focused on their applications. Also, it provides
fundamental insights for future machine learning-based financial research.

Keywords Financial market · Artificial intelligence ·Machine learning · Deep
learning · Reinforcement learning

1 Introduction

The modern world is now dedicated to information technology. Nowadays, the
most promising approach for data analysis is artificial intelligence, which is mostly
performed by the machine learning approach. The financial markets deal with infor-
mation about financial analysis, investment strategies, mutual funds, and especially
stock markets [7]. People try to earn the maximum possible return in stock markets
[37]. Stock markets have obviously an important role in financial development. It is
a recommended investment candidate due to its high expected returns. Prediction of
stock trends is a multifaceted task. The stock price is dependent on several factors,
such as previous trends and also political and financial events.

Nevertheless, in the past few years, several innovative techniques and models
have been introduced to forecast the behavior of stock markets [56]. There are many
models and strategies which are suggested for stock market behavior prediction
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[37]. Undoubtedly, new technologies play an important role in forecasting stock
market behaviors. Nowadays, artificial intelligence is a tool that is available for data
processing. The basic idea is that a system can learn intricate behaviors and solve
difficult tasks provided a minimum amount of preceding information [28].

Artificial intelligence has already made a paradigm shift in various industries all
over the world, ranging from technological issues to financial investments [9, 10, 34,
46]. Machine learning algorithms are known as the most prominent topic in artificial
intelligence. They have been outlined as the scientific skills which learn and develop
multiple procedures to enable machines to learn tasks free from being programmed
[46, 55]. Machine learning is a common subject of artificial intelligence that uses
large-scale datasets and recognizes patterns of interactions between variables. These
techniques can find unrecognized correlations, create new hypotheses, and provide
the most useful guides for researchers and resources. It is possible to apply machine
learning in several fields, such as financial, automated driving, etc.

Although among the different industries, the financial market is one of the most
forthcoming sectors which have applied machine learning techniques in their activ-
ities, it is still in the early stages in this field. On the other hand, there is a great
gap between researches in the area of the application of machine learning algorithms
in financial markets and utilizing these techniques in practice. The less attention
of managers to apply machine learning techniques in managing financial invest-
ments might be caused by a poor understanding of how they can use these valuable
techniques in managing a different aspect of financial markets. Therefore, the main
objective of this chapter is to provide a comprehensive overview of different machine
learning techniques and their application in financial markets. Generally, the chapter
contributes to this objective in the following ways:

(1) By comparing the efficiency of traditional and AI-based methods in facing big
data.

(2) By reviewing, summarizing and classifying the most frequently used AI
algorithms in financial markets analysis.

(3) By indicating, with a flowchart, the machine learning project workflows in
stock markets.

The following sections are arranged as follows. Section two presents an introduc-
tion to methods of financial market analysis including statistical methods, classic
methods, and artificial intelligence methods. Section 3 provides machine learning
applications in stock markets. Section 4 provides future directions for proposed
models, and the last section provides a conclusion and some directions for the future
research.
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2 Methods for Analysis of Financial Markets

Due to the literature, there are three main categories for the stock market anal-
ysis: statistical methods, classic methods, and artificial intelligence methods that are
described below.

2.1 Statistical Methods

Basically, statisticalmethods deal with numbers and trends.With the help of statistics
tools and hypotheses, stocks data could be interpreted to valuable information. The
focus of the chapter is on the implementation of artificial intelligence techniques. So
only a brief list of statistical methods is reported here.

In this area, the applications of the ARIMA, GARCH [19], and STAR models
are recorded [57]. Initially, these procedures in accordance with the assumptions of
time-series stationarity and linearity between variables with the normal distribution.
It means that they simply assume that the data are linear and normal. However, the
stationarity assumption, linearity assumption, and normality assumption in stock data
are not regarded as real events. Promisingly, machine learning techniques, without
considering impractical assumptions, can outperform the statistical methods [65].

2.1.1 Classic Methods

Previously, the efficient market hypothesis (EMH) and random walk theory have
been used to perform several research studies on stock market forecasting [67]. The
models suggest that the price trends could not be predicted in view of the fact that
they are more affected by other events such as political news instead of past or
current prices. Thus, stock markets are motivated by a lot of social and economic
aspects [49]. The price of stocks are formed from the interaction among sellers
and buyers, which are based on their expectations of the companies’ profits [5]. In
accordance with the classic supply and demand law, if there exists more demand
compared to the supply, the price will rise, and vise-versa [2]. If the company’s
performance is outstanding, the profit will be higher, and the more benefits results
in the higher the possibility of the price increase [51]. The stock prices relate to
the companies’ financial performances [3]. In a short term time period, stock prices
might accidentally rise and fall, but in the long term time period, proper fundamental
indicators represent the persistent trend of stock prices [62]. The results of previous
research activities show many reasons that influence the stock prices variations [38].
Nowadays, the classic methods include two standard procedures, i.e. fundamental
analysis & technical analysis.
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2.1.2 Fundamental Analysis

The organization’s profitability could be recognized via its intrinsic value measure-
ment. This value is identified by considering the number of sales, the organization’s
infrastructure, and rates of return on its investment projects. The fundamental analysis
utilizes several aspects, such as revenues from sales, equity returns, profit margins,
and potential growth. For long-term investment and development, this is an accept-
able approach. Due to its systematic approach and its ability to predict changes, this
technique is beneficial. [56].

2.1.3 Technical Analysis

Technical analysis is the other approach that uses statistical data of previous prices,
and their volumes to analyze stocks. It requires data of forecasts, trends, highest
and lowest prices, related to stock price movements [31]. It tries to predict stock
markets trends through the learning of historical data or technical indicators [48].
Technical analysis tries to find the trends of patterns in market behaviors for the
signals recognition in order to buy or sell assets, along with several graphical images
that might help to determine the safety or the risk of a specific stock [15]. This
analysis could be used in financial products in case of existing the relevant historical
data. [24]. Forecasting of each price also depends on the previous stock’s behavior
and its associated variables. To assess future results, this method finds the trends in
relevant charts. But for its considerably subjective nature, this approach is criticized.
[56].

2.2 Artificial Intelligence Methods

There have been numerous academic discussions since the “Artificial Intelligence”
was first used by John McCarthy in his proposal. Several relevant questions about it
were the topic for years, and it has been continued to do so with growing intensity.
The scientific subject known as artificial intelligence (AI) has now started to be fully
developed. There is a list of methodologies and techniques, which have been offered
practical solutions to challenging real-life problems. Also, more practical problems
will find their solutions in research studies carried out in the field of artificial intel-
ligence. Current applications are typically based on the validated theoretical back-
ground, as well as ongoing fundamental research, to solve a wide range of problems.
Nowadays the increase in information, facilitates scholars to tackle new subjects in
science and engineering fields, such as human–machine interfaced systems. [40].
Artificial intelligence is used in different fields and for different purposes. Figure 1
represents the main topics [55].

Machine learning algorithms are included as one of the main parts of the arti-
ficial intelligence subject that has been attracted much attention. Machine learning
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Fig. 1 The main objectives of AI

algorithms are categorized based on the strategy used for the process of learning.
Supervised, unsupervised, reinforcement and deep learning are four classifications
of machine learning techniques that their applications have been reviewed in this
chapter, as depicted in Fig. 2 [53].

Supervised algorithms are suitable for data classification and regression [47].
Reinforcement learning belongs to the beginning of cybernetics days and it has
many applications in research studies in many fields of engineering. Also it has been
taken into consideration in machine learning and artificial intelligence communities.
Reinforcement learning is suitable for the situation which is faced by an agent that
should find its proper response throughout the trial-and-error interaction in a dynamic
environment. It is based on reward and punishment actions and at first, it does not need
to specify how the task is specifically done. [29]. Another kind of machine learning
algorithms is semi-supervised algorithms. Semi-supervised learning is considered
when algorithms operate with a training set with missing values, and furthermore,
it is a need to learn more. Semi-supervised learning algorithms can learn and make

Fig. 2 Machine learning techniques which are used in here in stock markets analysis
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Fig. 3 The machine learning project workflow

conclusions evenwith incomplete data [53]. Unsupervised learning is another branch
of machine learning techniques where their models are built by fitting to their used
dataset [23].

The literature shows several research studies concerned with the prediction of
upcoming stock market patterns. [58]. The workflow of a general machine learning
project in financial problems is shown in Fig. 3.

Some of these research activities applied supervised machine learning techniques
[52] or unsupervised machine learning algorithms. Other scholars use text mining
methods to recognize emotions from existing information and popular financial
sources [21].

Some Applications of machine learning techniques in financial investments have
been shown in Fig. 4. As it is shown here, originally these applications of machine
learning-based methods have two main categories: banking or credit issues, and
investments. These methods can also help the investors to predict the exchange rates
in foreign stock markets. And indeed, it is a proper tool for the determination of
portfolio management [27].

Fig. 4 Several applications
of machine learning in
financial investments
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3 Applications of Machine Learning Algorithms
in Financial Markets

3.1 Applications of Supervised Learning Algorithms

The stock market prediction is a complicated activity due to its nonlinear nature.
But applications of several methods of machine learning has become a powerful
source of prediction. These approaches implement existing information for training
the algorithms and finding their next behavior [49]. Supervised Learningmethods are
techniques that builds the model from the mentioned input variables and produces
consistent predictions as output [23]. These are powerful tools that have been utilized
to find the mood of stock markets. There are some reports of supervised machine
learning algorithms applications in stock markets.

3.1.1 Random Trees and Its Application in Financial Markets

Leo Breiman and Adele Cutler presented the random trees method as a part of
decision-tree classifiers. It classifies the input data and presents a set of classification
as the output. Each branch of the tree represents the class labels. To create a decision
tree, the training dataset is frequently divided into identical subgroups based on
applied tests of the input feature vector. Prediction or label assignment is carried
out at each end node of the tree, by the usage of an assignment strategy. The trees
have been trained with the similar parameters, but with different groups of training
instances. Training sets are chosen from the original existing data. It has the same
number of vectors as in the original one is chosen randomly with replacement. The
random subset of the variables is used at each node to have the best classification.
The size of subsets is a fixed number for all of the nodes and trees. The classification
error which is relevant to each tree is prepared from out-of-bag data. These data are
obtained from vectors that have not been used during the training process [68].

It is clear that the price of each stock is influenced by the information belonging
to the entire stock market supply and demand process, which is leaving its traces in
historical prices. The purpose of stock market prediction is also to find the variations
of prices in each market session. Artificial intelligence algorithms analyze data in
order to have a proper prediction.

As a practical application, in a research study, the possibility of forecasting stock
market prices by the usage of historical data in the Ecuadorian stockmarket exchange
is considered. The opening and closing prices, the highest prices and the lowest
prices, and also volumes traded of theApple Incorporated stocks from theEcuadorian
stock market exchange are taken into consideration as input variables. The objective
is to predict future closing prices of stock with an acceptable degree of accuracy.
The historical price data of the last two-hundred-fifty trading sessions have been
retrieved. With the application of two supervised algorithms, namely random trees,
and multilayer perceptron the closing price is predicted and compared with the real
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data for determination of the level of accuracy. The results showed that the random
tree is a better algorithm and predicts the close price well [23].

3.1.2 Gradient Boosting

Among ensemble learning techniques, boosting is a method that is used to reduce
biases and variances. Boosting produces a set of weak learners and converts them
into a strong learner [70]. The applications of machine learning methods such as
random forest and gradient boosting in the Russian stock market are the topic of a
research activity. The focus is on forecasting the direction of the stock indices in
periods. The results of the implementation of algorithms are compared to find the
most suitable algorithm which brings more accuracy.

The IMOEX index, Moscow Interbank Currency Exchange, is simply considered
as a binary variable that has only two possible outcomes, rise, and fall. Whenever
the index rises, the binary variable takes the value of one, and on the other cases, its
value is zero. So with the help of the collection of values of the variable through the
different periods, a dataset is achieved.

The selected features that clarify the dynamics of the index are the seven following
variables:

1.
prc(t − 7)

prc(t − 8)
− 1

2.
prc(t − 6)

prc(t − 7)
− 1

3.
prc(t − 5)

prc(t − 6)
− 1

4.
prc(t − 4)

prc(t − 5)
− 1

5.
prc(t − 3)

prc(t − 4)
− 1

6.
prc(t − 2)

prc(t − 3)
− 1

7.
prc(t − 1)

prc(t − 2)
− 1

where prc(t) is the value of the index in time t and t is a pace of five-minute time. As
it is shown above, seven features represent the direction of the binary value. The data
are gathered as a dataset of the final price of the stock index in one year. The total
number of observations in the 5-min interval is 26922 [36]. The gradient boosting
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method and some other machine learning methods are used on the trained samples
[20]. The outcomes of the applied methods are considered for prediction of the future
movement of the closing price [36].

3.1.3 Support Vector Regression

Over the past few years, many research studies are carried out on the subject of stock
market behavior prediction. Support vectormachine, or briefly SVM, is a commonly-
used supervised machine learning algorithm in financial market analysis. SVM is
utilized for both classification and regression. By demonstrating linear separability
andwith the usage of a hyperplane, SVMmethod classifies the input data. SVMbuilds
a machine learning model that uses separating hyperplane in a high dimensional
feature space. The regression edition of SVM is known as support vector regression
or SVR [49].

The usage of SVM is reported to predict the stock price. In a research study,
the NASDAQ-100 Technology Sector Index (NDXT) is considered as the general
technology sector index. Thirty-four technology stocks were noticed in this work
and the data of daily price for each stock from the beginning of 2007 through the
last month of 2014 was gathered. The aim was to predict the trends of stock prices
by using SVM. Four technical indicators, the momentum, and the latest stock price
volatility, and the technology sector, are considered. It has shown that the short term
prediction has poor accuracy, but in the long time, its prediction accuracy is about
55 and 60 percent. This indicates that in this study support vector machine could use
the influence of several stock market technical indicators to predict stock prices or
their price movements. Several improvements are suggested in the literature to the
basic SVM algorithm to enhance the performance of the algorithm [39].

Another branch of SVM is the least-square support vector machine or LSSVM.
The LSSVM is known as an advancement in standard support vectormachine and has
been frequently used at the moment. This algorithm changes inequality constraints
to equality constraints and makes significantly the calculation process easier and
improves the performance of the support vector machine to train better [64].

It is used for the forecasting the daily movement directions of the stock market
indices. The study was carried out on China security index stocks. Experimental
results reveal that LSSVM is applicable to the problem to improve the accuracy.
Since the SVM training procedure requires more time, to solve this shortcoming, the
LSSVM methodology is implemented [66].

Principal component analysis, namely PCA, is a statistical method to reduce the
dimension of data without losing data validity. PCA is used together with SVM in
order to select the proper technical indicators. Subsequently, with the help of PCA,
unnecessary and inappropriate attributes are removed, and an ideal subset of all
attributes is attained [45].

Since it becomes difficult to analyze themassive amount of financial data, singular
spectrum analysis, SSA, is applied to analyze the data. SSA breaks down the data
of time series into several components and defines components separately. In the
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following, the stock price is broken down regarding market fluctuation due to the
numerous reasons. A trend is known as a phenomenon that is followed by the stock
prices and noises. These different features help the combined SSA-SVM method to
predict more accurately. This work discusses that the combination of SSA and SVM
hasbetter accuracy than simplistic SVM in the prediction of stock price behaviors
[18].

SVM, as a powerful tool, could show the directions of stock price movements
that might be either positive or negative. But more specifically, to predict the prices,
the SVR is used. For various capitalizations and economics concepts, the usage of
SVR is reported to forecast stock prices. The findings showed that it has an important
predictive performance [22].

The Artificial neural network or ANN is an algorithm that is inspired by the
structure, method of process, and also the learning ability of human brains. It includes
several processing elements. ANN collects pieces of knowledge via the learning
phase. A learning algorithm is used for developing the network weights to have a
collection of weight matrices that converts the input into the proper output. It utilizes
multiple functions for the training process known as the activation function. It is
important tomention that this learning process has two types: supervised learning and
unsupervised learning. ANN plays a leading role in stockmarket prediction research.
Like other algorithms, ANNmight be trained in accordance with the historical stock
data and implemented for the prediction of any useful trends and movements [49].

3.2 Unsupervised Learning and Its Application in Stock
Markets

The implementation of machine learning algorithms requires data pre-preprocessing
at first. For this purpose, researchers might utilize several unsupervised methods for
feature extraction purposes such as PCA, KNN, or RBM. The mentioned methods
reduce the complexity of the problem and avoid over-fitting. For an instance, a deep
learning model together with RBM and an auto-encoder is established. The results
are compared with a fuzzy neural network model and extreme learning models. This
model is able to predict the Chinese stock market trends [12].

As mentioned before, the PCA is an algorithm for dimension reduction. Usages
of these kinds of mathematical techniques in financial issues is a topic of research
activity. PCA is used together with RBM in the South Korean stock market. Recog-
nition of the dependency structure among stocks and business sectors is the main
challenge in forecasting. Here, it is tried to capture this dependency structure. Several
technical indicators are added at the DNN layers. The model performance is proven
based on one hundred stocks from the S8P 500. The result represents proper outputs
and efficient accuracy [11].
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4 Deep Learning and Its Application in Stock Markets

Deep learning is an advanced method of machine learning according to artificial
neural network procedures. As a valuable branch of artificial intelligence, it has
attracted much attention in these years. Compared with other Machine Learning
methods, it represents the merits of the unsupervised learning features, a powerful
ability for generalization, and a robust trainingprocess for big data analysis. Presently,
it has beenutilized extensively in practical problems for classification andpredictions,
computer visions issues, operations management, and finance and banking [8].

In deep learning, the word “deep” represents several layers that exist in the
network. The deep learning history is commonly tracked to stochastic gradient
descent, which is used for optimization problems. The disadvantage of this process
is that it is so time-consuming on personal computers. Nowadays, with the develop-
ment of technology, data processing does not need more time and the applications
of deep learning have been increased [27].

4.1 Deep Neural Generative Model

The deep neural generative model will be the application of a generative model. It
has two neural networks called the encoder and the decoder [16]. Financial markets
are deeply affected by specific events such as corporate buyouts and product releases.
Modeling the relationships between those eventswhich take place in the news articles
are a topic of research to forecast future trends of price movements.

Deep neural generative model could also predict price movement and avoids
excessive over-fitting regarding the nature of the generative model. The suggested
model derives keywords from news or articles that are relevant to fluctuations in
stock prices.

The encoder in the model receives news articles. The decoder takes the assump-
tions of stock price movements and generates the posterior distribution of news
articles. The encoder and the decoder have both several hidden layers [41].

4.2 LSTM

When the gradient of the neural network error function is being propagated back in a
unit of a neural network, it is scaled by the factor. In a recurrent neural network, the
gradient declines over the period. Therefore, the gradient dominates the following
weight conversion step. The unit of a neural network is redesigned to correspond
to the scaling factor is fixed to one. The new unit type that is obtained from the
designed goal is restricted in its learning capabilities. Therefore, the unit is improved
by several so-called gating units [63].
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For time series analysis, weights of the long-term and short-term data is often
difficult to find. The LSTM model is simply used to resolve this problem. It is
proved that LSTM models are appropriate models [27]. For instance, the output of
LSTM is used in the prediction of the static and dynamic trend in the data of time
series. Themodel represents a reasonable result in forecasting a long-term trend after
the implementation of the wavelet decomposition. [69]. Another usage of LSTM is
predicting the risks in the financial investments. Volatility has a crucial role in this
issue, including the derivative pricing, the riskmanagement in portfolios, or choosing
suitable strategy. Reliable volatility prediction is definitely of great importance.

A novel hybrid model which is the combination of LSTM and econometrics
models is implemented to forecast stock price volatility in Korea Composite Stock
Price Index (KOSPI). The proposedmodel combines the LSTMmodel with GARCH
that is stands for the autoregressive conditional heteroscedasticity model. The model
has the lowest prediction error in comparison with other methods. This research
presents outstanding pattern learning results in the stock market volatility with
enhanced prediction efficiency. Meanwhile, it enhances the prediction performance
by combining an ANN model together with several econometric models. Finally,
this methodology is applicable in various fields of forecasting stock market volatility
[32].

The subject of stock trend prediction is a significant field of research for scholars
and investors because an efficient prediction will result in bringing good profit. Daily
news from financial websites such as Reuters and Bloomberg are crawled. The data
is collected from 2006 to 2013, considering news articles. And also, S&P500 stock
prices in the same duration are collected from Yahoo Finance. An LSTM model
is utilized to predict the price directions. Outputs represents the proper results in
comparison with the real events [43].

Disclosure is the process of announcing the facts and information in a company to
the stakeholders and the public. Financial disclosures can considerably help investors
in stockmarkets.After the disclosure of financial information, the event of forecasting
the stockmarketmovements are noticed in a research study. To do so, anLSTMmodel
is built in this financial machine learning model. The outputs have acceptable results.
[33].

4.3 The Convolutional Neural Network

CNN is a branch of deep neural networks that are usually applied in many fields. The
difference between CNN and an ordinary multilayer neural network will be in the
usage of the convolutional layer and existence of nonlinearity in the model [1]. CNN
is not a common technique for financial analysis. The reason is that CNNmodels are
more applicable for image processing. It is less suitable for numerical computations
such as financial calculations.
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However, in a research study, a CNNmodel is applied to predict the bankruptcy in
Japanese companies. The financial statements such as the balance sheet or the profit-
and-loss statement of the Japanese bankrupt companies that have been removed from
stock markets are noticed. In this model, a collection of financial ratios is extracted
from the financial statements and are shown as a grayscale illustration. The images
are utilized to train and test the CNN network. In the following, those images are
employed to train the network. Results showed that the Bankruptcy prediction with
CNN is more accurate than other techniques like decision trees, SVM algorithm or
ANN-based methods [26].

The Stock Market has a volatile and unstable situation. A particular stock might
be rising in one period and falling in the next one. Stock traders earn money from
buying equity when they are at their lowest price and selling them at their highest. It
is obvious that the demands and supplies make stock prices to change. Many theories
express why stock prices fluctuate, but there is no general theory that explains all of
the situations appropriately. Various methods have been noticed to predict the stock
market in this subject area [14].

In the next article, a CNN model was built to predict the prices in a complicated
structure. A novel CNN model has been developed using historical data to predict
the next movement directions of price in several technology industries. [27].

Also, sentiment analysis is a popular technique that is frequently used to analyze
the users’ feelings in social media about a specific topic. The common methods
to perform sentiment analysis is data-mining and deep learning. Deep Learning
represents to be an adaptable model to finds investors’ predictions about stocks
and markets using their messages. Financial experts could somehow forecast the
movement of the stocks with acceptable accuracy. These opinions might be shared
through social networks. Today, with the increasing popularity of the internet and
social networks such as Stock Twits, it is possible that people around the world have
the opportunity to share their news and opinions. In a research paper, the LSTM
model has been trained to maximize the sentiment analysis performance. The results
are a key tool for financial investment [60].

4.4 Other Deep Learning Algorithms

The restricted Boltzmann machine, briefly RBM, is the generative model based on
neural networks. The RBM cannot save memory and so it is not suitable for dynamic
situations like time-series analysis. The p-RBM model is a generalization of RBM,
is presented to use for dynamic data. A model-based p-RBM is used to predict stock
market directions using hundreds of NASDAQ-100 stocks. The results show that
the model presents an acceptable prediction. But because of the hidden structure of
non-linearity in data, LSTM has still better outputs [25, 27].

A combination of a genetic algorithm with multi-layer perception is reported in
financial usages. Dow Jones stocks are selected in this model. Each stock has been
trained considering final prices for each day. The model has been also validated with
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real data from 2007 to 2016. The system is represented for creation of buy-sell points
with genetic algorithms. In the following, optimized parameters has been imported
to the deepmulti-layer perception network for further predictions. Results has shown
that optimization of parameters of technical indicator presents a model that could be
used to enhance the performance of stock tradingmodel and is a newway to financial
system analysis [59].

Another important topic is the dependency between stocks and business sectors. It
is fortunate that neural networkmodels can overcome this complexity. To do so, a new
double-layered neural network, called DNN, is designed to train dependency among
stock returns. Several technical indicators are considered at multiple layers of DNN
model. The model is able to be updated during the time to have the proper accuracy.
The result has shown that the presented system works better than the econometrics
models (GARCH or ARMA) and single-layer neural network in this problem [11].

Similarly, the interdependence effect between international stock markets is a
real event. Particularly, because of the global crisis of 2007 in markets, it has been
significantly noticed [6, 17]. It has shown that an event which starts in a market, will
affect another market and the effects of financial events are transmissible across other
markets. Indeed, information about foreign markets is a good factor to predict the
local stock prices. Certainly, it is important to find correlations between domestic and
foreign markets. In the mentioned study, the relationship between the South Korean
and US stock markets are considered. But, it is hard to express the cross-correlation
with a mathematical equation. The prediction of the stock return of the following
day in the South Korean stock market considering the data of the American financial
market is the goal of an article. The daily trading data of both markets are used to
evaluate the daily market movements. The data of each stock market is accessible to
the public. Amachine learningmodel based on a deep learning procedure is designed
to predict the stock return of cross-correlation between two markets. Here, the focus
is on early, intermediate, and final fusions. It is indicated that this model could show
the correlation of prices. It also shows that the cross-market study improves the
prediction accuracy, although there is a limitation in shared trends in two markets.
In this study, the joint consideration of international stock markets shows that it is
an important factor for increasing accuracy. The Deep neural network shows high
efficiency for this purpose [35].

5 Application of Reinforcement Learning Algorithms
in Stock Market

Reinforcement learning has been initially proposed and utilized in financial markets
since 1997 [44]. It is a branch of machine learning that repetitively learns the optimal
timing of trades with new information. It is also used to control the foreign exchange
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Fig. 5 The reinforcement
learning algorithm structure

market [13, 30]. In these techniques, the system is often fed with recent informa-
tion extracted from several data sources iteratively. Due to recent research studies,
reinforcement learning is a growing method of financial market prediction [42].

The reinforcement learning problem contains the environment and several agents
and a policy to have an interaction with environment.With each interaction, the agent
has the feedback (reward) from the environment and it updates its state. The purpose
of this procedure is to increase the rewards [4]. Figure 5 presents the schematic view
for algorithm.

Reinforcement learning has two distinct categories: the first one is On-policy
learning and the other is off-policy [42]. Online policies learn from recent data to
make a decision when they are running at the end of each step. An example of on-
policy is SARSA. Offline policies exclusively learn whenever the algorithm finishes
at the end of the last step. An example of offline learning is the Q-learning procedure.
It evaluates the rewards independently from the current action to find which action
optimize the reward at the subsequent step [50].

5.1 Q-Learning

Q-learning is an algorithm which works in dynamic programming. It is known as a
function approximator. The formulation is follows. Q is the function approximator.

Q(xt , at ) = max
a

(E[Rt + γ Q(xt+1, a)]) (1)

In Eq. (1), E expresses the expectationoperator and Rt is the earned reward of time
t and γ represents a parameter a factor for discounting.

For instance, a study showed that it is possible to use this algorithm to have a
model that leads to a positive rate of return. Several shares are noticed from the
Italian stock market and a stochastic control problem is solved to optimize a trading
system. The Q-learningmodel shows that it can learn from the environment and finds
out the correct action to trade in the stock market [42].
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Fig. 6 Deep neural network
for Q-learning

5.2 Deep Q-Learning

Deep Q learning is classified as reinforcement learning methods and is an aggregated
concept of Q-Learning and deep learning. It is believed that deep-learning networks
are suitable for learning hierarchical patterns of data, and the representation of noisy
data [61]. The structure of deep Q-learning is illustrated in Fig. 6. It delineates that it
is possible to feed inputs to the network and find the predicted Q by the usage of the
deep neural networks. Outputs are compared with targets for each particular action.

A study aims to compare the performance of a deep Q-learning algorithm to that
of the buy-and-hold strategy and the expert trader. The 15 years of the FOREX data is
recorded. Two mentioned hypotheses are tested with statistical methods. The results
have shown that deep Q-learning algorithm outperforms the buy & hold strategy
[61].

6 Conclusion

This chapter presents a review for several machine learning applications in different
areas of financial markets, specifically the stock markets. In this regard, after a
brief introduction of most-frequently used supervised, unsupervised, and also deep
learning techniques, applications of each algorithm in different areas of the stock
markets are presented. These methods are used in several areas such as price move-
ment prediction, finding the cross-correlation between domestic and foreignmarkets,
and portfolio management.

However, participation in the stock markets is usually anticipated to the high
return. So it is an important reason for wealth accumulation [54].

Data-driven approaches deal with the conversion of raw data to useful informa-
tion and insights. The general methods proposed in the data-driven techniques are
used to create a model to increase the quality of the decision making in terms of effi-
ciency and effectiveness. This chapter contributes to the literature by the summarized
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representation of artificial intelligence techniques implementations in stock markets
for researchers and market analysts. The authors carefully reviewed several articles
refined from a collection of multiple peer-reviewed studies. The research activities
are reviewed and summarized with this framework.

Besides its benefits, any research might suffer from some limitations, and this
chapter is no exception. This chapter deals with the advantages of machine learning,
deep learning, and reinforcement learning applications in financial issues. For the
sake of brevity, the formula and mathematical calculations have been neglected. The
interested reader could find them in relevant references. This chapter presents the
main core of financial and business domains. The focus is on stock markets. The
relationships between stock market topics and most-widely-used machine learning
models are represented. There are many other benefits of using AI techniques.

AI techniques can be utilized to develop security frameworks for smart cities.
For future research studies, it is recommended that other AI-based technology

such as the blockchain and its benefits in smart cities might be used for risk reduction
against attacks and fraud in financial markets. Promisingly, future research activities
will push the frontiers of knowledge for further advancements.
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Cybercrime Issues in Smart Cities
Networks and Prevention Using Ethical
Hacking
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Abstract Today, the need for security and data protection has increased because
of the increase in Internet use. In today’s era, all industries have digitally moved
their data to cloud platforms that bring new data protection issues and challenges
especially in IoT and Smart cities networks. Internet of Things (IoT) is a growing
field in today’s world that offers reliable and consistent communication via wireless
and wired connections and generate a huge amount of data. Therefore, it is essential
to ensure the security and reliability of generated data. IoT systems and networks
should have strong security mechanism to protect users’ private data and processed
information. Internet development and usability have brought numerous challenges
in term of online frauds, hacking, and phishing activities, spamming and many
others. According to Cybersecurity Ventures survey, cybercrime damages could cost
the world $6 trillion per annum by 2021. This information shows growing number
of Internet frauds, the finances losses and cybercrime in the coming era for every
industry. Without adequate awareness and comprehensive knowledge, it has become
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difficult to defend against such practices. Ethical Hacking allows users and busi-
nesses to scrutinize their systems and networks vulnerabilities, take proper measures
to protect their network and systems against unlawful and malicious attacks. It also
strengthens network and systems by identifying common vulnerabilities, scrutinize,
and taking proper security measures. Kali Linux Operating System (OS) is known
as the most sophisticated penetration testing tool to perform Ethical Hacking. In
this chapter, we addressed latest information regarding IoT and Smart City networks
worldwide in terms of financial and data losses. We have also discussed the Ethical
Hacking terminologies along with various kinds of social engineering and phishing
attacks could occur on IoT and smart cities networks. We have performed several
social engineering experiments using Kali Tools to demonstrate identification of
common mistakes in web-based applications and smart networks for the appren-
tices. In the end, we have proposed some appropriate solutions to strengthen against
hackers.

Keywords Internet of things · Smart cities · Cyber-physical systems · Ethical
hacking · Social engineering · Privacy and social issues

1 Introduction

Globally, the metropolitan population is growing, and insightful urban planning
programs leverage the potential of the Internet of Things (IoT) to create better,
more effective, and more productive solutions. However, investment in data secu-
rity in smart cities lags drastically, thereby creating the future vulnerabilities of the
IoT ecosystem. The smart cities have a very dynamic and interdependent network
of computers, networks, platforms, and users. The vertical networks that vendors
and governments must protect are just smart electricity, utilities, water and pollu-
tion, parking and automotive, industrial, and engineering, buildings automation,
ego-government and telemedicine, oversight, and public protection.

IoT provides effective and efficient ways to work with patients and becomes a
big development solution for health care. Given the growing number of Covid-19
patients, IoT has now dominated the healthcare sector, including numerous applica-
tions such as telemedicine, connected imaging, inpatient monitoring, drug control,
relevant protection, integrated nursing, connected emergencies, and many others.
The latest outbreak of COVID-19 has driven IoT health network vendors to rapidly
come up with strategies to meet the growing need for high-quality virus protection
services. Technologies such as telemedicine offer electronic services for patients and
interactive medicine and medical care are anticipated to take root during this time.

Cybercrimes are now rising rapidly as Internet use is growing. It is necessary to
be aware of current and recent threats, system vulnerabilities, and security preven-
tion measures, network, and systems from these attacks. Because of the growth of
the Internet, data protection and network security are essential areas of distress. To
protect networks, systems, and applications from malicious illicit hacking activities,
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IT scientists and researcher are creating new frames and technologies. The attackers
have plenty of options tomanipulate the information theygather, damage the network,
and disable the application services when they are hacked to a web site or device. It
is therefore very critical that the correct network, device security policies, interven-
tions and vulnerabilities be carefully monitored and enforced. Many companies, like
Google, Banking andMicrosoft, are promoting several challenges in ethical hacking,
examining their system vulnerabilities, giving the ethics hacker huge prize money
[1]. Besides, numerous network consultancies evaluate the facilities and networks of
the organizations and propose the best approaches and suggestions for their better
safety [2]. The Internet has become a necessity in today’s era for the public due to its
widespread usage in various sectors such as education, finance, social media applica-
tion, government services and many more. If an Internet user completes activities, it
raises the risk of personal data being abused by hackers or philanthropically targeted
by a user in the form of identity theft.

The researcher expresses that every system is different from others due to its
functionality, requirements, and complexity. That needs a careful deployment of
security measures and mitigation planning. Internet security knowledge has become
essential now a day due to digital data popularity, and systems are always connected
to an Internet connection. It is individual and companies’ responsibility to take proper
security measures against information breaches and implement appropriate policies
and controls. One of the critical methods to inspect their vulnerabilities and enhance
network security is to continue to perform penetration testing. We are connected
around the world through the Internet. Rapid Internet development and use have
had a tremendous effect on culture, allowing people to accomplish their everyday
activities and to communicate across the globe. Yet external assaults on the internet
do increase and damage society. Hacking is an operation where a person uses the
vulnerability of a system for self-benefit. It refers to obtaining access to a computer,
a system, or a network to get information stored on it by cracking or using other
data collection techniques. It can be performed by finding system vulnerabilities or
through sabotage [3].

IoT and Smart City Networks shall ensure that certain accidents do not arise and
protection of the consumer data is protected.Critical data such asfinancial statements,
customer accounts and confidential data is stored on platforms and systems. Three
criteria such as confidentiality, integrity and availability must be considered when
designing a secure network infrastructure. Several mechanisms are currently used
for the screening of processes, networks, and security of software. Kali Linux is one
of the best-known free tools. In this article, we used Kali to conduct numerous exper-
iments to inspect vulnerabilities in device, network, and application. In Kali we used
SETOOLKIT program for phishing, the Browser Manipulation Platform and SQL
Map to target a victim’smachine throughSQL injection.Wealso conducted a penetra-
tion test withNMAP to access a port evaluation of a victim unit. These techniques and
experiments are used to inform users about how these attacks are successful, effec-
tive, and mitigated. Finally, we have made several suggestions to assist consumers
and organizations in improving their networks and enforcing proactive strategies to
discourage uncertain practices.
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2 Literature Review

Wehave reviewed various papers, inwhich researchersmainly focused on a particular
attack and topic. However, there are a lack of good hacking papers that explain
different attackmethodologies within one paper, the nature of attacks and proceeding
for a fresh Ethical Hacking user. In this research, we have described the step-to-step
experimental approach for beginner to understand the Ethical Hacking terminology
along with a specific type of attacks processing.

In the following paper [4], the author demonstrates Cross-Site Scripting attacks
on the banking websites and proposed the appropriate solution for its mitigation.
Online services are a common way of delivering Digital Banking Connect. Browser
server concurrently checks and report vulnerabilities alarmingly soon. Online apps
often use JavaScript programming, which is used in web pages to support dynamic
client-side behaviour. This script code is implemented in the web browser of the
user. A sandboxing mechanism is used to safeguard the user’s environment against
malicious JavaScript code that restricts a program to only access resources associated
with its originating location. Such protection measures are, sadly, ineffective if a user
can access malicious JavaScript code from a trusted central location. This gives a
malicious script complete access to all the tools that belong to the trustworthy site e.g.,
authentication tokens and cookies. These attacks are known as cross-site scripting
(XSS) attacks. XSS attacks are usually easy to execute but difficult to detect and
avoid. One explanation is that HTML encoding systems give many possibilities to
attacker to prevent malicious scripts from being inserted into trustworthy sites by
bypassing server-side input filters. Developing a customer-side solution is not easy
because JavaScript code is difficult to classify as malicious. In this paper, the author
proposed Noxes, a web proxy-based tool as a client-side solution to prevent the
cross-site scripting attack. Noxes serves as a web proxy and uses both manual and
automated rules to avoid cross-site scripting efforts. Noxes effectively defends the
user against information leakage while requiring minimal contact with the user and
personalization. However, the proposed solution was limited to prototype only, and
it was only developed using. NET. The approach has some limitations and requires
a lot of manual configurations and lack of SSL support.

In this paper [5], the author discussed an overview of various kinds of organized
query language injections, cross-site scripting attacks, vulnerabilities, and prevention
techniques. However, on contents analysis and a surveywas presented in this research
paper without using any experimental study.

In the following paper, the authors showed some penetrate testing experiments
using Metasploit framework to assess the system vulnerabilities. The paper included
an elementary experiment of Metasploit testing and was only valid for SCADA
systems [6].

The following paper discusses the ethical hacking and computer systems stability
related issues [1]. We imply the core three characteristics of a framework when
we talk about protection in an information network, confidentiality, integrity, and
availability. There are several methods of finding current protection vulnerabilities
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and safety reviews. One is Kali Linux, with its built-in versatile resources that are
particularly suited to conduct specific types of assaults. In this paper, the author
provides an outline of several options available in Kali OS to exploit client and
server-side services. They mainly discussed the benefits of using Kali that offers a
variety of hacking tools and free application to access system vulnerabilities.

3 Internet of Things (IoT)

In the last two periods, IoT networks have been renowned and used for their usability
and efficiency in many industries such as smart cities, agriculture, pharmacy, manu-
facture and so forth. In the IoT or Smart networks, transceiver, sensors, microcon-
trollers, and energy sources are integrated. Other technologies such as WSN, RF
identification, cloud computing, middleware systems and end-user applications are
implemented in IoT [3].

The IoT-related networks are usually amixture of several computers linkedworld-
wide. IoT technology links clever computers, gateways, data networks and apps via
cloud storage. These intelligent devices will typically be processed and deposited
at different distances in many scenarios and managed by the centralized manage-
ment framework. The entire IoT architecture comprises of different elements, blocks,
modules, and protocols. IoT’s modules consist of a sensing device, a contact unit, a
computer and an internet unit alongside related protocols and services. The IoTmodel
consists of six blocks, like Identification Block, Sensing Block, Communication
Block, Computational Block, Service Block and Semantics Block.

The IoT protocol can be categorized into two specific forms of data access
control, such as IoT network protocols and IoT application protocols. For exam-
ples of protocols are Constrained Application Protocol (CoAP), Message Queue
Telemetry Transport (MQTT), Zigbee, LoRaWAN etc. [7].

By 2020, the intelligent city market is predicted to hit $400 billion. The
metropolitan population is rising alarmingly rapidly. One report indicates that 65%
of the world population would be residing in cities by 2040. By 2040. Through
me, it looks like anarchy. We need cybersecurity to maintain wellness in intelligent
communities [8]

While the value of details users exchanges in an smart city infrastructure might
not appear important for individual user; however, the knowledge is a gift for a
hacker to exploit the related network. In smart cities, there is a wide potential for
instability. Hackers may take possession of critical infrastructure AIs that position
water or energy in malicious actors’ hands, for example.

As such, the first move towards secure intelligent cities consists of finding weak-
nesses for hackers in every system and potential entry points. It may be a single,
intelligent meter in a broad power grid scheme. Therefore, computer criminals that
are eager to create mayhem at the least chance are plagued.

Ethical Hacking the Internet of Things (IoT) involves knowing how these systems
operate and how IoT and Smart system networks can be secured while these devices
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are on-line. This chapter lets users consider the various communications models
used by IoT devices and the most basic architectures and protocols. It will cover
numerous risks, if not handled properly, that IoT devices generate and how to secure
the networks. Finally, you can learn the numerous methods that can be used against
you and some countermeasures to secure your capital better.

4 Ethical Hacking

In today’s busy world, we are growing to be connected only through the Internet
[9]. During difficult times like CoVID-19, the Web put the world together to worked
continuously. Rapid Internet growth has produced positive results while also has a
dangerous darker side of criminal hackers. Hacking is an operation where a person
uses the vulnerability of a system for self-benefit. Hacking refers to obtaining access
to a computer to get information stored on it using password cracker software or
other data collection techniques. It is done either to point out the loopholes or to
cause deliberate sabotage to the system.

When companies and individual utilized many online facilities and rely on the
Internet, hackers findmoreways andopportunities along driving their power to access
confidential data through Web applications and online systems [9]. Therefore, the
need to protect the online applications and systems from the hackers heavily increases
along with demand of people who can punch back these illegal attacks occur on the
users’ systems. Thus, ethical hackers have succeeded in solving these real problems.
Ethical hacking is related to identifying and rectifying the vulnerabilities and weak-
nesses of the system. Hence, it can be described as the hacking process without
malicious intention or harm to any network. Ethical hacking also can be defined
as a security assessment, a sort of training or an information technology environ-
ment security check. This process shows the risks that an information technology
environment faces and the measures that can be taken to reduce the certain risks.
Furthermore, it is also known as Penetration Hacking, Red Teaming, or Intrusion
Testing [10].

An ethical hacker is a computer expert who works on a security system and looks
for the vulnerabilities that a malicious hacker might exploit [11]. They use their
imagination and expertise to make a company’s online world a fool proof and safe
place for both owners and customers. Such ‘Cyber Cops’ prevent the cyberspace
from cybercrimes [12]. Ethical hacking is needed to protect the system from the
damage the hackers’ cause. The principal reason behind the ethical hacking study is
to evaluate the protection of the target device and report back to the owner. Ethical
hacking is a complex process as the penetration test once leads to the current secu-
rity issues that evolve. There are many techniques used to hack information such
as Information gathering, Vulnerability scanning, Exploitation and Test Analysis.
Other techniques include Phishing Hack where the attacker will attempt to obtain
information about individuals or a specific person with sensitive information such as
credit card numbers and passwords. Denial of Service (DoS) attacks where a hacker
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targets a system and ensures that the network is inaccessible to intended users for a
limited period or a longer duration.Malware refers to all types ofViruses andTrojans,
Worms, etc., that are injected by hackers to damage the targeted systems, to collect
the important information and access vulnerabilities the targeted system. Hacking
phases also include Reconnaissance (Gathering information), Scanning (Getting IP
addresses and user information from the target system), Owning system (Gaining
access and entry into the network), Zombie system (hijacked owned system) and
Destroying evidence of attack [13].

Ethical hacking requires automated tools. The hacking process is slow and time-
consuming, without automatic tools. NMAP is a well-known automated tool which
is used in the hacking environment for port scanning and services accessibility
purposes. Nessus is another hacking tool available for home users. Metasploit
includes a database with a list of available exploits and is easy to use and one of
the best penetration testing software. NetStumbler also can be used forward driving
and is useful for Windows OS. Wireshark also used to capture the packets and
access the network traffic [14, 15]. Ethical hacking has some advantage that these
forms of tests can provide credible evidence of threatened disclosure to the actual
devices, applications, and network-level by proof of access. This helps the compa-
nies to enhance overall network security proactively and develop maturing security
knowledge through a combination of procedures, processes, technological infrastruc-
ture, and network requirements, monitoring and audit methods. The findings would
provide a good picture of the operation and response mechanisms of the detection
processes. These “Tests” may also detect vulnerabilities such as many network secu-
rity managers can be not as aware of hacking methods as hackers. These results
may lead to improved communication between system managers and technicians
and the establishment of training standards [16]. The test is usually limited to oper-
ating systems, security configurations, and bugs, unfortunately. These tests are also
carried out by a reputable third party and needs to be considered because we might
need to provide internal information to speed up the process and save time.

5 Breach Testing

More than obvious are the security threats to businesses, organizations and agencies
that deal with confidential data. Such companies have just a little to no oversight
over them in certain cases. The uncontrolled risks can increase the number of secu-
rity attacks which can turn into huge financial losses. Some protective mechanisms
like prevention, identification, and quick response can be used to guarantee protec-
tion in every network. Prevention is the method of trying to prevent intruders from
accessing the system’s resources. The detection takes place when the attacker has
been successful or is in the process of gaining access to the device. Response refers
to a mechanism that occurs after the effect that attempts to respond to the failure
of the first two mechanisms. It operates by attempting to stop and avoid potential
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damage or access to networks or systems. However, the assessment of the security
state is an ongoing and important process to consider the risks involved [17].

One of the established ways of determining safety status and rising safety risks
is called as the penetration test (Pentest). Pentest is a managed attempt to infiltrate
a device or network so that the weaknesses are found. It is an authorized simulated
cyberattack on a network that is performed to assess system security. Pentest uses
similar techniques as hackers use in a normal attack. This process allows appropriate
measures to be taken to eliminate the vulnerabilities before unauthorized persons can
explore them [18]. These tests are performed to scrutinize most of the vulnerabilities,
including the potential for unauthorized parties to gain access to the features and data
of the program, and strengths to complete a full risk assessment. Penetration tests are
used to detect exploitation and vulnerability in the organization’s system and help
developers to create secure and needful systems. Businesses and individual need to
protect their information from the external/internal attackers and continuously track
the importance of security issues arise. The data produced from the test are considered
private and confidential, as it shows all device troubles and how they can be used.
Pentest can be achieved by targeting the device like the external attackers’ action
and finding out what can be gained. The attack may not include many vulnerabilities
by making an attack chain sequence (Multi-Step Attack) to achieve the target. It is
also called as a risk assessment, which can be used to track network security [19].
The penetration test process can be broken up into such tasks as the collection of
information from the target system, the review of the target system to determine
the facilities and protocols that are available, the identification of existing target
systems and applications, and the identification of exploits and vulnerabilities in
known applications and systems. The Pentest application method can be a way of
determining a system’s security level. The stronger the Pentest will lead to more
successful assessment. The application of Pentest can be based on certain parameters.
It can be based on the level of the knowledge about the company before the execution
of Pentest, the level of depth of the test used to determine whether it is attempting
to identify the main vulnerabilities or exploit all possible attacks, test scope and the
techniques and methodologies used on Pentest.

6 Vulnerability Assessment

Vulnerability means a flaw or defect in any system or security infrastructure module.
If there are not vulnerabilities, we can call those systems as vulnerable free system
or secure environment. To assess the vulnerability of any system, we need to find the
weakness in any application or any system or any infrastructure. If we find any weak-
ness in any system, it might be an entry point for any attacker or intruder to infect the
system or to harm the entire environment. The attacker may gain additional benefits
like acquiring illegal or unauthorized access to any user’s account. Vulnerabilities
have the highest risk to any computing environment [12, 20]. But unfortunately, we
have underestimated the requirements of vulnerability assessment and penetration
testing, which are key to the cyber defence mechanisms.
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7 Financial Losses and Cybercrime Cases

Now a day’s cybercrimes are increasing rapidly throughout the world, which causes
substantial financial losses to businesses and individuals.Recent surveys and cyberse-
curity reports indicate that hacked and compromised data cases aremainly increasing
among familiar workplace sources such as mobile users, IoT networks, social media,
and other services].

According to the Kaspersky survey reported in the security bulletin, 11,544,340,
possible threats were observed in the last quarter of the 2019 year in Malaysia [21].
From 2018 to August 2019, cyber scams led to losses of RM410.6 million, with
8,489 incidents reported in Malaysia [22]. In 2017, Microsoft in collaboration with
Frost & Sullivan, accomplished research that reveals Malaysia could face a possible
economic loss of US$ 12.2 billion (RM49.15 billion) due to cybersecurity incidents
that are more than 4% of Malaysia’s total GDP of US$296 billion [23]. National
Cybersecurity Oman is also revealing that in 2018, Omani’s cyberspace saw over
430,000 attempts and over 71,000 network attacks [24]. Another survey by Cyber-
security Ventures predicts that cybercrime damage could cost the world $6 trillion
per annum by 2021, rises from $3 trillion in 2015. Even in the USA, companies like
Equifax, Yahoo, and the U.S. military have been seen to fight cyber-attacks again.
A single malware attack in 2018 cost more than $2.6 million to companies in the
USA [25]. Recent security research shows that most companies and individuals are
vulnerable to data loss, with insecure data and inadequate cybersecurity policies and
with a lack of knowledge. Therefore, organisations and individual must incorpo-
rate cybersecurity awareness, protection, and risk mitigation to combat malicious
activities.

Dubsmash is video dubbing software, where users can dub and record them for
any audio or video part from a movie, music, shows, and latest trending videos.
It has been hacked in December 2018. The hacker has stolen 161.5 million user
account details with their credentials, which includes usernames, hashed passwords,
and email IDs. Dubsmash has officially announced, this hacking incident in February
2019. The hackers have posted “The data for sale” publicly on the dark web in 2019.
As a corrective measure, Dubsmash has urged all its users to change their password
with immediate effect [26].

Capital One is a pioneer in the banking sector and financial corporation which
deals with banking, credit cards, loans, and savings accounts for the customers. It
is based out in the United States of America. In March 2019, A data theft happened
to the servers of capital, one losing 106 million of customer sensitive data. Capital
One has announced that hackers have gained access to the confidential information
of consumers, applicants, and businesses who operated with applications by credit
card from 2005 to early 2019. Additionally, 80,000 bank accounts that are linked
to the customers are also exposed and hacked. Capital One later patched the exploit
and strived hard to work with the federal law of enforcement on the data breach
happened [27].
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The AMCA is a medical billing company and medical test reports holding
company based out in the USA. In 2019, AMCA faced the worst data breach ever
happened to lose its 7.7 million of customer data. AMCA has officially declared that
it has lost the details such as names of the customers, date of birth, contact numbers,
address, medical history, medical services, health care providers and data on balance
etc. Insurance ID, medical test reports, and social security numbers were not part of
stolen data. Since AMCA has contracted with many other companies, so there are
chances that the companies which is linked with them also likely affected by data
breach [28].

8 Ethical Hacking and Breach Testing Using Kali

Information security assessment may usually describe in four categories such as risk
assessment, compliance monitoring, standard internal/external penetration testing
and application evaluation. Various techniques and tools are used to identify and
inspect existing security vulnerabilities in the system, application, and networks [29].

BeEF is an abbreviation of “The Browser Exploitation Framework” that is a
security tool used for penetration testing by a system administrator. It helps to create
additional attack vectors when assessing the posture of a target. It is an exploitation
toolwhich focuses on the specific client-side application andweb browser. It provides
practical client-side attack vectors for the penetrate testers. It evades network security
appliances and host-based antivirus application by targeting the vulnerabilities found
in common browsers. It allows an attacker to inject JavaScript code into a vulnerable
HTML code using an attack such as XSS. The browsers are hooked by the BeEF
using a script for further attack.

SQL Map is an open-source penetration testing tool which detects and automati-
cally exploit SQL injection flaws to retrieve information from the database server. It
has a strong detection engine, many nice features for the ultimate penetration testing,
and awide range of fingerprinting switches via database selection, data fetching from
the database to accessing the underlying file system and executing commands on the
operating system via the off-site connection. The SQL Map can be used for the
various purposes such as to Scan web apps against SQL injection vulnerability, to
exploit SQL injection vulnerabilities, to extract databases and database user detail
entirely, to bypassWeb Application Firewall (WAF) by using tamper scripts and own
the underlying operating system.

In this chapter,we have performed several experiments and explained in detail how
to perform ethical hacking using free tools Kali. The attacks included in the toolkit
are designed to target the individual or organization to concentrate on the distribution
of penetration assessment. They are aims to simulate and increase social engineering
assaults; the SET tool has been known as a standard tool used for penetration testing.
Moreover, this chapter provides prevention methods as well to reduce the attacks
possibility to increase individual and organization security infrastructure.
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9 Social Engineering Tool Kit (Set) Discussion

Social Engineering Toolkit is an open-source python base suite of customized tools
written by David Kennedy to conduct penetration tests that run on Kali. In these
experiments, we have attacked an organization website that was running on a local
server. We have bypassed the security barriers and clone the real website. Later, we
have sent the clone weblink to our victim user as a practice of social engineering
and retrieved the user information on our Kali OS. We have used the SET tool to
perform a phishing activity on a victim website by cloning it (website spoofing)
and get login user details such as “Username” and “Password” by cloning a site.
Phishing is an Internet fraud type in which an attacker tricks the victim to provide
their sensitive information, such as username, password, credit card number, etc. We
have used Linux Kali OS to run it on a Virtual Machine (VM) and performed the
following experiments. SETOOLKIT application and mobile phone are used in this
experiment. First, we have selected a victim website without security barriers and
cloned it using SET. We have chosen the 1st option, “Social Engineering Attacks” to
perform the social engineering activity and clone the victim website. Besides, SET
provides website templates for some popular websites, such as Google, Facebook,
Yahoo, and Twitter. If a user wants to clone these popular websites, he can choose the
1st option of Web Templates. Hereafter, we have entered the IP address of our Kali
VM. Once the cloning process has been completed, a user can send his IP address to
the victim users. When the victim clicks on the given IP address, he will be directed
to the cloned website IP address. To test and verify this process, we have sent the
cloned website IP address to a victim user device and open the cloned website from a
victim’s mobile phone. The cloned website looks precisely like the original website
at the victim device shown in Fig. 1.

When the victim types his Username and Password to login on the fake website,
all information was reached to us which were retrieved on the Kali. The SET tool
has harvested the victim entered data such as Username and Password, as shown in
Fig. 2.

10 Browser Exploitation Framework (BeEF) Discussion

BeEF application is built into the Kali and used for the cross-site scripting kind of
attacks. When a system is infected with these types of malware, it will become
slower. It will send the user confidential information to the attacker, including
CPU performance and memory, and frequently rebooting without the consent of
the user. In this experiment, we have demonstrated the use of BeEF to perform
cross-site scripting (XSS). The BeEF server can be accessed in any browser on
the localhost. It runs a web server at port 3000. The BeEF will usually start a
web server and an authentication page will be opened automatically in the default
browser. BeEF authentication page can also be accessed through the following
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Fig. 1 Opened cloned website on victim device

Fig. 2 Retrieving user details on Kali

URL: http://localhost:3000/ui/authentication. The default username and password
for BeEF authentication is “BeEF”. After logging to the BeEF, “Hooked Browsers”
option shows the victims hooked status. The BeEF hooks a JavaScript file which
used to hook and exploit target web browsers an acts Command and Control (C&C)
between the target and the attacker. Once a targeted web browser it is hooked, the
attacker can execute commands on the target browser to gather information about the
target. First, we need to find out our machine IP address and then write the script for
hooking inside the web page that we want the targeted browser to run. The example
of a script for hooking is: <script src=”http://127.0.0.1:3000/hook.js”></script>. In
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our target machine, we have created a web page that allows the user to input the text,
and we host the website using the XAMPP server. The user input will be “echo”
when the user presses the submit button. We run the website and input the script for
hooking inside the text area and press the submit button. The script for hooking is
“echo”. After the script for hooking is echo, the target browser is hooked. By clicking
on the targeted machine’s IP address, we can observe the details of his browser in
Fig. 3.

Then, we executed some command on the target browser under the command tab
to retrieve his browser victim user information. In this example, we perform ‘google
phishing’ command in the social engineering folder to turn the web page in the
target browser to a google phishing website. We have changed the XSS host URL to
http://192.168.3.102:3000/demos/basic.html. It can be seen in Fig. 4 to get the user
input from the target browser.

Then, we executed the web page in the target browser has been changed to a
Google webpage asking for username and password, which can be seen in Fig. 5.

When the victim entered his username and password in the targeted browser and
pressed “Sign In” button, we have got his username and password through the BeEF
by clicking the module results in Module Results History, can be seen in Fig. 6.

Fig. 3 Targeted machine browser info—hooked
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Fig. 4 XSS host URL

Fig. 5 Google webpage on user device

Fig. 6 Retrieving user details

11 SQL Analysis Discussion

SQL is an injection code technique in which an attacker performs malicious SQL
queries to access the database of a web application. To find a vulnerable website, we
need to use Google Dorks strings such as in URL: item_id= and inurl:index.php?id=
. In these experiments, we use http://testphp.vulnweb.com. When we search on the
site, the URL was changed to “http://testphp.vulnweb.com/search.php?test=query”.
To test whether a URL is vulnerable to SQL or not, we can add a single quote in the
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Fig. 7 Starting of SQL map

parameter. If this URL throws a SQL error, then this website is vulnerable to SQL
injection. To start SQL Map, we opened the Kali terminal and typed the following
command can be seen in Fig. 7.

sqlmap –u http://testphp.vulnweb.com/search. php?test=query
With this command, SQLmap sends different SQL injection payloads to the input

parameters and checks the output. The victim website, database name and version
also will be identified by the SQL map. From the result shown in the Fig. 2, the
version of back end DBMS is obtained, which is MYSQL, and the web application
technology, which is NGINX, PHP 5.3.10 used by victim website, can be seen in the
Fig. 8.

To get a list of the available database, we use the command below (Fig. 9):
sqlmap -u “http://testphp.vulnweb.com/search.php?test=query” –dbs
From the result shown in Fig. 3, we get the name of the two available databases,

which are “acuart” and “information_schema”. Now we get the tables from the
database named “acuart”. To get the tables in the database, we use the command
below:

sqlmap -u “http://testphp.vulnweb.com/search.php?test=query” –tables -D acuart

Fig. 8 DBMS and MYSQL version
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Fig. 9 Extract database info

Fig. 10 List of extracted table from database acuart

From the result shown in Fig. 10, we get a list of tables from the acuart database.
Now, we are getting the columns of the users’ table from the “acuart” database.

To get columns in a particular database, we use the command below.
sqlmap -u “http://testphp.vulnweb.com/search.php?test=query” –columns -D

acuart -T users
From the result shown in Fig. 11, we get a list of columns from the users’ table

in acuart database.
Now, we are getting all the data from the users’ table in “acuart” database. To

get all the data from the users’ table in acuart database, we use the command below:
sqlmap -u “http://testphp.vulnweb.com/search.php?test=query” –dump -D acuart

-T users.
The information such as a “username” and password in the “acuart” database are

extracted and shown in Fig. 12.
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Fig. 11 List of extracted table columns

Fig. 12 Extracted user detail from the table

12 NMAP

NMAP is an open-source network mapping application for various platforms such as
Linux, Windows, Mac OS. It can search for various network activities such as ping
sweeps, port scanning, IP address spoofing, OS scanning or network intelligence. It is
also a common tool for hackers to do Reconnaissance. Reconnaissance is one of the
crucial preparatory steps to hacking to collect information about the victim operating
system, ports, services, and application of the target computer before executing any
attacks. In these experiments we have demonstrated some features that penetration
testers would do during preparatory steps such as scanning for a specific port range,
scanning a subnet, spoofing, and decoying scan, how to evade firewalls, gathering
version info and output scanning results to a file.

In the 1st step, we have performed the Port Scanning to find out available open
ports on the targeted machine. This task can be accomplished by using Nmap’s basic
syntax “nmap sT 192.168.0.104” to scan the target machine. Figure 13 show the
results of all TCP ports that are opened and the default service for that port are
displayed in the console.

Now to find out runningOS details on the targetedmachine, we need to perform an
OS detection in Nmap by running the command “nmap 192.168.0.104 -O” whereby
“-O” indicates the command for OS detection that can be seen in the Fig. 14.

Every packet contains the source IP address whenever the hacker communicates
with the victim device. NMAP provide a function for hackers or penetrator to hide
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Fig. 13 TCP ports information of victim computer

Fig. 14 Open ports information of victim computer

their identity so that the network administrator cannot find out the source of the
attack. This can be done by implementing the decoy scan. NMAP provides a feature
to bury our IP address among many IP addresses which also means the decoy IP
address and will show many IP addresses that NMAP is scanning the target when
the security admin is monitoring the network packets. We used -D command to do
so. For example:

Nmap -sS 192.168.0.104 -D 192.168.139.127 192.168.139.129 192.168.139.130

Using this command, to put a few decoy IP addresses in our scan so that the target
cannot determine the exact source of the scanning device. However, knowing the
default service information might not be enough for penetration testers or hackers
as there are many different services that can be run on a port. If the attack is mainly
focusing on one service on a specific port, it is crucial to have more details about
the service information. For example, if we are attacking specific web service such
as Apache server, but the target is running Microsoft’s IIS server, then this attack
will not be succeeded. Therefore, we need to ensure that the target service running
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Fig. 15 Services information of victim computer

to that port must be the same as our attack. To find out the detail information about
the services running on a particular port, we used -V command for example: Nmap
-V 192.168.0.100 as in Fig. 15.

13 Policy Base Solutions-Information Security Model
and Frameworks

Cyber Security terminology refers to protecting connected devices via the Internet
including hardware, software, and information from illegal or unauthorized access.
Therefore, the protection against cybercrimes is very important and needs solid cyber-
security infrastructure to protect organization networks and systems. Several cyber-
attacks may be carried out, including malware, phishing, Trojan horses, worms,
Denial-of-Service (DoS), unauthorized access (such as intellectual property theft,
confidentiality) and system-attacks. There are several reasons to develop appro-
priate standards, policies and used appropriate frameworks to protect organizations
information infrastructure and assets. It helps organizations to improve their busi-
ness process efficiency, reliability, and revenue growth. To make the organizations
information security infrastructure reliable and secure; three major aspects need to
consider and plan properly [30].

i. Law and Regulation: Each organization must have or follow someData Protec-
tion laws and standards to act against illegal activities from internal or external.
They should clearly define and implement them for their survival.
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Fig. 16 Security governance, risk and compliance (GRC) model

ii. Business Objectives: The main objective of each organization business oper-
ation is to gain financial benefits. The information Security plan must protect
these objectives and help the organization to run the operation smoothly and
safely.

iii. Security Threats: Organization must understand expected security threats,
limitations and should have the ability to tackle them to achieve business
objectives.

The followingmodel explains the detailed overview of Security Governance, Risk
and Compliance (GRC) model [30] (Fig. 16).

The Security Policy Framework (SPF) offer comprehensive protection to organi-
zations network and allow them mandatory protective security outcomes among all
departments. Therefore, every country now emphasizing and puttingmore budgets to
develop their cybersecurity departments and building guidelines. Every organization
should maintain and implement standard security measures to protect their informa-
tion, services, applications, and information security assets to meet their SPF and the
national cybersecurity standards obligations. There are various security frameworks
available in the market such as NIST, CIS, ISO/IEC 27001, PDCA Cycle, IASME
Governance, COBIT, COSO and others. Every organization should use appropriate
SPF depending on their business and communication requirements among depart-
ments, customer, and stakeholders. These cybersecurity frameworks were proposed
and use to enhance the organizations’ information security and standardize the
security requirements worldwide.

NIST (National Institute of Standards and Technology) was introduced in the
USA, 2013 as well-known security framework. The latest amendment was done
in April 2018, named as Framework version 1.1 [31]. The framework was estab-
lished by recognizing the needs of companies and shielding them from cybercrime.
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NIST offers a policy guideline that strengthens the capacity of businesses to prevent,
detect and respond to cyber-attacks. It reduces cybersecurity risk, allow the stake-
holder to defend against potential security threats and supports business processes
with an efficient way. According to NIST, they are expected by 2020, 50% of USA
companies will adopt the NIST framework to protect their assets and information
security infrastructure [32]. Most businesses worldwide use NIST because of its
advantages. Since NIST CSF focuses on technical regulation, it is, therefore, best fit
for technology-oriented businesses (Fig. 17).

NIST has five phases such as Identify, Protect, Detect, Response and Recover
[32]:

i. Identify: This phase mainly focusses on developing the organization under-
standing to manage cybersecurity risk towards their network, systems, appli-
cation, services, assets, and information.

ii. Protect: This phase, allows organizations to develop and implement the appro-
priate security barriers to ensure protection against cyber-attack and run their
essential services in any situation.

iii. Detect: It allows organizations to implement an appropriate security solution
that can detect and occurrence of cyber-attack.

Fig. 17 NIST cyber security framework
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iv. Response: The organization security infrastructure should be able to act fast in
any emergency event occur and should have the ability to cater to losses.

v. Recover: The organization should be able to recover and run the primary
functions as soon as possible after any hacking or malicious event occurs.

Therefore, it is best to choose appropriate SPF that suit your organization
depending on their business operating model. It is better to combine two models
and get the maximum output.

14 Attacks Mitigation Solutions

There are a few ideas to prevent phishing attacks [33]. First, protect your email from a
spam email. It can be done by using the email filtering features. However, this feature
is not 100% accurate. Next, set the browsers to block all fraudulent websites. In this
method, browsers will keep all the fraudulent websites, including the fake websites,
so when a user tries to load the sites, the website should be blocked, and an alert
is shown. It is a good practice to change your password regularly and never use the
same passwords for all accounts. Besides, websites should have a captcha system to
have better security. Likewise, the organization can block their websites from some
malicious activities. For instance, THE website should not be cloned, the companies
should prevent such actions from the cloning. Besides, the organization must train
its employees to be aware of the attacks and limit the employees’ access when using
the organization network and computers. Moreover, the user must remember that a
bank or any financial institutions never send an email that asks for a password and
username. When a user receives this kind of email, it is better to double-check with
the bank or the financial institution. It is also essential to hover on every URL that a
user receives from an email before clicking it. Usually, a reliable and secure website
or link will have an SSL certificate begin with “https”. Ways to prevent from Social
Engineering [34]:

• Do not believe any untrusted source or link
• Always check the URL and provide your details.
• Do not download the unknown files.
• Know the user and research the source.

Ways to prevent XSS [35]:

• Allow only the whitelisted user inputs and perform Input/output encoding
• Use CAPTCHA, Re-authentication, and unique request ID.
• Ensure the presence of the authenticated user during these sensitive operations.

i. Escaping: To prevent XSS vulnerabilities from appearing on the user’s and
companies’ web applications, they should control and regularly monitored user
inputs and traffic activities. They should adequately monitor websites’ data and
traffic to control the attacks and illegal access to their sites. They should also
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ensure and build secure systems and policies to protect user information and
their systems and network reliability. Vulnerable key characters received on
the web pages would be prevented from being interpreted in any malicious
way of escaping user input. For example, companies should not allow their
web page to render the data which contains the characters such as < and > that
cause harm to the web application. Companies and users should disallow the
users to add the code to the page by escaping all HTML, URL, and JavaScript
entities. If the web page needs to allow the user to add code to the page, then
they should specify and control HTML entities or used a replacement format
for raw HTML such as MarkDown that allows them to continue escaping all
HTML.

ii. Sanitizing: One way to prevent cross-site scripting attacks is to sanitize user
input. Sanitize user input used to ensure that received data cannot perform
harm to users as well as the database by scrubbing the data clean of potentially
harmful markup, changing unacceptable user input to an acceptable format.

iii. Validating User Input: To ensure the web application is rendering the correct
data and preventing malicious data from harming the web application. Compa-
nies and users should validate user input. Whitelisting and validation inputs
are standard methods for preventing SQL injection but can also be used in XSS
prevention. Whitelisting only allows known good characters which are better
than blacklisting, disallowing certain predetermined characters in user input,
and disallowing only known bad characters. Input validation is helpful for form
validation, as individual characters are prevented from adding into the field by
the user. However, it is not a primary prevention method for XSS. It only helps
to reduce the effects should an attacker discover such a vulnerability.

Ways to prevent SQL Injection:

• Filter or restrict the special characters given as inputs. Sanitize the user inputs.
Do not allow dynamic SQL queries.

• Use POST methods to pass the user input parameters and use stored procedures
wherever required.

i. Trust No One: Companies and users need to assume all user-submitted data
is evil, so they need to validate user input via a function such as MYSQL’s
mysql_real_escape_string () to prevent any dangerous characters such as ‘from
passing in a SQL query in the data. All user input should be filtered and sani-
tized. For example, input for the email address field should be filtered only to
allow the characters allowed in the email address.

ii. Prepared Statement (With Parameterized Queries): Companies and users
should prepare statements with parameterized queries. They should first define
all the SQL code and then pass in each parameter to the following queries. This
allows the database to distinguish between code and data, regardless of what
user input is supplied. Prepared statements ensure that the intent of the query
cannot be changed by the attacker, even if they insert SQL commands.
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iii. Firewall: Companies and users should use either software-based or hardware-
based web application firewall to filter out malicious data. A good web applica-
tion firewall contains a comprehensive set of default rules, and it is easy to add
a new one. One of the examples of a web application firewall is open-source
module ModSecurity, which is available for Apache, Microsoft IIS, and Nginx
web servers. A sophisticated set of rules is provided by ModSecurity to filter
the possible dangerous web request. Most attempts to sneak SQL through web
channels can be caught by it.

We cannot stop a port scan since the port scan is just simply scanning ports,
but not connecting to systems. The port scan is not an intrusion, but oppositely, it
could be a valid communication attempt. However, Companies and users should
focus on monitoring the traffic flowing over the network and observes the incoming
source traffic to the same destination but using different port numbers. Once the
targeted source has been identified, the firewall should block the source IP address.
They should implement rules that will deny the traffic from a harmful and unknown
origin.

15 Conclusion

The world of IT expands quickly and gives humanity many advantages and flexibil-
ities vice versa. There are a growing number of risks and weaknesses and a massive
risk for any sector and making a lot of losses to business and societies. Therefore,
in IoT and Smart Cities networks penetrate testing should be performed to inspect
systems, networks and application vulnerabilities using free tools or by professional
depending on their infrastructure and resources before they are hacked. Attacks are
often related to SQL injections, spamming and cross-site scripting. Therefore, respec-
tive bodies and organization should monitor their network traffic and block unknown
or suspicious data, ports and briefly informworkers and clients. Kali is one of the best
and free tools that offer users several possibilities for testing in depth. A proactive
approach to information security is required in the modern world to prevent possible
security infringements. It is also very important to access own system vulnerabili-
ties and loophole before hackers find them out to hack the website or network. That
is because a breach of security and the resulting data loss costs a huge amount of
money and causes the business credibility loss as well. Consequently, it is worth
for businesses to spend heavily on securing their precious properties. Indeed, the
assessment of a vulnerability management system is based on the following funda-
mental elements such as defining the degree of vulnerability, by using information
from the assessment tools or software to assess the potential loss or exploit level,
analyse data sensitivity, pay more attention to sensitive information assets such as
credit card database, etc. Concerning confidentiality, three stages of knowledge may
be observed, public, internal, and highly sensitive. Scrutinise existing control and
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policies timely, basis it should be in practice to keep upgrading and monitor the
existing control health and resistance again latest attacks.

In response, business insiders and prospective city developers agree that certain
protection concerns need to be resolved. Contrary to typical protection concerns in
the past, the data security standards of intelligent cities are modern and are continu-
ally evolving around the emerging technologies and creativity developments. Safety
specialists will be better advised to look at some of the strategies already presented
to recognize the risky environment that might plague smart cities in the future.
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A Look at Machine Learning
in the Modern Age of Sustainable Future
Secured Smart Cities
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Abstract Artificial Intelligence (AI) is a fascinating technology for the whole
society, whether the citizen, science, business, education, government, among others.
Machine Learning is a technique derived from AI that through neural networks
and statistical methods, establishes logical rules to make decisions and automate
processes, i.e., a method employed so that machines can learn from the data. A smart
city aggregateICT (Information and Communication Technologies) to promote the
performance and quality of urban services related to urban transportation, energy
consumption, and distribution, and even public services (water treatment and supply;
production of electricity, gas, and fuels; collective transport; capture and treatment
of sewage and garbage; telecommunications; among others), in order to decrease
resource consumption, wastage, and general costs. The administration of Smart
Cities is possible to be efficient through the employment of data collected in real-
time combined with the skills of computational intelligence, i.e., Machine Learning
and its aspects. In this sense, this chapter intends to offer a scientific major contri-
bution related to an overview of Machine learning, directing focus to Sustainable
Future Secured Smart Cities, discussing its relationship from a concise bibliographic
background, evidencing the potential of technology.
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1 Introduction

Machine learning is an area of computational expertise, part of the concept of artificial
intelligence, which studies ways for machines to do tasks that would be performed
by people. It is programming used in computers, formed by predefined rules that
allow computers to make decisions based on previous data and data used by the user
[1, 2].

Machine learning (ML) is a concept which in essence is a system that can
autonomously modify its behavior based on its own experience through machine
training, where practically human interference is minimal. Where according to
programming, the computer has the ability tomake decisions that can solve problems
or boost internet publications, for example [2].

Machine learning is a subclass of AI, with properties to perform computational
analysis of huge volumes of data using algorithms and statistical methods to find
patterns in this database [1, 3].

This technique can contribute in several ways to the construction of smart cities,
enabling the creation of intelligent and efficient services for the population, with
monitoring of transport data, control over the use of public services, and real-time
monitoring of security cameras of the municipalities [4].

The basis of the operation is the algorithms, which are defined sequences
composed of information and instructions that will be followed by the computer.
These sequences allow computers to make a decision according to the situation and
the information that has been entered into it. It is the algorithm that carries information
about how certain procedures and operations should be done or how an action should
be performed. There are several types of applications and programming languages
for the use of algorithms. It vary according to the need to be met or the purpose of
the algorithm created [5, 6].

A smart city is a city that aggregates ICT based on constant monitoring using
disruptive technologies such as the IoT, AI, andMachine Learning. Since The combi-
nation of technologies, services, connectivity with management, urban development,
and administration are the basis for smart cities, with the purpose of improving the
quality and performance of urban services, related to urban transportation, energy
consumption and distribution, and even public services (water treatment and supply;
production of electricity, gas, and fuels; collective transport; capture and treatment
of sewage, garbage and overhead costs [7].

Its main feature, however, is that it doesn’t have to have hand routines in place,
where the system itself has the ability to learn from data analysis with increasing
precision, and through it perform tasks. A valid example is the email spam filter,
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blocking unwanted inbox messages, and automatically improves and over time
becomes more efficient [7, 8].

One of the fields where AI is having the most success in machine learning, devel-
oping algorithms with features and properties from this data, get learn patterns and
decision rules. Having an exponential growth in the recent past in the amount of
biological data available leading to two lines of thinking regarding the efficient
storage and management of this information and, in contrast, the extraction of prof-
itable information from this data. Since data-driven machine learning algorithms can
combine them with classic statistical methods, it is efficient to extract knowledge
from the data [9, 10].

There are various biological domains in which ML techniques are employed to
extract knowledge from data, since computational and data mining methods must be
considered and can be genuinely applied in clinical medicine to derive models that
utilize predetermined information predicting a result of interest. Predictive methods
of data mining can be employed for the building of decision models for digital
procedures such as diagnosis, prognosis, and even treatment planning. Given that
once verified, evaluated, and validated, can be incorporated into respective digital
systems tomedical clinical information.Where thesemethods and tools infer beyond
a simple description of the data providing knowledge in the form of digital models
[11–13].

In machine learning, the machine study material is data. The more data that feeds
the systems, the more questions will be asked, and more answers will emerge to
solve problems. This is why machine learning achieves its full potential with Big
Data, the storage, and processing of huge volumes of data. So smart algorithms
can completely scan this immensity of data to find patterns and come up with
unimaginable predictions [14, 15].

This chapter has motivation focused to concede a scientific major contribution
concerning the discussion onMachine Learning directing focus to Sustainable Future
Secured Smart Cities, in which this manuscript has organization following in Sect. 2
will be presented the Artificial Intelligence Concepts for understanding the research.
In Sect. 3, the Machine Learning Concepts will be presented. In Sect. 4 a Discussion
is made around the thematic addressed in the manuscript. In Sect. 5, technology
trends are argued. Just like the chapter ends in Sect. 6 with the relevant conclusions.

Therefore, this chapter intends to proffer a scientific major contribution related to
an overview of Machine Learning, directing focus to Sustainable Future Secured
Smart Cities, discussing and approaching the potential of both technologies,
categorizing and synthesizing it from a concise bibliographic background.

It is worth mentioning that this manuscript differs from the existing surveys since
a “survey” is often used in science to describe and explains the theory, documenting
how each discovery added to the store of knowledge, talking about the theoretical
aspects, how the academics piece fits into a theoretical model. While the overview
is a scientific collection around the topic addressed, relating that this type of study
is scarce in the literature, offering a new perspective on an element missing in the
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literature, dealing with an updated discussion of technological approaches, exempli-
fying with the most recent research, applications, techniques, and tools focused on
the thematic, summarizing the main applications today.

2 Artificial Intelligence Concepts

AI is a field of computational science that develops devices and algorithms developed
to enable machines that have similar intellect capabilities as humans, simulating the
human ability to reason, perceive, make decisions and solve problems, i.e., the ability
to be smart. This depicts a set of digital software, computational logic, applied and
intelligent computing, and philosophical science that aims to create computers that
perform functions previously exclusively human, such as perceiving the meaning in
writing, whether digital or handwritten or even spoken language, digital learning,
or yet recognizing facial expressions, among others. AI became possible due to the
rapid development of computing, the IoT, allowing equipment and gadgets to be
connected quickly to the network [16].

AI (Fig. 1) is an attractive concept for thewhole society, whether the user (citizen),
business, science, education, government, among others. In economic terms, there
is a lot of advantage to having machines that comply with tasks that used to need
human work, considering that an efficient AI solution can digitally “think” faster as
also process more data than any human brain. In addition, having the power to take
human skills to place and locations where people have difficulties reaching, such as
outer space or even remote locations on earth, where the conditions in these places

Fig. 1 AI illustration
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are generally unfit for human beings, and so where human expertise can be helpful
and useful [17, 18].

The operation ofAI starts from the premise of combining datawith fast processing
and intelligent algorithms, resulting in the software being able to learn automatically
only following pre-established standards. However, the main limitation of an AI is
that the machine only learns from entering data and there is no way to incorporate
knowledge into it that is not so. Still considering another limitation is that each AI
system operates in isolation and only performs a specific type of function, exempli-
fying a system that detects payment fraud in the retail sector and is not able to detect
fraud in the health sector. Therefore, it is very specific, and unlike the human being,
it is not multitasking [18, 19].

Also relating the various types of artificial intelligence in relation to those systems
that think like humans with the ability to automate processes such as problem-
solving, or yet decisionmaking, and digital learning (throughANN (Artificial Neural
Networks)); or digital systems acting similar to humans dealing with computational
devices (machines or even robots) performing tasks to people. Or even those systems
capable of digitally thinking rationally trying to simulate the human logical rational,
i.e., development and implementation of machines capable of reasoning, under-
standing, and acting (intelligent systems) and even those systems that act rationally
trying imitate human behavior, i.e., intelligent agents [20, 21].

From a modern application perspective, AI is current in facial recognition and
detection of smartphones, digital voice assistants integrated with devices through
bots or applications. Bots are used in themost varied segments of society as a personal
shopper in digital version, or to help in language learning, or even tomake the arduous
task of finding a new apartment a little more peaceful, or even virtual assistant that
emits’ medical diagnostics. The common characteristic of everyone is the goal of
making people’s lives easier [21, 22].

Considering the basic characteristics of AI, it is capable of reasoning given the
application of logical rules to a set of data available to reach a conclusion; pattern
recognition, both visual and sensory, as well as behavior; learning has given the
ability to learn from mistakes and successes, acting more effectively in the future; or
even a conclusion considering the ability to be able to apply reasoning in everyday
human situations [23].

Advances in AI drive the employment of Big Data, which is the technology with
respect to the properties to process an immense volumeof data and even offer business
advantages, positioning it as a fundamental technology for the sectors that it already
employs as transportation, healthcare, education, culture among others [24].

2.1 The Advantages of AI

Theadvantages ofAI are related to the reductionof errors considering that is, reducing
the chances of a process failure, as also has a greater capacity to withstand hostile
environments, as well having the possibility of achieving greater precision. Or even
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considering the data exploration with regard to the possibility of carrying out heavier
work, it can be employed in procedures of mining ores and even fuel extraction
from the depths of the sea, therefore, surpassing physical human limitations. Or even
with regard to the daily applications vastly applied by the financial sector to organize,
administrate, and manage data. AI is seen in diverse mechanisms of human daily life,
as in simple examples such as GPS tool (Global Positioning System), the adjustment
of typing errors, among many others. Still pondering the possibility of uninterrupted
work, evaluating that machines (computational devices), unlike humans, don’t have
the requirement for frequent breaks. Allowing that is exercised various consecutive
hours of work, without getting distracted, tired, or even weary or yet bored [25, 26].

AI-based solutions reduce costs and strengthen the relationship with customers
(chatbots), considering their 24-h assistance, which makes communication increas-
ingly immediate, providinghelpwith highdemand, being able to act as afilter, helping
in the organization in order to prioritize the different requests. As a result, citizens
are assisted when seeking assistance, even during non-business hours, assessing the
context of Smart Cities [27].

Still reflecting on bots, this can help to resolve communication mainly in public
government structures formed by clearly divided areas, acting as central points of
contact between citizens of different neighborhoods, forming communication hubs.
Or even provide optimization of processes representing a fundamental aid in the anal-
ysis of operations, looking for points that can be improved. Gathering and processing
data, collecting the opinions of citizens, in order to present feedback related to key
issues of the smart city [28–30].

The analysis of the flow of data generated in an online environment using Big
Data analysis tools transforms this immense mass of raw data into useful informa-
tion, considering that this goes beyond the capabilities of the human brain. Or even
reflecting on the provided analytical advantage, it can use the information collected in
Big Data analyses (Fig. 2) to create articulated campaigns and strategies, resulting in
a larger number of more effective businesses. Still considering the forecast of results
with respect to identifying trends in the consumption patterns of citizens, since by

Fig. 2 Big data illustration
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AI it is possible to predict consumption with reasonable precision in a given period
[31].

Or even the B2B (Business-to-Business) relationship between service providers
that directly relate to the public can also be maintained by a virtual assistant, culti-
vating a good relationship with customers (citizens). Representing that the collection
of information and the consistent analysis of data can be vital in the processes of the
digital transformation of a city [32].

2.2 Smart Cities Using Artificial Intelligence Technology

A smart city is a city that incorporates ICT to upgrade the performance and quality of
urban services, such as water treatment and supply; production of electricity, gas, and
fuels, and public services, as collective transport; capture and treatment of sewage
and garbage; telecommunications reducing resource consumption, and general costs.
The combination of technologies, services, connectivity with management, urban
development, and administration is the basis for smart cities, considering that it is
essential that there is technology involved. Together with the internet that is present
in more and more places, still considering the growing number of smartphones, the
collection of information becomes possible through the network, in real-time, and
from different points of a region [30, 32].

Most of this technology should be used in surveillance systems with visual iden-
tification, traffic management, and intelligent external lighting. The use of sensors
enabling more effective prevention. Still considering the possibilities of monitoring.
Since the main objective must be that of technology in the areas of AI, IoT, aiming at
models focused on the development of main axes such as communication, mobility,
energy, sanitation, health, safety, education, and even leisure [27, 33].

In this environment connected through people and things like cars, traffic lights,
lighting systems, public transport, integrating into a network, facilitating access to
data, and a wide range of services to the public. Since it is necessary to have an
efficient connection infrastructure, involving solutions such as optical fiber, in addi-
tion to adequate planning and preparation of new structures, with the investment and
adoption of innovative technologies, avoiding unnecessary expenses [27, 33].

It is in this sense of using technology and contributing to the well-being of people
linked to the fact of living in a smart city, with the use of resources and technologies
generated by this diversity of knowledge in the network. A scenario applicable for
a noise sensor whose objective is to measure the noise level of the environment in
decibels is to measure the noise level in a certain neighborhood and that eventually
suffers from loud noises coming from commercial establishments or construction
works [7].

Still evaluating that this sensor can be monitored at all times, and to control if the
noise reaches a high level and maintains it for a certain period, actions (city hall)
can be alerted and take some action, such as creating an awareness campaign for
residents, sending technicians and inspectors to assess the problem or even activate



366 A. C. B. Monteiro et al.

the police force. Either taking into account those solutions that notify the time that a
bus will pass, or even considering those more complex infrastructures, the possibility
of determining how many people are on each bus, resulting in the user waiting and
traveling in more comfort [34].

However, for all of this to be possible, it is necessary to have quality data, consid-
ering that this data may come from public transport, sensors, cameras, police reports,
among many others. In addition to the processing of videos and images that can be of
great use because it is a source of a lot of data. This can be performed by intelligent
tools such asMachine Learning, consisting of a complex task and which may require
computational resources. But it is superior to traditionally done, pondering the moni-
toring done by a human who is unable to monitor multiple images in real-time and
recognize patterns automatically [35].

A smart city needs several sensors installed throughout the environment, consid-
ering the ability of these sensors to extract data, be processed by smart technology,
and make a decision. However, in general, a sensor has limited storage capacity and
measures data in real-time. Therefore, this does not maintain a long-term history,
implying the need to include technologies for trend analysis or the application of
AI and Machine Learning techniques, in addition to a centralized environment that
offers access and communication on all these devices simultaneously [36].

Thus, for the correct implementation of smart cities, the use of technologies such
as chatbots (service robots) and Machine Learning is essential. Assessing that from
them it will be possible to understand the needs of citizens and even engage them
throughout the process, through analysis of the data collected, enabling the creation
of algorithms that improve the interaction of residents with smart cities [37].

In the sensor monitoring scenario, it is possible to use sensors to control noise
pollution, prevent flooding, public safety, environmental health, agriculture, and
urban pollution and fires. Considering specific problems that can be solved or miti-
gated through constant monitoring using disruptive technologies such as IoT, AI,
and Machine Learning to innovate and transform life in cities. And even consid-
ering those solutions so that the environment and the urban environment are more
accessible and cleaner for society, making the population occupy more frequently
the squares and streets where live, providing better leisure [38, 39].

Still considering a city with thousands of sensors (of different types, brands, and
models) it is essential to have a location that can capture data from all of them,
store them in a repository where various resources will be available. Or even consid-
ering that under certain specific conditions, actions can be triggered remotely (and
eventually, automatically) [38, 39].

At the same time that the application ofAI andMachineLearning techniques facil-
itate the real-time monitoring of large cities (metropolises) through the processing
of videos and images, processing this data in real-time. Considering the recognition
of people, license plates, accident sites, and a multitude of possibilities that can be
extracted from videos and images. In this scenario, cities can be safer and smarter.
Data from the city’s various sensors are collected and sent to a cloud architecture, for
example, where all devices are configured and can be tracked and managed remotely
[40].
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3 Machine Learning Concepts

Artificial Intelligence (AI) can be understood as an area of study, with a broader
concept, which uses technology to simulate a structure of human thought and, thus,
solves problems, i.e., it is the science of technology that simulates human tasks. ML
is a technique derived from AI that, through statistical methods and neural networks,
establishes logical rules to automate processes and make decisions, representing,
human intervention is minimal, i.e., a method used so that machines can learn from
the data [22, 23, 40].

Machine Learning technology makes it possible to generate conclusions that
are not necessarily programmed, acting on the development of a set of rules and
systems that are able to analyze information and automatically acquire learning at
high processing speed. Machine Learning is responsible for developing sets of rules
and systems capable of analyzing data and automatically learning from them. In
other words, it is a way for computers to act and make decisions based on data with
digital autonomy. In a current and modern scenario, it is from these conclusions, and
with the feedback of these results, that the knowledge produced can be incorporated
into a digital system, improving the accuracy of the tool [1, 14, 40].

Cognitive computing hasmadeMachine Learning technology possible, as compa-
nies and institutions from different sectors use it to get closer to the customer and
make life easier, especially in virtual commerce. Still considering the guarantee of
data security, acting on several fraud attempts with stolen or cloned credit cards,
based on predictive analyzes, allowing systems to be able to quickly recognize and
stop most of these attempts, and even reduce costs [6, 41].

More precisely, technology can be described with a set of computational and
statistical techniques that can be used in different areas of modern society, from
medicine, agriculture, to business, and even the stock market. The technology is
based on algorithms that allow machines to learn about a particular field of analysis,
bringing quick and accurate answers to that specific field that has been “trained”.
ML is a type of AI that favors the way a computer understands and learns when it is
presented with new data, which are constantly changing [14, 15, 41].

In the modern context, technology can be applied to trends in vision and expecta-
tions about a particular product, customer shopping behavior, analysis of customer
sentiment by extracting meaningful information from customers, related to their
attitudes, emotions, and opinions, or even through inventory analysis and planning,
internal process improvements, among many other aspects that can be accomplished
by pre-processing algorithms using raw information that can be explored in search
of patterns. Or even evaluating the performance of machine learning employed daily
in thousands of operations in the Financial Market, guiding most decision-making
related to the proper investments to be made, and what are the best times for selling
and buying shares and assets [4, 7, 41].

Unsupervised Learning (Fig. 3) is the attempt to find amore informative represen-
tation of the available data, since in some cases, getting annotated data is extremely
costly or even impossible. Generally, this more informative representation is also
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Fig. 3 Unsupervised learning illustration

simpler, condensing the information into more relevant points. Through this tech-
nique, it is possible to automatically find patterns and relationships in a data set
even without having any prior knowledge about the data. An example of a common
application today is the classification done in an automated way by emails [12,
41–43].

Supervised Learning (Fig. 4) is the area of Machine Learning that concentrates
most applications where most problems are already well defined. It is the attempt to
predict a dependent variable from a list of independent variables, this technique has a
basic characteristic related to the data used to digital training containing the desired
response, i.e., it includes the dependent variable resulting from the considered and
observed independent variables. In this perspective, the data are recorded with the
responses or classes to be predicted [12, 42, 43].

Among the best-known technics related to supervised learning problem solving
are artificial neural networks, linear regressionmodel, vector supportmachine (kernel
machines), logistic regression, decision trees, nearest k-neighbors, and Naive Bayes.
As for decision trees, this visually represents an algorithm through a tree graph and
its possible consequences, this is a way to obtain a quick and wide view of the choice
possibilities available in a trade [12, 42, 43].

Classification is aMachine Learning process consisting of a subcategory of super-
vised learning, generally used to assign a category to some type of entry. Its use is
more common when the predictions are of a different nature, i.e., it can be answered
in a binary way with “yes or no”. An applicable context is the determination of a
person’s sex through an image. Like Regression it is another subcategory of super-
vised learning, but it is used when the value that is being predicted requires a more
complex answer than a simple “yes or no” and follows a continuous spectrum. In an
applicable context are customer service chatbots to answer questions [2, 44].

Reinforcement learning is applied when the machine tries to digitally learn what
is the better action to take, depending on the circumstances in which that action will
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Fig. 4 Supervised learning illustration

be executed. It is closely linked to the future context considering that this is a random
variable, i.e., as it is not known a priori what will happen, a digital approach that
takes into account this uncertainty is desirable, and is able to aggregate any changes
in the digital environment of the decision-making process of the best decision [44].

3.1 Deep Learning

Deep Learning is inspired by the learning capacity of the human brain by using
so-called deep neural networks, which speed up learning machines. This is a subcat-
egory of Machine Learning using neural networks with many layers of processing to
enhance machine learning. Deep neural networks are the first family of algorithms
that do not require manual resource engineering, given their ability to learn on their
own, processing high-level resources from raw data [42, 45].

This technique is able to use special types of neural networks to learn complex
patterns and read large amounts of raw data, making decisions in a much more agile
and accurate way based on data, which drastically reduces the chances of losses. It
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has been used, for example, in the automatic translation of languages without the
need for a human intermediary [43, 45].

The benefits of deep learning are in the development of diverse applications
working in computer vision, speech recognition, and language processing. Helping
to develop different areas through artificial intelligence such as object perception,
online automatic translation, and voice search recognition, among many others [45].

3.2 Natural Language Processing (PLN)

Natural Language Processing (PLN) is a subarea of AI that studies human communi-
cation by computational methods, it is the ability that computers have to understand
and generate human language. This focuses on understanding natural languages and,
thus, making it easier with technologies for everyday life. The term “processing”
means analysis and understanding, that is, related to the ability of machines to deal
with the way people speak and write, overcoming spelling errors, abbreviations,
ambiguities, slang, and even colloquial expressions, among others [46].

Considering that this technology is necessary since human language does not only
involve the understanding of words, what needs is that themachine is able to interpret
speech when the word has a double meaning, or even when the organization of words
in a sentence is not according to grammar, tone of voice among other aspects [47].

In general, all applications that use word processing can be transformed into PLN,
given the technology’s ability to make a machine understand the meaning of phrases
spoken and written by humans, either by text or by voice. Still pondering that in view
of the popularization of chatbots and intelligent FAQs (Frequently AskedQuestions),
PLN provides the ability to deal with customers naturally, even if automated [48].

4 Discussion

Still pondering other benefits such as optimization of online ad campaigns in real-
time; analyze feelings in texts on social networks; improved user experience in online
search results; prediction of failures in various equipment; offering best offers for
each customer based on their navigation analysis; fraud detection and network intru-
sion prevention; spam filtering in e-mails and even pattern recognition in images,
among others.

It is recognized that digital cognition has brought a universe of new possibilities
that can be applied today, evaluating the context of application in banks through new
forms of relationship with customers, data protection, and prevention of financial
fraud. Still reflecting on the aspect of data analysis that allows the ideal products for
each customer to be offered in the online market in a personalized way and at the
exact moment of their needs. Or even touching on information security with respect
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to the development of new tools with the use of algorithms that identify suspicious
accesses and enhancement of unauthorized digital intrusion.

Thus, cognitive systems are the result of the convergence of significant advances
in various branches of computer science, from hardware aligned with more powerful
and cheaper processors and storage, natural language processing through Machine
Learning technologies such as neural networks and pattern recognition. Finally,
Machine Learning empowers machines by making the machine-human relationship
more conversational, personalized, contextual, and intelligent.

AI and Machine Learning are more and more common concepts for the applica-
tion of technologies in different situations of daily life, being in great evidence in
different instances of society, from search engines, social networks, media streaming,
virtual assistants even present in video games, and even in the public government
world related to citizen service, through chatbots as a tool that transforms the
communication and interaction of these bodies with their citizens.

Machine Learning is the area within AI that allows segmentation and standard-
ization of behaviors, allowing that through a sensor structure and even just a digital
environment, the machine uses algorithms to collect a huge volume of data, learning
from them, and then, making a determination or prediction about some behavior of
that data.

Machine learning contributes to smart cities as a solution to the main challenges
in the interaction between humans and machines, related to the computer’s ability
to understand what the user is asking or wants to request. With Machine Learning,
the city’s infrastructure has the ability to learn through interaction with the user
(inhabitant), enabling the crossing of information to identify exactly what the citizen
is demanding, orwhat needs to bemet. Or even through digital bots based onMachine
Learning, it can contribute in different ways to the construction of smart cities,
enabling the creation of intelligent and efficient services for the population, with
the monitoring of data on transport, control over the use of services and real-time
monitoring of municipal security cameras.

Natural language processing is another advantage of machine learning, even
considering cultural variations, conjugation variations, typos, slang, and typical
Internet abbreviations. Allowing these bots to be programmed to offer information
about the climate, making it possible to respond to various variations of this same
intention and even to identify which city location the user wants the information
from, considering metropolises and megalopolises with a vast urban territory. Tech-
nologies that integrate with image, voice, and video is also a possibility withMachine
Learning, given that these audio messages can be transcribed with good precision
and can even generate responses in audio. Related that machine learning can make
user recognition by photo, to release some chatbot functionality.

With the proper technological management, cities start to become more secure,
efficient, and modern, with an organized flow of interconnected information, thus
reaching the level of smart cities. That is, through the use of technological solutions
for the management of energy, water, design, public lighting, and logistics, but also
ways to improve education, culture, politics, and the economy.
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Within this prism, the IoT is mainly concerned with connectivity and interaction
between the numerous devices, and even connected elements and scattered sensors,
the greater the ability to generate intelligence. Providing digital management of
related aspects such as water with respect to tracking water consumption, leak detec-
tion, and control, and through the utilization of sound sensors capturing the flow
frequencies in pipes, and through AI processing techniques to differentiate sounds
of pipes with normal flow and pipes with leaks, and even performwater qualitymoni-
toring. At the same time as with energy, it is possible to carry out automation and
tracking of domestic energy consumption, intelligent public lighting, and dynamic
electricity prices; and evenmobilitywith respect to real-time public transport, predic-
tive maintenance of transport infrastructure, traffic lights, and smart parking; among
others.

Machine Learning applied in Smart Cities generates public transport optimization
since the technology can be applied at bus stops and through bots offer information
to users at transportation points and bus stations to digital systems that optimize bus
transport mesh with timesheets in real-time based on pieces of information such as
passenger volume, a daily report of the number of passengers transported, or indi-
cators of the vehicle fleet authorized to circulate providing public transport service
in the city, or even the number of daily trips per line. And so, companies will be
able to optimize services according to users’ demand, reflecting that it will be more
accurate about the arrival time of buses. Still aiming the AI applied in the analysis of
the users’ experiences by means of data collection, storage, and combined with other
Machine Learning techniques such as Deep Learning, promoting possible adapta-
tions to user paths, use of multimodal transport, and even expansion of the adhesion
to the network public transport by users.

Machine Learning can also be applied in Smart Cities derived from the manage-
ment of AI-based traffic systems giving cities the technological potential to upgrade
the analysis and monitoring of this data through intelligent traffic management,
traffic light control, camera monitoring, among other aspects. Also correlating video
systems allowing the identification and recognition of distinct modes of transport, or
even identification of accidents and the differentiation between vehicles and pedes-
trians, knowing where it occurred and avoiding congestion, by means of sensors
that collect information about traffic for the management of traffic lights, but also
generation of statistical insights on the movement of cars and people in urban
centers. Through the use of such data to analyze strategies and activate flow control
devices (predictive approach) for the future, still related aspects based on planning
for better control of natural resources and creation of more beneficial mobility condi-
tions, Machine Learning has sensors to detect traffic conditions and automatically
reprogram traffic lights.

With regard to security,MachineLearning can be used in Smart Cities allowing the
transformation of any analog or IP security camera into surveillance equipment that
generates important data for public security. Evaluating that through this, computer
vision technology can be used, identifying patterns of cars, license plates, faces,
and movements to improve the monitoring capacity. Since the technology allows
the quick identification of people who transit in the regions monitored by cameras,
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who through artificial neural networks are able to interpret data and perform facial
recognition, even if the environment has many people. Another great advantage
with respect to applicability is the fact that the poles have presence sensors for
energy saving when people are not passing by, making it possible to reduce costs and
increase the efficiency of public equipment. Still considering the video monitoring
systems allowing the counting of the volume of people in specific events, based on the
recognition and identification of individuals, or even through Machine Learning, it
is possible to indicate whether a certain route is evaluated safe for women, collecting
information through the scattered sensors related to the presence of movement of
people in the streets, presence of policing, open stores, real-time mapping of crimes,
detection of shots, public lighting or harassment, among other criteria.

Machine Learning can also be applied in Smart Cities with regard to monitoring
air quality through air quality sensors, which can create a network of sensors with
properties for capturing air samples, and performing analysis. And then inform its
quality by means of pollution indicators, by measuring particles of fossil fuel or
fires, managing to indicate in real-time the existence of fires foci near a forest that
represents a danger of devastation.

In Health, Machine Learning can be used in Smart Cities in some hospitals which
use technology to monitor processes. Still evaluating that technology can improve
treatments through machines capable of suggesting possible diseases that may affect
individuals over the years. Or even by means of a digital diagnosis carried out based
on the patient’s history and on the indicators identified in his exams, allowing for the
prevention or even starting certain treatments earlier.

Machine Learning can be used to optimize the collection and recycling ofwaste by
acting in order to optimize the selective collection, bymeans of cameras utilized both
in dumps as also in the recycling process, it manages to identify the types materials
and separate them for process recycling, reducing the risk of physical injury to
workers and increasing the recycling potential of these cities. Still considering that
waste management with sensors and smart tools results in logistics and monitoring
solutions, enabling the cleaning of public roads, as well as the efficiency of transport
cars. Generating a chain of benefits favoring the city dweller with regard to reducing
the rates of disease proliferation and contributing to the improvement of the urban
environment.

In Education, Machine Learning through bots also reaches teaching strategies,
adopting modern and innovative initiatives, providing more dynamic classes consid-
ering that students interact with virtual platforms to dialogue with teachers and
perform exercises. Assessing that with the use of an intelligent platform, the student
can more easily monitor their performance and identify the subjects that need
improvement. The intelligent system, also using algorithms, identifies each student’s
ability to understand the subjects and indicate which classes he needs to attend again
to reinforce the learning, and the teachers have the ability to monitor the individual
performance of the students. Relating that through AI technology it is an opportunity
to create smart schools and cities to encourage the active participation of students.

With regard to the exploratory question of the data, the analyzes range from
the behavior of citizens to the classification of emotional analysis on web platforms,
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dictating the opinion of these citizens about public administration and bringing essen-
tial data to the internal environment for changes in behavior and strategies, with these
adjustments aimed mainly at improving the care and services offered.

Machine Learning used as a planning tool is an essential tool for public admin-
istration planning as it switches from manual to automated activities. Considering
that in manual analyzes, the search for answers seems like a slow analysis, often
short-sighted and biased. The analysis through Machine Learning, in addition to
being fast, with hundreds or even thousands of crosses of collected data variables,
is impossible to be done by a human. Still pondering the analysis of data through
Machine Learning, it brings information that could have gone unnoticed in manual
analysis, given that the crossing of data by technology may be much deeper and
adequate to the needs of the public administration.

The challenges for implementing Machine Learning in Smart Cities are related
to the need for a mass of quality data, which can be obtained through a sensor
structure, however, investment is required. Still evaluating one of themain challenges
of smart city technologies is the issue of privacy, considering that human rights
become sensitive to the possibility of constant monitoring. As a result, privacy rights
need to be known so that AI applications do not create conflicts between the public
administration and citizens.

It is necessary that everything to be connected from cars, traffic lights, lighting
systems, public transport, even citizens, it must be networked, i.e., this requires
an efficient connection infrastructure that involves solutions such as fiber optics
or other sufficient connections. In addition to considering the proper planning and
preparation of these structures, with the investment in works for the adoption of
disruptive technologies, avoiding unnecessary expenses and loss of time in the future.

Another objection to the advancement of AI technologies is the concern with
sustainability, considering that these tools and solutions must be aligned with the
need for environmental conservation of the planet. Another key point is that there
are debates about the network infrastructure capacity necessary for communication
between devices and sensors scattered. To make interconnections feasible, problems
with the lack of internet signals in certain locations need to be properly addressed,
but this requires more investment.

Communication with residents are actions to create smart cities that communicate
efficiently, it is necessary, that it understands their behavior and listen to their wishes.
Actions focused only on technologies, result in a waste of money and time. Even
in one aspect, technology is a strong ally, allowing it to be monitor, analyze, and
understand the behavior of the population. It is necessary tomeet the needs of citizens
and for the development of new smart cities, in this perspective technologies such as
chatbots through Machine Learning are essential to understand the needs of citizens
and even engage them in this process. Still looking for the use of technologies for
data analysis such as Big Data, improving the interaction of residents with smart
cities.

However, what makes management possible, based on the collection, reading,
and real-time processing of data, in order to generate insights, are the cognitive
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computing tools. Representing that through them, AI solutions become autonomous
and capable of making relevant decisions in the face of the information collected.

4.1 Role of ML for Secured Smart City

Digital security in smart city paradigms that range from robotic aspects to automatic
traffic management, or from home appliances to civic infrastructure, considering that
cities are connecting, ensuring that their smart device networks are increasingly vast
and Internet-enabled. In this approach, the secure digital control of infrastructures
becomes evenmore acute, given the spread of increasingly specific technologies such
as considering machine learning, neural networks, cognitive analysis, and even the
decision tree to detect targeted attacks andprovide proactive protection against threats
future. Specifically,machine learning systems for cybersecurity require encyclopedic
knowledge and highly refined specific skills in a variety of fields including big data,
computational processing, and applied systems programming.

In smart cities, there are connected devices, from speakers or smart lights, which
can be vulnerable to digital criminals that allow access to a home network, connected
infrastructures such as buildings, highways, and traffic lights,which could be digitally
invaded, paralyzing companies or the city itself. In this context, cybersecurity extends
far beyond personal or corporate networks encompassing technological solutions to
protect city networks and, revolving around digital systems, whether at home or in
the workplace, given the increasing amount of data that is created by people, houses
and buildings, which is valuable for cybercriminals.

Considering that the concept of smart cities involves the adoption of massive
technology to improve public services such as health, environment, safety, food
and transport, considering that these connected devices must operate together in
homes, offices, and public spaces, considering the districts that already use sensor
networks to prevent natural disasters, citizens who use smart keys to pay for subway
tickets. However, there is still no standard for how these devices should operate or be
protected, without a digital security standard for connected infrastructure, it is crucial
that safety is always first during all systems control, from sensors to processing of
data in the cloud.

In this sense, it is worth noting that the smarter a city in terms of incorporating
technologies into its infrastructure, the more vulnerable it is to cyberattacks, consid-
ering that each “smart component” (connected) in the city becomes a potential target
to cyber attacks that can cause damage, sometimes immeasurable, both in value and
in extent. Thus, the main challenge of cybersecurity is the rapid evolution of the
risks to be managed, creating strategies to protect the digital system from known and
unknown risks, investing in more proactive and adaptive approaches.

A promising technology to increase the cybersecurity of smart cities in the face
of the complexity of scenarios related to events at different levels of infrastructure is
machine learning acting as a form of monitoring that helps to mitigate the continuous
risks of data loss and theft, performing machine analysis of the data environment to
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detect the most complex cyberattacks reliably and accurately. Whereas ML works
through continuous monitoring and real-time assessments, responding to security
attacks and incidents, and automating tasks making the digital attack prevention
system more effective.

As previously mentioned, machine learning algorithms are able to predict future
actions based on data analysis, allowing the detection of malicious activities that
could go unnoticed by a conventional antivirus. In addition to identifying threats,
it also allows automating actions, which, in short, means that it is possible to stop
digital attacks before it starts.

MLalso helps ensure data protectionwithout constantmonitoring, related to cloud
computing that allows smart city digital users to use their private mobile devices to
access corporate information, since the tools themselves are able to perform actions
to interrupt cyber attacks, without invading digital privacy. Also mentioning that
ML includes network analysis and vulnerability assessment, presenting an adaptive
security platform that manages to filter data and transmit only potential threats to
human analysts, which reduces false-positive alerts.

Or even the use of ML technology is capable of using behavioral analysis since
social engineering actions adopt digital attacks that exploit vulnerabilities in users’
behaviors and actions. In this sense,ML allows thousands of computers, devices, and
users to be audited in time. real, in a single point of control, still analyzing information
from the network and offering protection from internal and external threats through
intelligent learning alerting about these potential risks.

Thus, ML has become an essential part of most modern cybersecurity strategies
as tools used to prevent cyber attacks, allowing decision making in an autonomous
or almost autonomous way with regard to the defense of information systems. In this
regard, it is recommended to adoptML as a digital security approach combining other
technologies such as Deep Learning, capable of quickly detecting and controlling
even the most sophisticated digital attacks.

4.2 Challenges of Using AI in Smart City

The biggest obstacles to the inclusion of AI in Smart Cities are data, i.e., the lack of
useful and relevant data, free of built-in bias, and that do not violate privacy rights.
As well as the challenges of the business process, integrating AI in the functions of
a smart city, since this is one of the main factors that prevents the adoption of AI,
regarding the structural challenges, considering that when AI is built on platforms
that already exist, such as management systems, adoption is easier; and even cultural,
since people are still trying to deal with the implications of AI, what it can and cannot
do.

Or even related to the issue of the cost of tools and development of AI systems,
analyzing that the costs of labor and technology can be high. Since building new
AI systems is very expensive in terms of money and staff, considering those smaller
cities, it would mean having to hire a third party to do this specialized work.
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Legal and regulatory risks are a significant issue especially in regulated sectors,
considering the lack of transparency in AI algorithms, which should consist of a
model like a black box, for digital security criteria, but the model’s explainability
and transparency are still questionable. This makes it difficult for a smart city or a
department-specific to it, to explain its decision-making process to regulators, users,
government board members, and other interested parties.

Just as cybersecurity is a risk of using AI with respect to data collected inde-
pendently, and possible vulnerabilities in the AI solution itself. Even though AI
technology is increasingly being used to defend against cyber threats, it still brings
with it new digital security challenges, as a technology for cybercrime and cyber inva-
sion also becomes more widespread, containing the potential for malicious insiders,
capable of digitally poisoning training data aimed at creating AI algorithms for fraud
detection of all transactions and operations in a smart city.

5 Trends

Autonomous objects, such as drones, autonomous vehicles, and robots, will employ
evenmoreAI to automate processes performed by peoples. In this regard, automation
will further explore AI delivering advanced behaviors that are able to interact and
respond more naturally to people and the environment [49].

Augmented Analytics is directed on a particular area of Augmented Artificial
Intelligence, which employs ML to transform the way analytical content is made,
shared, and consumed. The resources of this technique will be important for data
preparation and even data management, process mining, business management, and
even Data Science platforms. Still evaluating the trend in advancing rapidly along
the Hype Cycle (a graphical representation of the stages of a technology’s life cycle)
which is one of the most important sources of a trend in technology. Reflecting on the
employment of real-time event data directed for incident detection, identification, and
response and the sophisticated adoption of ML acting against threat intelligence that
with potential to increase the digital visibility of unknown cyber-risks and strengthen
the position of operations centers digital security. Pondering that aiming for the
maturity of this science and data technology in the context of cybersecurity means
empowering the digital resources with the AI techniques to act while minimizing
cyber-risks respective to false positives [50].

Realizing the significance of data science with respect to information security
and advancing the development of AI-oriented and enhanced solutions by providing
a digital ecosystem of AI models and algorithms, as also as creation and imple-
mentation of tools adapted to integrate AI resources and models into an intelligent
solution. The premise comes from, before providing or predicting the digital security
of business data and information, it is first necessary that this be interpreted, deci-
phered, and understood. From that, recognized which data represent the digital risk
at that moment, or in a universe of daily, weekly, monthly, or according to seasonality
analyzes, and thus make a decision. That is, in view of the digital existence of cyber
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risk in relation to the integrity and confidentiality of data and information, decision-
making will also be compromised, compromising digital fatality at the end of the
system structure. Representing a pragmatic view on the data life cycle, pondering
the fact that most cybersecurity experts use machine-based tools for digital security
operations [33, 51].

Or even reflecting on the trend in the volume of billions of sensors and termi-
nals connected in the environment, reflecting on the respective technology aspect
of a digital twin, i.e., a digital representation of an entity or system in the real
world. Considering that these “digital twins” will potentially serve billions of things,
reflecting in the improvement of the ability to visualize and collect the correct data,
apply the analyzes and rules and effectively respond to the determined objectives
[38, 39, 51].

Empowered Edge is another trend with regard to solutions that facilitate data
processing close to the source, more related to the computational topology in which
data and information are processed and collected, and even the delivery of content
is placed closer to the end of the network. What reduces traffic and latency, evalu-
ating the context of Smart Cities using Machine Learning nourished by data through
the Internet of Things (IoT), are roots of data generation normally associated with
sensors or embedded devices. Still pondering the use of Edge Computing technology
serving as a decentralized extension of the networks of the desired territory, i.e.,
the respective coverage of a single location, cellular networks, or even data center
networks. Assessing that Edge Computing technology and Cloud Computing tend to
follow evolution acting as complementary models, i.e., with distributed servers and
the network edge devices themselves, and not just cloud services managed only on
centralized servers [52, 53].

Conversation platforms tend to change the way users interact with the digital
world, given the technologies Augmented Reality (AR), Virtual Reality (VR), and
even Mixed Reality (MR), contributing as services of immersive experience. This
applied in the context of Smart Cities represents a change, combined in the models of
perception and interaction, increasing the ability to communicate with users in many
human senses providing a richer environment to provide differentiated information
[54].

Blockchain technology is an alternative to the centralized models of digital trust
that make up the majority of value record holders. Pondering those centralized trust
models by adding delays and costs to transactions. Blockchain affords an alterna-
tive trusted digital model, as the technology eliminates the requirement for central
authorities in arbitrating digital transactions. In otherwords, involving IoT,AI, as also
refined Blockchain technics, or encompassing chatbots and ML. Given this universe
of BigData, as also the digital quantity and quality of cyber-threats to all cyberspace
manipulated, altered, created, organized, or even with the disposal of information,
increasingly relates the digital complexity in the sphere of cybersecurity. This digital
complexity, however, is proportional to all this technological evolution.What requires
complex elements that support more sophisticated scenarios, which can be achieved
from current Blockchain technologies and concepts [29, 54].
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From the Smart Cities perspective, intelligent spaces are related to physical
or digital environments populated by humans and enabled by technology. From
that context, ecosystems are increasingly connected, intelligent and autonomous,
allowing multiple elements that include people, machines, processes, services, and
things in an intelligent space creating a more immersive, interactive, and automated
experience, whether through VR, AR, or even MR [7, 27, 28, 54].

Still relating a study by Webroot, he highlighted that 88% of cybersecurity soft-
ware have in general AI-based solutions, most usually aimed at malware identifica-
tion and detection, IP spoofing, and even pharming identification and detection. This
represents the strength that data science, increasingly, in this context of cybersecurity
with AI [55].

Training ML models with adequate data to identify and recognize threat events
that dynamically evolve in real-time, including the use of third-party threat exchange
data and even internal network data for full visibility. Considering that environments
according to the Smart Cities premise must be safe, with analysis mechanisms and
the ability to identify, integrate, and adapt to the scenario of the changing event in
real-time. Applying decision-making processes, processing, and the use of tools to
extract information from data, unifying statistics, data analysis, and related methods
supporting digital knowledge management. Meaning to understand and analyze real
phenomena from data., i.e., capture, study, sharing, transmission, and visualization
of vast volumes of data [4, 9, 55].

The next step related to chatbots is to boost Machine Learning when it comes
to developing robots that are capable of learning on their own. Through cognition
systems allowing technology when analyzing user responses that are not in the bot
database, to be able to interpret the user’s emotion. Based on the words used or even
in the tone of voice the tool is able to recognize the mood of the user so that it
can adapt the way of communicating with it, with other approaches and suggestions
[4, 9, 55].

6 Conclusions

The administration of smart cities can be increasingly efficient through the use of
data collected in real-time combined with the skills of computational intelligence,
i.e., Machine Learning and its aspects. What through technology is possible to learn
more and more about the city and, consequently, apply this knowledge to improve
infrastructure, security, and resource allocation. Assessing that much of the public
infrastructure of large centers and metropolises are used in excess, inefficiently, or
even not used. And since the use of real-time information is shared between people
and even the digital infrastructure, it can be useful in several situations.

In this context, AI, Machine Learning improves urban systems and city manage-
ment, still pondering that from the context of Smart cities, not only technology, but
communication is also necessary. The basic premise is to use technology [56–59] to
improve the lives of citizens and expand the technological concept throughout the
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installed smart city model. Assessing that within the new modern paradigm, urban
environments have ceased to be only digital to become centers of communication,
operation, and interaction between different devices, with the aim of improving the
lives of residents, as well as government management. The idea of a smart city is
grounded on the use of innovative technologies, services, and management, which
make management more efficient, enhance the quality of life of its residents, while
also taking into account areas such as mobility and access to services, and providing
a more economically and environmentally sustainable city. This adjective “intelli-
gent” adds the premise of a society that generates an infinity of data in real-time,
from different sources. Which, through Big Data and Machine Learning, favors the
idea of a city that intensively uses modern interconnected technologies to manage
and improve people’s quality of life.

The differential of these concepts applied to cities is that it focuses on alternatives
to use technology to promote sustainability and connectivity. A smart city tends to
create a digital infrastructure capable of working together with autonomous cars,
public Wi-Fi, and an entire infrastructure with the latest technology. It values urban
mobility and the construction of green spaces, or even allowing traffic control with
the use of underground sensors. This makes it possible, for example, to reprogram
traffic lights when there is a lot of traffic, or even add a pneumatic system around
the city to manage waste, avoiding the need for garbage collection trucks, and more
distribution of carbon dioxide throughout the environment. The use of AI is grounded
on the premise of optimizing, and expanding the digital reach among diverse opera-
tions, considering intelligent algorithms to identify and recognize patterns and, thus,
become able to carry out forecasts and actions with velocity and accuracy. The digital
efficiency of these algorithms depends on the volume and quality of the data, which
can be obtained by sensors, applications, cameras, among others. The adoption of
Machine Learning and AI tools strengthen and play a significant role in identifying
possible risks, hunting for threats, and even for security incident response programs.
That is why it is not enough to have a Security Operations Center in a Smart City,
but around it, there must be a digital structure that shares the equivalent concerns as
the cybersecurity team seeks to strengthen defenses against digital threats.

The use of AI and Machine Learning is associated with the concept of smart
cities with respect, which in these types of cities have characteristics related to the
use of management strategies, projects, and technologies aimed at increasing the
quality of life of denizen and greater efficiency in resources and services provided.
If digital refers to use itself, being smart means using technology in the best possible
way, with several applications working at the same time to impact the city in its
entirety. Considering that an intelligent urban space makes it possible to manage its
resources, municipal services, public security, and infrastructure through AI tools
and their aspects, data science, and even IoT.
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