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Abstract. Environment semantic maps provide essential information for
autonomous vehicles to navigate in complex road scenarios. In this paper, an
adversarial network to complement the conventional encoder-decoder semantic
segmentation network is introduced. A newly proposed adversarial discriminator
is piggybacked to the segmentation network, which is used to improve the spa-
tial continuity and label consistency in a scene without explicitly specifying the
contextual relationships. The segmentation network itself serves as a generator to
produce an initial segmentation map (pixel-wise labels). The discriminator then
takes the labels and compare them with the ground truth data to further update
the generator in order to enhance the accuracy of the labeling result. Quantita-
tive evaluations were conducted which show significant improvement on spatial
continuity.

Keywords: Generative Adversarial Network (GAN) - Semantic segmentation -
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1 Introduction

Surrounding understanding is critical to the safety of autonomous vehicles. The ability
to recognize the drivable areas and dynamic objects on the road enables the safe navi-
gation. Conventionally, camera frames are used to detect pedestrians, cars, motorcycles,
roads, and sidewalks in pixel-level. The goal of this task is to produce semantic segmen-
tations by assigning each input data point, namely a pixel, a unique class label. With the
advancements of LiDAR sensor technology in recent years, many commercial products
can detect points beyond 200 m. In this paper, we tackled the semantic segmentation task
using a rotating LiDAR scanners. Comparing to solely using camera frames, 3D point
clouds obtained by LiDAR provide a richer spatial and geometry information. However,
the unstructured and sparse nature of the 3D data presents another level of challenges.
The major contribution of this paper is a novel method which can efficiently improve
3D LiDAR point cloud segmentation. We complemented an end-to-end encoder decoder
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segmentation pipeline with an adversarial network which is derived from Generative
Adversarial Network (GAN) [1]. The network improves the spatial continuity and label
consistency without explicitly specifying the contextual information. The adversarial
network was only applied during model training, and was removed during the online
inference stage. The complexity of the overall architecture is kept in minimum.

2 Related Work

Semantic segmentation is one of the most important deep learning applications. In 2D
image segmentation, U-Net [2] pioneered the encoder-decoder CNN architecture adop-
tion, they transferred the entire feature map from encoders to the corresponding decoders
and concatenates them to up-sampled (via deconvolution) decoder feature maps. In order
to reduce memory requirements, Kendall [3] proposed to store the max pooling indices
instead of concatenation with fewer parameters for decoder reconstruction.

Nowadays, 360° revolving LiDAR is the most common laser scanner for autonomous
driving. In order to address 3D point cloud segmentation using aforementioned 2D seg-
mentation paradigm, common approach is to spherically project the 3D point cloud data
onto 2D range image plane. Leading the online frame-rate processing for practical appli-
cations, Wu [4] proposed a light weighted model derived from SqueezeNet to process
data in 2D image plane. SqueezeSegV2 [5] extended V1 with Contextual Aggregation
Module (CAM) [6] to mitigate LiDAR sensor data drop out issues.

A synthetic point cloud generation using GTA-V game engine with intensity ren-
dering was also proposed to augment the training data. Due to nonhomogeneous spatial
distribution of point cloud, SqeeuzeSegV3 [7] proposed Spatial-Adaptive Convolutions
(SAC) which may change the weights according to the input data location. Miliotos [8]
extended Wu [4] 3 label classes to 19 classes and replace extended the label classes from
three to nineteen, and replaced the 2D CRF to 3D GPU-based nearest neighbor search
acting directly on the full, un-ordered point cloud. This last step helps the retrieval of
labels for all points in the cloud, even if they are occluded in the range image.

Cortinhal [9] transformed the deep network with Bayesian treatment by introducing
uncertainty measures, epistemic and aleatoric noises. Luc [10] introduced an adversarial
network to discriminate the predicted segmentation maps either from the ground truth
or segmentation network to mitigate the higher order label inconsistencies. Souly [11]
introduced a semi-supervised segmentation using weakly labelled data for the generator.
In this paper, the proposed MamboNet was inspired by many of these approaches and
mostly by Luc’s adversarial network.

3 Method

A. 3D to 2D Projection

The projection method as mentioned in [4, 5, 7-9] has been applied for data pre-
processing. Each raw 3D point cloud in 360° surrounding is spherical projected onto a
2D grid point on a range image as illustrated in Fig. 1. A 3D point (x, y, z) with respect
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to the world coordinate system originated at the sphere center is projected to the image
with coordinates of (6;,¢, @joc), Which is calculated as follows:

0 = arcsin ————— Gpc = 16/A6]

X242

y (M

ﬁ, Dloc = @/ AP ]

Here, A6 and A¢ are quantization steps. Each grid point represents a five-
dimensional feature vector: three for its associated 3D location (x, y, z), one for the
intensity value, and the other for the range value.
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Fig. 1. Spherical projection

B. Architecture

The main objective of applying adversarial network is to enforce the spatial continuity
and label consistency. Conventional encoder-decoder network [3] creates a segmentation
map (pixel-wise labeling), and then follows up with conditional random field (CRF) to
impose pixel grouping constraints. We replaced CRF with a discriminator which is only
used during the training and can be dropped in inference to maintain minimum network
complexity and it is similar to bag of freebies in [11]. Our adversarial network (shown in
Fig. 2)is similar to [10], the discriminator takes two inputs, namely, predicted and ground
truth maps. Both maps are concatenated with the same 2D input data. The predicted map
is generated by the encoder-decoder semantic segmentation network.

A detailed version of the generator is shown in Fig. 3, each yellow block of the
encoder is an Inception [13] like module with a group of mixed kernel sizes and dilation
rates. Each block has three parallel convolution layers, the outputs are concatenated and
then summed up with forth convolution layer. Between encoder and decoder, an Astrous
Spatial Pyramid Pooling (ASPP) [2] module is inserted for exploiting multi-scale features
and enlarging the receptive field. ASSP is employed to capture small street objects, such
as pedestrian and cyclists. In decoder, the conventional transpose convolution layer
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Fig. 2. Overall network architecture

is replaced with the low computation pixel-shuffle layer, similar to super resolution
[14]. It can leverage low resolution feature map to generate up-sampled feature maps by
converting information of the channel dimension to the spatial dimension. The operation
is to convert a feature map of (H x W x Cr?) to (Hr x Wr x C), where H, W, C
and r are the height, width, number of channel, and up-sampling factor.
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Fig. 3. Details of the generator

The discriminator is a VGG based convolutional network shown in Fig. 4. The data
size is 2048 x 64 x 6. The first two dimensions are the image width and height, and the
third dimension includes x, y, z, intensity, range, and class label. Each layer uses 3 x 3
convolution kernel and is followed by a 2 x 2 max pooling except for the 1st layer. The
sizes of the last three fully connected layers are 2048, 512, and 512, respectively.

C. Loss Function and Training

The training, shown in Fig. 5, is based on conditional GAN (cGAN) [15] architecture.
The discriminator, D, learns to classify fake (predicted semantic map) and real (ground
truth map). Both generator and discriminator observe the same 2D range imagery input.
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Fig. 4. Discriminator: VGG based convolutional network
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Fig. 5. Conditional GAN training: map 2D range imagery to segmentation map.

There are three lost terms, the first term is the general cross-entropy term for seg-
mentation network (generator), S(-), to predict each location (pixel-wise) of the output
map with independent class label. It is a weighted cross-entropy loss as is expressed as.

Luce=—Y fY clog(Se) )

ceC

where Y and S are the one-hot vector maps for ground truth and predicted label, respec-
tively. Due to the imbalance data nature of the street scene, pedestrians and cyclists are
less seen compared to other cars, the way to mitigate the network biases toward to the
classes with higher frequency of occurrence is to add a weighted factor f. The second
term is the Lovdsz -Softmax loss [16]. The loss is used to improve the intersection-of-
union (IoU) or Jaccard index. The convex Lovdsz extension of submodular losses relaxes
the IoU hypercube constraint where each vertex is a plausible combination of the class
labels. Therefore, IoU score can be defined anywhere inside the hypercube. This term
is expressed as

Z AJe(m(e)) 3)

| CEC
mi(c) =1 —x;(c) if c = yi(c)

= x;(c), otherwise

where x;(c) € [0,1] is the pixel-wise predicted probability, y;(c) is the predicted label.
The loss will penalize the wrong prediction.
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The third term is the adversarial loss which can be expressed as.
Luy(G, D) = Ey p,,[logD(x,y)] + Ex p,[log (1 — D(x, G(x, 2))], 4)

where D is the discriminator which produces Real and Fake binary outputs, and G
generates the predicted label, x is the 2D range image, z is the optional random noise
input, Pg, is the distribution of ground truth label, y, and P, is the distribution of the
predicted label.

D tries to maximize the Jensen-Shannon divergence [1] between Py, and P,. On
the contrary, G tries to minimize the same distribution divergence in order to make P,.
Indistinguishable from Pg,. The final objective is a mix-max optimization of the loss
summation of cross entropy, Lovdsz -Softmax and adversarial terms as shown in Eq. (5)

G* =arg m(l;n max Lagy + Lis + Lee 5)

4 Experiments

Semantic KITTI data set [17] was used for algorithm evaluation. The dataset con-
tains 28 classes including classes of non-moving and moving objects. The scanned
sequences of 0—10 except 8 were used for training, and sequence 8 was used for vali-
dation. Sequences 11-21 was used for testing, however, the annotations for the testing
sequence are not available to the general public. In order to evaluate the performance, the
labeled data were submitted to Semantic KITTI official server for test results. The eval-
uation metric is based on Jaccard Index or mean Intersection-over-Union (IoU) metric
as shown in the Eq. (6).

C
1 TP,

IoU = — 6

o C;TPC+FPC+FNC ©)

where TP, FP, and FN correspond to the number of true positive, false positive, and false
negative predictions for class ¢, and C is the number of classes.

A. Quantitative Results

In Table 1, our method not only out performs most of the 3D point-wise methods
[18-21], but also is superior to other projection based methods, especially in small object
segmentation, such as person, bicyclist, and motor-cyclist categories. We compare our
method with two other networks, the first one is the SalsaNext baseline [9], and the
second one is the SalsaNext augmented with a discriminator. The discriminator is a
VGG-based convolutional network. In the beginning, we trained the SalsaNext baseline
using their open source Github repository, and the test result of mIOU is 57.2, which
is a little lower than the published result (59.5) [9]. The discrepancy can be due to the
limited batch size [15] in our single board training configuration. In Table 1, SalsaNext
with discriminator outperforms baseline in 15 out of 19 categories, and the mIOU of
57.9 is slightly improved. Our method, MamboNet, achieves over one percent mOUT
improvement of 58.5.
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Table 1. Quantitative results comparison on SemanticKITTI testing set (Sequence 11-21).

Approach @ biyele MOOguck  OMeE person bieyclst ':y":g;; road  parking sidewalk g‘o':f;a building fence Y& trunk terrain  Pole 1*;[:':‘ b3

Pointnet 463 13 03 0.1 08 02 02 00 66 158 357 14 414 129 310 46 176 24 37 | 144
Pointnet++ 537 19 0.2 0.9 02 0.9 1.0 00 720 187 418 56 623 169 465 138 300 60 89 | 201
RandLA-Net | 942 260 258 401 389 492 482 72 907 603 737 204 89 563 814 613 668 492 471 | 539
LatticeNet 886 120 208 433 248 342 399 609 888 646 738 255 869 552 764 679 547 415 427 | 522
SqueezeSegV2 | 818 185 179 134 140 2001 251 39 886 458 676 177 737 411 718 358 602 202 363 | 397

Point-wise

Sqnu(z:ReSFeng- 827 210 226 145 159 202 243 29 885 424 655 187 738 410 685 369 589 129 410 | 396

:g RangeNet++ 914 257 344 257 230 383 388 48 918 650 752 278 874 586 805 551 646 479 559 | 522
g
.§ 3 | 925 387 365 296 330 456 462 201 917 634 748 264 890 594 820 587 654 496 589 | 559
o
&

SalsaNext 9Ll 437 343 375 299 590 536 304 909 604 732 236 816 566 7195 586 639 S13 620 | 572
(train by ourself)

SalsaNext
+Discriminator

©

11 466 320 371 318 575 550 262 910 618 747 257 879 576 801 6Ll 662 547 626 | 579

MamboNet

g

20 474 390 256 346 590 576 278 918 649 750 213 888 605 813 647 647 546 612 | 585

B. Qualitative Results

In Fig. 6, four blocks of segmented map results are shown for visual examination.
Each block has three maps, the top is the SalsaNext baseline, the middle one is our method
with adversarial discriminator, and the bottom one is the ground true for comparison.

Fig. 6. Qualitative evaluation with four examples: the top strip of each example is the result
without adversary training, the middle strip is with adversary training, and the bottom strip is the
ground-truth label.

In the top strip of the first example, there is a small mis-classified pink circle inside
the dark purple region (road). The middle strip of the same example, the circle disappears
due to the discriminator power of enforcing regional consistency. The same rectification
can be observed in the second and third examples, all middle strips correctly identify the
fence region (brown), while the top strip mis-classify part of the fence to be the building
regions (yellow). Finally in the fourth example, the top strip also misclassifies portion
of light green (terrain) to be dark green (vegetation), however, the middle strip correctly
identifies the terrain area.
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Conclusion

We augmented an encoder-decoder segmentation network with an adversarial network
to improve the semantic segmentation performance. Adversarial network can implicitly
enforce the regional contextual continuity. Unlike conventional CRF and KNN post
processing techniques, the adversarial is learnt only during the offline training and is not
active during the test. Therefore, the online computation is greatly reduced and yet the
comparable results are still attainable.
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