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Person re-identification (re-id) aims to identify the same person in multiple
images captured from different camera views [12]. Many efforts have been dedi-
cated to solve this problem, but person re-id still facing many challenges and can
be affected by many factors such as the variation of person appearance (poses
[6], illumination [16], camera views [18] and occlusion [15]) and the impact of the
background scenes [10,27]. To address these challenges, many works [20,28,30]
directly focus on the whole image to learn global feature description. Other
works proposed to enhance the re-id accuracy of multiple baseline methods by
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Abstract. Possibility theory is particularly efficient in combining mul-
tiple information sources providing incomplete, imprecise, and conflictive
knowledge. In this work, we focus on the improvement of the accuracy
rate of a person re-identification system by combining multiple Deep
learning classifiers based on global and local representations. In addi-
tion to the original image, we explicitly leverages background subtracted
image, middle and down body parts to alleviate the pose and background
variations. The proposed combination approach takes place in the frame-
work of possibility theory, since it enables us to deal with imprecision
and uncertainty factor which can be presented in the predictions of poor
classifiers. This combination method can take advantage of the comple-
mentary information given by each classifier, even the weak ones. Exper-
imental results on Market1501 publicly available dataset confirm that
the proposed combination method is interesting as it can easily be gen-
eralized to different deep learning re-identification architectures and it
improves the results with respect to individual classifiers.
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applying re-ranking process on the ranking list [21,33,37]. Using global repre-
sentations generally leads to unnecessary information coming from the back-
ground while local features can be ignored. To overcome this problem, many
researches attempt to exploit local features to enhance the person re-id results
[17,19,25,29]. Some other researches try to extract local representation from
different parts of the original image. For example, [19] and [32] considered the
image as a sequence of multiple equal horizontal parts. Other works used seman-
tic segmentation to reduce the impact of the background variations or to process
body parts separately. We cite our previous work [10] which proposed a person
re-id system based on a late fusion of a two-stream deep convolutional neural
network architecture to reduce the background bias. The first stream is the orig-
inal image, and the second one is the background subtracted image belonging to
the same person. The combination method used in this work is the weighted sum
and the authors demonstrated that combining the output of these two streams
can enhance the person re-id performances.

In this paper, we extend our previous work by combining different body
part streams with the original and background subtracted images in order to
integrate local representations and alleviate the pose and background variations.
Traditional combination methods are not generally efficient when combining
multiple information sources providing incomplete, imprecise, and conflictive
knowledge. To overcome this limitation, we propose in this paper a possibilistic
combination method to aggregate the output of multiple person re-identification
classifiers.

The possibility theory, introduced by Zadeh [34], is an uncertainty repre-
sentation framework which deals with uncertainty by means of fuzzy sets [7].
It naturally complements fuzzy set theory for handling uncertainty induced by
fuzzy knowledge [4]. Possibility theory has been used in many works in order to
improve the performance of classifiers in the context of uncertain and poor data.
For example, the authors in [5] developed possibilistic Bayesian classifiers which
showed a good performance in the case of poor data. The aggregation between
two possibilistic classifiers has been also proposed in this work in order to take
advantages of different classifiers and further improve their accuracy. Besides,
the authors in [3] used a probability-to-possibility transform-based possibilistic
approach in order to deal with decision-making under uncertainty.

Recently, an aggregation approach was proposed in [1], named SPOCC
method, which combines different learner predictions in the possibility theory
framework and may be applied on any type of classifier. It assumes that the
possibility distributions framework reflects how likely the classifier prediction is
correct and considers the uncertainty factor of the classifier and the imprecision
of the used data.

Inspired by the work of [1], we propose in this paper a combination method
based on possibility theory to deal with the imprecision of our different classifiers
and to aggregate their predictions in the context of person re-identification. Thus,
the main contributions of this paper are as follows:
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e At first, we propose to consider different body part streams as input of our
Convolutional Neural Network (CNN) classifier. Thus, different classifiers are
applied and different predictions could be obtained for a query image.

e Secondly, we propose a combination method that is based on possibility the-
ory and is composed of two main phases; the construction and the aggregation
of possibility distributions for each classifier.

e Finally, we evaluate this combination method on the Market-1501 benchmark
dataset using two different deep CNN architectures and we prove that our
method is especially interesting in the case of using poor classifiers.

This paper is organized as follows. We present in Sect.2 an overview of our
proposed method and we provide the implementation details. Then, we present
the experimental results in Sect. 3. Finally, we conclude in Sect. 4.

2 Overview of the Proposed Method

We depict in this section the details of the proposed method. We recall that our
work takes place in the context of person re-identification which aims to identify
the same person in multiple images captured from different camera views. Given
a probe person image p and a gallery set G with IV images belonging to [ different
identities (class labels), with G = {g;|[i =1... N} and 2= {m, |j =1...1}, the
aim of person re-id method is to compare p with all the gallery images ¢; in G
in order to determine the identity m; in {2 of p.

We propose in this work to extend our work [10] by considering four different
variations of the input image: the original and background subtracted images
and the middle and down body parts images.

We show in Fig.1 a flowchart describing the three processing steps. The
proposed framework takes as input the original image p. In the first step, we use
the semantic segmentation model (SEG-CNN) proposed in our previous work
[10] to generate three segmented images: background subtracted image, middle
and down body parts. Four images are then given as input to the second step (re-
identification step), where we apply a deep learning classifier on each input image
and generate the corresponding output mZ_pTed, where k — pred is the predicted
identity by the kP classifier. The third step, called possibilistic fusion, consists
on aggregating these outputs ({mgfpred}kzl,__él) to provide the final result using
the possibilistic distribution of each classifier. In this paper, we focus on the
third step, namely the possibilistic fusion. The aim of this method is to combine
multiple classifier outputs in order to provide robust person re-identification
results.

Our possibilistic fusion method consists on two main phases as shown in
Fig. 3: 1) the construction of possibility distributions and 2) the aggregation of
these distributions to make a final decision.

For the first phase, we apply each classifier on the validation set and we cre-
ate the corresponding confusion matrix (see Fig. 2). The four confusion matrices
M®): gk =1...4 are used as input of our combination method, precisely for the
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Fig. 1. Overview of the proposed framework with 3 main steps: the first step is the
segmentation of the query image in order to obtain local representations of the body
parts. The second one considers each segmented image (and the original image) as input
of a re-id classifier and gives four different predictions. And the final step consists in the
aggregation of these four predictions using the possibility distribution of each classifier.

construction of the possibility distributions (see Sect. 2.1). Because of in re-id
process, learning and testing datasets contain always different identities, we use
in this step the gallery images G as validation data to generate the confusion
matrix for each classifier. Then, in the second phase, the above generated possi-
bility distributions of the four classifiers are aggregated to make the final decision
(see Sect. 2.2). We provide in next sections the details of these steps.

2.1 Construction of Possibility Distributions

The first phase of the proposed combination method is to construct the possi-
bility distributions of each classifier. This method is inspired from the work of
[1] where the possibility distributions are obtained from the confusion matri-
ces of the corresponding classifiers. These confusion matrices are obtained by
applying a re-id classifier on the validation set (see Fig.2) which reflects how
likely each classifier prediction is correct regarding the frequentist probabilities
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Fig. 2. Construction of the confusion matrices using the validation set. Given N gallery
images and the predictions obtained by four re-id classifiers on the segmented streams
of these images, we construct the confusion matrix M®*) of each classifier k.

estimated on the validation set. It should be recalled that a confusion matrix is
an important tool for analyzing the performance of a classification method [11].
It is a two-dimensional matrix which contains information about the actual and
the predicted classes and which summarizes the number of correct and incorrect
predictions [24].

Using the obtained confusion matrices M(®), we construct the possibility
distributions of each classifier using three different steps (as presented in the
first part of Fig. 3).

Normalization of the Confusion Matrices: It should be noted that a con-
siderable disparity between the distribution of images in each class can exist
in many datasets. In this case, the possibility distributions generated from the
confusion matrices can be biased due to this disparity. For that reason, we pro-
pose to normalize the values of each cell Mi(f) in each confusion matrix M*)
according to the number of instances in each class, so that the new values of the
matrix will be in the same order of magnitude. This normalization step is given
by the following formula:

MmP
MW = iy g (1)
ij (k)’ )
MY

where M_(jk) = Zlh=1 M,(LI;)
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Fig. 3. Overview of the proposed possibilistic combination method. This method con-
tains two main phases: The first phase is the construction of possibility distributions
from the confusion matrices M*) (of each classifier Cy; k = 1..4) which leads to possibil-
ity distributions (w;(m)lgjsl. The second phase is the fusion of possibility distributions

"(k)

Tmy, pred
query image p.

which corresponds to the predicted class mZﬁpmd of the classifier Cj for a

Construction of Possibility Distributions: In order to construct possibility
distributions, we propose to transform the confusion matrix of each classifier into
possibility distributions. To do so, the first step is to normalize the j** column
of the confusion matrix to obtain an estimation of the probability distribution
p(Y = i/my = j) where Y is the actual class and my, is the class predicted by
the classifier C). This probability distribution of the column j is denoted by
Py/my=;j- Then, we use the Dubois and Prade Transformation method (DPT)
[8] to transform the probability distributions into possibility distributions. So,

for each classifier Cj and for each column j, the possibility distributions otk )
are obtained from the probability distributions py/,,,—; after ordering them in
descending order. The DPT transforming method is given by this formula:

1 ifi=1

= Ti—1 ifi>1and Pi = Pi—1 . (2)

¢
> pg otherwise

where the p; are ordered in the descending order (p; > pa > ... > p;).
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In conclusion, for each classifier C, we obtain the different possibility distri-

butions (7r(.

]k))1§j§l as follows:

7r§k) = DPT{py/m,=; }:Vj = 1.1 (3)

Discounting the Possibility Values: In most cases, the capability predic-
tions of the different classifiers are significantly different. Some classifiers have
high classification rates and some others have a weak accuracy. Otherwise, as
mentioned earlier, the combination of the different classifiers can take advantage
of the complementary information given by each classifier, even the weak ones.
In order to take into consideration this difference between the classifiers’ predic-
tions and to fade the poorer ones, we propose to use a discounting mechanism
on all the possibility values of the different classifiers.

Many discounting methods have been proposed in the literature, as in
[2,22,23,26]. In this paper, we use the discounting method presented in the
formulas 4 and 5. Other discounting methods could be used in a future work.
The discounting method consists in updating all the possibility distributions
related to a classifier Cj, using the following formula:

=1 - ) x 7 (4)
The variable ay is a coefficient relative to the classifier Cy which is given as

follows:
P

1—7[Ck]

=1 _—
Ak 1- n}clln r [Cy]

()

where 7 [Cy] is the estimated error rate of the classifier Cy, on the validation
set and p is a hyper-parameter to tune by grid search.

Using the above equation, it should be noted that the best base classifier is
not discounted since the value of its aj is equal to 0.

2.2 Aggregation of Possibility Distributions

After constructing all the possibility distributions of the different classifiers, the
next phase is to combine these possibility distributions in order to classify a new
query image.

As presented in Fig.3, for each query p, we consider the class (mi_pred)
predicted by each classifier C}. This prediction corresponds to the Top 1 identity
predicted by the classifier. Then, for each classifier, and given its own prediction,
we consider the possibility distribution which corresponds to the predicted class
mZ_W .q among all the possibility distributions constructed in the above phase.

Thus, only the four possibility distributions w;,(l]flm u

aggregated in order to make the final prediction.
As other measures in the fuzzy set theory, the possibility distributions can
be aggregated using a T-norm operator. T-norms are examples of aggregation

are considered and will be
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functions; they are widely used in knowledge uncertainty treatment [31]. Among
different T-norm operators proposed in the literature [9], we propose to use the
elementwise Product T-norm (7% ) in this work.

Therefore, if mp,k, is the aggregated possibility distribution obtained by
applying a T-norm to the distributions 7, and m,, then, m,x, is obtained
as follows:

Thks (Y) = T (T, (9), Tr, () = 70, (y) X 70 (9); Yy (6)

Since the T-norm Product operator is a commutative and associative oper-
ator, it is obviously applied in the case of more than two factors. Consequently,
the possibility distribution of the ensemble of aggregated classifiers is obtained
as follows:

Tons = T (77’(1) 72 7 (3) e ) (7)

M1—pred’ " M2—pred’  M3—pred’ M4—pred
Finally, the final prediction of a query p by the ensemble of classifiers is the
class cens given by:

Cens(P) = arg max mens () (8)
yeS

3 Experiments

In this section, we empirically evaluate the proposed method and we show how
possibilistic combination can enhance person re-id results. Experiments are car-
ried out on a publicly available large-scale person re-identification dataset Mar-
ket1501 [35]. This dataset is composed of 32,667 images divided into 19,372
gallery images, 3,368 query images and 12,396 training images related to 1501
person identities distributed in 751 identities for training phase and 750 for test-
ing phase. Images are captured by one low-resolution and five high-resolution
cameras.

We implemented the different steps of the proposed combination method
and we applied them on the classification results obtained by two different deep
convolutional neural network architectures: the Siamese CNN architecture (S-
CNN) [36] and the ResNet50 architecture [13]. First, the confusion matrices are
obtained by applying the two classifiers on the gallery set (the 19,372 gallery
images), as presented in Fig. 2. Then, these two classifiers and the combination
method are applied on the test set according to the person re-identification
protocol (query set containing 3368 images and gallery set containing 19,372
images) (see Fig.1). As mentioned in Sect. 2.1, we used a grid search method to
find the best value of the p parameter used in the formula 5.

To evaluate the performance of our combination method, we use the accuracy
metric which reflects the number of correct classifications among all the classified
query images. In this paper, we only focus on the Top 1 predicted class.

The results obtained by applying the two different CNN classifiers (S-CNN
and ResNet50) are shown respectively in Figs.4 and 5. We remind that we
propose to use four different re-id streams for each CNN classifier:
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Fig. 4. Possibilistic Fusion results using S-CNN classifier on Market-1501 dataset. Since
we have four stream classifiers, we provide in this figure the fusion result of different
possible combination of 2—4 streams. Red bar indicates the fusion result of correspond-
ing streams. (Color figure online)

— the original image (denoted by Full)

— the image with no background (No_bk)
— the middle body part (Mid)

— the down body part (Dwn)

In each graphic of Fig.4 and Fig. 5, the reported Combination refers to the
accuracy obtained by fusing the output of the corresponding stream classifiers.
For example, in the first graphic (a) of Fig.4, we present the results of the
classifier using the Full stream (the light blue bar), the result of the classifier
using the No_bk stream (the grey bar) and finally the result of our fusion method
using these two streams Full+No_bk (the red bar). In the same way, we present
in the last graphic (k) of Fig. 4 the results of the classifiers using the four streams
individually (Full in light blue, No_bk in grey, Mid in orange and Dwn in blue)
followed by the result of our fusion method using these four streams (in red bar).
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It should be noted that, among the four individually streams, the Full stream
(which extract information from the whole image) gives the best classification
rates when using both classifiers (For example, in the case of S-CNN classifier, we
obtain 79.78% with the Full stream against 73.93% with No_bk stream, 47.47%
with the Mid stream and 47.77% with the Dwn stream). We should also note that
the results of individual streams are better when we use the S-CNN classifier
(the Full stream gives 79.78% when we use S-CNN and 73.60% when we use
ResNet50).

Based on the results showed in Fig. 4 and 5, we notice that our fusion method
outperforms the individually-stream classifiers in almost all the cases (except one
single case in the diagram (b) of Fig. 4).

We also mention that the best accuracy rate is obtained when we combine
the four streams (84.97% is obtained when we use the four streams and the S-
CNN classifier (diagram (k) in Fig.4) and 84.08% with the ResNet50 classifier
(diagram (k) in Fig.5)). When compared with the Full stream (which gives
the best results among the four streams), our possibilistic combination method
makes an improvement of 6.5% when using the S-CNN classifier and of 14.23%
when using the ResNet50 classifier.

From the results showed in Fig.4 and 5, we also remark that our proposed
possibilistic combination method is more efficient when using poor classifiers. We
remind that the Resnet50 classifier gives less accurate results than the S-CNN
classifier. However, our combination method makes a better improvement when
using the Resnet50 classifier (an improvement of 14.23% compared to the Full
stream (see diagram (k) in Fig.5)) than that obtained when using the S-CNN
classifier (an improvement of 6.5% compared to the Full stream (see diagram (k)
in Fig.4)). On the other hand, we remark that when we combine the two poorer
classifiers, Mid + Dwn, we obtain a highest improvement of 19.57% when using
S-CNN classifier compared to the Dwn stream which gives a performance of
47.77% (see diagram (f) in Fig.4) and of 21.46% when using ResNet50 classifier
compared to the Mid stream which gives a performance of 47.47% (see diagram
(f) in Fig.5). In contrast, the combination of the two better streams, Full +
No_bk (see diagrams (a) in Fig.4 and 5), does not make a great improvement
especially in the case of S-CNN classifier (2.47% compared to the Full classifier).

To summarize, the proposed combination method based on the possibilis-
tic framework is able to improve the performance obtained by each classifier
separately. It is able to take advantages of the opinions of even the poorer clas-
sifiers in order to make a better decision. In addition, the experimental results
elaborated on the Market-1501 dataset with two different classification methods
confirm that the possibilistic based combination method is especially interesting
in the case of poor classifiers.

We also compared our method with other state-of-the-art methods of per-
son re-id applied on the Market-1501 dataset. We especially focus on methods
based on multi-stream approaches. Table 1 presents a comparative study of these
methods. As we focus in our approach on the Rank-1 predicted identity, we con-
sider in this comparison only the Rank-1 result predicted by each method. The
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Fig. 5. Possibilistic Fusion results using ResNet50 classifier on Market-1501 dataset.
Since we have four stream classifiers, we provide in this figure the fusion result of
different possible combination of 2—4 streams. Red bar indicates the fusion result of
corresponding streams. (Color figure online)

results in Table 1 show that our method outperforms most of other methods by
a large margin. For example, it makes an improvement of 3.8% compared to the
BSTS S-CNN method and of 22.6% compared to PL-Net method. This confirms
that the usage of multiple classifiers on different streams can improve the clas-
sification rates; and that our possibilistic combination method is able to take
advantage of the decision of the different classifiers, even the poorer ones (the
middle and down).
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Table 1. Comparison with the state-of-the-art approaches on Market-1501 dataset.

Method Rank-1
Gated S-CNN [28] | 65.88
PL-Net [32] 69.3
MSCAN [19] 80.31
BSTS S-CNN [10] | 81.79
GPN [14] 81.94
Ours 84.97

4 Conclusion

In this paper, we proposed a possibilistic combination method which aims to
merge the outputs of multiple Deep learning classifiers based on global and local
representations in order to enhance the performance of a person re-identification
system. The proposed combination method takes place in the framework of possi-
bility theory, since it enables us to deal with imprecision and uncertainty. Exper-
imental tests were performed on the Market-1501 dataset and have led to very
satisfactory results compared to the results obtained by each classifier separately,
especially in the case of using poor classifiers. It should be noted that we con-
sidered in this paper the Top 1 identity predicted by each classifier. It would
be then interesting to extend this work to take into account the Top 5 or Top
10 predicted identities in a future work. In addition, we used in this paper the
product T-norm when fusing the possibility distributions of the different clas-
sifiers. As a perspective, we envisage to test other T-norms as the Lukasiewicz
or the Drastique T-norms [9]. Finally, another interesting perspective is to pro-
pose other discounting methods to take into account the differences between the
classifiers and to fade the poorer ones [2,22,23].
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