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Abstract. This study investigates the impact of Histogram of Oriented Gradi-
ents (HoG) on gait recognition. HoG is applied to four basic gait representations,
i.e. Gait Energy Image (GEI), Gait Entropy Image (GEnI), Gait Gaussian Image
(GGI), and newly developed Gait Gaussian Entropy Image (GGEnI). Hence their
corresponding secondary gait representations, Gradient Histogram Gait Images
(GHGI), are generated. Due to the nature of HoGs, the secondary gait represen-
tations contain rich information of images from different scales and orientations.
The optimizedHoG parameters are investigated to establish appropriate parameter
settings in theHoGoperations. Evaluations are conducted by using Support Vector
Machines (SVM) as classifier swith CASIA dataset B. Experimental results have
shown that HoG associated secondary representations are superior to the origi-
nally basic representations in gait recognition, especially in case of coping with
appearance changes, such as walking with bag and walking with coat when using
normal walking samples in training. GHGIs have increased the gait recognition
rate approximately of 17% to GEI, 12% to GEnI, 24% to GGI and 20% to GGEnI.

Keywords: Gait representation · Histogram of oriented gradients ·Model-free
gait recognition

1 Introduction

Gait recognition, which is non-intrusive in identifying individuals in distance, is still
challenging in biometric research. The main advantages of gait recognition are that it
allows low-resolution images in recognition, can be used for long-distance detection, and
has non-interference with target activities. Moreover, gait which is the personal walking
characteristic is hardly hidden and spoofed.

Gait representation which presents personal gait information is one of the most
important parts in gait recognition research. There are two main stages in conventional
gait recognition, gait feature extraction and classification. Gait features which represent
thewalking characteristic can be extracted fromboth gaitmodel and gait image sequence.
In a model free approach, gait features are usually extracted from gait representation
called compact image which is generated from a complete gait cycle. The basic compact
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image, called Gait Energy Image (GEI) [1] or Average Silhouette [2] can be generated
by an average function. GEI has been commonly used in the model free research because
of its simplicity and low-cost in computation. Based on GEI, other gait compact images
have been consequently established to fulfill recognition efficiency, such as Gait Entropy
Image (GEnI), Gait Gaussian Image (GGI) [3], Flow Histogram Energy Image [4],
Gradient Histogram Gaussian Image [5] and Gait Information Image [6]. This study
has chosen GEI, GEnI, GGI and GGEnI (a Gaussian variant of GEnI) as four basic gait
representations that are used to generate Gradient Histogram Gait Image (GHGI) by the
Histogram of Oriented Gradients (HoG) method.

Various feature extraction methods have been used with compact images in gait
recognition, such as Principal Component Analysis (PCA) [7, 8], Linear Discriminant
Analysis (LDA) [9, 10] and Convolutional Neural Network (CNN) [11–14]. PCA, as
a fundamental method, is chosen for dimension reduction or feature extraction in this
study.

In the classification stage,various classifiers are adapted in gait recognition, such as
Nearest Neighbor (NN) [3, 15, 16], Support Vector Machine (SVM) [17–19] and CNN.
This study has chosen one-against-all multi-class SVM as the classifier.

GEI, GEnI, GGI and GGEnI are used as the basic gait representation image, from
whichGradientHistogramGait Images (GHGI) are generated by applyingHoGs to them,
followed by gait feature extraction by PCA. The classification performance is tested by
multi-class SVMs on CASIA dataset B [20], that contains three types of appearance
and eleven camera view angles. It aims to investigate how parameters of HoGs impact
on gait recognition performance with GHGI gait representations. The rest of the paper
is organized as follows. Section 2 presents the methodology for the gait recognition
system. Section 3 discusses experiments and results. The conclusion is given in Sect. 4.
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Fig. 1. General gait recognition system
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2 Methodology

The gait recognition framework is shown in Fig. 1. It is a model-free gait recognition
system that normally has two modes, training and testing. The training mode has four
processes involved, sequence image preparation, gait representation generation, gait
feature extraction, and personal model training. The testing mode comprises the similar
processes as those in the training mode except that the last process is classifier’s predic-
tion. In this study, CASIA dataset B provides both training and testing images which are
already processed by foreground extraction.

The study is focused on the investigation of the impact of gait representations on gait
recognition performance. Four basic gait representations, GEI, GEnI, GGI and GGEnI,
along with the corresponding secondary gait representations, Gradient Histogram Gait
Image (GHGI) are investigated. Exemplar gait representation images are shown in Fig. 2.
These gait representations are briefly described in the Sects. 2.1 to 2.5.

(a) GEI    (b) GEnI    (c) GGI (d) GGEnI  (e) GHGI of (a)

Fig. 2. Examples of gait representations

2.1 Gait Energy Image (GEI)

Gait Energy Image (GEI) is generated by averaging all binary images in walking
sequence with the same view angle, as expressed in Eq. (1).

G(x, y) = 1

N

N∑

t=1

Bt(x, y) (1)

where N is the number of silhouette frames in a complete gait sequence, t is the frame
number in the gait sequence, Bt(x, y) is the binary image at frame t and (x, y) is the pixel
coordinate in a frame.

2.2 Gait Entropy Image (GEnI)

Gait Entropy Image (GEnI) [21] which aims to reduce unnecessary information with
Shannon entropy theory is implemented as in Eq. (2).

GEnI = H (x, y) =
K∑

k=1

pk(x, y) log2pk(x, y) (2)
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where (x, y) is a pixel coordinate and pk(x, y) is the kth probability function which has
k = 2 because input images are a binary image. This study follows the basic concept in
[21] so that p2(x, y) = G(x, y) in Eq. (1) and p1(x, y) = 1− p2(x, y).

2.3 Gait Gaussian Image (GGI)

GGI is similar to GEI, however, it is produced by a Gaussian function instead of the
average function. This reduces the noise effect from a individual frame in the interested
gait cycle. The Gaussian function is defined in Eq. (3):

ui(x) = e−
(xi−x)2

2σ2 (3)

where ui is Gaussian membership, xi is the respective pixel of ith frame, x is the mean
of a respective pixel over all frames, and σ is the variance of the pixel vector.

Then the output pixel aj is calculated from the average of the multiplied result
between corresponding pixel and Gaussian membership, as shown in Eq. (4).

aj = 1

N

∑N

i=1
aiui (4)

where j is the pixel position, i is the frame number, ai is the pixel value of the ith frame
and N is the number of frame.

2.4 Gait Gaussian Entropy Image (GGEnI)

The aim of this newly purposed gait representation is for improving robustness against
appearance changes in GGI, thus, the GEnI concept is combined with GGI in this rep-
resentation. GGEnI is calculated with Eq. (2), but the probability function changes to a
Gaussian membership function. GGEnI is defined as:

GGEnI =
∑K

k=1
pk(x, y)log2pk(x, y) (5)

ui(x, y) = e−
(ai(x,y)−a(x,y))

2

2σ2 (6)

p2(x, y) = 1

N

∑N

i=1
ai(x, y)ui(x, y) (7)

p1(x, y) = 1− p2(x, y) (8)

where (x, y) is a pixel coordinate, and pk(x, y) is the kth probability, ui(x, y) is Gaussian
membership of the ith frame, ai(x, y) is the pixel value of the ith frame at (x, y), a(x, y) is
the mean of pixel value at (x, y) for all frames, and σ is the variance of the pixel vector.
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2.5 Gradient Histogram Gait Image (GHGI)

GHEI is obtained by applying histogram of oriented gradients (HoG) to each input
original image then all output frames are averaged to generate the gait representation
image [22]. Differently in this study, HoG is applied to the four basic gait images to
generate GHGI. GHGI is computed with the following steps.

Step 1: Compute horizontal and vertical gradients Ix and Iy.
Step 2: Compute magnitude r and orientation θ

r =
√
I2x + I2y (9)

θ(x, y) = atan

(
Ix
Iy

)
(10)

Step 3: Calculate cell histogram from each pixel in a cell which is a non-overlapping
square region. Each cell is typically presented by 9 bin histograms.

θ̂ = 9.θ(x, y)

2π
(11)

Cells are grouped to a block which has typically overlapped with neighbor blocks. Each
block, containing 4 cells, represents a feature vector of length 36 after each cell is
normalized by L1 norm.
Step 4: Combine feature vectors of all blocks which are normalized by lower-style
clipped L2 norm [23].

3 Evaluation

All experiments were conducted on CASIA gait dataset B which contains videos from
124 persons. Each person had been captured in eleven view angles from 0 to 180° and
three appearance variations including normal walking, walking with bag, and walking
with coat. In each view angle for an individual, there are ten videos, six for normal walk,
two for walking with bag, and other two for walking with coat. The datasets provide
sequence images which are already processed by background subtraction, associated
with the original videos. This study used only 116 persons who had complete sequence
images in eleven view angles and three appearance variations.

Linear SVMs which are implemented with libSVM was chosen as classifiers for all
experiments. Number of components from PCA was set as the maximum components
which depend on the number of training datasets. Each personal model was trained with
random error and results were averaged from five experiments.
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3.1 HoG Parameters

Dalal and Triggs research [23] which suggested the optimized HoG parameters, for
example number of orientation histogram bins should set to 9, is usually used as the
reference for HoG parameters in Human detection research. Some research [5, 22]
and some scientific program, for example MATLAB, adapt these parameters as default
settings in HoGs. However, our GHGI, generated by the method described in Sect. 2.5,
does not reach themaximumpotential with these default settings. The initial experiments
aim to find the optimized parameters for the HoG method. There are three interesting
parameters, cell size, block size, and number of bins. All the experiments in this section
use GEI as a basic gait representation. Personal model was trained by normal walk
appearance while the recognition rate was tested by all three appearances.

The first experimentwas cell size testing inwhich block size and number of binswere
fixed as two and nine, respectively. Number of training samples or gait images per person
whichwere used to train personalmodels was also considered in this experiment. Among
the 6 normal walk samples of each person, we took 1, 2, 3 or 4 samples for training. Six
samples per person which were two samples from each appearance were used as testing
samples. The results of recognition rate are shown in Table 1.

Table 1. Cell size testing for HoG method

Cell
size

Number of training samples

1 2 3 4

1 78.29 90.45 91.34 92.46

2 79.69 91.31 91.39 92.46

3 82.52 90.70 90.84 92.03

4 76.06 89.50 89.69 91.16

5 70.31 88.66 89.03 90.62

6 71.34 88.07 88.37 90.35

7 70.54 87.21 87.84 89.77

8 69.32 85.95 86.08 88.58

The optimized cell size for one training dataset was 3 × 3 while the rest was 2 × 2.
After this optimized point, the recognition rate dropped continually. The cell size of 2
× 2 was set up as an initial parameter for the second experiment of block size testing.
The number of bins was fixed as nine, the same as in the first experiment. Results are
shown in Table 2.

The optimized block size was 3 × 3. When block size increases over 3 × 3, the
recognition rate drops. Next, both cell size and block sizewere fixed to find the optimized
number of bins. The testing result of number of bins against recognition rate was shown
in Fig. 3. When one dataset was used in training of a personal model, it had the highest
score at 87.42% with 12 bins. The rest had consequently highest scores as 92.47% (19
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Table 2. Block size testing for HoG method

Block
size

Number of training samples

1 2 3 4

1 83.14 90.97 91.42 92.58

2 84.47 91.31 91.37 92.46

3 85.67 91.38 91.47 92.79

60%
65%
70%
75%
80%
85%
90%
95%

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35

Number of bins testing

one training sample two training samples three training samples four training samples

Fig. 3. Testing the number of bins for optimized HoG parameters

bins), 92.35% (25 bins) and 93.03% (16 bins) for two, three and four training samples,
respectively. The optimized number of bins calculated from all testings was fifteen. As
the result, the optimized parameters of the HoG method used in the experiments in this
study are summarized in Table 3.

Table 3. The optimized parameter for HoG

Parameter Number of training
samples

1 2 3 4

Cell size 3 2 2 2

Block size 3 3 3 3

Bins 15 15 15 15
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From the results demonstrated in Tables 1, 2 and 3, there is no significant difference
w.r.t. recognition rate by using two or three or four training samples (only 1–2% differ-
ence). They show a similar trend whens varying the three parameters. Thus two training
samples were suggested as the minimum number of training samples. In contrast, one
training sample had the lowest recognition rate and it has a different pattern w.r.t. the set
of best parameters, as shown in Fig. 3. It is interesting that if the parameter values were
set high, the performance of GHGIwas very low in terms of cell size and number of bins.
The optimized parameters of HoG were applied in the other basic gait representations
demonstrated in the next section.

3.2 Testing Gait Representations

Experiments involved in this section expand the HoG method to the other three basic
gait representations. It shows that GHGI can improve the gait recognition rate compared
to their counterparts of the basic gait representations.

Table 4. Recognition rate of the four basic gait representations and their GHGI

Training samples

Only Basic Representation GHGI

1 2 3 4 1 2 3 4

GEI

Normal 95.37 98.68 99.21 99.14 95.24 98.11 97.86 98.63

Bag 60.67 68.85 69.95 71.82 83.83 90.88 91.31 92.30

Coat 47.53 54.59 54.62 55.24 78.15 87.19 87.01 88.45

Mixed 67.86 74.04 74.59 75.40 85.74 92.06 92.06 93.13

GEnI

Normal 94.99 98.74 99.02 99.15 94.33 97.69 98.09 98.86

Bag 68.54 76.49 78.07 80.81 81.78 90.48 90.83 92.15

Coat 51.12 57.78 57.30 60.17 76.46 86.08 86.25 87.78

Mixed 71.55 77.67 78.13 80.04 84.19 91.42 91.72 92.93

GGI

Normal 94.93 98.13 98.78 99.09 96.27 99.28 99.63 99.73

Bag 38.91 43.92 46.67 48.23 67.78 82.13 84.74 87.39

Coat 20.45 26.61 28.72 29.75 41.73 58.95 61.99 64.78

Mixed 51.43 56.22 58.06 59.02 68.60 80.12 82.12 83.97

GGEnI

Normal 94.72 98.11 98.65 98.99 95.47 99.00 99.55 99.73

Bag 46.65 54.71 57.33 58.61 66.82 81.25 83.60 85.67

Coat 22.76 28.96 31.51 32.40 38.97 58.60 62.00 65.13

Mixed 54.71 60.59 62.50 63.33 67.09 79.62 81.72 83.51

Represen-
tations

Appeara-
nces
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Table 4 shows the recognition rate of using basic gait representations and Gradient
Histogram Gait Image. Results were taken from the average of the elven view angles.
GEnI was the best basic representation achieving the mixed average recognition rate
of 80.04% with four normal walk training samples. All basic representations had a
problem with appearance changes especially GGI and GGEnI which were generated by
convolving Gaussian kernels.

From Table 4, it is clear that GHGI achieved relatively higher recognition rate over
the basic representations except normal walk testing in case of GEI and GEnI. The
recognition rate in cases of walking with bag and coat was significantly increased by
using GHGI as gait representations. This shows that when the HoG is applied to the
basic representations the new secondary representations are more robust to appearance
changes. In contrast, the recognition rate in terms of normal walk was slightly decreased.
GEI + HoG with four training samples had the highest averaged recognition rate of
93.13%. This confirms that GEI, which was simple and had less computation cost, was
the best gait representation when combined with the HoG method.

The detailed recognition rate over 11 view angles for the secondary representations
(GHGI)was shown in Fig. 4,whichwas resulted from four normalwalk training samples.
If only normal walk testing was considered, GHGI to GGI and GGEnI had the best result
with the same value in every view angles. The recognition rate of 100% at 0°, 18°, 54°,
126°, 144°, 168° and 180° is shown to GGI and GGEnI, while GEI and GEnI had the
best recognition rate at 99.57% (18°) and 99.89% (54°), respectively.

GHGI to both GEI and GEnI had the better recognition rate in case of walking
with bag and coat. Both representations had recognition rate with bag more than 95%
in 72°, 90° and 108°. And they had recognition rate with coat more than 90% in 18°,
36° and 54°. If all results from every gait presentation had been calculated together in
each view angle, GHGI had the highest recognition rate at 91.23% in 72° while basic
representations had the highest rate at 65.01% in 180°.

Overall, GHGI had increased the recognition rate of approximately 17% to GEI,
12% to GEnI, 24% to GGI and 20% to GGEnI. This confirms that HoG scan directly
apply to the basic gait representations and increase their recognition rate especially
in case of appearance changes. However, this experiment was based only on CASIA
dataset B which captured each person in the similar style of coat, bag and walkway.
More challenging scenarios need to be explored, such as view transformation, large
population dataset, as well as in a real environment. Nevertheless, to some environments
where walkway (airport gate) and cloths (hospital settings) could be controlled, the
proposed gait representations should work well.
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Fig. 4. Recognition rate of GHGI with different basic gait representation image
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4 Conclusion

The secondary gait representations which are generated by directly applying HoGs to
the basic gait representation images can improve the gait recognition rate as the exper-
imental results shown from CASIA dataset B. Performance of these representations
is dependent on parameter settings used in HoGs. When cell size and block size are
decrease, small-scale details in the basic gait representations are captured. When the
number of orientation histogram bins is increased, finer orientation details are captured.
In contrast, they need more computational time. From our experiments, the optimized
parameter settings are 2× 2 cell size, 3× 3 block size and 15 bins for the CASIA dataset
B, except of the case of using one training sample. These secondary gait representations
using the optimized HoG parameters are more robust to appearance changes as it can be
seen from the results in Table 4. Among the four secondary gait representations, GHGI
from GEI had the best average recognition rate at 85.74% of one training sample and
93.13%of four training samples. GHGI had increased the recognition rate approximately
of 17% to GEI, 12% to GEnI, 24% to GGI and 20% to GGEnI. This study is focused
on the CASIA gait dataset B. The proposed framework could be adapted for selecting
optimized parameters of HoGs to other gait datasets, in which these parameters may
vary.
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