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Abstract. Tunisians on social media tend to express themselves in their
local dialect using Latin script (TUNIZI). This raises an additional chal-
lenge to the process of exploring and recognizing online opinions. To
date, very little work has addressed TUNIZI sentiment analysis due to
scarce resources for training an automated system. In this paper, we focus
on the Tunisian dialect sentiment analysis used on social media. Most
of the previous work used machine learning techniques combined with
handcrafted features. More recently, Deep Neural Networks were widely
used for this task, especially for the English language. In this paper,
we explore the importance of various unsupervised word representations
(word2vec, BERT) and we investigate the use of Convolutional Neural
Networks and Bidirectional Long Short-Term Memory. Without using
any kind of handcrafted features, our experimental results on two pub-
licly available datasets [18,19] showed comparable performances to other
languages.

Keywords: Tunisian dialect · TUNIZI · Sentiment analysis · Deep
learning · Neural networks · Natural language analysis

1 Introduction

Since the end of the twentieth century and the spread of mobile communica-
tion technologies in the Arab world, youth, in particular, have developed a new
chat alphabet to communicate more efficiently in informal Arabic. Because most
media and applications initially did not enable chatting in Arabic, these Arab
speakers resorted to what is now commonly known as “Arabizi”. In [1], Ara-
bizi was defined as the newly-emerged Arabic variant written using the Arabic
numeral system and Roman script characters. With the widespread use of social
media worldwide in more recent years, Arabizi emerged as an established Arabic
writing system for mobile communication and social media in the Arab world.

Compared to the increasing studies of sentiment analysis in Indo-European
languages, similar research for Arabic dialects is still very limited. This is
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mainly attributed to the lack of the needed good quality Modern Standard Ara-
bic (MSA) publicly-available sentiment analysis resources in general [2], and
more specifically dialectical Arabic publicly-available resources. Building such
resources involves several difficulties in terms of data collection and annota-
tion, especially for underrepresented Arabic dialects such as the Tunisian dialect.
Nevertheless, existing Tunisian annotated datasets [3] focused on code-switching
datasets written using the Arabic or the Romanized Alphabet. The studies on
these datasets applied off-the-shelf models that have been built for MSA on a
dataset of Tunisian Arabic. An intuitive solution is to translate Tunisian Roman-
ized Alphabet into Arabic Script [4]. This approach suffers from the need for a
parallel Tunisian-Arabic text corpus, the low average precision performances
achieved and the irregularity of the words written.

Using a model trained on Modern Standard Arabic sentiment analysis data
and then applying the same model on dialectal sentiment analysis data, does
not produce good performances as shown in [5]. This suggests that MSA models
cannot be effective when applied to dialectical Arabic. There is, thus, a growing
need for the creation of computational resources, not only for MSA but also for
dialectical Arabic. The same situation holds when one tries to use computational
resources used for a specific dialect of Arabic with another one.

To the best of our knowledge, this is the first study on sentiment analysis
TUNIZI Romanized Alphabet. This could be deduced in the next sections where
we will present TUNIZI and the state-of-the-art of Tunisian sentiment analysis
followed by our proposed approach, results and discussion before conclusion and
future work.

2 TUNIZI

Tunisian dialect, also known as “Tounsi” or “Derja”, is different from Modern
Standard Arabic. In fact, Tunisian dialect features Arabic vocabulary spiced
with words and phrases from Tamazight, French, Turkish, Italian and other
languages [6].

Tunisia is recognized as a high contact culture where online social networks
play a key role in facilitating social communication [7]. In [8], TUNIZI was
referred to as “the Romanized alphabet used to transcribe informal Arabic for
communication by the Tunisian Social Media community”. To illustrate more,
some examples of TUNIZI words translated to MSA and English are presented
in Table 1.

Since some Arabic characters do not exist in the Latin alphabet, numerals,
and multigraphs instead of diacritics for letters, are used by Tunisians when they
write on social media. For instance, “ch” is used to represent the character .
An example is the word 1 represented as “cherrir” in TUNIZI characters.

After a few observations from the collected datasets, we noticed that Arabizi
used by Tunisians is slightly different from other informal Arabic dialects such

1 Wicked.
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Table 1. Examples of TUNIZI common words translated to MSA and English.

as Egyptian Arabizi. This may be due to the linguistic situation specific to each
country. In fact, Tunisians generally use the french background when writing in
Arabizi, whereas, Egyptians would use English. For example, the word
would be written as “misheet” in Egyptian Arabizi, the second language being
English. However, because the Tunisian’s second language is French, the same
word would be written as “mchit”.

In Table 2, numerals and multigraphs are used to transcribe TUNIZI charac-
ters that compensate the absence of equivalent Latin characters for exclusively
Arabic sounds. They are represented with their corresponding Arabic characters
and Arabizi characters in other countries. For instance, the number 5 is used to
represent the character in the same way as the multigraph “kh”. For example,
the word “5dhit” is the representation of the word as shown in Table 1.
Numerals and multigraphs used to represent TUNIZI are different from those
used to represent Arabizi. As an example, the word 2 written as “ghalia”
or “8alia” in TUNIZI corresponds to “4’alia” in Arabizi.

Table 2. Special Tunizi characters and their corresponding Arabic and Arabizi char-
acters.

[9] mentioned that 81% of the Tunisian comments on Facebook used Roman-
ized alphabet. In [10], a study was conducted on 1, 2 M social media Tunisian
comments (16M words and 1M unique words) showed that 53% of the com-
ments used Romanized alphabet while 34% used Arabic alphabet and 13% used
2 Expensive.
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script-switching. The study mentioned also that 87% of the comments based on
Romanized alphabet are TUNIZI, while the rest are French and English. In [11],
a survey was conducted to address the availability of Tunisian Dialect datasets.
The authors concluded that all existing Tunisian datasets are using the Arabic
alphabet or a code-switching script and that there is a lack of Tunisian Roman-
ized alphabet annotated datasets, especially datasets to address the sentiment
analysis task.

[12] presented a multidialectal parallel corpus of five Arabic dialects: Egyp-
tian, Tunisian, Jordanian, Palestinian and Syrian to identify similarities and
possible differences among them. The overlap coefficient results, representing
the percentage of lexical overlap between the dialects, revealed that the Tunisian
dialect has the least overlap with all other Arabic dialects. On the other hand,
because of the specific characteristics of the Tunisian dialect, it shows phonolog-
ical, morphological, lexical, and syntactic differences from other Arabic dialects
such that Tunisian words might infer different syntactic information across dif-
ferent dialects; and consequently different meaning and sentiment polarity than
Arabic words.

These results highlight the problem that the Tunisian Dialect is a low resource
language and there is a need to create Tunisian Romanized alphabet datasets
for analytical studies. Therefore, the existence of such a dataset would fill the
gap for research purposes, especially in the sentiment analysis domain.

3 Tunisian Sentiment Analysis

In [13], a lexicon-based sentiment analysis system was used to classify the sen-
timent of Tunisian tweets. The author developed a Tunisian morphological ana-
lyzer to produce linguistic features and achieved an accuracy of 72.1% using the
small-sized TAC dataset (800 Arabic script tweets).

[14] presented a supervised sentiment analysis system for Tunisian Arabic
script tweets. With different bag-of-word schemes used as features, binary and
multiclass classifications were conducted on a Tunisian Election dataset (TEC)
of 3,043 positive/negative tweets combining MSA and Tunisian dialect. The
support vector machine was found of the best results for binary classification
with an accuracy of 71.09% and an F-measure of 63%.

In [3], the doc2vec algorithm was used to produce document embeddings
of Tunisian Arabic and Tunisian Romanized alphabet comments. The gener-
ated embeddings were fed to train a Multi-Layer Perceptron (MLP) classifier
where both the achieved accuracy and F-measure values were 78% on the TSAC
(Tunisian Sentiment Analysis Corpus) dataset. This dataset combines 7,366 posi-
tive/negative Tunisian Arabic and Tunisian Romanized alphabet Facebook com-
ments. The same dataset was used to evaluate Tunisian code-switching sentiment
analysis in [15] using the LSTM-based RNNs model reaching an accuracy of 90%.

In [16], authors conducted a study on the impact on the Tunisian sentiment
classification performance when it is combined with other Arabic based pre-
processing tasks (Named Entities tagging, stopwords removal, common emoji
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recognition, etc.). A lexicon-based approach and the support vector machine
model were used to evaluate the performances on the above-mentioned datasets
(TEC and TSAC datasets).

In order to avoid the hand-crafted features labor-intensive task, syntax-
ignorant n-gram embeddings representation composed and learned using an
unordered composition function and a shallow neural model was proposed in [17].
The proposed model, called Tw-StAR, was evaluated to predict the sentiment
on five Arabic dialect datasets including the TSAC dataset [3].

We observe that none of the existing Tunisian sentiment analysis studies
focused on the Tunisian Romanized alphabet which is the aim of this paper.

Recently, a sentiment analysis Tunisian Romanized alphabet dataset was
introduced in [18] as “TUNIZI”. The dataset includes more than 9k Tunisian
social media comments written only using Latin script was introduced in [8]. The
dataset was annotated by Tunisian native speakers who described the comments
as positive or negative. The dataset is balanced, containing 47% of positive
comments and 53% negative comments.

Table 3. Positive and negative TUNIZI comments translated to English.

TUNIZI English Polarity

enti ghalia benesba liya You are precious to me Positive

nakrhek 5atrek cherrir I hate you because you are wicked Negative

Table 3 presents examples of TUNIZI dataset comments with the translation
to English where the first comment was annotated as positive and the second as
negative.

TUNIZI dataset statistics, including the total number of comments, number
of positive comments, number of negative comments, number of words, and
number of unique words are stated in Table 4.

Table 4. TUNIZI and TSAC-TUNIZI datasets statistics.

Dataset #Words #Uniq Words #Comments #Negative #Positive #Train #Test

TUNIZI 82384 30635 9911 4679 5232 8616 1295

TSAC-TUNIZI 43189 17376 9196 3856 5340 7379 1817

For the purpose of this study, we filtred the TSAC dataset [3] to keep only
Tunisian Romanized comments. The new dataset that we called TSAC-TUNIZI
includes 9196 comments. The dataset is not balanced as the majority of the
comments are positive (5340 comments). TSAC-TUNIZI dataset statistics are
presented in Table 4.
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4 Proposed Approach

In this section, we describe the different initial representations used, the hyper-
parameters’ values and the classifiers’ architectures.

4.1 Initial Representations

In order to evaluate Tunisian Romanized sentiment analysis, three initial repre-
sentation were used: word2vec, frWaC and multilingual BERT (M-BERT).

• Word2vec [20]: Word-level embeddings were used in order to represent words
in a high dimensional space. We trained a word2vec 300-vector on the TUNIZI
dataset.

• frWaC [21]: Word2vec pretrained on 1.6 billion French word dataset con-
structed from the Web. The use of the French pretrained word embedding is
justified by the fact that most of the Tunizi comments present either French
words or words that are inspired by French but in the Tunisian dialect. Exam-
ples of TUNIZI comments containing code switching are shown in Table 5.

Table 5. Examples of Tunizi comments switching-code.

Comment Languages

je suis d’accord avec vous fi hkeyet ennou si 3andha
da5l fel hkeya bouh

Tun, Fr

good houma déjà 9alou fih 11 7al9a Tun, Eng

t5afou mnha vamos el curva sud y3ayech weldi bara a9ra Tun, Spa

Fig. 1. Global architecture of the first proposed model

• Multilingual BERT (M-BERT) [22]: We decided to use the Bidirectional
Encoder Representations from Transformers (BERT) as a contextual lan-
guage model in its multilingual version as an embedding technique, that con-
tains more than 10 languages including English, French and Arabic. Using
the BERT tokenizer, we map words to their indexes and representations in
the BERT embedding matrix. These representations are used to feed the
classification models.
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Fig. 2. Global architecture of the second proposed model

4.2 Classifiers

Based on the state of the art, RNNs and CNNs are considered to be more effi-
cient for the sentiment analysis (SA) task. In this work, we experimented two
classifiers, a Convolutional Neural Network (CNN) with different sizes of filters
and a Bidirectional Long Short-Term Memory (Bi-LSTM), a variant of RNNs.
As a consequence, we ended up with two different models. The first model uses
word2vec or frWac as initial representations followed by Bi-LSTM or CNN classi-
fier and a fully connected layer with a softmax activation function for prediction
as shown in Fig. 1. The second model uses M-BERT as initial representation
followed by Bi-LSTM or CNN classifier and a fully connected layer with a soft-
max activation function for prediction as shown in Fig. 2. The different hyper-
parameters including number of filters, number of epochs and batch size for each
embedding and classifier achieving the best performances are shown in Table 6.
The number of epochs and the Batch size are equal to 3 and 16, respectively.
The number of filters is equal to 200 for Word2vec representation. The best
performances of frWac representation and M-BERT embeddings combined with
CNN are achieved when the number of filters is equal to 100.

Table 6. Hyper-parameters used during the training phase.

Embedding Classifier Number of filters Number of epochs Batch size

Word2vec CNN 200 3 16

frWaC CNN 100 3 16

M-BERT CNN 100 3 16

M-BERT Bi-LSTM - 3 16

5 Results and Discussion

All experiments were trained and tested on the two datasets presented in Table 4.
Datasets were divided randomly for train and test without using any kind of data
pre-processing technique. Models are trained according to the hyper-parameters
in Table 6.
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The performance of sentiment analysis models is usually evaluated based on
standard metrics adopted in the state-of-the-art. They are: Accuracy referred in
our results as ACC. and the F-score.

• Accuracy is the traditional way to measure the performance of a system. It
represents the percentage of instances predicted correctly by the model for
all class categories.

• F-score provides a measure of the overall quality of a classification model as
it combines the precision and recall through a weighted harmonic mean.
For our experiments two variants of F-score were used: the micro-averaging
biased by class frequency (F1. micro) and macro-averaging taking all classes
as equally important (F1. macro). This is important in the case of the TSAC-
TUNIZI where classes are unbalanced.

5.1 TUNIZI Dataset Results

Table 7 reviews the sentiment classification performances for TUNIZI dataset.
The word2vec representation trained on the TUNIZI dataset did not achieve bet-
ter performances than frWaC representation trained on a French dataset. Indeed
frWac representation achieved a 70,2% accuracy performance when word2vec
representation was only 67,2%. This could be explained by the limited size of the
TUNIZI dataset (82384 words) used to train word2vec representation compared
to the French dataset (1.6 billion words) used to train frWac representation.
Training word2vec on the limited size of the TUNIZI dataset does not include
all the Tunisian words, hence the out of vocabulary (OOV) phenomenon. The
pretrained French word2vec did not solve the problem of OOV, but since it was
trained on a very large corpus it handled most of French words that are frequent
in Tunizi comments.

Table 7 results suggest the outperformance of the M-BERT embeddings over
those generated by word2vec and frWac. Indeed, M-BERT embeddings com-
bined with CNN or Bi-LSTM performed better than word2vec embeddings for
all performance measures. This could be explained by the ability of Multilingual
BERT to overcome the problem of switch-coding comments presented previ-
ously in Table 5 since it includes more than 10 languages like English, French,
and Spanish.

BERT tokenizer was created with a WordPiece model. First, it will check if
the whole word exists in the vocabulary, if not, then it will break down the word
into sub-words and repeat the process until it becomes divided into individual
characters. Because of this, a word will always have its representation in the
BERT embedding matrix, and the OOV phenomenon is partially overcome.

5.2 TSAC-TUNIZI Dataset Results

To confirm TUNIZI classification results, experiments were also performed on
the TSAC-TUNIZI dataset with CNN and Bi-LSTM since they showed better
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Table 7. Tunizi classification results.

Embedding Classifier Dataset ACC F1. micro F1. macro

Word2vec CNN TUNIZI 67,2% 67,2% 67,1%

frWaC CNN TUNIZI 70,2% 70,2% 69%

M-BERT Bi-LSTM TUNIZI 76,3% 76,3% 74,3%

M-BERT CNN TUNIZI 78,3% 78,3% 78,1%

performances than word2vec embeddings. Table 8 shows the results of the pro-
posed models on the TSAC-TUNIZI dataset. We can notice that the BERT
embedding combined with the CNN leads to the best performance with a 93,2%
of accuracy compared to 92,6% scored by Bi-LSTM. This is also the case for the
F1.micro and F1. macro performances with values 93,2% and 93%, respectively.

F1. micro and F1. macro performances for CNN and Bi-LSTM are close
even though the TSAC-TUNIZI dataset is unbalanced having dominant positive
polarity.

Table 8. TSAC-TUNIZI classification results.

Embedding Classifier Dataset Acc F1. micro F1. macro

M-BERT Bi-LSTM TSAC-TUNIZI 92,6% 92,6% 92,5%

M-BERT CNN TSAC-TUNIZI 93,2% 93,2% 93%

5.3 Discussion

Experiments on TUNIZI and TSAC-TUNIZI datasets showed that the bidi-
rectional encoder representations from transformers (BERT) as a contextual
language model in its multilingual version as an embedding technique outper-
forms word2vec representations. This could be explained by the code switching
characteristic of the Tunisian dialect used on social media. Results suggest that
M-BERT can overcome the out of vocabulary and code switch phenoma. This
defines the M-BERT embeddings as expressive features of Tunisian dialectal con-
tent more than word2vec embeddings and without need to translate Tunisian
Romanized alphabet into Arabic alphabet.

The CNN classifier performed better than the Bi-LSTM suggesting repre-
sentation based Bi-LSTM did not benefit from the double exploration of the
preceding and following contexts. This confirms the conclusion in [15] where
LSTM representation outperformed Bi-LSTM representation.

Due to the non-existent work on Tunisian Romanized sentiment analysis, it
wasn’t possible to perform a comparison state of the art study. Nevertheless, the
obtained performances of our proposed approach was further compared against
the baseline systems that tackled the TSAC dataset as shown in Table 9.
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Table 9. Compared classification results.

Model Dataset ACC F-measure (%)

[3] TSAC 78% 78%

[17] TSAC 86.5% 86.2%

[15] TSAC 90% -

M-BERT+CNN TSAC-TUNIZI 93.2% 93%

M-BERT+CNN TSAC 93.8% 93.8%

Compared to the state-of-the-art applied on the tackled dataset, our results
showed that CNN trained with M-BERT improved the performance over the
baselines. As we can see in Table 9, with the proposed approach, the performed
accuracy and F-measures outperformed the baselines performances.

6 Conclusion and Future Work

In this work, we have tackled the Tunisian Romanized alphabet sentiment
analysis task. We have experimented two different word-level representations
(word2vec and frWaC) and two deep neural networks (CNN and Bi-LSTM),
without the use of any pre-processing step. Results showed that CNN trained
with M-BERT achieved the best results compared to the word2vec, frWac
and Bi-LSTM. This model could improve the performance over the baselines.
Experiments and promising results achieved on the TUNIZI and TSAC-TUNIZI
datasets helped us to better understand the nature of the Tunisian dialect and
its specificities. This will help the Tunisian NLP community in further research
activities not limited to the sentiment analysis task, but also in more complex
NLP tasks.

A natural future step would involve releasing TunaBERT, a Tunisian version
of the Bi-directional Encoders for Transformers (BERT) that should be learned
on a very large and heterogeneous Tunisia dataset. The Tunisian language model
can be applied to complex NLP tasks (natural language inference, parsing, word
sense disambiguation). To demonstrate the value of building a dedicated version
of BERT for Tunisian, we also plan to compare TunaBERT to the multilingual
cased version of BERT.
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