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1Strongly InteractingMatterUnder
Rotation:An Introduction

Francesco Becattini, Jinfeng Liao and Michael Lisa

Abstract

Ultrarelativistic collisions betweenheavynuclei brieflygenerate theQuark–Gluon
Plasma (QGP), a new state of matter characterized by deconfined partons last
seen microseconds after the Big Bang. The properties of the QGP are of intense
interest, and a large community has developed over several decades, to produce,
measure, and understand this primordial plasma. The plasma is now recognized
to be a strongly coupled fluid with remarkable properties, and hydrodynamics is
commonly used to quantify and model the system. An important feature of any
fluid is its vorticity, related to the local angular momentum density; however, this
degree of freedom has received relatively little attention because no experimental
signals of vorticity had been detected. Thanks to recent high-statistics datasets
from experiments with precision tracking and complete kinetic coverage at col-
lider energies, hyperon spin polarizationmeasurements have begun to uncover the
vorticity of the QGP created at the Relativistic Heavy Ion Collider. The injection
of this new degree of freedom into a relatively mature field of research represents
an enormous opportunity to generate new insights into the physics of the QGP.
The community has responded with enthusiasm, and this book represents some
of the diverse lines of inquiry into aspects of strongly interacting matter under
rotation.
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1.1 Milestones

In 2005, Liang and Wang [1] predicted that spin–orbit coupling would polarize
strange quarks created in non-central heavy ion collisions, resulting in emitted �

hyperons globally polarized along the direction of the collision angular momentum.
The magnitude and momentum dependence of the predicted polarization depended
on details of specific models of quark–quark potentials, small-angle scattering
approximations, and details of hadronization mechanisms.

In 2008, Becattini and collaborators [2] noted that in a hydrodynamic picture,
local thermodynamic equilibrium implies a relation between the spin polarization
and the rotational flow structure (vorticity). In the hydrodynamic model, vorticity
can be extracted directly from the evolution, with no need to appeal to specific
microscopic processes. In 2013, an equation relating the polarization of � hyperons
and thermal vorticity was derived [3] and such polarization was predicted to be at the
level of a few percent. The first result regarding the systematic dependence of this
effect on the collision beam energy, particularly in the range relevant to the beam
energy scan program at the Relativistic Heavy Ion Collider (RHIC), was reported
in a 2016 paper [4], providing a highly relevant insight for the later experimental
measurements.

In 2017, the STAR Collaboration published [5] the first observation of global �

polarization from non-central heavy ion collisions. As discussed below and through-
out this volume, most theoretical interpretations of these observations are based upon
this hydrodynamic approach.

While the phenomenon of global polarization was predicted based on particle–
particle interaction, the success of quantitative predictions of the hydrodynamic
model to reproduce experimental observations (discussed below) seem to confirm
that for spin, as for many other observables, microscopic details are less important
than bulk thermodynamic properties. Below, we discuss the hydrodynamic approach
to vorticity and polarization, followed by experimental observations.

We will briefly discuss the related phenomenon of vector meson spin alignment,
also predicted by Liang and Wang [6] in 2005. As of now, measurements of spin
alignment at the Large Hadron Collider (LHC) and RHIC are difficult to explain in
any theoretical approach.

1.2 Introduction

Twenty years ago, the world’s first nuclear collider began producing heavy ion col-
lisions at energies far surpassing those previously achievable in fixed-target experi-
ments. The goal was to produce the Quark–Gluon Plasma (QGP)—a state of matter
characterized by partonic (rather than hadronic) degrees of freedom. For decades,
production and study of theQGP had long been the focus driving the field of relativis-
tic heavy ion physics, as it holds the promise of shedding light on the non-perturbative
region of QuantumChromodynamics (QCD), the most poorly understood of the fun-
damental interactions in the Standard Model.
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In 2005 [7–10], based on a systematic and comprehensive analysis of available
data, the experimental collaborations at the Relativistic Heavy Ion Collider (RHIC)
confirmed that QGP is indeed created in ultra-high-energy collisions. Furthermore,
the data clearly indicated that the QGPwas a strongly coupled fluid, contrary to some
expectations that the plasmawould beweakly coupled due to the combination of high
temperatures and the running of the QCD coupling constant. The evidence driving
this conclusion was the collective anisotropic emission distribution of hadrons from
the collision—the so-called “elliptic flow.” These very strong anisotropies (and the
dependence upon mass and momentum) were nearly quantitatively consistent with
expectations based on relativistic inviscid (ideal) hydrodynamics.

The discovery of nearly “perfect fluid” behavior had two major outcomes. Firstly,
it prompted a re-evaluation of numerical QCD calculations performed on a lattice,
the most reliable ab initio calculations of the strong interaction. While numerically
correct, lattice calculations could be misinterpreted to suggest that a weakly coupled
gas of quarks and gluons was the proper paradigm for modeling collisions at RHIC.
It was also realized that the QGP near the pseudo-critical transition temperature
is a peculiar system: unlike ordinary matter, its microscopic interaction length is
comparable to the thermal de Broglie wavelength, making the kinetic collisional
description inappropriate. Nevertheless, even under such unusual conditions, the
local thermodynamic equilibrium concept and hydrodynamics are still valid. Hence,
the discovery established relativistic fluid dynamics as the new paradigm for the
bulk evolution of the system. Confronting increasingly sophisticated hydrodynamic
calculations with data has produced valuable estimates of transport coefficients,
initial parton distributions, and the QCD equation of state. Triangular and higher-
order azimuthal correlations have probed the substructure of the fluid flow fields at
ever finer scale.

A relativistic collision between heavy nuclei at finite impact parameter can involve
angular momentum of order 103∼5

�. In a fluid, angular momentum can manifest as
vorticity, rotational gradients of the flow, and temperature fields [2]. Until recently,
this aspect of the plasma had been largely ignored, as there had been no experimental
observation of its effects.

In 2017, the STAR Collaboration published an observation of global hyperon
polarization in Au+Au collisions at RHIC, opening the potential to probe novel
substructures of the QGP fluid at the finest possible scale. This is a rare case in
which an entirely newdirection is introduced to amature field. It is especially exciting
because the natural language for discussing vorticity—three-dimensional relativistic
viscous hydrodynamics—has been developed to a high degree of sophistication by a
large community of theorists. It is an opportunity for new insights into the physics of
deconfined QCD matter, and the heavy ion community has responded with intense
focus on the topic. This book represents a broad sampling of directions of inquiry
into this new area of research.
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1.3 Accessing SubatomicVorticity

“Lumpy” azimuthal fluid flow patterns (elliptic flow, triangular flow, etc) may be
measured by azimuthal correlations between themomenta of emitted particles; this is
experimentally straight-forward. Orbital angular momentum in heavy ion collisions,
on the other hand, is experimentally inaccessible. Instead, one relies on coupling
between the orbital (“mechanical”) angular momentum of the fluid and spin of the
emitted particles. The first observation of such an effect was reported more than a
century ago by Barnett [11], in which an uncharged and un-magnetized solid metal
object, when set spinning, spontaneously magnetizes.1

The analogous effect in a fluid, coupling mechanical vorticity of the bulk fluid and
quantum spin polarization, was first reported by Takahashi et al, in 2016 [12]. In their
experiment, liquid mercury flowing through a channel acquired local vorticity due to
viscous friction with the wall. Spin–vorticity coupling produced a polarization gradi-
ent that could then be detected directly through the inverse spinHall effect. The results
could be understood by expanding angular momentum conservation in fluid dynam-
ics, to include angular momentum transfer between the liquid and electron spin [12].

In the Barnett and Takahashi experiments, the macroscopic rotational motion
was a controlled variable and the spin polarization straightforward to measure. In
high-energy nuclear collisions, the magnitude and direction of the angular momen-
tum fluctuate from one event to the next, and a statistically significant measurement
requires combining ∼ 107 − 108 events. Furthermore, the particles whose polariza-
tion is to be measured are emitted at all angles at speeds approaching that of light.

These challenges are addressed by precision tracking and correlating detector sub-
systems in different regions of the experiment. In particular, the angular momentum
in a collision is given by

J = b × pbeam, (1.1)

where the impact parameter, b, is the transverse (to the beam direction) vector con-
necting the center of the target nucleus to that of the beam nucleus (where attention to
the designation of beam and target is important [13]), and pbeam is the momentum of
the beam in the collision center-of-momentum (c.o.m.) frame. The magnitude of the
impact parameter, |b|, is estimated by the total number of charged particles emitted
roughly perpendicular to the beam in the collision c.o.m. frame, while its direction,
b̂, is estimated by the sidewards deflection of particles emitted close to the beam
direction. See Fig. 1.1 for an illustration.

The flow pattern of the QGP fluid is complex and any local vorticity may fluctuate
as a function of position within each droplet; however, the average vorticity must
be parallel to J which is event-specific. For this reason, spin polarization projection
along Ĵ is termed the “global” polarization.

1That the magnetization arose from spin polarization of the electrons was not known to Barnett
and his contemporaries in 1915, as the concept of quantum spin was not introduced until nearly a
decade later.
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Fig. 1.1 The geometry of a collision. a Before collision: the angular momentum is determined by
the impact parameter, b, an uncontrolled variable that fluctuates from one collision to the next.
b In a non-central (|b| �= 0) collision, parts of the nuclei overlap, producing the QGP, while the
so-called “spectators” continue to travel forward, experiencing only a slight impulse directed away
from the collision. c One reconstructed event in two subsystems in STAR experiment. The Time
Projection Chamber (TPC) [14] records∼103 charged particles emitted from theQGP created in the
collision, while the Event Plane Detector (EPD) [15] measures spectator fragments. The magnitude
and direction of b are determined, respectively, by the number of charged particles measured in the
TPC and the anisotropic hit pattern in the EPD

Having determined the direction2 of the average vorticity, the second challenge
is to measure the spin polarization along that direction.

If the QGP fluid does indeed have non-vanishing vorticity, and if thermalization
(complete or partial) of orbital and spin degrees of freedom does occur, then presum-
ably all particles emitted in the collision will have their average spins aligned with
Ĵ . Of the zoo of particle types emitted in a heavy ion collision, the spin directions of
only a few are easily measurable. In particular, particles undergoing parity-violating
weak decay betray their spin direction through asymmetries in the momentum dis-
tribution of their daughters. Of this already restricted subset of particles, only a few
are created in reasonable numbers to allow a significant measurement. The best can-
didate is the � hyperon, which can be cleanly measured by its p + π− decay in the
TPC, as seen in panel (a) of Fig. 1.2. The decay topology is sketched in panel (b) of
Fig. 1.2. An ensemble with polarization P� will preferentially emit daughter protons
along the direction of polarization according to

dN

d cos θ∗ = 1
2

(
1 + α�P� · p̂∗

p

)
, (1.2)

where θ∗ is the angle between the polarization and daughter proton momentum p∗
p

in the hyperon rest frame. The decay parameter α� = 0.732 determines the strength
of the effect.

2In principle, the magnitude |J| of the collision’s angular momentum may be estimated as well.
However, not all of this angular momentum is transferred to the plasma at midrapidity [4], so usually
only the direction Ĵ is of interest. This quantity is the only important ingredient to estimate vorticity
in any event.
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Fig. 1.2 a A � hyperon detected in the STAR TPC by combining its charged proton and pion
daughters. Inset: the invariant mass of daughter pairs shows a clear peak at the � mass. b In the
parity-violating decay topology, the daughter proton tends to be emitted in the direction of the parent
� hyperon, in the � center of mass frame

The global polarization is then measured by correlating information from both
detector subsystems:

〈
P� · Ĵ

〉
= 8

παH R(1)
EP

〈
sin

(
�EP,1 − φ∗

p

)〉
, (1.3)

where φ∗
p is the azimuthal angle of the daughter proton in the parent hyperon frame.

In Eq.1.3, �EP,1 is the first-order event plane angle, an estimator of the azimuthal
angle of the impact parameter b; the resolution of this estimation is R(1)

EP . Standard

Fig. 1.3 The world dataset of global � hyperon polarization in relativistic heavy ion collisions
compared to expectations from hydrodynamic and transport simulations. Figure from [16]
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Fig.1.4 The second-order Fourier coefficient of the azimuthal oscillation of the longitudinal com-
ponent of the � hyperon polarization. Figure from [19]

methods have been developed to extract both the event plane and the resolution from
anisotropic particle distributions in the EPD.

The discussion thus far has described the global � hyperon polarization mea-
surement in the STAR experiment at RHIC. The ALICE experiment at the LHC
performed a similar analysis, tracking charged hyperon daughters with a gas-filled
TPC at midrapidity and measuring�EP,1 with segmented detectors at forward rapid-
ity. The STAR and ALICE measurements thus far comprise the world’s dataset on
global polarization and are shown in Fig. 1.3.

We offer some general remarks on Fig. 1.3 in the next section, but at the experi-
mental level, we note that the statistical uncertainties at low

√
sNN are large. These

uncertainties are determined by (1) the number of collision events recorded by the
experiment; (2) the per-event hyperon yield; (3) the event plane resolution R(1)

EP .
Measurements by the STAR Collaboration in the second phase of the RHIC Beam
Energy Scan (BES-II) [17] will have an order of magnitude better statistics [18]
and better event plane resolution [15]; overall, the precision should increase roughly
eight-fold, allowing important systematic studies [16] not currently possible.

The average “global” polarization vector must point along the direction of Ĵ . On
the other hand, the mean spin polarization vector for particles with specific momen-
tum has three components that can be also measured. The component along the
beam (longitudinal component) is expected to show a 2nd-order azimuthal oscilla-
tion relative to the event plane. The amplitude and phase of this oscillation has been
measured for Au+Au collisions at

√
sNN = 200 GeV by the STAR Collaboration.
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Figure 1.4 shows the transverse momentum dependence of the 2nd Fourier compo-
nent for non-central collisions. Thanks to the excellent tracking, good event plane
resolution, and a high-statistics dataset available at RHIC top energy, an oscillating
sub-percent polarization signal is easily measured.

1.4 From Signal to Physics

1.4.1 Hydrodynamics as the Basis to Understand Hyperon
Polarization

As we discussed in Sect. 1.1, the original idea for global � polarization in heavy ion
collisions was based onmicroscopic processes that drove the initial state, the transfer
of angular momentum from orbital to spin degrees of freedom, and the subsequent
hadronization mechanism. Assumptions and parameters were required to compute
each of these components of the calculation. A detailed discussion along this line
can be found in Chap.7.

The tremendous success of hydrodynamics to heavy ion physics suggests that
the myriad details of microscopic processes undoubtedly at play in these complex
collisions are eventually unimportant, as the system approaches local equilibrium
quickly. In the earliest days of RHIC, ideal (inviscid), boost-invariant hydrodynamic
calculations with simple initial conditions largely reproduced—nearly “out of the
box"—the multiplicity, pT and mass systematics of measured elliptic flow. This
success gave some confidence that equilibrium hydrodynamics was a good paradigm
to understand the collective physics of heavy ion collisions.

In the subsequent decades, several important insights have been achieved by
working within this framework, using details in the data to probe the partonic struc-
ture of the initial state, transport coefficients, and hadronization mechanisms. These
insights required considerable elaboration of the initial simple models, incorporating
viscosity, baryochemical currents, vorticity, three-dimensional dynamics, and event-
by-event fluctuations in the initial state. However, the close resemblance of the initial
simple calculations with observations set this fruitful enterprise on firm ground.

Figure 1.3 suggests that the same situation exists in the study of global hyperon
polarization. Theoretical curves show predictions from hydrodynamic and transport
calculations, in which fluid vorticity is assumed to equilibrate with� spin degrees of
freedom to produce the polarization. Vorticity—more properly, thermal vorticity—is
calculated directly from the flow field in the hydrodynamic calculations, as discussed
in detail in Chap.8. On the other hand, in the transport calculations, flow and tem-
perature fields are calculated from the motion of multiple particles in coarse-grained
spatial cells; this implicitly assumed local thermalization; see detailed discussions
in Chap.9. Eventually, in both methods, the polarization of a spin 1/2 fermion is
obtained from the same formula relating mean spin to the thermal vorticity � at the
leading order [3]:

http://dx.doi.org/10.1007/978-3-030-71427-7_7
http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_8
http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_9
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Sμ(p) = − 1

8m
εμνρσ pσ

∫


d
 · p�νρnF (1 − nF )∫



d
 · pnF , (1.4)

where Sμ(p) is themean spin vector and nF is the covariant Fermi–Dirac distribution
function. The thermal vorticity is defined as the antisymmetric derivative of the four-
temperature vector field, that is:

�μν = 1

2

[
∂ν

(
1

T
uμ

)
− ∂μ

(
1

T
uν

)]
, (1.5)

where T and uμ are local temperature field and flow velocity field, respectively. The
integration in Eq. (1.4) is performed on the 3-D hadronization hypersurface 
. The
polarization vector Pμ is simply Sμ/|S| and its global, momentum integrated, value
in the particle rest frame turns out to be directed along the angular momentum vector,
so that, approximately one has:

〈P〉 · Ĵ ≈ 1

2
〈� 〉 · Ĵ , (1.6)

where the 〈� 〉 is the mean thermal vorticity value over the hadronization hypersur-
face. The above relation is a direct manifestation of the rotational polarization of
microscopic spin. The theoretical underpinning of this phenomenon is to be fully
elaborated through a variety of approaches such as quantum field theory (in Chaps. 2,
3, and 4) and relativistic kinetic theory (in Chaps. 5 and 6).

For the most part, these models have been used to understand other observations
from heavy ion collisions, and the results in Fig. 1.3 are obtained largely “out of
the box". The quantitative agreement, as well as the universal decreasing trend of
polarization with

√
sNN (despite the fact that |J| increases with increasing collision

energy) is a clear indication that we have at hand a paradigm to understand hyperon
polarization.

That said, there are strong tensions with the existing theoretical expectations in
certain observables. One is seen in Fig. 1.4; the same hydrodynamic calculation that

reproduced
〈
P� · Ĵ

〉
with no special tuning predicts the wrong sign of the longi-

tudinal polarization,
〈
P� · ẑ〉. Hence it seems that, similar to the early collective

flow studies, the framework is well-grounded, while there is much to learn from
the details. Chapters 8, 9, and 10 in this Volume provide an in-depth discussion on
the phenomenology study based on this framework. More broadly, the presence of
global rotation has opened a new dimension for investigating its nontrivial effects,
for example, on the phase structures of matter (see Chap.11) or on the interplay
between orbital and spin angular momentum (c.f. Chap.12).

1.4.2 Vector Meson Spin Alignment—More Complicated Physics?

In an equilibrium picture, the spins of all emitted particles will be aligned with the
total angular momentum of the system. In addition to � and � hyperons discussed

http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_2
http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_3
http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_4
http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_5
http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_6
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above, recent results from the STAR collaboration indicate consistent polarization
of �, � and � baryons [21]. Besides baryons, in principle polarization could be
detected for vector mesons such as K∗ or φ.

The spin of a vector meson is quantified by the 3 × 3 spin-density matrix ρi, j .
Becattini discusses the coupling of this quantity to fluid vorticity in
Chap.2. Due to the parity-conserving nature of their strong decay, the elements
ρ1,1 and ρ−1,−1 cannot be separately determined. Because the trace is unity, there
is only one independent diagonal element, ρ0,0 which quantifies the component of
the meson spin perpendicular to the quantization axis. As with the baryons, for the
average spin, the axis of interest is Ĵ , perpendicular to the event plane. Random
alignment of spins would yield ρ−1,−1 = ρ0,0 = ρ1,1 = 1

3 . Given only experimental
access to ρ0,0, it is impossible to determine whether the meson spin is parallel or
anti-parallel to Ĵ , but in either case, spin alignment would imply ρ0,0 < 1

3 [22].
The two-particle decay topology of a vector meson is related to the alignment

according to [23]:

dN

d cos θ∗ = 3

4

[
1 − ρ0,0 + (

3ρ0,0 − 1
)
cos2 θ∗] , (1.7)

where θ∗ is the angle between the parent spin and a daughter momentum in the
parent’s rest frame. At local thermodynamic equilibrium, the alignment is quadratic
in thermal vorticity to first order [16,24]:

1
3 − ρ0,0 ≈ 4

9�
2. (1.8)

Therefore, consistency with the hyperon results would lead to the expectation 1
3 −

ρ0,0 ≈ 10−3.
Experimental results deviate strongly from that expectation. Figures 1.5 and 1.6

show K 0∗ and φ alignmentmeasurements from the STAR andALICE experiments at
RHIC and LHC, respectively. In all cases, | 13 − ρ0,0| ≈ 0.1, two orders of magnitude
larger than expectations based on P� and vorticity considerations. Perhaps more
surprisingly, STAR reports ρ0,0 > 1

3 for φ mesons.
As discussed above, the hydrodynamic equilibrium ansatz seems a reliable base-

line for understanding hyperon polarization, as it is for understanding much else in
heavy ion physics. However, there may bemany other effects at play. In their original
paper [6], Liang andWang considered different hadronizationmechanisms involving
polarized quarks. If vector mesons are produced by simple coalescence of a quark
and antiquark with polarizations Pq and Pq , respectively, then

ρmeson
0,0 = 1 − Pq Pq

3 + Pq Pq
≈ 1

3 − 4
9

(
Pq Pq

)2
, (1.9)

where the approximation holds for small polarizations. This is consistent with the
hydrodynamic equilibrium prediction (Eq.1.8) if Pq = Pq = � . It is not possible
to reconcile the ALICE measurements of very small values of hyperon with large
values of | 13 − ρ0,0| in a simple recombination picture [25].

http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_2
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Fig.1.5 Vectormeson alignment in Au+Au collisions at
√
sNN = 200GeV,measured by the STAR

Collaboration at RHIC [20]. Left: ρ0,0 for K ∗0 mesons as a function of transverse momentum for
mid-central collisions. Right: ρ0,0 for φ mesons as a function of centrality. Dashed lines indicate
ρ0,0 = 1

3 , corresponding to no alignment with the normal to the event plane

Fig. 1.6 Vector meson alignment, for Pb+Pb collisions at
√
sNN = 2.76 TeV, measured by the

ALICE Collaboration at the LHC [25]. Left (right) panel shows ρ0,0 for K ∗0 (φ) mesons as a
function of collision centrality, for two ranges in transverse momentum. Dashed lines indicate
ρ0,0 = 1

3 , corresponding to no alignment with the normal to the event plane

Perhaps even more surprising are measurements of the STAR Collaboration at
RHIC. For K ∗, they report [20] values of 1

3 − ρ0,0 similarly large as those seen at
the LHC, but for φ mesons, ρ0,0 > 1

3 ; c.f. Fig. 1.5. Liang and Wang pointed out
that hadronization via polarized quark fragmentation could result in ρ0,0 > 1

3 . This
mechanism may be most important at large rapidity or transverse momentum, but
could in principle play a role at midrapidity, where these measurements are made.
However, naively, if fragmentation is the dominant hadronization mechanism, K ∗
and φ should be affected similarly. Furthermore, it would seem natural that quark
hadronization would be more important at LHC energies than at RHIC.

Sheng, Olivia andWang [26] propose that an entirely new physical effect could be
at play, in which a hypothetical mean φ field couples to the system angular momen-
tum. Depending on the values of several parameters, ρ

φ
0,0 could be greater or less

than 1
3 . In principle, by fine-tuning [26] the energy dependence of four parameters,

this model might accommodate ρ
φ
0,0 > 1

3 at RHIC energies and ρ
φ
0,0 < 1

3 at the LHC.
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Because this model is not expected to apply to K ∗0 mesons [26], it will be important
to identify independent measurements that can constrain and verify its assumptions.

In summary, it is clear that the situation with the spin alignment of vector mesons
is very different than that for hyperon polarization. In the latter case, the equilibrium
hydrodynamic paradigm which works well for other aspects of heavy ion collisions
seems a reasonable starting point; polarization then allows a more sensitive probe
of the system evolution at the finest scales. For the vector mesons, however, it is
clear that observations cannot be explained by this established paradigm. Compet-
ing effects from multiple hadronization mechanisms, hadronic effects, and novel
mean fields may be at play, differentially affecting the different particle species and
different collision energies. See Chap.7 by Gao, et al. in this volume, for an exten-
sive discussion. The phenomenon of vectormeson spin alignment deserves continued
intense theoretical focus; at the moment, the situation is too unclear to summarize
what might be learned.

1.4.3 Future ExperimentalWork

Among the most pressing issues in the field of heavy ion physics is the existence
and consequences of an intense, long-lived magnetic field. Its presence could allow
experimental access to novel effects due to chiral symmetry restoration. Because �

and � have opposite magnetic moments, a strong B-field at hadronization would
lead to a polarization “splitting” [24,27,28]. The magnitude of the splitting remains
below the statistical sensitivity of existing measurements, but the ongoing BES-II
campaign at RHIC is expected to either discover the splitting or set meaningful limits
on possible magnetic effects.

While the average (“global”) polarization must align with the total angular
momentum of the collision, hydrodynamic and transport simulations predict a
rich flow structure featuring nontrivial local vorticity. The longitudinal polariza-
tion results in Fig. 1.4 represent the first observation of such an effect. However,
more complicated effects may be present on an event-by-event basis, leading to vor-
ticity “hot spots” that may be revealed by spin–spin correlations [29]. Experimental
searches for such a signal are ongoing at RHIC, but two-particle tracking artifacts
make them highly challenging.

As discussed above, the physics driving vectormeson spin alignment is apparently
much more complicated than that behind � polarization. The STAR Collaboration
at RHIC has presented a study [21] of polarization of � and � hyperons which are
consistent with the � polarizations, with small mass-dependent effects.

While the total system angular momentum decreases with reduced collision
energy, the largest global polarization is observed at the lowest energy. It will be
important to measure polarization at still lower energies below the energy threshold
for QGP formation and at energy densities below the limits of applicability of hydro-
dynamics. The BES-II program at RHIC includes a fixed-target campaign already
producing results [30] in this regime. Much higher statistics datasets at low energy
are expected at the NICA and FAIR facilities soon to commence operation.

http://dx.doi.org/https://doi.org/10.1007/978-3-030-71427-7_7
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The energy dependence of the polarization signal may reflect an evolution of
rotational flow structure away from midrapidity, where measurements have focused
thus far, as the collision energy increases. Experiments with good tracking near
beam rapidity may probe strong vorticity resulting from the breakdown of longitu-
dinal boost-invariance, challenging hydrodynamic and transport simulations more
stringently than possible previously.

1.5 Summary and Outlook

Over several decades, the field of relativistic heavy ion physics has matured and
focused on the creation and study of the quark–gluon plasma. Hydrodynamics and
transport theory haveprovided auseful paradigm inwhich to interpret awidediversity
of experimental results from high-energy collisions at RHIC and the LHC. Theory
andmodels based on this paradigm have become increasingly sophisticated, simulat-
ing the entire evolution of the dynamic system and making quantitative connection
to the initial state and fundamental transport coefficients.

The observation of rotational phenomena has opened an exciting new direction
into this well-developed and fertile environment, a rare example of a truly new devel-
opment in a mature field. First measurements of global hyperon polarization are
largely consistent with predictions from existing hydrodynamic and transport sim-
ulations, indicating that the tools are at hand, to understand the phenomenon. More
differential measurements, of the azimuthal dependence of global and longitudinal
hyperon polarization, are more difficult to understand; the effects have magnitudes
in line with standard expectations, but reproducing the sign of the observed oscil-
lations may require nontrivial revisions to our current understanding. On the other
hand, vector meson spin alignment—presumably related to hyperon polarization—
is quantitatively and qualitatively impossible to understand solely in terms of the
hydrodynamic paradigm that successfully explains other observables; here, there
may be numerous competing effects that depend nontrivially on particle species and
collision energy, including a newly proposed coherent mesonic mean field.

Thus, it appears that the newphenomena of strongly interactingQCDmatter under
rotation may be addressed by current theory and models, while at the same time
requiring new insights. The contributions to this book represent a broad sample of
some of the early theoretical efforts—from fundamental theory to phenomenology—
to determine the physics behind these phenomena. New insights are bound to result
from continued theoretical focus and upcoming experimental results. The following
pages are the first chapters in what will surely be a much longer story.

Acknowledgements This work is supported in part by U.S. Department of Energy grant DE-
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2Polarization inRelativistic Fluids:A
QuantumFieldTheoretical Derivation

Francesco Becattini

Abstract

We review the calculation of polarization in a relativistic fluid within the frame-
work of statistical quantum field theory. We derive the expressions of the spin
density matrix and the mean spin vector both for a single quantum relativistic par-
ticle and for a quantum-free field. After introducing the formalism of the covariant
Wigner function for the scalar and the Dirac field, the relation between the spin
density matrix and the covariant Wigner function is obtained. The formula is
applied to the fluid produced in relativistic nuclear collisions by using the local
thermodynamic equilibrium density operator and recovering previously known
formulae. The dependence of these results on the spin tensor and pseudo-gauge
transformations of the stress-energy tensor is addressed.

2.1 Introduction

The discovery of global polarization of � hyperons in relativistic nuclear collisions
[1–5] has sparked a great interest in the theory of spin and polarization in relativistic
fluids and relativistic matter in general. Several approaches have been proposed and
several are currently pursued; amongst them, are relativistic kinetic theory [6–11]
and a phenomenological treatment of the spin tensor [12–14].

Yet, the most fundamental tool is quantum statistical field theory, which was
used to derive the original formula [15] of polarization of quasi-free particles in a
relativistic fluid at local thermodynamic equilibrium. All other approaches should,
in the first place, reproduce the results obtained with this method, once the state of
the system, that is its density operator, is chosen.
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Carrying out the calculation of the polarization matrix, which for spin 1/2 parti-
cles boils down to the mean spin vector, in a quantum field theoretical framework
is, however, not an easy task. In the derivation presented in Ref. [15], some approx-
imations were introduced and the final formula admittedly relied on the use of the
canonical spin tensor, that is dependent on the specific set of quantum stress-energy
and spin tensor (in other words of the pseudo-gauge choice [16]). It is the purpose
of this paper to review the derivation of the polarization of spin 1/2 particles step by
step and fill some of the conceptual gaps. Particularly, the exact formula relating the
spin density matrix and the mean spin vector to the covariant Wigner function will
be found and it will be thereby conclusively demonstrated that the expression of the
polarization is independent of the spin tensor. Furthermore, a general formula for
particles with any spin S will be derived in the limit of distinguishable quantum par-
ticles, that is neglecting quantum statistics. For this purpose, many useful concepts
in statistical quantum field theory will be thoroughly reviewed and discussed.

The paper is organized as follows: in Sect. 2.2 the general definitions of spin den-
sity matrix and mean spin vector will be given in a quantum relativistic framework.
In Sect. 2.3, a formula for the spin density matrix and the mean spin vector will be
derived for a single free quantum particle with spin S in a thermal bath with rotation
and acceleration, by using only group theory techniques. In Sect. 2.4, the covariant
Wigner operator and function will be introduced for the free scalar and Dirac field.
In Sect. 2.5, the formula for the mean spin vector of a free Dirac fermion will be
obtained as a function of the covariant Wigner function while in Sect. 2.6, the same
formula will be obtained with a different method based on total angular momentum,
already used in Ref. [15]. In Sect. 2.7, the density operator at local thermodynamic
equilibrium will be discussed in detail with emphasis on its application in relativistic
heavy ion collisions, and the derivation of the formula of mean spin vector for a
fermion in a relativistic fluid at local thermodynamic equilibrium will be outlined.

Notations and Conventions

In this paper, we use the natural units, with � = c = K = 1.
We will use the relativistic notation with repeated indices assumed to be satu-

rated, however, contractions of indices will be sometimes denoted with a dot or a
colon, e.g. β · p = βμ pμ and� : J = �μν Jμν . The Minkowskian metric tensor is
diag(1, −1,−1, −1); for the Levi-Civita symbol, we use the convention ε0123 = 1.

Operators in Hilbert space will be denoted by a large upper hat (̂T ) while unit
vectors with a small upper hat (v̂). Noteworthy exception is, the Dirac field which is
expressed by � without an upper hat.

The symbol Tr with a capital T stands for the trace over all states in the Hilbert
space, whereas the symbol tr stands for a trace over polarization states or traces of
finite-dimensional matrices.
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2.2 The Spin Density Matrix and the Definition of Mean Spin

In relativistic quantum mechanics, for a single massive particle, the spin angular
momentum vector is defined as

̂Sμ = − 1

2m
εμνρσ

̂Jνρ ̂Pσ , (2.1)

where ̂Jνρ are the angular momentum-boost operators and ̂Pσ the energy-momentum
operator. The operator in Eq. (2.1) is also known as Pauli–Lubanski vector and it
fulfils the following commutation relations:

[̂Sμ, ̂Pν] = 0 (2.2)

[̂Sμ,̂Sν] = iεμνρσ
̂Sρ
̂Pσ

̂S · ̂P = 0.

Hence, if the ket |p〉 is an eigenvector of ̂P , so is ̂S|p〉. The restriction of ̂S to the
eigenspace labelled by four-momentum p is defined as ̂S(p). Since ̂S(p) · p = 0,
it can be decomposed onto three orthonormal space-like four-vectors n1(p), n2(p),
n3(p) orthogonal to p, forming a basis of the Minkowski space with the unit vector
p̂ = p/

√

p2:

̂S(p) =
3
∑

i=1

̂Si (p)ni (p). (2.3)

It can be shown that the operatorŝSi (p) form a SU(2) algebra and are the generators
of the so-called little group of massive particles. The third component̂S3(p) can be
diagonalized along witĥS2 with corresponding eigenvalues s and S(S + 1), S being
the spin of the particle so that

̂P|p, s〉 = p|p, s〉 and ̂S3(p)|p, s〉 = s|p, s〉. (2.4)

The n̂i (p), being orthogonal to p, can be written as

ni (p) = [p]êi (2.5)

with êi the i-th unit space vector and [p] the so-called standard Lorentz transforma-
tion bringing the time-like vector p0 = (m, 0, 0, 0) into the four-momentum p.

The choice of [p] entails a specific physical meaning of the eigenvalue s. For
instance, if θ ,φ are the spherical coordinates of p and ξ the rapidity of p,

[p] ≡ R3(φ)R2(θ)L3(ξ),

where Rk(ψ) are rotations around the axis k with angle ψ and Lk(ξ) a Lorentz boost
along the direction k with hyperbolic angle ξ is a typical choice of the standard
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Lorentz transformation which makes s the helicity of the particle. Finally, if the
states are normalized according to1

〈p, r |q, s〉 = 2ε δ3(p − q)δrs . (2.6)

we have, for the representation of a general Lorentz transformation Λ in the Hilbert
space:

̂Λ|p, r〉 =
∑

s

|Λp, s〉DS([Λp]−1Λ[p])sr , (2.7)

where DS stands for the (2S + 1)-dimensional irreducible representation of the
proper orthocronous Lorentz group SO(1,3) (the so-called (0, S) representation)
or—in case—of its universal covering group SL(2,C). The transformation

W (Λ, p) = [Λp]−1Λ[p] (2.8)

is the so-calledWigner rotation, as it leaves the unit time vector t̂ invariant.
The mean value Sμ of the operator (2.1) is the properly called spin vector (the

polarization vector being the mean spin vector Sμ divided by S so that its maximal
magnitude is always 1):

Sμ = Tr(̂Sμρ̂),

where ρ̂ is the density operator of the single quantum relativistic particle in the
Hilbert space. Its restriction to the subspace of four-momentum p is the spin density
operator ̂�(p), which is used to express the mean value of the spin vector for a
particle with momentum p:

Sμ(p) = Tr(̂Sμ
̂�(p)). (2.9)

The matrix:

�(p)rs ≡ 〈p, r |ρ̂ |p, s〉 = 〈p, r |̂�(p)|p, s〉 (2.10)

is the spin density matrix, in the basis labelled by the eigenvalues of ̂S3(p). The
matrix �, which is Hermitian, positive definite and with normalized trace, contains
the maximal information about the spin state of the particle. It is dependent on the
chosen basis, yet the mean value (2.9) is independent thereof, that is of the standard
Lorentz transformation associated with the eigenvalue s.

1Throughout this paper the symbol ε stands for the on-shell energy, that is ε = √p2 + m2.
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Plugging (2.3) into (2.9), we get:

Sμ(p) =
∑

r

∑

i

〈p, r |̂Si (p)̂�(p)|p, r〉ni (p)

=
∑

r ,s

∑

i

〈p, r |̂Si (p)|p, s〉〈p, s|̂�(p)|p, r〉ni (p)

=
∑

r ,s

∑

i

DS(Ji )rs�(p)sr ni (p)

=
3
∑

i=1

tr(DS(Ji )�(p))[p](êi )μ =
3
∑

i=1

[p]μi tr(DS(Ji )�(p)), (2.11)

where we have used the fact that ̂Si (p) are the generators of the little group SU(2)
algebra in the subspace spanned by |p〉; the DS(Ji ) are the familiar matrices of the
angular momentum generators for the representation with spin S. The above formula
can be made covariant by introducing the definition of angular momenta:

DS(Ji ) = −1

2
εiλνρDS(Jλν)t̂ρ,

where t̂ is the unit time vector and the tensor Jλν now includes all Lorentz transfor-
mation generators, angular momentum and boosts. Since t̂ρ = δ0ρ , we can extend the
sum over i from 0 to 4, because of the Levi-Civita tensor and write:

Sμ(p) = −1

2
εαλνρ t̂ρ[p]μα tr(DS(Jλν)�(p)). (2.12)

Now,

[p]μα εαλνρ = [p]μα ([p]βφ[p]−1λ
β )([p]γχ [p]−1ν

γ )([p]δψ [p]−1ρ
δ )εαφχψ

=
(

[p]μα [p]βφ[p]γχ [p]δψεαφχψ
)

[p]−1λ
β [p]−1ν

γ [p]−1ρ
δ

= det[p]εμβγ δ [p]−1λ
β [p]−1ν

γ [p]−1ρ
δ = εμβγ δ[p]−1λ

β [p]−1ν
γ [p]−1ρ

δ ,

and, substituting in (2.12),

Sμ(p) = −1

2
εμβγ δ[p]−1ρ

δ t̂ρ[p]−1λ
β [p]−1ν

γ tr(DS(Jλν)�(p)).

By definition of standard Lorentz transformation and taking into account its orthog-
onality, we have:

[p]−1ρ
δ t̂ρ = pδ

m
,
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so that the mean spin vector becomes:

Sμ(p) = − 1

2m
εμβγ δ pδ[p]−1λ

β [p]−1ν
γ tr(DS(Jλν)�(p)).

From group representation theory, we know that

[p]−1λ
β [p]−1ν

γ DS(Jλν) = DS([p])−1DS(Jβγ )DS([p]), (2.13)

and hence (2.12) can be finally cast as

Sμ(p) = − 1

2m
εμβγ δ pδtr

(

DS([p])−1DS(Jβγ )DS([p])�(p)
)

. (2.14)

The “kinematic" part of the spin vector derivation for a single quantum relativistic
particle is completed.

In a quantum field theory framework, the single-particle spin density matrix can
be still defined with a formula which is a generalization of (2.10):

�(p)rs = Tr(ρ̂ â†s (p)̂ar (p))
∑

t Tr(ρ̂ â†t (p)̂at (p))
, (2.15)

where ρ̂ is the density operator for the Hilbert space of the field states. The âr (p)
are destruction operators of the particle with momentum p and spin state r . The
introduction of creation and destruction operators makes it clear that one can define
a polarization of particles only when particle is a sensible concept, that is for a non-
interacting or a weakly interacting field theory. For instance, defining a spin density
matrix of quarks and gluons makes sense only in the perturbative limit of QCD.

The calculation of �(p) is the crucial and hardest part of the procedure. Before
tackling the full quantum field theory case, one can obtain a good approximation by
using the single quantum relativistic particle formalism, which is the subject of the
next section.

2.3 The Single-Particle Limit and Global Equilibrium
Factorization

In the fixed-number particle formalism, the Hilbert space of quantum states is the
tensor product of single-particle Hilbert spaces. Neglecting symmetrization or anti-
symmetrization of the statesmeans disregarding quantum statistics effects and taking
the limit of distinguishable particles. Moreover, if the particles are non-interacting,
the full density operator can bewritten as the tensor product of single-particle density
operators:

ρ̂ = ⊗i ρ̂i .
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We can now set out to get the spin density matrix for the general global equilibrium
density operator ρ̂ [17,18]:

ρ̂ = 1

Z
exp

[

−b · ̂P + 1

2
� : ̂J

]

, (2.16)

where b is a constant time-like four-vector and � a constant anti-symmetric tensor.
In global equilibrium, the vector field:

βμ = bμ + �μνxν (2.17)

is the four-temperature vector [17] fulfilling Killing equation and

�μν = −1

2

(

∂μβν − ∂νβμ

)

(2.18)

is called thermal vorticity; the relation (2.18) can be taken as a definition of thermal
vorticity in non-equilibrium situation. The operators ̂P and ̂J in (2.16) are the con-
served total four-momentum and total angular momentum-boosts, respectively. For
a set of non-interacting distinguishable particles, we can write:

̂P =
∑

i

̂Pi , ̂J =
∑

i

̂Ji ,

and consequently,

ρ̂i = 1

Zi
exp

[

−b · ̂Pi + 1

2
� : ̂Ji

]

,

so that the single-particle spin density matrix reads:

�(p)i rs = 〈p, r |ρ̂i |p, s〉
∑

r 〈p, t |ρ̂i |p, t〉
. (2.19)

In order to calculate the right hand side of (2.19), one can take advantage of a
noteworthy factorization:

1

Zi
exp

[

−b · ̂Pi + 1

2
� : ̂Ji

]

= 1

Zi
exp
[

−b̃ · ̂Pi
]

exp

[

1

2
� : ̂Ji

]

, (2.20)

where

b̃μ =
∞
∑

k=0

i k

(k + 1)!
(

�μν1�
ν1ν2 . . . �νk−1νk

)

︸ ︷︷ ︸

k times

bνk . (2.21)

Equation (2.20) is a very useful formula, whose derivation is worth being shown in
some detail.
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Let us startwith the followingvery simple observation concerning the composition
of translations and Lorentz transformation inMinkowski space–time. Let x be a four-
vector and apply the combination

T(a) Λ T(a)−1,

T(a) being a translation of some four-vector a and Λ a Lorentz transformation. The
effect of the above combination on x reads:

x �→ x − a �→ Λ(x − a) �→ Λ(x − a) + a = Λ(x) + (I − Λ)(a) = T((I − Λ)(a))(Λ(x)).

Since x was arbitrary, we have:

T(a) Λ T(a)−1 = T((I − Λ)(a)))Λ.

This relation has a representation of unitary operators in Hilbert space, which can
be written in terms of the generators of the Poincaré group:

exp[ia · ̂P] exp[−iϕ : ̂J/2] exp[−ia · ̂P] = exp[i((I − Λ)(a)) · ̂P] exp[−iϕ : ̂J/2],
(2.22)

where ϕ are the parameters of the Lorentz transformation.2 By taking ϕ infinitesimal,
we can obtain a known relation about the effect of translations on angular momentum
operators:

exp[ia · ̂P]̂Jμν exp[−ia · ̂P] =̂T(a)̂Jμν
̂T(a)−1 = ̂Jμν − aμ

̂Pν + aν
̂Pμ.

The left hand side of (2.22) can now be worked out by using the above relation:

exp[ia · ̂P] exp[−iϕ : ̂J/2] exp[−ia · ̂P] =̂T(a) exp[−iϕ : ̂J/2]̂T(a)−1

= exp[−iϕ :̂T(a)̂ĴT(a)−1/2]
= exp[−iϕ : (̂J − a ∧ ̂P)/2] = exp[iϕμνa

μ
̂Pν − iϕμν

̂Jμν/2]. (2.23)

Hence, combining (2.23) with (2.22), we have obtained the factorization:

exp[iϕμνa
μ
̂Pν − iϕμν

̂Jμν/2] = exp[i((I − Λ)(a)) · ̂P] exp[−iϕ : ̂J/2]. (2.24)

Now,

i(I − Λ)(a) = ia − i
∞
∑

k=0

(−i)k

2kk! (ϕ : J)k(a) = −i
∞
∑

k=1

(−i)k

2kk! (ϕ : J)k(a). (2.25)

2Henceforth, by : we will denote a double contraction of rank 2 tensors, e.g. ϕ : ̂J = ϕμν
̂Jμν .
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Setting

Vμ = iϕμνa
ν

and taking into account that

(Jμν)
α
β = i

(

δα
μgνβ − δα

ν gμβ

)

,

we have:

(ϕ : J)(a)α = 2iϕαβa
β = 2Vα.

Therefore, the right hand side of Eq. (2.25) becomes:

−i
∞
∑

k=1

(−i)k

2kk! (ϕ : J)k(a) = − i
∞
∑

k=1

(−i)k

2k−1k! (ϕ : J)k−1(V )

= −
∞
∑

k=0

(−i)k

2k(k + 1)! (ϕ : J)k(V ).

Finally, Eq. (2.24) becomes:

exp[−V · ̂P − iϕ : ̂J/2] = exp[−Ṽ (ϕ) · ̂P] exp[−iϕ : ̂J/2], (2.26)

where

Ṽ (ϕ) ≡
∞
∑

k=0

(−i)k

2k(k + 1)! (ϕ : J)k(V ) =
∞
∑

k=0

1

(k + 1)!
(

ϕμν1ϕ
ν1ν2 . . . ϕνk−1νk

)

︸ ︷︷ ︸

k times

V νk .

Equation (2.26) can be read as the factorization of the exponential of a linear combi-
nations of generators of the Poincaré group. For this reason, it must be derivable also
by using the known formulae of the factorization of the exponential of the sum of
matrices exp[A + B] in terms of exponentials of commutators of A and B. Indeed,
it can be shown, by using the commutation relations of ̂P and ̂J , that one precisely
gets the Eq. (2.26) for any vector V and tensor ϕ, either real or complex. Hence,
the formula (2.26) can be applied to factorize the density operator (2.16) by setting
ϕ = i� :

ρ̂ = 1

Z
exp[−b · ̂P + � : ̂J/2] = 1

Z
exp[−b̃(�) · ̂P] exp[� : ̂J/2] (2.27)

with

b̃(�) =
∞
∑

k=0

1

2k(k + 1)! (� : J)kb =
∞
∑

k=0

i k

(k + 1)!
(

�μν1�
ν1ν2 . . . �νk−1νk

)

︸ ︷︷ ︸

k times

bνk .

We have thus proved the formula (2.20).
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The factorization of the density operator in Eq. (2.20) can now be applied to
calculate the spin density matrix in Eq. (2.19). The momentum-dependent factor
exp(−b̃ · p) cancels out in the ratio, and one is left with

�(p)rs = 〈p, r | exp[� : ̂J/2]|p, s〉
∑

t 〈p, t | exp[� : ̂J/2]|p, t〉 .

To derive its explicit form, we use an analytic continuation; namely, we first deter-
mine �(p) for imaginary � and then continue the function to real values. If � is
imaginary, exp[� : ̂J/2] ≡ ̂� is just a unitary representation of a Lorentz transfor-
mation, and then one can use known relations of Poincaré group representations [19]
to obtain:

�(p)rs = 〈p, r |̂�|p, s〉
∑

t 〈p, t |̂�|p, t〉 = 2εδ3(p − Λ(p))W (Λ, p)rs
2εδ3(p − Λ(p))

∑

t W (Λ, p)t t
, (2.28)

where Λ(p) stands for the spacial part of the four-vector Λ(p) and W (Λ, p) is the
Wigner rotation defined in Eq. (2.8). We thus have:

�(p)rs = DS([p]−1Λ[p])rs
tr(DS(Λ))

,

which seems to be an appropriate form to be analytically continued to real � . How-
ever, the above form is not satisfactory yet as the continuation to real � , that is:

DS(Λ) = exp

[

− i

2
� : �S

]

→ exp

[

1

2
� : �S

]

,

where �S = DS(J ) that is the matrix representing the generators does not give rise
to a Hermitian matrix for �(p) as it should. This problem can be fixed by taking
into account thatW (p) is the representation of a rotation, hence unitary. We can thus
replace W (p) with (W (p) + W (p)−1†)/2 in (2.28) and, by using the property of
SL(2,C) representations DS(A†) = DS(A)† [20], we obtain:

�(p) = DS([p]−1Λ[p]) + DS([p]†Λ−1†[p]−1†)

tr(DS(Λ) + DS(Λ)−1†)
,

which will give a Hermitian result because the analytic continuation of�−1† reads3:

DS(Λ−1†) → exp

[

1

2
� : �

†
S

]

.

3Note that the Lorentz transformations in Minkowski space–time and their counterparts of the
fundamental (0, 1/2) representation of the SL(2,C) group are henceforth identified. Particularly,
the standard Lorentz transformation [p] will indicate either a SO(1,3) transformation or a SL(2,C)
transformation.
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Altogether, the final expression of the spin density matrix reads:

�(p) = DS([p])−1 exp[(1/2)� : �S]DS([p])
tr(exp[(1/2)� : �S] + exp[(1/2)� : �

†
S])

+ DS([p])† exp[(1/2)� : �
†
S]DS([p])−1†)

tr(exp[(1/2)� : �S] + exp[(1/2)� : �
†
S])

,

(2.29)

which is manifestly Hermitian.
Equation (2.29) can be further developed. By using (2.13), we have:

DS([p])−1 exp

[

1

2
� : �S

]

DS([p]) = exp

[

1

2
�μνDS([p])−1�S μνD

S([p])
]

= exp

[

1

2
�μν[p]−1α

μ [p]−1β

ν �S αβ

]

,

which applies to the original SO(1,3) matrices too. So, if we apply the Lorentz
transformation [p] to the tensor � :

�μν[p]−1α
μ [p]−1β

ν = �
αβ∗ (p), (2.30)

we realize that �
αβ∗ are the components of the thermal vorticity tensor in the

rest-frame of the particle with four-momentum p. Note that these components are
obtained by back-boosting with [p] (which in fact is not a pure Lorentz boost in the
helicity scheme as it includes a rotation). Finally, equation (2.29) becomes:

�(p) = DS(exp[(1/2)�∗(p) : �S]) + DS(exp[(1/2)�∗(p) : �
†
S])

tr(exp[(1/2)� : �S] + exp[(1/2)� : �
†
S])

. (2.31)

The thermal vorticity � is usually � 1; in this case, the spin density matrix can be
expanded in power series around � = 0. Taking into account that tr(�S) = 0, we
have:

�(p)rs � δrs

2S + 1
+ 1

4(2S + 1)
�∗(p)αβ(�Sαβ + �

†
Sαβ)rs

to first order in � . Now the �S matrices can be decomposed into representations of
angular momentum and boosts:

�Sμν = DS(Jμν) = εμνρσ D
S(Jρ)t̂σ − DS(Kμ)t̂ν + DS(Kν)t̂μ,

and taking into account that the DS(Ji ) are Hermitian while DS(Ki ) are anti-
Hermitian, we find:

�(p)rs � δrs

2S + 1
+ 1

2(2S + 1)
�∗(p)αβεαβρνD

S(Jρ)rr ′ t̂ν . (2.32)
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By plugging (2.32) into (2.12), we get:

Sμ(p) = [p]μκ
1

2(2S + 1)
�∗(p)αβεαβρν tr

(

DS(Jρ)DS(Jκ)
)

t̂ν

= − 1

2(2S + 1)

S(S + 1)(2S + 1)

3
[p]μκ �∗(p)αβεαβρνg

ρκ t̂ν

= −1

2

S(S + 1)

3
[p]μρ �∗(p)αβεαβρν t̂ν = − 1

2m

S(S + 1)

3
�αβεαβμν pν,

(2.33)

where, in the last equality, we have boosted the vector to the laboratory frame by
using Eq. (2.30).

For a fluid made of distinguishable particles at local thermodynamic equilibrium,
the thermal vorticity � is promoted to a function of space and time, so that the
expression (2.33) gives rise to the integral average:

Sμ(p) = − 1

2m

S(S + 1)

3
εμαβν pν

∫

�
d�λ pλ f (x, p)�αβ(x)
∫

�
d�λ pλ f (x, p)

(2.34)

with f (x, p) the distribution function and� a 3D hypersurface fromwhere particles
are emitted. The latter is basically the same formula obtained in Refs. [15,21] and
should apply to particles with any spin.

2.4 The CovariantWigner Function

We now turn to the general quantum field formula of the spin density matrix,
Eq. (2.15). To develop this expression, we need to introduce an important quan-
tity: the covariant Wigner operator. We will do this first for the scalar field, where
the spin plays no role, and later for the Dirac field.

2.4.1 The Scalar Field

The covariant Wigner operator is defined as a Fourier transform of the two-point
function of the quantum field:

̂W (x, k) = 2

(2π)4

∫

d4y : ̂ψ†(x + y/2)̂ψ(x − y/2) : e−iy·k, (2.35)

where : stands for the normal ordering of creation and destruction operators; the
appearance of a normal ordering implies that this definition is suitable for a free field
or a field interacting with an external field. Even if (2.35) is not, strictly speaking,
a local operator (it depends on the field in two points), its quasi-locality makes it
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a suitable tool to deal with local thermodynamic equilibrium in quantum statistical
mechanics. Besides, its mean value, namely the covariant Wigner function:

W (x, k) = Tr(ρ̂ ̂W (x, k)), (2.36)

where ρ̂ is the density operator, is an indispensable tool to reckonquantumcorrections
to classical kinetic theory [22]. From Eq. (2.36) it turns out that the covariant Wigner
function is real, but it does not need to be positive definite. Inserting in Eq. (2.35)
the free scalar field expansion in plane waves:

̂ψ(x) = 1

(2π)3/2

∫

d3p

2ε
e−i p·x â(p) + ei p·x̂b†(p), (2.37)

ap, bp being destruction operators of particles with four-momentum p normalized
so as to

[̂a(p), â†(p′)] = 2 ε δ3(p − p′), (2.38)

we get, for the covariant Wigner function:

W (x, k) = 2

(2π)7

∫

d3p

2ε

d3p′
2ε′

∫

d4y
[

e−iy·(k−(p+p′)/2)ei(p−p′)·x 〈̂a†(p)̂a(p′)〉

+ e−iy·(k+(p+p′)/2)e−i(p−p′)·x 〈̂b†(p′)̂b(p)〉
+ e−iy·(k−(p−p′)/2)ei(p+p′)·x 〈̂a†(p)̂b†(p′)〉
+ e−iy·(k+(p−p′)/2)e−i(p+p′)·x 〈̂b(p)̂a(p′)〉

]

= 2

(2π)7

∫

d3p

2ε

d3p′
2ε′

∫

d4y
[

e−iy·(k−(p+p′)/2)ei(p−p′)·x 〈̂a†(p)̂a(p′)〉

+ e−iy·(k+(p+p′)/2)ei(p−p′)·x 〈̂b†(p)̂b(p′)〉
+ e−iy·(k−(p−p′)/2)ei(p+p′)·x 〈̂a†(p)̂b†(p′)〉
+ e−iy·(k−(p−p′)/2)e−i(p+p′)·x 〈̂b(p′)̂a(p)〉

]

= 2

(2π)3

∫

d3p

2ε

d3p′
2ε′ e

i(p−p′)·x[δ4(k − (p + p′)/2)〈̂a†(p)̂a(p′)〉

+ δ4(k + (p + p′)/2)〈̂b†(p)̂b(p′)〉
]

+ δ4(k − (p − p′)/2)
[

ei(p+p′)·x 〈̂a†(p)̂b†(p′)〉 + e−i(p+p′)·x 〈̂b(p′)̂a(p)〉
]

,

(2.39)

where 〈 〉 stands for themeanTr(ρ̂ ). In the above equalities, we have taken advantage
of the symmetric integration in the variables p, p′.

The expression (2.39) makes it apparent that the variable k of theWigner function
W (x, k) is not on-shell, i.e. k2 �= m2 even in the free case. This makes the definition
of a particle distribution function f (x, p) à la Boltzmann not straightforward in a
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quantum relativistic framework. In the book by De Groot [22], it is shown that a
distribution function can be defined in the limit of slowly varying W (x, k) on the
microscopic scale of the Compton wavelength. In fact, we will show that in the case
of the free scalar field, a distribution function can be defined without introducing
such an approximation. From Eq. (2.39), we can infer that W is made up of three
terms which can be distinguished for the characteristic of k. For future time-like
k = (p + p′)/2, only the first term involving particles is retained; for past time-like
k = −(p + p′)/2, only the second term involving antiparticles; finally, for space-
like k = (p − p′)/2, the last term with the mean values of two creation/destruction
operators is retained. In symbols:

W (x, k) =W (x, k)θ(k2)θ(k0) + W (x, k)θ(k2)θ(−k0) + W (x, k)θ(−k2)

≡ W+(x, k) + W−(x, k) + WS(x, k).
(2.40)

Local operators quadratic in the field can be expressed as four-dimensional inte-
grals over k of the covariant Wigner function (2.35). For instance, the mean value of
the conserved current of the scalar field is defined as [22]

jμ(x) = i〈: ̂ψ†(x)
↔
∂μ
̂ψ(x) :〉 =

∫

d4k kμW (x, k). (2.41)

By using the decomposition (2.40) forW (x, k), the current can be written as the sum
of three terms. The particle term, by using (2.39), reads:

jμ+(x) = 1

(2π)3

∫

d3p

ε

d3p′

2ε′
(p + p′)μ

2
ei(p−p′)·x 〈̂a†(p)̂a(p′)〉

=
∫

d3p

ε
pμRe

(

1

(2π)3

∫

d3p′

2ε′ ei(p−p′)·x 〈̂a†(p)̂a(p′)〉
)

. (2.42)

To obtain the last expression, we have taken advantage of the hermiticity of the
density operator, implying:

〈̂a†(p)̂a(p′)〉 = 〈̂a†(p′)̂a(p)〉∗,

which makes it possible to swap the integration variables p and p′. The formula
(2.42) brings out a function that we can properly identify as the particle distribution
function or phase-space density, as the real part of a complex distribution function
fc(x, p):

f (x, p) = Re fc(x, p), (2.43)

where

fc(x, p) = 1

(2π)3

∫

d3p′

2ε′ ei(p−p′)·x 〈̂a†(p)̂a(p′)〉 (2.44)
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Similarly, the antiparticle term in the current leads to a distribution function f̄ (x, p)
which is obtained from (2.44) replacing 〈̂a†(p)̂a(p′)〉 with 〈̂b†(p)̂b(p′)〉. Finally,
the last term in the current, can be written, by using (2.41) and (2.39):

jμS (x) = 1

(2π)3

∫

d3p

ε

d3p′

2ε′ (p − p′)μ Re
(

ei(p+p′)·x 〈̂a†(p)̂b†(p′)〉
)

= 1

(2π)3

∫

d3p

ε

d3p′

2ε′ pμ Re
[

ei(p+p′)·x (〈̂a†(p)̂b†(p′)〉 − 〈̂a†(p′)̂b†(p)〉)
]

,

where, again, we have used the hermiticity of the density operator. Thereby, we could
define a mixed distribution function gc:

gc(x, p) = 1

(2π)3

∫

d3p′

2ε′
[

ei(p+p′)·x (〈̂a†(p)̂b†(p′)〉 − 〈̂a†(p′)̂b†(p)〉)
]

and write the whole current as

jμ(x) =
∫

d4k kμW (x, k) = Re
∫

d3p

2ε
pμ
[

fc(x, p) − f̄c(x, p) + gc(x, p)
]

=
∫

d3p

2ε
pμ
[

f (x, p) − f̄ (x, p) + g(x, p)
]

.

If gc = 0, which is the most common case, the current can be formally written as the
familiar relativistic kinetic formula, that is an integral over on-shell four-momenta
of the four-momentum vector multiplied by on-shell phase-space densities.

In general, an algebraic relation between, e.g. W+(x, k) and f (x, p) does not
exist. Nevertheless, interesting integral relations between them can be obtained. It is
not hard to show that, integrating (2.39) in k, one gets:

∫

d4k W (x, k) =
∫

d3p

ε

(

fc(x, p) + f̄c(x, p) + gc(x, p)
)

=
∫

d3p

ε

(

f (x, p) + f̄ (x, p) + g(x, p)
)

,

(2.45)

where the last equality follows from thevanishingof the imaginarypart of the integral.
Furthermore, if we integrate the time component of the particle current (2.42) over
the hypersurface t = const , one retrieves the total number of particles:

N =
∫

d3x j0+(x) =
∫

d3x
d3p

ε
ε f (x, p) =

∫

d3p
∫

d3x f (x, p),

and the last expression confirms that f (x, p) is the actual density of particles in
phase-space. Furthermore, according to Eq. (2.44),

dN

d3 p
=
∫

d3x f (x, p) = 1

2ε
〈̂a†(p)̂a(p)〉,

which is the expected relation between the particle density in momentum space in
view of (2.38).
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2.4.2 The Dirac Field

A similar connection can be built up for the spin 1/2 particles and the Dirac field. In
this case, the covariant Wigner operator is a 4 × 4 spinorial matrix4:

̂W (x, k)AB = − 1

(2π)4

∫

d4y e−ik·y : �A(x − y/2)�B(x + y/2) :

= 1

(2π)4

∫

d4y e−ik·y : �B(x + y/2)�A(x − y/2) :, (2.46)

� being the Dirac field:

�A(x) =
∑

r

1

(2π)3/2

∫

d3p

2ε
âr (p)ur (p)Ae

−i p·x +̂b†r (p)vr (p)Aeip·x . (2.47)

In Eq. (2.47), the creation and destruction operators are normalized according to
(2.38) with the anticommutator replacing the commutator, and ur (p), vr (p) are the
spinors of free particles and antiparticles in their polarization state r (usually a
helicity or third spin component) normalized so as to ūr us = 2mδrs , v̄rvs = −2mδrs .
The covariant Wigner function is, again, the mean value of the Wigner operator in
(2.46). The definition (2.46) has to be modified in full spinor electrodynamics [23]
to preserve gauge invariance, but this can be neglected for the scope of this work.
Because of the Dirac equation, the Wigner operator solves the equation:

(

m − /k − i

2
/∂

)

̂W (x, k) = 0.

By plugging (2.47) into (2.46), we obtain:

̂W (x, k)AB =
∑

r ,s

1

(2π)3

∫

d3p

2ε

d3p′

2ε′ e
−i(p−p′)·x×

[

δ4(k − (p + p′)/2)̂a†s (p′)̂ar (p)ur (p)Aūs(p′)B
− δ4(k + (p + p′)/2)̂b†r (p)̂bs(p′)vr (p)Av̄s(p

′)B
]

− δ4(k − (p − p′)/2)
[

e−i(p+p′)·x âr (p)̂bs(p′)ur (p)Av̄s(p
′)B

+ ei(p+p′)·xvr (p′)Aūs(p)B̂b†r (p′)̂a†s (p)
]

. (2.48)

4It should be reminded that the normal ordering for fermion fields involves a minus sign for each
permutation, e.g. : aa† := −a†a. Therefore, taking into account anticommutation relations, for
fields : �A(x)�B(y) := − : �B(y)�A(x) :
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It can be seen that in the fermion case, the covariant Wigner operator can be split
into future time-like (particle), past time-like (antiparticle) and space-like parts cor-
responding to the three terms of the right hand side, just as for the scalar field:

̂W (x, k) =̂W (x, k)θ(k2)θ(k0) + ̂W (x, k)ABθ(k2)θ(−k0) + ̂W (x, k)θ(−k2)

≡̂W+(x, k) + ̂W−(x, k) + ̂WS(x, k).

Yet, unlike for the scalar field, we cannot identify a distribution function in phase-
space by integrating the covariant Wigner function in k. We can make this clear by
calculating the mean current of the Dirac field (without vacuum contribution) which
is obtained from the Wigner function through the formula [22]:

jμ(x) = 〈: �(x)γ μ�(x) :〉 =
∫

d4k tr(γ μW (x, k)).

We confine ourselves to the particle term of (2.48), which, once fed into the above
formula yields:

jμ+(x) =
∫

d4k tr(γ μW (x, k)+)

=
∑

r ,s

1

(2π)3

∫

d3p

2ε

d3p′

2ε′ e
−i(p−p′)·x 〈̂a†s (p′)̂ar (p)〉ūs(p′)γ μur (p).

(2.49)

Unlike in (2.42), we cannot factorize the momentum integration because the spinors
u have different momenta as argument. It thus follows that a reasonable definition
of a particle distribution function with spin indices f (x, p)rs is precluded, except in
the limit of very slow variation of the Wigner function as derived in Ref. [22].

Notwithstanding, it is possible to establish an exact relation between the density
of particles in momentum space and the covariant Wigner function. First of all, it
can be shown, from (2.49), that

∂μ jμ+ = 0

and likewise for jμ− , taking into account that the spinors u(p) and ū(p) fulfil the
equations:

(/p − m)u(p) = 0 ū(p)(/p − m) = 0.

If the divergence of j+ vanishes, we can integrate the particle current (2.49) over
an arbitrary 3D space-like hypersurface to get a constant particle number, provided
that boundary fluxes vanish. For instance, we can integrate j0+ over the hypersurface
t = const to get:
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N =
∫

d3x j0+(x) =
∫

d3x
∫

d4k tr(γ 0W (x, k)+)

=
∑

r ,s

∫

d3p

2ε

d3p′

2ε′ δ3(p − p′)〈̂a†r (p)̂as(p′)〉ūs(p′)γ 0ur (p)

=
∑

r ,s

∫

d3p

4ε2
〈̂a†r (p)̂as(p)〉ūs(p)γ 0ur (p) =

∑

r ,s

∫

d3p

4ε2
〈̂a†r (p)̂as(p)〉2εδr ,s

=
∫

d3p

2ε

∑

r

〈̂a†r (p)̂ar (p)〉,

whence we obtain the particle density in momentum space, as expected:

dN

d3 p
= 1

2ε

∑

r

〈̂a†r (p)̂ar (p)〉 (2.50)

An important feature of the Wigner operator of free fields is that integrating it
over a 3D hypersurface, k becomes an on-shell vector. Indeed, from (2.48),

kμ∂μ
̂W±(x, k) = kμ∂μ

̂WS(x, k) = 0

because in taking the derivative k · ∂ the factor (p − p′) · (p + p′) = 0 is generated
in all of the terms; the same applies to the Wigner operator of the scalar field.
Therefore, provided that suitable boundary conditions are fulfilled, the integral over
a space-like 3D hypersurface:

∫

�

d�μk
μ
̂W (x, k)

is independent of the hypersurface�. Thus, we can choose� at the hyperplane t = 0
and obtain, from (2.48):

∫

t=0
d�μk

μ
̂W (x, k) = k0

∫

d3x ̂W (x, k)

=
∑

r ,s
k0
∫

d3p

2ε

d3p′
2ε′ δ3(p − p′)

[

δ4(k − p)̂a†s (p)̂ar (p)ur (p)ūs(p)

− δ4(k + p)̂b†r (p)̂bs(p)vr (p)A v̄s(p)B
]

+ δ(k0)δ3(k − p)
[

δ3(p + p′)̂ar (p)̂bs(p′)ur (p)v̄s(p′) + vr (p
′)ūs(p)̂b†r (p′ )̂a†s (p)

]

=
∑

r ,s
k0
∫

d3p

4ε2

[

δ4(k − p)̂a†s (p)̂ar (p)ur (p)ūs(p) − δ4(k + p)̂b†r (p)̂bs(p)vr (p)v̄s(p)
]

=
∑

r ,s

1

2
δ(k2 − m2)

[

θ(k0 )̂a†s (k )̂ar (k)ur (k)ūs(k)

+θ(−k0)̂b†r (−k)̂bs(−k)vr (−k)Av̄s(−k)B
]

; (2.51)
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note that the mixed term vanished because of the factor k0δ(k0). The last obtained
result proves the above statement, that is the argument k of the integral over a 3D
space-like hypersurface � is an on-shell four-vector and it nicely separates particle–
antiparticle contribution. Indeed, the on-shell operators ŵ± can be defined such that

1

2εk
δ(k0 − εk)ŵ+(k) =

∫

d�μk
μ
̂W+(x, k)

1

2εk
δ(k0 + εk)ŵ−(k) =

∫

d�μk
μ
̂W−(x, k),

so that, by comparing with (2.51),

ŵ+(k) =
∑

r ,s

1

2
â†s (k )̂ar (k)ur (k)ūs(k) (2.52)

with k on-shell. A similar equation can be established for ̂W− and antiparticles. Note
that, from (2.52),

(/k − m)ŵ+(k) = ŵ+(k)(/k − m) = 0 (2.53)

Now, multiplying (2.52) by ūr (k) to the left and us(k) to the right, and keeping in
mind the normalization of the spinors u, we get:

ūr (k)ŵ+(k)us(k) = 2m2â†s (k )̂ar (k). (2.54)

This formula will be used in the next section to express the spin density matrix. Now,
setting r = s, summing over r and taking the mean value with the suitable density
operator, we obtain:

∑

r

ūr (k)w+(k)ur (k) =tr

(

w+(k)
∑

r

ur (k)ūr (k)

)

= 2m2
∑

r

〈̂a†r (k )̂ar (k)〉

=4m2ε
dN

d3k
,

where we have used (2.50). Since
∑

r

ur (k)ūr (k) = /k + m,

we have:

ε
dN

d3k
= 1

4m2 tr (w+(k)(/k + m)) ,

and, by using (2.53), we finally obtain the sought relation between the momentum
spectrum and the covariant Wigner function:

ε
dN

d3k
= 1

2m
trw+(k) = ε

m

∫

dk0
∫

d�μ kμ trW+(x, k). (2.55)
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2.5 Fermion Polarization and the CovariantWigner Function

We are now in a position to derive an exact formula connecting the Wigner function
to the spin density matrix and the spin vector for spin 1/2 fermions. The derivation
of �(p) for particles is now a straightforward consequence of its definition (2.15)
and of (2.54):

�(p)rs = ūr (p)w+(p)us(p)
∑

t ūt (p)w+(p)ut (p)
.

This formula can be also written in an expanded form by using the actual covariant
Wigner function by using (2.52) and taking advantage of the cancellation of theDirac
deltas in the ratio:

�(p)rs =
∫

d�μ pμūr (p)W+(x, p)us(p)
∑

t

∫

d�μ pμūt (p)W+(x, p)ut (p)
(2.56)

keeping in mind that p is on-shell because of the integration. As we have empha-
sized in the previous section, as long as one deals with free fields, the integration
hypersurface is arbitrary, and this will be important for the use of (2.56) in relativis-
tic heavy ion collisions. The above matrix can be written in a more compact way
by introducing 4 × 2 spinorial matrices U (and corresponding 2 × 4 Ū ) such that
UA,r (p) = ur (p)A:

�(p) =
∫

d�μ pμŪ (p)W+(x, p)U (p)

tr2
∫

d�μ pμŪ (p)W+(x, p)U (p)
(2.57)

where, henceforth, we will make explicit the distinction between the trace over the
polarization states tr2 and the trace over the four spinorial indices tr4. InWeyl’s repre-
sentation, which is deeply connected to the theory of Lorentz’group representations,
these spinors can be written as [20,24]

U (p) = √
m

(

DS([p])
DS([p]†−1)

)

V (p) = √
m

(

DS([p]C−1)

DS([p]†−1C)

)

(2.58)

with C = iσ2 (σi being Pauli matrices).
The mean spin vector can now be calculated from (2.14) by using Eq. (2.56)

therein. We first observe that, since Sμ(p) is a real number, we can also express it as

Sμ(p) = − 1

4m
εμβγ δ pδ

[

tr2(D
S([p]−1)DS(Jβγ )DS([p])�(p))

+ tr2(D
S([p]−1)DS(Jβγ )DS([p])�(p))∗

]

= − 1

4m
εμβγ δ pδ

[

tr2(D
S([p]−1)DS(Jβγ )DS([p])�(p))

+tr2(D
S([p])†DS(Jβγ )†DS([p]−1)†�(p))

]

, (2.59)
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where we have taken advantage of the hermiticity of �(p) and the complicity of the
trace. We can now use (2.57) and work out the numerator first:

tr2(D
S([p]−1)DS(Jβγ )DS([p])Ū (p)W+(x, p)U (p)+

+ tr2(D
S([p])†DS(Jβγ )†DS([p]−1)†Ū (p)W+(x, p)U (p)),

(2.60)
where U are the spinors defined in (2.58). This expression can be written in a more
compact and familiar form in the Dirac spinorial formalism. We start by defining

�βγ =
(

DS(Jβγ ) 0
0 DS(Jβγ )†

)

, (2.61)

which is just the generator of Lorentz transformations written for the full spinorial
representation (0, 1/2) ⊕ (1/2, 0) of the Dirac field, equal to (i/4)[γβ, γγ ]. It can
be readily seen that (2.60) is equivalent to

1

m
tr2(Ū (p)�βγU (p)Ū (p)W+(x, p)U (p)).

In general, if A is a 2 × 4 and B is a 4 × 2 matrix,

tr2AB = tr4BA,

hence the above trace can be rewritten:

1

m
tr4(�βγU (p)Ū (p)W+(x, p)U (p)Ū (p)),

which can be worked out taking into account that

U (p)Ū (p) =
∑

r

ur (p)ūr (p) = /p + m

Likewise, the denominator of (2.56) can be rewritten as

tr2(Ū (p)W+(x, p)U (p)) = tr4(W+(x, p)U (p)Ū (p)) = tr4((/p + m)W+(x, p)).

Putting all together, we can write the mean spin vector as

Sμ(p) = − 1

4m2 εμβγ δ pδ

∫

d�λ pλtr4(�βγ (/p + m)W+(x, p)(/p + m))
∫

d�λ pλtr4((/p + m)W+(x, p))
. (2.62)

Likewise, one can also recast Eq. (2.14)—the exact expression of the mean spin
vector at global equilibrium in the Boltzmann limit—for spin 1/2 particles in the
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Dirac formalism. With the foregoing definitions and notations, Eq. (2.31) can be
rewritten as

�(p) = Ū (p) exp
[ 1
2� : �

]

U (p)

tr2(Ū (p) exp
[ 1
2� : �

]

U (p))
,

which is a Hermitian matrix. By using this equation, (2.59) and (2.60), the mean spin
vector of (2.14) can be rewritten by simply replacing the integrals ofW+(x, p) with
exp
[ 1
2� : �

]

in Eq. (2.62). We thus obtain:

Sμ(p) = − 1

4m2 εμβγ δ pδ

tr4(�βγ (/p + m) exp
[ 1
2� : �

]

(/p + m))

tr4((/p + m) exp
[ 1
2� : �

]

)
. (2.63)

Taking into account that the trace of an odd number of gamma matrices vanishes and
the commutator:

[�βγ , γλ] = −igβλγγ + igγ λγβ, (2.64)

it can be readily shown that (2.63) can be written in the simpler form:

Sμ(p) = − 1

2m
εμβγ δ pδ

tr4(�βγ exp
[ 1
2� : �

]

)

tr4(exp
[ 1
2� : �

]

)
, (2.65)

which looks certainlymore suggestive and compactwith respect to the general group-
theoretical formula.

Also themore general Eq. (2.62) can be further developed and simplified. Accord-
ing to (2.53),

/p
∫

d�λ p
λW+(x, p) = m

∫

d�λ p
λW+(x, p),

and (2.62) becomes:

Sμ(p) = − 1

2m
εμβγ δ pδ

∫

d�λ pλtr4(�βγ W+(x, p))
∫

d�λ pλtr4W+(x, p)
, (2.66)

which is already quite a suggestive formula. Furthermore, because of (2.51), we can
write:

∫

d�λ p
λtr4(�βγ W+(x, p)) =

∑

r ,s

1

4εp
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉tr4(ur (p)ūs(p)�βγ )

=
∑

r ,s

1

4εp
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉ūs(p)�βγ ur (p).

Now, by using the spinorial relation:

m ūr (p)�
μνγλus(p) = ūr (p)�

μνus(p)pλ − 2i ūr (p)(γ
μ pν − γ ν pμ)γλus(p),
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the previous equation turns into

∫

d�λ pλtr4(�βγ W+(x, p)) =
∑

r ,s

1

4ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉m ūs(p)�βγ γ0ur (p)

+ 2i
∑

r ,s

1

4ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉ūs(p)(γβ pγ − γγ pβ)γ0 ur (p). (2.67)

The second term in the right hand side will not contribute to the mean spin vector
(2.66) because of two momenta multiplying the Levi-Civita tensor. By using (2.64),
the first term in the right hand side of (2.67) can be rewritten:

∑

r ,s

m

4ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉

[

ūs(p)
1

2
{γ0, �βγ }ur (p) + ig0γ ūs(p)γβur (p)

− ig0β ūs(p)γγ ur (p)
]

=
∑

r ,s

m

4ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉

[

ūs(p)
1

2
{γ0, �βγ }ur (p) + 2iδrs(pβg0γ − pγ g0β)

]

,

(2.68)

where we have used the relation

ūs(p)γ
λur (p) = 2pλδrs .

Again, the second term on the right hand side of (2.68) does not contribute to the
mean spin vector because of the Levi-Civita tensor in (2.66). Now, since

{γλ, �βγ } = εσλβγ γ σ γ 5, (2.69)

we can finally rewrite the numerator of the mean spin vector (2.66) as

−1

4
εμβγ δεσ0βγ pδ

∑

r ,s

1

4ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉 ūs(p)γ σ γ 5ur (p)

=p0
∑

r ,s

1

8ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉 ūs(p)γ μγ 5ur (p)

− δ
μ
0 pσ

∑

r ,s

1

8ε2p
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉 ūs(p)γ σ γ 5ur (p).

The second term vanishes because

ūs(p)/pγ
5ur (p) = mūs(p)γ

5ur (p) = 0,

so we have, for the numerator of (2.66):

∑

r ,s

1

8εp
δ(p0 − εp)〈̂a†s (p)̂ar (p)〉 ūs(p)γ μγ 5ur (p).
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This expression can be rewritten in form of an integral over an arbitrary hypersurface
of a divergence-free integrand, and so we get, by using again (2.51):

Sμ(p) = 1

2

∫

d� · p tr4(γ μγ 5W+(x, p))
∫

d� · p tr4W+(x, p)
. (2.70)

Hence, the mean spin vector is proportional to the integral of the axial vector com-
ponent of the covariant Wigner function over some arbitrary 3D space-like hyper-
surface. Note that S(p) is actually orthogonal to the four-momentum p because
tr4(/pγ 5W+) = 0 [23] (this can be shown also by using the expansion (2.48)). This
expression is consistent and extends the relation betweenW (x, p) and Sμ(p) atO(�)

used in Refs. [9,11,25] to determine the mean spin vector.
Finally, by using the inverse of the (2.69), that is:

γ μγ 5δδ
λ = γ δγ 5δ

μ
λ − 1

2
εμδαβ{γλ, �αβ}

and taking into account that tr4(/pγ 5W+) = 0, we obtain another form of (2.70):

Sμ(p) = −1

4
εμβγ δ pδ

∫

d�λtr4({γ λ,�βγ }W+(x, p))
∫

d�λ pλtr4W+(x, p)
. (2.71)

In the numerator, the educated reader shall recognize the matrix defining the canoni-
cal spin tensor of theDiracfield.However, it should be pointed out that the appearance
of this combination does not imply the need of a particular spin tensor to find the
expression (2.71), unlike originally stated in Ref. [15]. The point is that the polariza-
tion expression was obtained without any reference whatsoever to the tensors that are
used to express the energy-momentum and angular momentum of the fields; this was
already implied in the expressions of the mean spin vector quoted in Refs. [13,26]
and will be discussed in more detail in Sect. 2.6.

Indeed, one could have chosen to express the relation between mean spin vector
and covariant Wigner function through (2.66) or equally well with Eq. (2.70); they
are completely equivalent forms of (2.71).

2.6 Polarization From the Angular MomentumOperator

We have seen how to calculate the mean spin vector from the spin density matrix
definition in quantum field theory, see Eq. (2.15). It is possible to calculate the same
quantity with a different method. Assume that the total angular momentum tensor
Jμν can be decomposed on-shell in momentum space, so that we know the total
angular momentum tensor of particles with given four-momentum p, say J̃μν(p).
We could then be able to obtain the mean spin vector Sμ(p) by simply dividing this
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quantity by the number of particles with momentum p and multiplying by the usual
Levi-Civita like in the definition (2.1):

Sμ(p) = − 1

2m
εμνρσ pσ

J̃νρ(p)
dN
d3 p

. (2.72)

This definition makes perfect sense as all particles with given momentum p have
the same rest-frame and was indeed used in Ref. [15] to derive the expression of
the mean spin vector at local thermodynamic equilibrium. We will show that (2.72)
leads to Eq. (2.70) as well.

The first step is to prove that J̃νρ(p) exists and to find its form for the free Dirac
field. Indeed, it is possible to show, under quite general assumptions, that conserved
charges of free fields can be written as integrals over on-shell momentum four-
vectors. In general, conserved charges can be written as integrals over a space-like
3D hypersurface � of a divergenceless current, also at operator level:

̂Qμ1...μN =
∫

�

d�λ
̂Jλμ1...μN .

With a suitable choice of the 3D boundaries, the above integral is independent of
the hypersurface �, and it can then be calculated using any space-like �, e.g. t = 0.
Suppose now that the normal-ordered current : ̂J : (normal ordering is necessary to
have vanishing currents in vacuum) can be expressed as an integral over k of some
tensor functional of the covariant Wigner function ̂W (x, k):

: ̂Jλμ1...μN : =
∫

d4k F [̂W (x, k)]λμ1...μN . (2.73)

This is the case, for instance, for the charge current : ̂jμ : of the scalar field, for which
the functional would simply be kμ

̂W (x, k), or the current of the Dirac field for which
it would be tr4(γ μ

̂W (x, k)), but it also applies to stress-energy tensor and spin tensor,
as we will see. Using Eq. (2.73) and taking advantage of the independence of the
integration hypersurface, the charge can be written as

: ̂Qμ1...μN : =
∫

�

d�λ : ̂Jλμ1...μN : =
∫

�

d�λ

∫

d4k F [̂W (x, k)]λμ1...μN (2.74)

=
∫

t=0
d3x

∫

d4k F [̂W (x, k)]0μ1...μN

=
∫

d4k

(∫

t=0
d3x F [̂W (x, k)]0μ1...μN

)

.

For free fields, the integration over x generally implies that the four-momentum k is
on-shell. In fact, this depends on the specific form of the functional F , but it holds
for all cases of interest, and the proof is the same which led to Eq. (2.51); after the
last integration in d3x, a factor δ(k2 − m2) comes in which makes it possible to
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separate particle and antiparticle contribution and to express the generally conserved
normal-ordered charge as

: ̂Qμ1...μN : =
∫

d4k δ(k2 − m2)̂Q(k)μ1...μN

=
∫

d3k

(∫

dk0 δ(k2 − m2)̂Q(k)μ1...μN

)

≡
∫

d3k

2εk

(

q̂+(k)μ1...μN + q̂−(k)μ1...μN
)

. (2.75)

Altogether, the charge can be written as a sum over three-momenta of on-shell parti-
cles and antiparticles and a spectral decomposition in momentum space is obtained:

d : ̂Qμ1...μN :
d3k

= 1

2εk
q̂+(k)μ1...μN =

∫

dk0
∫

d�λ F [̂W+(x, k)]λμ1...μN , (2.76)

and likewise for antiparticles. The operators q̂±(k) are invariant by the addition of a
total divergence to the current. For instance, for the vector current:

̂jλ → ̂jλ + ∂α
̂Aλα,

where ̂Aλα is an anti-symmetric tensor, the corresponding q̂± get changed by

q̂± → q̂± +
∫

dk0
∫

d�λ∂αA[̂W±(x, k)]λα,

where A is the suitable functional of the Wigner operator associated to ̂Aλα . The
integral over the 3D hypersurface, for fixed k, can be turned into a boundary surface
integral by means of the Stokes theorem and so, provided that the suitable boundary
conditions are enforced, vanishes.

We now look for the spectral decomposition of the angular momentum-boost
operators, hence the J̃μν(p) of Eq. (2.72). The angular momentum-boost operator is
the generator of the Lorentz transformations and can be written as

̂Jμν =
∫

�

d�λ
̂Jλ,μν =

∫

�

d�λ

(

xμ
̂T λν − xν

̂T λμ +̂Sλ,μν
)

(2.77)

with � space-like hypersurface. There are two contributing terms: the so-called
orbital part, depending on the stress-energy tensor, and the spin tensor operator ̂S.
The generator in (2.77) is invariant under a so-called pseudo-gauge transformation
of the stress-energy and spin tensor [27] which amounts to add a divergence to the
angular momentum-boost current ̂Jλ,μν . The choice of a stress-energy and a spin
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tensor is just a matter of convenience, and, for the Dirac field, a convenient choice
is the so-called canonical stress-energy and spin tensor:

: ̂Tμν(x) : = i

2
: �(x)γ μ

↔
∂ν�(x) :=

∫

d4k kν tr4(γ
μ
̂W (x, k)) (2.78)

: ̂Sλ,μν(x) : = 1

2
: �(x){γ λ, �μν}�(x) := 1

2

∫

d4k tr4({γ λ,�μν}̂W (x, k)),

where their relations with the covariant Wigner function have been written down.
Let us start with the orbital part of the angular momentum-boost operator:

: ̂Lμν : ≡
∫

d�λ

(

xμ : ̂T λν : −xν : ̂T λμ :)

=
∫

d�λ

∫

d4k
(

xμkν tr4(γ
λ
̂W (x, k)) − xνkμtr4(γ

λ
̂W (x, k))

)

.

(2.79)

The subtlety here is that the functional F that we can write as

F = xμkν tr4(γ
λW (x, k)) − (μ ↔ ν)

explicitly depends on x and so the proof of the on-shellness of k must be reviewed,
what is done in detail in Appendix A. The result of this analysis is that the orbital
part of the angular momentum operator, with the canonical stress-energy tensor in
(2.78), can be written as

: ̂Lμν : =
∫

d3k

2εk

(

kμ
̂Gν+(k) − kν

̂Gμ
+(k)

)+ antiparticle term

with k on-shell and with ̂G a vector operator (see Appendix A). Thus, the orbital
part of the angular momentum does not contribute to the mean spin vector because
of the Levi-Civita tensor which makes the orbital part vanishing.

On the other hand, the canonical spin tensor term in (2.77) has an algebraic
dependence on the Wigner function, and according to (2.78) and Eq. (2.76) can be
applied with

F [̂W+(x, k)] = 1

2
tr4
({γ λ, �μν}̂W+(x, k)

)

,

so the spin part of the total angular momentum-boost tensor is:

: ̂Sμν : =
∫

d4k
∫

d�λ tr4

(

1

2
{γ λ, �μν}̂W+(x, k)

)

+ antiparticle term.

(2.80)
Therefore, its contribution to the function J̃μν(p) for particles in (2.72) is (with k
renamed p):

S̃μν
+ (p) =

∫

dp0
∫

d�λ tr4

(

1

2
{γ λ, �μν}W+(x, p)

)

.
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Now, in Eq. (2.72), we can replace J̃μν with the above expression and use the formula
(2.55) for the particle density in momentum space, obtaining:

Sμ(p) = − 1

4m
εμνρσ pσ

∫

dp0
∫

d�λ tr4
({γ λ, �νρ}W+(x, p)

)

1
2mε

tr4w+(p)

= − 1

4
εμνρσ pσ

∫

dp0
∫

d�λ tr4
({γ λ,�νρ}W+(x, p)

)

∫

dp0
∫

d� · p tr4W+(x, p)
,

(2.81)

where we have used Eq. (2.52) integrated in p0.We can also recast the above formula
by taking advantage of the cancellation of δ(k0 − εk) in the ratio:

Sμ(p) = −1

4
εμνρσ pσ

∫

d�λ tr4
({γ λ, �μν}W+(x, p)

)

∫

d�λ pλ tr4W+(x, p)
,

which is precisely (2.70). Hence, the method described in this section leads to the
same result obtained in Sect. 2.5.

It is worth stressing the independence of the expression of Sμ(p) in Eq. (2.81)
of the particular couple of stress-energy and spin tensor chosen to calculate the total
angular momentum spectral decomposition J̃μν(p). If we had used the Belinfante
symmetrized tensor:

: ̂Tμν
B (x) := i

4
: �(x)γ μ

↔
∂ν�(x) + �(x)γ ν

↔
∂μ�(x) :

=1

2

∫

d4k kν tr4(γ
μ
̂W (x, k)) + kμtr4(γ

ν
̂W (x, k))

(2.82)

with associated vanishing spin tensor, for the derivation of the mean spin vector, we
would have obtained the same expression (2.81). This happens because theBelinfante
associated “orbital" angular momentum (which is actually the only term aŝSB = 0)
implies more terms in the decomposition with respect to Eq. (2.79) (this is discussed
at the end of Appendix A).

To conclude, as itwas alreadydiscussed at the endofSect. 2.5, the expressionof the
particle polarization as a function of momentum is independent of the pseudo-gauge
transformation of stress-energy and spin tensor. For the Dirac field, the canonical
stress-energy and spin tensor are actually the most convenient to obtain it by the
method presented in this section, and yet, the same expression could be derived by
using the Belinfante pseudo-gauge. The appearance of the canonical spin tensor in
Eq. (2.71) does not give it a special physical meaning and, indeed, the equivalent
forms (2.70) and(2.66) do not feature the canonical spin tensor. However, the value
of the mean spin vector, as well as any other quantity, may depend on the spin tensor
because the density operator at local thermodynamic equilibrium is sensitive to the
pseudo-gauge transformations [16,28]. Particularly, it is the Wigner function itself
that acquires a dependence on the pseudo-gauge transformations through the density
operator.
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2.7 Local Thermodynamic Equilibrium

We have seen in the previous sections how the spin density matrix and the mean spin
vector relate to the covariant Wigner function. In turn, the covariant Wigner function
depends on the density operator ρ̂, see, e.g. Eq. (2.36) and it is thus necessary to
know the density operator to calculate it.

For a relativistic fluid which, at some time, is believed to have achieved local ther-
modynamic equilibrium, a powerful approach is Zubarev’s method of the stationary
Non-Equilibrium Density Operator (NEDO) [29]. We refer the reader to the recent
paper [30] for a detailed description.

This approach is especially well suited for the physics of relativistic nuclear col-
lisions, where the system supposedly achieves Local Thermodynamic Equilibrium
(LTE) at some finite early “time" (in the most used model, a finite hyperbolic time
τ = √

t2 − z2, see Ref. [31]), to form a Quark–Gluon Plasma (QGP) which lives in
a finite space–time region before breaking up at some 3D hypersurface �FO (see
Fig. 2.1). The actual density operator, in the Heisenberg representation, must be a
fixed, time and space independent, operator and for a fluid at local thermodynamic
equilibrium, it is obtained by maximizing the entropy S = −tr(ρ̂ log ρ̂) with the
constraints of energy-momentum and charge densities [18]. The result is:

ρ̂ = 1

Z
exp

[

−
∫

�0

d� nμ

(

̂Tμν(x)βν(x) − ζ(x)̂jμ(x)
)

]

, (2.83)

where β is the four-temperature vector, ζ the ratio between chemical potential and
temperature and �0 is the initial 3D hypersurface where LTE is achieved. For rela-
tivistic nuclear collisions, this is supposedly the 3D hyperbolic hypersurface τ = τ0,
the �eq in Fig. 2.1. It should be pointed out that the form of the local equilibrium
density operator is pseudo-gauge dependent [16]; the above form applies to theBelin-
fante stress-energy tensor only, so in the rest of the section, it will be understood that
̂T is the Belinfante symmetrized stress-energy tensor.

However, the operator (2.83), as it stands, cannot be used to calculate the polar-
ization of final state particles in practice. The reason is that the operators in the
exponent of (2.83) are to be evaluated at the time τ0, when the system is in the QGP
phase and the field operators are those of the fundamental QCD degrees of freedom,
quarks and gluons, whereas the creation and destruction operators in a formula such
as (2.15) or (2.48) are clearly those of the hadronic asymptotic states, which can be
expressed in terms of the effective hadronic fields. Even if we were able to write the
effective hadronic fields in terms of the fundamental quark and gluon fields, those
should be evaluated at different times, that is the initial “time" τ0 and the decoupling
time, so that the full dynamical problem of the interacting quantum field should be
solved. It is indeed convenient to rewrite ρ̂LE(τ0) in terms of the operators at some
present “time" τ by means of Gauss’ theorem, taking into account that ̂T and ̂j are
conserved currents [30]. Being

d�μ = d� nμ,
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Fig. 2.1 Space–time diagram of a relativistic nuclear collision at very high energy. The hypersur-
face �eq corresponds to the achievement of local thermodynamic equilibrium while �FO is the
hypersurface where the Quark–Gluon Plasma decouples. The σ± are described in the text

where n̂ is the unit vector perpendicular to the hypersurface and d� being themeasure
of a 4D region in space–time, we have

−
∫

�(τ0)
d�μ

(

̂Tμνβν −̂jμζ
)=−

∫

�(τ)
d�μ

(

̂Tμνβν −̂jμζ
)+
∫

�
d�
(

̂Tμν∇μβν −̂jμ∇μζ
)

,

(2.84)
where ∇ is the covariant derivative. The region � is the portion of space–time
enclosed by the two hypersurface �(τ0) and �(τ) and the time-like hypersurface at
their boundaries, where the flux of (̂Tμνβν(x) −̂jμζ(x)) is supposed to vanish [30].
Consequently, the stationary NEDO reads:

ρ̂ = 1

Z
exp

[

−
∫

�(τ0)

d�μ

(

̂Tμνβν −̂jμζ
)

]

= 1

Z
exp

[

−
∫

�(τ)

d�μ

(

̂Tμνβν −̂jμζ
)+

∫

�

d�
(

̂Tμν∇μβν −̂jμ∇μζ
)

]

.

(2.85)
In the case of heavy ion collisions, the �(τ0)—looking at Fig. 2.1—is the 3D hyper-
surface �eq , while the hypersurface �(τ) is usually the joining of the freeze-out
hypersurface �FO encompassing the QGP space–time region and the two side
branches σ± subsets of the�(τ0). A peculiarity of the heavy ion collisions is that the
hypersurface of “present" local equilibrium is partly time-like, that is n̂ · n̂ = −1.

The density operator in (2.85) can be expanded perturbatively by identifying the
two terms in its exponent:

̂A = −
∫

�(τ)

d�μ

(

̂Tμνβν −̂jμζ
)

, (2.86)
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which is the supposedly, in hydrodynamics, the predominant term, and

̂B =
∫

�

d�
(

̂Tμν∇μβν −̂jμ∇μζ
)

, (2.87)

which is supposedly the small term. The ̂A and ̂B terms correspond to the LTE at the
current time and the dissipative correction, respectively. Hence, the leading term of
the expansion of the mean value of any operator is the local equilibrium one, that is:

O � tr(ρ̂LÊO) = tr(exp[̂A]̂O)

tr(exp[̂A]) .

The convenient feature of this approach for the calculation of hydrodynamic consti-
tutive equations is the natural separation between non-dissipative terms—which are
obtained by retaining the ̂A term—and the dissipative ones which are obtained by
including ̂B.

The calculation of W (x, k)LE, that is:

W (x, k)LE = 1

ZLE
Tr

(

exp

[

−
∫

�

d�μ

(

̂Tμν(y)βν(y) −̂jμ(y)ζ(y)
)

]

̂W (x, k)

)

(2.88)
can be tackled by taking advantage of the supposedly slow variation of the fields
β and ζ in space–time compared with the variation of the Wigner operator over
microscopic scales. Beforehand, it should be pointed out that the point x where the
Wigner function is to be evaluated is, to a large extent, arbitrary. For, as we have
seen in Sects. 2.4.2 and 2.5, the 3D integration hypersurface of the Wigner function
(see, e.g. Eq. (2.56)) can be any hypersurfacewhere the asymptotic hadronic fields are
defined, one could choose a hyperplane at a sufficiently large value of theMinkowski
time t so as to be completely outside the QGP space–time region (see Fig. 2.1),
where hadronic fields cannot be used. However, this is not a convenient choice: at
large times, the fields β and ζ are no longer defined because the system is not a fluid
anymore and it would then be difficult to estimate the Wigner function therein. A
much better choice is an equivalent (from the viewpoint of the Gauss theorem) 3D
hypersurface encompassing the QGP and much closer to where the hydrodynamic
fields are still defined. This hypersurface � can be obtained by joining the break-
up hypersurface �FO and the two branches σ±, as discussed above. Now one can
evaluate W (x, k)LE in space–time points where β and ζ exist, with the exception
of the branches σ± where the matter is not a fluid. Indeed, those branches involve
the cold nuclear matter not participating the QGP formation, and its contribution
is usually neglected. Since the hydrodynamic–thermodynamic fields β and ζ are
slowly varying, one can expand them in a Taylor series around x , the point where
the Wigner operator is evaluated, and, retaining only the first order:

βν(y) � βν(x) + ∂λβν(x)(y − x)λ,
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and similarly for ζ . Inserting in Eq. (2.88):

W (x, k)LE � 1

ZLE
Tr

(

exp

[

−
∫

�

d�μ

(

̂Tμν(y)[βν(x) + ∂λβν(x)(y − x)λ]
− ̂jμ(y)[ζ(x) + ∂λζ(x)(y − x)λ])] ̂W (x, k)

)

= 1

ZLE
Tr

(

exp

[

−βν(x)
∫

�

d�μ
̂Tμν(y)

− ∂λβν(x)
∫

�

d�μ (y − x)λ̂Tμν(y) − ζ(x)
∫

�

d�μ
̂jμ

−∂λζ(x)
∫

�

d�μ (y − x)λ̂jμ
]

̂W (x, k)

)

.

(2.89)
This approximation corresponds to the hydrodynamic limit, where themean value

of local operators is determined by the local values of the thermodynamic fields.
The gradient of β in the last equation can be split into the symmetric and the anti-
symmetric part giving rise to

−1

2
�λν

∫

�

d�μ (y − x)λ̂Tμν(y) − (y − x)ν̂Tμλ(y)

+ 1

4
(∂λβν + ∂νβλ)

∫

�

d�μ (y − x)λ̂Tμν(y) + (y − x)ν̂Tμλ(y),
(2.90)

where � is the thermal vorticity (2.18). We can recognize in the first term of the
above equation the total angular momentum operator, with a proviso: the above
integration is over a 3D hypersurface � ⊃ �FO which is not fully space-like, in
fact it has a time-like part. Notwithstanding, as the angular momentum-boost current
is divergenceless and being � = (�FO ∪ σ±) as discussed, we can again use the
Gauss theorem and write:

∫

�

d�μ(y − x)λ̂Tμν(y) − (y − x)ν̂Tμλ(y)=
∫

�eq

d�μ (y − x)λ̂Tμν(y) − (y − x)ν̂Tμλ(y),

where �eq is the initial, space-like local thermodynamic equilibrium. The latter is,
by definition, the conserved total angular momentum-boost generator with centre x ,
that is ̂Jμν

x .
The main contribution to the Wigner function supposedly arises from the terms

surviving at the global equilibrium, occurring when ∂μβν + ∂νβμ = 0 and ∂μζ = 0.
However, the symmetric term in (2.90) as well as the ∂ζ term in (2.89) may in
principle contribute at LTE (they are non-dissipative, non-equilibrium terms) and
it would be interesting to assess their quantitative effect. Assuming that they are
negligible, we have:

W (x, k)LE � 1

Z
Tr

(

exp

[

−βν(x)̂P
ν + 1

2
�νλ(x)̂J

νλ
x + ζ(x)̂Q

]

̂W (x, k)

)

.

(2.91)
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This expression is the global thermodynamic equilibrium mean of the Wigner func-
tionW (x, k)GE with four-temperature and thermal vorticity values just equal to their
values in the point x where the Wigner function is to be evaluated.

2.7.1 Polarization at Local Thermodynamic Equilibrium

Working out (2.91) is, in principle,much easier than a complete local equilibrium cal-
culation and yet, the exact formhas not been determined so far. A possible approach is
linear response theory, taking as the term �λν(x)̂Jλν

x in Eq. (2.89) as the small term
compared to the main term −βν(x)̂Pν + ζ(x)̂Q. This method, however, involves
the calculation of complicated integral correlators between the angular momentum
operator and the Wigner operator and, although viable, has never been attempted in
literature.

In Ref. [15], an educated ansatz was introduced based on the on-shell De Groot’s
approximation of the general form of the covariant Wigner function:

W (x, k) � 1

2

∑

r ,s

∫

d3p

ε
δ4(k − p)ur (p) f (x, p)rs ūs(p)−δ4(k + p)vr (p) f̄ (x, p)sr v̄s(p),

(2.92)
where frs(x, p) is a 2 × 2 distribution function and r s label spin states. Now we
know that the Boltzmann limit of (2.57) must yield the spin density matrix (2.29),
i.e. by using (2.58),

∫

d�μ pμŪ (p)W+(x, k)GEU (p)

tr2
∫

d�μ pμŪ (p)W+(x, k)GEU (p)
−→ Ū (p) exp

[ 1
2� : �

]

U (p)

tr2(Ū (p) exp
[ 1
2� : �

]

U (p))
. (2.93)

Hence, a suitable form of f was assumed giving the correct Boltzmann (as well as
the non-relativistic) limit:

frs(x, p) = ūr (p) exp

[

β · p − 1

2
� : � + I

]−1

us(p). (2.94)

Equations (2.92) and (2.94) together lead to the following form of the mean spin
vector for spin 1/2 particles [15]:

Sμ(p) = − 1

8m
εμρστ pτ

∫

�FO
d�λ pλnF (1 − nF )�ρσ
∫

�FO
d�λ pλnF

, (2.95)

where nF is the Fermi–Dirac phase space distribution function:

nF = 1

exp[β · p + μq] + 1
,
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q being a charge of the particle and μ the corresponding chemical potential. The
formula (2.95) is, in the Boltzmann limit, in full agreement with Eq. (2.34) which is
the first-order formula obtained within a single-particle framework. The problem to
determine the exact form at global equilibrium including quantum statistics effects
is—as mentioned—yet to be solved.

2.8 Summary and Outlook

The calculation of polarization in a relativistic fluid stands out as a fascinating endeav-
our in quantum field theory. As we have seen, it requires the use of a broad range of
concepts and theoretical tools and it involves intriguing fundamental physics prob-
lems such as the physical significance of the spin tensor. It should be emphasized that
it is not just an academic problem: polarization in the QCDplasma has been observed
in experiments, and much of its phenomenological potential as a probe of the hot
QCDmatter is still to be explored. In this regard, much theoretical and experimental
work is ongoing. For a comprehensive review of the status of the subject, we refer
the reader to the recent review [32].

The formula (2.95) is the benchmark for most estimates of polarization. While
very successful in reproducing the global polarization of � hyperons in relativistic
heavy ion collisions, a disagreement with the data was found as to the momentum
dependence of polarization [32]. These discrepancies could be an effect of incorrect
hydrodynamic initial conditions, resulting in a distorted thermal vorticity field at
the freeze-out or they could possibly arise from missing theoretical ingredients and
major corrections to Eq. (2.34), which is a leading order formula in thermal vorticity.
Even though thermal vorticity is apparently a small number in relativistic heavy
ion collisions, a quantitative role of the yet unknown exact formula of the Wigner
function (2.89) cannot be ruled out for the present. Similarly, dissipative corrections
to the mean spin vector are quantitatively unknown thus far. Even the estimate of
the first-order correction to the formula (2.95) in the linear approximation with the
operator (2.87) is a formidable task as it involves, in heavy ion collisions, the full
non-perturbative QCD regime (there is an ongoing effort in this direction [33]). The
theory of the polarization in a relativistic fluid is still to be fully developed.

Acknowledgements Stimulating discussions with W. Florkowski and L. Tinti are gratefully
acknowledged. I am very grateful to Q. Wang and X. G. Huang for very useful suggestions and
to M. Buzzegoli and A. Palermo for a careful review of the manuscript and for making the figure.
Special thanks to Enrico Speranza for his very valuable remarks and comments.

Appendix: Angular MomentumDecomposition

We shall prove that the orbital part of the angular momentum operator (2.79) can
be written as an integral in momentum space of on-shell functions. We will confine
ourselves to the proof for the particle term in (2.48), its extension to the antiparticle
term and the proof of the vanishing of the mixed term being alike. By using (2.48)
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and choosing the hyperplane t = 0 as integration hypersurface, for the particle term,
we can write:

∫

d3x xμkν tr4(γ
0
̂W (x, k)) =

∫

d3x xμkν
∑

r ,s

1

(2π)3

∫

d3p

2ε

d3p′
2ε′ e

−i(p−p′)·x×

× δ4
(

k − p + p′
2

)

â†s (p′ )̂ar (p)ūs(p′)γ 0ur (p)

=8
∫

d3x xμkν
∑

r ,s

1

(2π)3

∫

d3p

4ε εk,p
ei(2k−2p)·x×

× δ

(

k0 −
ε + ε′

k,p

2

)

â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p),

(2.96)

where

εk,p =
√

(2k − p)2 + m2.

and it is understood that in the arguments of creation and destruction operators, as
well as of spinors u, only the spatial part of the four-vector k, that is k, enters.

For μ = 0, the integration is straightforward as x0 is constant on the hyperplane
and we get, after integrating in d3x:

x0kν
∑

r ,s

∫

d3p

4ε εk,p
δ3(p − k)δ

(

k0 − ε + εk,p

2

)

â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p)

= x0kν
∑

r ,s

1

(2π)3
1

4ε2k
δ(k0 − ε)̂a†s (k )̂ar (k)ūs(k)γ

0ur (k)

= x0kνδ(k0 − εk)
∑

r

1

2εk
â†r (k )̂ar (k)

because p′ = 2k − p and p = k implies in turn k = p = p′, hence k is on-shell; we
have also used the known spinor relations.

For μ = i �= 0, we can replace xμ with a derivative of the exponential and, inte-
grating by parts,

∫

d3x xi kν tr4(γ
0
̂W (x, k))

=4i
∫

d3x kν
∑

r ,s

1

(2π)3

∫

d3p

4ε εk,p

∂

∂ pi
ei(2k−2p)·x×

× δ

(

k0 − ε + εk,p

2

)

â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p)

=4i
∫

d3x kν
∑

r ,s

1

(2π)3

∫

d3p

4ε εk,p
×
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× ∂

∂ pi

[

ei(2k−2p)·x δ
(

k0 − ε + εk,p

2

)

â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p)

]

+

− 4i
∫

d3x kν
∑

r ,s

1

(2π)3

∫

d3p

4ε εk,p
ei(2k−2p)·x ∂

∂ pi
×

×
[

δ

(

k0 − ε + εk,p

2

)

â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p)

]

.

The first term gives rise to a boundary integral which vanishes for fixed k and only
the second term survives. We can now integrate in d3x getting:

− i

2
kν
∑

r ,s

∫

d3p

4ε εk,p
δ3(p − k)

∂

∂ pi
×

×
[

δ

(

k0 − ε + εk,p

2

)

â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p)

]

.

(2.97)

There appear two derivative terms in the above expression: the derivative of the δ

can be written as

∂

∂ pi
δ

(

k0 − ε + ε′
k,p

2

)

= − 1

2

∂

∂k0
δ

(

k0 − ε + εk,p

2

)

∂

∂ pi
(ε + εk,p)

= − 1

2

∂

∂k0
δ

(

k0 − ε + εk,p

2

)(

pi

ε
− 2ki − pi

εk,p

)

,

(2.98)
while the derivative of the factor including creation and destruction operators and
spinors yields, taking into account the δ3(p − k):

δ3(p − k)
∂

∂ pi
â†s (2k − p)̂ar (p)ūs(2k − p)γ 0ur (p) (2.99)

= δ3(p − k)

⎡

⎣

⎛

⎝â†s (p)

↔
∂

∂ pi
âr (p)

⎞

⎠ ūs(p)γ
0ur (p) + â†s (p)̂ar (p)

⎛

⎝ūs(p)

↔
∂

∂ pi
γ 0ur (p)

⎞

⎠

⎤

⎦ .

We can now plug Eqs. (2.98) and (2.99) into (2.97). The term (2.98) vanishes because

δ3(p − k)

(

pi

ε
− 2ki − pi

εk,p

)

kν ∂

∂k0
δ

(

k0 − ε + εk,p

2

)

= −δ3(p − k)

(

pi

ε
− 2ki − pi

εk,p

)

δν
0δ

(

k0 − ε + εk,p

2

)

= −δ3(p − k)δν
0δ
(

k0 − ε
)

(

ki

εk
− ki

εk

)

= 0,

and we are just left with the term from (2.99).



2 Polarization in Relativistic Fluids: A Quantum Field Theoretical Derivation 51

We can now integrate in d4k according to Eq. (2.79). For μ = i ,

∫

d4k
∫

d3x xi kν tr4(γ
0
̂W (x, k)) = − i

2

∫

d4k kν
∑

r ,s

1

4ε2k
δ(k0 − εk)×

×
⎡

⎣

⎛

⎝â†s (k)

↔
∂

∂ki
âr (k)

⎞

⎠ ūs(k)γ
0ur (k) + â†s (k )̂ar (k)

⎛

⎝ūs(k)

↔
∂

∂ki
γ 0ur (k)

⎞

⎠

⎤

⎦

= − i

2

∫

d3k kν
∑

r ,s

1

4ε2k

⎡

⎣

⎛

⎝â†s (k)

↔
∂

∂ki
âr (k)

⎞

⎠ ūs(k)γ
0ur (k)

+â†s (k )̂ar (k)

⎛

⎝ūs(k)

↔
∂

∂ki
γ 0ur (k)

⎞

⎠

⎤

⎦

(2.100)
with kν again on-shell. We can then conclude that

∫

d4k
∫

t=0
d3x xμkν tr4(γ

0
̂W (x, k)) =

∫

d3k

2εk
̂Gμ(k)kν

with k on-shell and ̂G0(k) = 0 if x0 = 0 is chosen.
Finally, we briefly address the calculation of the angular momentum tensor

by using the Belinfante stress-energy tensor (2.82) where only the orbital part is
involved. The calculation is very similar to the one just described, with the impor-
tant difference that the second term of (2.82), obtained by swapping the indices of
the first term in (2.82), leads to a term akin to the left hand side of Eq. (2.96) with
exchanged indices:

∫

d3x xμk0tr4(γ
ν
̂W (x, k)).

However, the final result is not proportional to kν and a double derivative term appears
just like in Eq. (2.100); therefore, this term is not cancelled by the Levi-Civita tensor
in the calculation of the mean spin, unlike in the canonical case.
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3Thermodynamic Equilibriumof
Massless FermionswithVorticity,
Chirality andElectromagnetic Field

Matteo Buzzegoli

Abstract

We present a study of the thermodynamics of the massless free Dirac field at equi-
librium with axial charge, angular momentum and external electromagnetic field
to assess the interplay between chirality, vorticity and electromagnetic field in
relativistic fluids. After discussing the general features of global thermodynamic
equilibrium in quantum relativistic statistical mechanics, we calculate the ther-
mal expectation values. Axial imbalance and electromagnetic field are included
non-perturbatively by using the exact solutions of the Dirac equation, while a
perturbative expansion is carried out in thermal vorticity. It is shown that the
chiral vortical effect and the axial vortical effect are not affected by a constant
homogeneous electromagnetic field.

3.1 Introduction

The collective macroscopic behaviour of matter in the presence of quantum anoma-
lies and external fields is an increasingly important subject in several fields of physics.
Specifically, the experiments of relativistic heavy-ion collisions at RHIC and LHC
have posed new and interesting questions about the theoretical foundations of rel-
ativistic collective phenomena. The experimental data of heavy-ion collisions indi-
cates the creation of a deconfined quark–gluon plasma in a strongly coupled regime
at extreme conditions of temperature, density, thermal vorticity [1] and magnetic
fields [2]. Moreover, it was argued [3,4] that the fluctuations of topological config-
urations of the QCD vacuum in the early stages of a heavy-ion collision generate
a chiral imbalance, which is an imbalance between the number of right- and left-
handed quarks. Despite the fact that the usual relativistic hydrodynamic has been very
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effective [5] in reproducing the experimental data for collective flow phenomena, it
is now essential for the interpretation of heavy-ion collisions to address hydrody-
namics in the contemporaneous presence of chiral imbalance, thermal vorticity and
external electromagnetic fields.

The first crucial step towards understanding the hydrodynamics of matter subject
to external fields is to study its thermodynamic properties. It is the main purpose
of this contribution to investigate the effects of an external electromagnetic field
on the thermodynamics of a chiral vorticous fluid. The effects of electromagnetic
fields on (non-chiral non-vorticous) relativistic quantum fluids were already studied
in the past, see for instance [6,7] and reference therein and [8] for the special case
of a constant magnetic field. More recently, this topic has been addressed in [9]
using Zubarev’s non-equilibrium statistical operator, in [10] using the generating
functional method and in [11–13] with Wigner function derived from kinetic theory.

This contribution aims to highlight the modifications caused by chiral imbalance
and by thermal vorticity. The paper is organized in the following way. In Sect. 3.2,
we introduce the global thermal equilibrium of a chiral system with the contempo-
raneous presence of an external electromagnetic field and a thermal vorticity within
Zubarev’s non-equilibrium statistical operator formalism. In Sect. 3.2.1, we give a
brief overview of the main results for the case of a chiral Dirac field in the absence
of the electromagnetic field. In Sect. 3.3, we review the relativistic quantum theory
of fermions under the effect of an external magnetic field. Then, we obtain the exact
form of the chiral fermionic propagator with an external constant magnetic field and
we obtain the exact thermal averages of the axial and electric currents. In Sect. 3.5,
we examine the properties of a system at thermal equilibrium with constant vorticity
and electromagnetic field. The last part of the paper is concerned with the conse-
quences of an electromagnetic field on the chiral vortical effect and the axial vortical
effect.

Notation

In this work, we use the natural unit system in which � = c = G = kB = 1. The
Minkowski metric is defined by the tensor ημν = diag(1,−1, −1, −1); for the Levi-
Civita symbol, we use the convention ε0123 = +1.

Operators in Hilbert space will be denoted by a large upper hat, e.g. ̂T (with the
exception of Dirac field operator that is denoted by�). The stress-energy tensor used
to define Poincaré generators is always assumed to be symmetric with an associated
vanishing spin tensor.

3.2 General Global Equilibriumwith Electromagnetic Field

In this section, we introduce the methods to study the thermodynamic equilibrium
of a quantum relativistic system in the presence of a chiral imbalance and of an
external electromagnetic field. For that purpose, we review the Zubarev method
of stationary non-equilibrium density operator [14,15] (see also [16–19] for recent
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developments) and we discuss the inclusion of a conserved axial current and of an
external electromagnetic field.

When we are dealing with a relativistic system, we must consider local quantities
in order to address the appropriate covariant properties. To identify those quantities,
we use a Arnowitt–Deser–Misner (ADM) decomposition of space–time [14–17].
Choose then a foliation of space–time and suppose that the system in consideration
thermalize faster than the evolution of “time” τ in which we are interested. At each
step of evolution dτ , the system is at local thermal equilibrium and the macroscopic
behaviour of the system is described by a stress-energy density Tμν(x), an (electric)
current density jμ(x) and an axial current jAμ(x), all lying on a space-like hyper-
surface�(τ).We can then describe the thermal properties of the systemwith a density
operator which lives on �(τ). As in the non-relativistic case, the density operator
at local equilibrium ρ̂LE is obtained as the operator which maximizes the entropy
S = −tr( ρ̂ log ρ̂ ). To reproduce the actual thermodynamics on the hyper-surface,we
maximize the entropy with the constraints that the mean values of the stress-energy
tensor and of the currents on �(τ) correspond to the values of the densities Tμν(x),
jμ(x) and jAμ(x) [15]. To obtain these densities, we project the stress-energy tensor
and the current mean values onto n, i.e. the normalized four-vector perpendicular
to �:

nμ(x) tr
[

ρ̂ ̂Tμν(x)
] = nμ(x) 〈̂Tμν(x)〉 ≡ nμ(x) Tμν(x),

nμ(x) tr
[

ρ̂ ̂j μ(x)
] = nμ(x) 〈̂j μ(x)〉 ≡ nμ(x) jμ(x),

and similarly for the axial current. We could also impose a constraint on the angular
momentum density, but since we are choosing the Belinfante operator as the stress-
energy tensor, it turns out that this additional requirement is automatically taken into
account [20].

The maximum solution ρ̂LE gives the Local Equilibrium Density Operator
(LEDO) [16,17]:

ρ̂LTE = 1

Z
exp

[

−
∫

�

d�μ

(

̂Tμν(x)βν(x) − ζ(x)̂j μ(x) − ζA(x)̂j μ
A (x)

)

]

, (3.1)

where βμ is the four-temperature vector such that T = 1/
√

β2 is the proper comov-
ing temperature, ζ and ζA are the ratio of comoving chemical potentials and the
temperature (e.g. ζ = μ/T ) and Z is the partition function. In the presence of an
external electromagnetic field, we indicate with Aμ(x) the non-dynamical gauge
field and with Fμν = ∂μAν − ∂ν Aμ the electromagnetic strength tensor. Therefore,
the operator relations stemming for conservation equations are

∂μ
̂j μ = 0, ∂μ

̂Tμν = ̂jλFνλ, ∂μ
̂j μ
A = 0. (3.2)

Furthermore, the four-momentum operator ̂P and the conserved charges ̂Qi are
obtained by

̂Pμ =
∫

�

d�λ
̂T λμ, ̂Qi =

∫

�

d�λ
̂j λ
i ,
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while the angular momentum is

̂Jμν =
∫

�

d�λ

(

xμ
̂T λν − xν

̂T λμ
)

. (3.3)

Notice that, as we will discuss in details in Sect. 3.3, the four-momentum ̂P and the
angular momentum ̂J in the presence of external electromagnetic field are neither
conserved nor the generators of translations and Lorentz transformations.

In the case of Dirac fermions interacting with an external gauge field, the explicit
form of the operators above is

̂j μ = q�̄γ μ�, ̂j μ
A = �̄γ μγ 5�,

̂Tμν = i

4

[

�̄γ μ−→
∂ ν� − �̄γ μ←−

∂ ν� + �̄γ ν−→
∂ μ� − �̄γ ν←−

∂ μ�
]

− 1

2

(

̂j μAν +̂jν Aμ
)

,

(3.4)
and the stress-energy tensor and the electric current indeed satisfy the relations (3.2).
Regarding the axial current̂jA, we also have to take into account the chiral anomaly.
The chiral anomaly affects the axial current divergence as follows:

∂μ
̂j μ
A = −1

8
εμνρλ q2

2π2 FμνFρλ = − q2

2π2 (E · B),

where q is the electric charge of the fermion, and E and B are comoving electric and
magnetic field, defined by

Fμν = Eμuν − Eνuμ − εμνρσ Bρuσ ,

with u the fluid velocity. Even when the product E · B is non-vanishing and conse-
quently the axial current is not conserved, we can still define a new conserved “axial”
current by means of the Chern–Simons current K , whose divergence gives the chiral
anomaly:

Kμ = εμνρσ AνFρσ ,
q2

8π2 ∂μK
μ = q2

2π2 (E · B).

The new conserved axial current ̂jCS is then defined as

̂j μ
CS = ̂j μ

A + q2

8π2 K
μ, ∂μ

̂j μ
CS = 0,

and the axial chemical potential μA is to be associated with this current. Since the
additional current K depends only on external fields, it is not a quantum operator
and it does not contribute to thermal averages. Therefore, all the results discussed
in the absence of chiral anomaly will also be valid for the case of equilibrium with
conserved Chern–Simons current. Because there is no difference in the results, we
will continue to denote the current associated to μA inside the statistical operator
with ̂jA even when the chiral anomaly is non-vanishing.
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Let us nowmove to describe the system at global thermal equilibrium. The global
equilibrium is reached when the statistical operator (3.1) is time independent. This
occurs when the integrand inside Eq. (3.1) is divergence-less [21]. Then, it is easily
proven using relations (3.2) that global thermal equilibrium is realized when the
following relations are satisfied:

∂μβν(x) + ∂νβμ(x) = 0, ∂μζ(x) = Fνμβν(x), ∂μζA(x) = 0. (3.5)

The inverse four-temperature and the axial chemical potential solves the previous
conditions if they are given by [16]:

βμ(x) = bμ + �μρx
ρ, ζA = constant,

where b is a constant time-like four-vector and� is a constant anti-symmetric tensor.
We refer to � as the thermal vorticity because it is the anti-symmetric derivative of
inverse four-temperature:

�μν = −1

2

(

∂μβν − ∂νβμ

)

and because it contains information about the fluid’s acceleration and rotation.
Indeed, if the β four-vector is a time-like vector, then we can choose the β-frame as
hydrodynamic frame [10,21]. The unitary four-vector fluid velocity u is therefore
identified with the direction of β:

uμ(x) = βμ(x)
√

βρ(x)βρ(x)
.

As long as we are considering physical observables in a region where the coordinate
x is such that β(x) is a time-like vector, this definition provides a proper choice for
the fluid velocity. We can decompose the thermal vorticity into two space-like vector
fields, each having three independent components, by projecting along the time-like
fluid velocity u:

�μν = εμνρσwρuσ + αμuν − ανuμ.

The four-vectors α and w are explicitly written inverting the previous relation:

αμ(x) ≡ �μνuν, wμ(x) ≡ −1

2
εμνρσ �νρuσ .

The vectors α andw that depend on the coordinates are space-like and are orthogonal
to u. All the quantity u, �, α, w are dimensionless. From their definitions, we can
easily show that α and w are given by

αμ =
√

β2 aμ, wμ =
√

β2 ωμ,
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where a and ω are the local acceleration and rotation of the fluid, which are given by

aμ = uν∂
νuμ, ωμ ≡ 1

2
εμνρσuσ ∂νuρ.

Furthermore, it will prove useful to define the projector into the orthogonal space of
fluid velocity:

�μν ≡ gμν − uμuν,

and the four-vector γ orthogonal to the other ones: u, α,w

γ μ = εμνρσwναρuσ = (α · �)λ�
λμ.

The � decomposition above defines a tetrad {u, α,w, γ } which can be used as a
basis for four-vectors. It must be noticed, however, that the tetrad is neither unitary
nor orthonormal, indeed in general we have α · w �= 0.

Returning to the global equilibrium conditions (3.5), notice that in the absence of
electromagnetic field also ζ must be a constant. In that case, the global equilibrium
statistical operator takes the following form [22,23]:

ρ̂ = 1

Z
exp

{

−b · ̂P + 1

2
� : ̂J + ζ ̂Q + ζÂQA

}

. (3.6)

The thermodynamics of Dirac fermions which follows from this operator is quickly
reviewed in Sect. 3.2.1

For the case of a non-vanishing electromagnetic field instead, we need to solve
the equation:

∂μζ(x) = Fσμβσ . (3.7)

To find the solution, we first derive it with respect to ∂ν :

∂ν∂μζ = ∂ν(Fσμβσ ). (3.8)

Since we can exchange the order of the derivatives ∂ν∂μ on the l.h.s. of (3.8), it
follows that the anti-symmetrization with respect to indices μ and ν of (3.8) must
be vanishing:

∂ν∂μζ − ∂μ∂νζ = 0 = [∂ν(Fσμβσ ) − ∂μ(Fσνβσ )
]

= [βσ (∂νFσμ − ∂μFσν) + (∂νβσ )Fσμ + (∂μβσ )Fνσ
]

.

Using the first Bianchi identity ∂νFσμ + ∂μFνσ + ∂σ Fμν = 0, we obtain

βσ ∂σ Fμν + (∂νβσ )Fμσ + (∂μβσ )Fσν = 0.
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We may recognize the Lie derivative of F along β in the previous equation. This
constitutes a first condition for global equilibrium, the system can reach global equi-
librium only when

Lβ(F) = 0, ↔ βσ (x)∂σ Fμν(x) = �μ
σ F

σν(x) − �ν
σ F

σμ(x), (3.9)

that is to say when the electromagnetic field follows the field lines of inverse four-
temperature.

To actually solve Eq. (3.7), we translate the global equilibrium condition of the
strength tensor (3.9) to the four-vector potential Aμ. We see that the constraint (3.9)
is satisfied if A solves

βσ (x)∂σ Aμ(x) = �μ
σ A

σ (x) + ∂μ�(x), (3.10)

where� is a smooth function of x . In Ref. [18] was also stated that a gauge potential
with vanishing Lie derivative along β gives a stationary statistical operator, which
is condition (3.10). It is important to stress that after a gauge transformation, the
condition (3.10) still holds true for the new gauge potential because the function �

is also affected by the gauge transformation. Indeed, let Aμ satisfies Eq. (3.10); after
the gauge transformation A′μ = Aμ + ∂μ�, we find:

βσ ∂σ A′μ =βσ ∂σ Aμ + βσ ∂σ ∂μ� = ωμ
σ A

σ + ∂μ� + ∂μ(βσ ∂σ �) − (∂μβσ )∂σ �

=�μ
σ (Aσ + ∂σ �) + ∂μ(� + βσ ∂σ �) = �μ

σ A
′σ + ∂μ�′,

which is exactly condition (3.10) for A′μ and for�′, that is� shifted by the transport
of � along β.

We can now write Eq. (3.7) by taking advantage of Eq. (3.10):

∂μζ = Fσμβσ = βσ (∂σ Aμ − ∂μAσ ) = βσ ∂σ Aμ − ∂μ(βσ A
σ ) + (∂μβσ )Aσ

= �μ
σ A

σ + ∂μ� − �μ
σ A

σ − ∂μ(βσ A
σ ).

We can then collect all the derivatives together into the equation

∂μ
(

ζ − � + βσ A
σ
) = 0,

from which we immediately get the solution:

ζ(x) = ζ0 − βσ (x)Aσ (x) + �(x), (3.11)

where ζ0 is a constant. The parameter � is analogous to the parameter which grants
gauge invariance to chemical potential in [24]. Even though Eq. (3.11) is given in
terms of the gauge potential, it is still gauge invariant. Indeed, we have shown that
with a gauge transformation, Aμ and � transform as

A′μ = Aμ + ∂μ�, �′ = � + βσ ∂σ �,
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therefore, the chemical potential ζ is overall unaffected by gauge transformations:

ζ(x)′ = ζ0 − βσ (x)A′σ + �′ = ζ0 − βσ (x)Aσ + � − βσ ∂σ � + βσ ∂σ � = ζ(x).

The global equilibrium statistical operator is then obtained from the local one in
Eq. (3.1) by replacing the global equilibrium form of the thermodynamic fields
β, ζ, ζA:

ρ̂ = 1

Z
exp

{

−
∫

�

d�μ

[(

̂Tμν(x) +̂j μ(x)Aν(x)
)

βν(x)

− (ζ0 + �(x))̂j μ(x) − ζÂj
μ
A (x)

]}

.

(3.12)

This operator, on par with (3.6), is given in terms of global conserved quantities. The
difference is that for the general form of the external magnetic field satisfying the
constraint (3.9), the integration over the hyper-surface � does not give easily rec-
ognizable quantities like the four-momentum and the angular momenta in Eq. (3.6).
However, the identification of global conserved operators can be carried out in the
special case of the constant homogeneous electromagnetic field, and it is discussed
in the following sections.

3.2.1 Vanishing Electromagnetic Field

Before proceeding with the effects of electromagnetic fields, we briefly review the
thermodynamics properties of a relativistic system in the presence of thermal vorticity
but without an external electromagnetic field. Regarding thermal equilibrium in the
presence of rotation, exact solutions for the free scalar and Dirac fields are discussed
in [25–27]. Instead the effects of acceleration has been recently investigated using the
Zubarev method in Ref. [27–32]. Here we want to report the constitutive equations at
second order on thermal vorticity discussed in [22,33] and in [23] including an axial
current (see also [34] for first order in thermal vorticity and magnetic field). Using
linear response theory on thermal vorticity, the thermal expectation value of a local
operator ̂O(x) evaluated with statistical operator (3.9) can be written as [22,23]:

〈̂O(x)〉 =〈̂O(0)〉β(x) − αρ〈〈 ̂K ρ
̂O 〉〉 − wρ〈〈 ̂Jρ

̂O 〉〉 + αρασ

2
〈〈 ̂K ρ

̂K σ
̂O 〉〉

+ wρwσ

2
〈〈 ̂Jρ

̂Jσ
̂O 〉〉 + αρwσ

2
〈〈 {̂K ρ, ̂Jσ }̂O 〉〉 + O(� 3).

(3.13)
In the previous expression we indicated with double angular bracket the correlator

〈〈̂Kρ1 · · · ̂Kρn ̂Jσ1 · · · ̂Jσm ̂O〉〉 ≡
∫ |β|
0

dτ1 · · · dτn+m

|β|n+m ×

× 〈Tτ

(

̂Kρ1−iτ1u
· · · ̂Kρn

−iτnu
̂Jσ1−iτn+1u

· · · ̂Jσm−iτn+mu
̂O(0)

)

〉β(x),c,
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where ̂J and ̂K are the comoving rotation and boost generators, identified by

̂Kμ = uλ
̂Jλμ, ̂Jμ = 1

2
εαβγμuα

̂Jβγ ,

and the averages 〈· · ·〉β(x) are evaluated at a fixed point x with the homogeneous
statistical operator

ρ̂0 = 1

Z0
exp
{−β(x) · ̂P + ζ(x)̂Q + ζA(x)̂QA

}

.

The subscript c on the thermal averages indicates a connected correlator, while the
subscript−iτu on the operators indicates an imaginary translation along u as follows:

Jμ
−iτu ≡ e−iτu·̂P

̂Jμeiτu·̂P .

Constitutive equations at secondorder on thermal vorticity of the stress-energy tensor,
the electric current and the axial current can be obtained using the expansion in
Eq. (3.13). We obtain [22,23,33]

〈̂Tμν〉 = A εμνκλακuλ + W1w
μuν + W2w

νuμ

+ (ρ − α2Uα − w2Uw)uμuν − (p − α2Dα − w2Dw)�μν

+ A αμαν + Wwμwν + G1u
μγ ν + G2u

νγ μ + O(� 3),

(3.14)

〈̂jμV 〉 = nV uμ + (α2NV
α + w2NV

ω

)

uμ + WVwμ + GVγ μ + O(� 3), (3.15)

〈̂jμA 〉 = nA uμ + (α2NA
α + w2NA

ω

)

uμ + WAwμ + GAγ μ + O(� 3). (3.16)

Not all of these coefficients are independent, indeed conservation equations (3.2)
impose the following relations [33] (this is explained in detail in Sect. 3.5.2):

Uα = −|β| ∂

∂|β|
(

Dα + A
)− (Dα + A

)

,

Uw = −|β| ∂

∂|β|
(

Dw + W
)− Dw + 2A − 3W ,

G1 + G2 = 2
(

Dα + Dw
)+ A + |β| ∂

∂|β|W + 3W ,

instead, for the first-order coefficients, conservation equations require that

−2A = |β|∂W1

∂|β| + 3W1 + W2.
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For electric and axial current, we find that only the following equations must be
fulfilled:

|β|∂W
V

∂|β| + 3WV = 0, |β|∂W
A

∂|β| + 3WA = 0. (3.17)

We can also take advantage of the Lorentz symmetry to show that the thermal coef-
ficients S and �w of the canonical spin tenor constitutive equation:

〈 i
8
�̄ {γ λ, [γ μ, γ ν ] }�〉 = S ελμνρuρ + �w

(

uλ�μν + uν�λμ + uμ�νλ
)

+ O(� 2)

satisfy the following relations:

−
(

S

|β| + ∂S

∂|β|
)

= 2A
Can,

2
S

|β| = W
Can
1 − W

Can
2 ,

�w

|β| − ∂�w

∂|β| = 4
�w

|β| = GCan
1 − GCan

2 ,

(3.18)

where A
Can and W

Can
1,2 are the thermal coefficients of Eq. (3.14) related to the mean

value of canonical stress-energy tensor. Furthermore, because the axial current is
dual to the spin tensor, we can show that

S = 1

2
nA, �w = 1

2
WA. (3.19)

Then, combining Eq.s (3.19) and (3.18), the coefficients of canonical stress-energy
tensor and axial current are related by

A
Can = −

(

nA
|β| + ∂nA

∂|β|
)

,

nA
|β| =W

Can
1 − W

Can
2 ,

WA

|β| =GCan
1 − GCan

2

2
,

which expose an interesting connection between the Axial Vortical Effect (AVE)
conductivity WA and the second-order thermal coefficients of the canonical stress-
energy tensor.

To understand the constraint (3.17) and the relation between axial vortical effect
and anomalies, we also consider the case of a free massive field. In that case, the
axial current is not conserved, but its divergence is given by

∂μ
̂jμA = 2mi�̄γ 5�.
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It follows that global equilibrium with a conserved axial charge cannot be reached.
Then, to still use the previous global equilibrium analysis to the massive field, we
simply set the axial chemical potential to zero and we consider global equilibrium
with just thermal vorticity and finite electric charge. As a consequence, the symme-
tries impose that all chiral coefficients (i.e. those which are not parity invariant) must
be vanishing. However, the term in WA of axial current decomposition is not chiral
and consequently could be different from zero. Since the conservation equation is
changed, we expect that also the condition (3.17) will be modified. We then have to
consider the pseudo-scalar operator i�̄γ 5� that appears on the divergence of axial
current. Pseudo-scalar thermal expectation value can be decomposed at second order
in thermal vorticity in the same way as other local operators and we find that it is
given by a single term:

〈i�̄γ 5�〉 = (α · w)Lα·w,

where the non-chiral thermal coefficient can be obtained by

Lα·w = 1

2
〈〈{̂K3, ̂J3}i�̄γ 5�〉〉. (3.20)

With this definition, we find that the condition on axial vortical effect conductivity
WA becomes:

|β|∂W
A

∂|β| + 3WA = −2mLα·w. (3.21)

Differently from (3.17) the constraint (3.21) no longer imposesWA to be proportional
to the third power of temperature andWA acquires terms which depends on the mass
of the fields.

As concluding remarks, we give some results for these coefficients for the free
massless Dirac field. In that case, this method reproduces the well-known [2] chiral
vortical effect and axial vortical effect conductivities

WV = μμ AT

π2 , WA = T 3

6
+ (μ2 + μ2

A)T

2π2 . (3.22)

In the case of massive Dirac fields, global thermal equilibrium with thermal vorticity
and vanishing axial chemical potential is well defined and the axial currents mean
value can be directed along the rotation of the fluid. In that situation, the AVE
conductivity for a free massive Dirac field is [33]

W A = 1

2π2|β|
∫ ∞

0
dp
[

nF (Ep − μ) + nF (Ep + μ)
] 2p2 + m2

Ep
, (3.23)

where Ep = √p2 + m2. This coefficient is related to pseudo-scalar thermal coeffi-
cient Lα·w via Eq. (3.21) and indeed pseudo-scalar coefficient is given by

Lα·w = − m

4π2β2

∫ ∞

0

dp

Ep

[

n′
F (Ep − μ) + n′

F (Ep + μ)
]

, (3.24)
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where the prime on distribution functions stands for derivativewith respect to Ep .We
can give approximate results for integral in Eq. (3.23). For high-temperature regime
(T � m), if the gas is non-degenerate (|μ| < m), we extract the AVE conductivity
behaviour using the Mellin transformation technique [35]. The result is

WA

T
� T 2

6
+ μ2

2π2 − m2

4π2 − 7ζ ′(−2)T 2

8π2

(m

T

)4 + O
(

m6

T 6

)

. (3.25)

The first term in mass was also obtained in [36] where the axial vortical effect was
evaluated with the statistical operator (3.6) but in curved space–time. Low temper-
ature behaviour can also be extracted from (3.23), see [33]. For a degenerate gas
(|μ| > m) at zero temperature, we obtain1:

WA

T
= μ2

2π2

√

μ2 − m2

μ
.

Instead for a non-degenerate gas (|μ| < m) at low temperature T << m, we have

WA ≈
(

1 + 2
T

m

)

(mT )3/2√
2π3/2

e|β|(μ−m). (3.26)

Axial current corrections for rotating and accelerating fluids are also discussed in [37,
38] for both massive and massless fields using an ansatz for Wigner function with
thermal vorticity.

3.3 Dirac Field in External Electromagnetic Field

Consider a Dirac field in external electromagnetic field. The Lagrangian of the theory
is given by

L = i

2

[

�̄γ μ−→
∂ μ� − �̄γ μ←−

∂ μ�
]

− m�̄� −̂j μAμ,

where ̂j μ = q�̄γ μ�, q is the elementary electric charge of the field and the gauge
potential Aμ is an external non dynamic field. This Lagrangian is obtained from
the free Dirac one with the minimal coupling substitution ∂μ → ∂μ + iq Aμ which
ensures gauge invariance to the theory. From Euler Eq.s we obtain the Equations of
Motion (EOM) for the Dirac field:

/∂� = −i(q /A + m)�, /∂�̄ = �̄i(q /A + m).

By applying Noether’s theorem to this Lagrangian, we obtain the operators in
Eq. (3.4).

1Notice that WAwμ → (WA/T )ω, so there is no divergency for T → 0.
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3.3.1 Symmetries in Constant Electromagnetic Field

It is worth noticing that the symmetries of the theory of fermions in the external
electromagnetic field are different from those of free fermions and from those of
quantum electrodynamics. While a system without external forces is symmetric
for the full Poincaré group, some of the symmetries are lost when external fields
are introduced. Indeed, external fields do not transform together with the rest of
the system. In this section, we discuss the symmetries of a system in the presence
of an external constant homogeneous electromagnetic field. We will examine the
transformations that are still symmetries of the theory, the consequent conserved
quantities, and the form of the generators of such transformations.

If the Lagrangian of our theory is invariant under translations, from Noether’s
theorem, we can identify four operators. Those operators share three properties: they
are conserved quantities, they are the generators of translations and they constitute
the four-momentum of the system. However, translation invariance by itself does not
guarantee that the same quantity must have all the three above properties altogether.
Consider again a system under an external electromagnetic field. In this situation,
Poincaré symmetry of space–time is broken. Only in the special case of a constant
and homogeneous electromagnetic field, translation invariance is restored. However,
the Lagrangian is not invariant under space–time translation, but it acquires a term
that is a four-divergence. This term, under appropriate boundary conditions, does not
affect the action of the system and the overall invariance is preserved. Nevertheless,
the consequence of the additional term is that we can distinguish between three
different operators, each of them having one of the three properties stated above.
This is understood with the Noether–Tassie–Buchdahl theorem [39–41]: given a
Lagrangian L(�(x), ∂μ�(x), x) and the infinitesimal transformation

x ′μ = xμ + δxμ, � ′ = � + δ�

such that ∂μδxμ = 0, which transforms the Lagrangian in

L(� ′(x ′), ∂ ′
μ� ′(x ′), x ′) = L(�(x), ∂μ�(x), x) + ∂μX

μ,

where Xμ is a functional depending exclusively on �(x) and x , the quantity

�μ = δL
δ∂μ�

δ� −
(

δL
δ∂μ�

∂ν� − L gμ
ν

)

δxν − Xμ

is conserved, i.e. divergence-less.
Consider the Dirac Lagrangian in constant homogeneous electromagnetic field

L(�(x), ∂μ�(x), x) = �̄(i/∂ − m)� −̂j μAμ.

The translation transformation (δ� = 0, δxμ = εμ) acts on the Dirac field but does
not act directly on the external gauge field. Therefore, a translation changes the
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Lagrangian by

δL =L(� ′(x ′), ∂ ′
μ� ′(x ′), x ′) − L(�(x), ∂μ�(x), x)

=̂j μ∂ν Aμεν = ̂j μ(Fνμ + ∂μAν)ε
ν = −̂j μ(Fμν − ∂μAν)ε

ν.

The quantity X of Noether–Tassie–Buchdahl in this case is

Xμν ≡ ̂j μ(Aν + Fνλxλ).

Indeed its divergence is the variation of the Lagrangian

εν∂μX
μν = (∂μ

̂j μ)(Aν + Fνλxλ)εν +̂j μ(∂μAν + Fνμ)εν = −̂j μ(Fμν − ∂μAν)ε
ν = δL.

Therefore, the theorem implies that the system has a canonical conserved tensor
given by

π̂ μν
can = ̂Tμν

0 −̂j μAν −̂j μFνλxλ,

where ̂Tμν
0 is the free canonical Dirac stress-energy tensor. Using Belinfante pro-

cedure, we can transform ̂Tμν
0 −̂j μAν into the symmetric stress-energy tensor of

Dirac field in external magnetic field ̂Tμν
S and the above conserved tensor can be

written as

π̂ μν ≡ ̂Tμν
S −̂j μFνλxλ. (3.27)

From the above equation, we can simply verify that ∂μπ̂ μν = 0 form Eq. (3.2). Note
that π̂ μν is not symmetric and that it is gauge invariant. The conserved quantities
are obtained from the previous operators by

π̂ μ =
∫

d3x π̂ 0μ,

andwe can show that this four-vector constitutes the generators of the translation [41].
However, the momentum of the system is still given by

̂Pμ =
∫

d3x ̂T 0μ

but it is no longer a conserved quantity and it is no longer the generator of translations.
Another differencewith the four-momenta is that different components of this vectors
do not commute, instead they satisfy the commutation relation [41]

[π̂ μ, π̂ ν] = îQFμν,

where ̂Q is the electric charge operator.
As for Lorentz’s transformations, we expect that the variation of the Lagrangian

is a full divergence only for specific forms of transformations. For example, with
a vanishing electric field and a constant magnetic field, only the rotation along the
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direction of the magnetic field and the boost along the magnetic field are symmetries
of the theory. Therefore, only in these cases, the Lagrangian variation could be
vanishing or a full divergence.

Returning to the general case, by repeating the previous argument made for the
translations for the Lorentz transformation:

δxμ = ωμνxν, δ� = − i

2
ωμνσ

μν�,

we find that the transformed Lagrangian is

δL =ωμν
̂jλ
[

∂λ

(

xμAν − xν Aμ

)+ xμFνλ − xνFμλ

]

.

We can show that the Lagrangian variation can also be written as

δL =1

2
ωμν∂λ

[

̂jλxμ

(

Aν − 1

2
xσ Fσν

)

−̂jλxν

(

Aμ − 1

2
xσ Fσμ

)]

− 1

2
xρ
̂jλ(ωλσ F

σ
ρ − ωρσ F

σ
λ).

The first term of the r.h.s. is written as a four-divergence. The remaining part cannot
be cast into a four-divergence but it is proportional to the following product:

(ω ∧ F)λρ = ωλσ F
σ
ρ − ωρσ F

σ
λ.

The product of two non-vanishing anti-symmetric tensor of rank two, ω ∧ F , is zero
if and only if ω is a linear combination of F and its dual F∗ [41]:

(ω ∧ F)λρ = 0 iff ωμν = k Fμν + k′ F∗
μν, k, k′ ∈ R. (3.28)

Therefore, the part of Lagrangian variation which is not a divergence is vanishing
when ωμν is a linear combination of electromagnetic stress-energy tensor and its
dual:

ωμν = a Fμν + b

2
εμνρσ Fρσ . (3.29)

This means, as expected, that the theory is invariant only under a certain type of
Lorentz transformations: the ones generated with parameters of the form (3.29). For
example, in the case of constantmagnetic field, we recover that the system is invariant
only for rotation and boost along the magnetic field. Set then ω either as ωμν ∝ Fμν

or ωμν ∝ F∗
μν , so that the Lagrangian variation is a four-divergence. In this case, we
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can apply Noether–Tassie–Buchdahl theorem and the two following quantities are
divergence-less:

̂�λ = Fμν

2

[

xμ

(

̂T λ
0 ν −̂j λAν + 1

2
̂j λxρFρν

)

−xν

(

̂T λ
0 μ −̂j λAμ + 1

2
̂j λxρFρμ

)

+̂Sλ
μν

]

,

̂�∗λ = F∗μν

2

[

xμ

(

̂T λ
0 ν −̂j λAν + 1

2
̂j λxρFρν

)

−xν

(

̂T λ
0 μ −̂j λAμ + 1

2
̂j λxρFρμ

)

+̂Sλ
μν

]

,

wherêSλ
μν is the canonical spin tensor of free Dirac field. After Belinfante transfor-

mation, the quantities become

̂�λ =1

2
Fμν

̂Mλ
μν,

̂�∗λ = 1

2
F∗μν

̂Mλ
μν,

̂Mλ
μν ≡xμ

(

̂T λ
S ν + 1

2
̂j λxρFρν

)

− xν

(

̂T λ
S μ + 1

2
̂j λxρFρμ

)

=xμ

(

π̂ λ
ν − 1

2
̂j λxρFρν

)

− xν

(

π̂ λ
μ − 1

2
̂j λxρFρμ

)

.

(3.30)

We can define the integrals:

̂Mμν =
∫

d3x ̂M0
μν,

which are conserved quantities only if contracted with Fμν or F∗μν . The operators
̂Mμν are the generators of Lorentz transformations if they are also a symmetry for
the theory, otherwise the Wigner’s theorem does not apply and we cannot say that
such transformations admit an unitary and linear (or anti-unitary and anti-linear)
representation. For those operators, the following Algebra holds true [41]:

[π̂ μ, π̂ ν] =iFμν
̂Q,

1

2
Fρσ [π̂ μ, ̂Mρσ ] = i

2
Fρσ

(

ημρπ̂ σ − ημσ π̂ ρ
)

,

1

2
F∗

ρσ [π̂ μ, ̂Mρσ ] = i

2
F∗

ρσ

(

ημρπ̂ σ − ημσ π̂ ρ
)

,

(3.31)

where ̂Q is the electric charge operator. In the particular case of vanishing electric
field and constant magnetic field along the z axis, the Algebra becomes:

[π̂x , π̂y] = i|B|̂Q,

[̂Jz, π̂x ] = iπ̂y, [̂Jz, π̂y] = −iπ̂x ,

[̂Kz, π̂t ] = −iπ̂z, [̂Kz, π̂z] = −iπ̂t .
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3.4 Chiral Fermions in Constant Magnetic Field

Consider now a system consisting of free chiral fermions in an external homogeneous
constant magnetic field B at global thermal equilibrium with vanishing thermal vor-
ticity. In this configuration, the chiral anomaly is vanishing because there is no electric
field (B · E = 0). It follows that global equilibrium without vorticity is described
by a constant inverse four-temperature β and a constant axial chemical potential ζA
(see Sect. 3.2). Instead, the condition for the electric chemical potential reads

∂μζ(x) = Fνμβν =
√

β2Fνμuν =
√

β2Eμ,

where u is the fluid velocity directed along β and E is the comoving electric field.
Sincewe are considering the casewithout electric field, the global equilibrium condi-
tion is simply a constant ζ . The global equilibrium statistical operator then becomes

ρ̂ = 1

Z
exp
[−̂Pμβμ + ζ ̂Q + ζÂQA

]

.

Notice that the operators ̂Pμ are not the generators of translations, which are instead
given by π̂ μ and are obtained by integrating the conserved current in Eq. (3.27).
However, in the case of vanishing comoving electric field, the projection of the
inverse temperature along the four-momentum is equivalent to the projection along
of the generators of translations, that is:

π̂ μβμ =
∫

�
d�λ

(

̂T λν −̂j λFνσ xσ
)

βν = ̂Pμβμ −
√

β2Eσ

∫

�
d�λ

̂j λxσ = ̂Pμβμ.

The statistical operator can now be written as

ρ̂ = 1

Z
exp
[−π̂ μβμ + ζ ̂Q + ζÂQA

]

.

In this form, it is straightforward to use the algebra in Eq. (3.31) and translate the
statistical operator of a quantity aμ. We find

̂T(a) ρ̂̂T−1(a) = eia·π̂ ρ̂ e−ia·π̂ = 1

Z
exp
[−π̂ μβμ + ζ ̂Q + ζÂQA + aμF

μνβν
̂Q
]

.

Since Fμνβν is the comoving electric field,which is vanishing, the statistical operator
is homogeneous:

̂T(a) ρ̂̂T−1(a) = ρ̂.
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3.4.1 Exact Thermal Solutions

Having established the basic quantities of thermal equilibrium with a constant and
homogeneousmagnetic field, we nowmove on to introduce the techniques of thermal
field theory in order to find exact solutions for thermodynamic equilibrium in a
magnetic field.We start by giving a path integral description of the partition function.
Since the partition function is a Lorentz invariant, we can choose to evaluate it in
the local rest frame where u = (1, 0). In this frame, without loss in generality, the
magnetic field is chosen along the z axis and we adopt the Landau gauge Aμ =
(0, 0, Bx1, 0). The path integral formulation of the partition function in local rest
frame

Z(T , μ, μ5) = tr
[

e−β(̂H−μ̂Q−μÂQA)
]

is given by2

Z = C
∫

�(β,x)=−�(0,x)
D�̄ D� exp

(−SE(�, �̄, μA)
)

,

where the Euclidean action of Dirac fermions in external electromagnetic field is

SE(�, �̄, μ5) =
∫ β

0
dτ
∫

x
�̄(X)

[

i(γ · π+) + m − γ0γ
5μA

]

�(X)

andπ+
μ ≡ P+

μ − q Aμ, which is not to be confusedwith the generators of translations.
With regard to the exact solution, instead of solving the Dirac equation directly,

we use the Ritus method [42] (see [43] for a brief recap of the method). The core
concept of the Ritus method is that we can construct a complete set of orthonormal
function, called Ep Ritus functions, such that the Euclidean action is rendered for-
mally identical to the Euclidean action of a free Dirac field in absence of external
fields. The Ep functions are constructed such that they are the matrix of the contem-
poraneous eigenfunctions (eigenvectors) of the maximal set of mutually commuting
operators {(γ · π)2, iγ1γ2, γ 5}. From gamma algebra, it is straightforward to check
that

iγ1γ2�(σ) = σ�(σ),
1 + χγ 5

2
γ 5 = χ

1 + χγ 5

2
with σ = ± and χ = ± and we defined

�(σ) ≡ 1 + iσγ1γ2

2
.

2We added a mass term for generalization, although with mass we cannot have a conserved axial
current.
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We can then show that [42,43]

(γ · π+)2E p̂σ (X) = P+2
E p̂σ (X),

where p̂ is a label for the quantum numbers {l, ωn, p2, p3}, the eigenvalues P+ are
given by

P+ ≡ (ωn + iμ, 0,−σ̄
√

2|qB|l, p3), σ̄ ≡ sgn(qB)

and the form of eigenfunction is

E p̂σ (X) = N (n)ei(P0τ+P2X2+P3X3)Dn(ρ), (3.32)

where N (n) = (4π |qB|)1/4/√n! is a normalization factor, and Dn(ρ) denotes the
parabolic cylinder functions with argument ρ = √

2|qB|(X1 − p2/qB) and non-
negative integer index n = 0, 1, 2, . . . given by

n = l + σ

2
sgn(qB) − 1

2
.

Note that the form of the functions (3.32) strongly depends on the gauge chosen,
in our case the Landau gauge. Since the eigenfunction E p̂σ (X) does not depend on
chirality, the maximal eigenfunctions of the operators {(γ · π)2, iγ1γ2, γ 5} are given
by

E p̂(X) =
∑′

σ=±
E p̂σ (X)�(σ), Ē p̂(X) = γ0E

†
p̂(X)γ0 =

∑′

σ ′=±
E∗
p̂σ ′(X)�(σ ′),

(3.33)
where the prime on the summation symbol denotes that the sum is subject to the
constraint

σ =
{

sgn(qB) l = 0

± l > 0
.

Some important properties can be derived from these definitions. Firstly, that the
functions Ep commute with γ0 and with γ 5. Secondly, they satisfy the orthogonality
relation

∫

X
Ēq̂(X)E p̂(X) = (2π)4̂δ(4)( p̂ − q̂)�(l),

where we defined

δ(4)( p̂ − p̂′) ≡δl,l ′βδωn ,ωn′ δ(p2 − p′
2)δ(p3 − p′

3)

�(l) ≡
{

1+iσ̄ γ1γ2
2 l = 0

1 l > 0
.
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And lastly, the action of the operator (γ · π+) on these function is

(γ · π+)E p̂(X) = E p̂(X)γ · P.

Since we showed that Ep Ritus functions are complete orthonormal functions,
we can expand the Dirac fields in these functions:

�(X) =T
∑

{ωn}

∞
∑

l=0

∫

dp2

∫

dp3
(2π)3

E p̂(X)�(P) ≡
∑

∫

̂P
E p̂(X)�(P),

�̄(X) =
∑

∫

̂Q
�̄(Q)Ēq̂(X).

Replacing this expansion on the Euclidean action, we find

SE(�, �̄, μ5) =
∑

∫

̂P

∑

∫

̂Q

∫

X
�̄(Q)Ēq̂ (X)

[

i(γ · π+) + m − γ0γ
5μA

]

E p̂(X)�(P)

and, using the above mentioned properties of Ep functions, we obtain

SE(�, �̄, μ5) =
∑

∫

̂P
�̄(P)�(l)

[

iγ · P+ + m − γ0γ
5μA

]

�(P).

Notice that this is formally identical to the Euclidean action of the free Dirac field.
We can now proceed to evaluate the partition function. We first change the inte-

gration variables in the partition function to the modes of Ep functions �̄(P) and
�(P). The partition function is then a Gaussian integral of Grassmann variables,
whose result is the exponent determinant. Hence the partition function becomes

Z =C̃
∫

�(β,x)=−�(0,x)
D�̄(P)D�(P)×

× exp

{

−
∑

∫

̂P
�̄(P)�(l)

[

iγ · P+ + m − γ0γ
5μA

]

�(P)

}

=C̃ det
[

�(l)
(

iγ · P+ + m − γ0γ
5μA

)]

.

(3.34)

For the sake of clarity, for now on we will remove the factor �(l):

Z =C̃ det

(

mI2×2 [i(ωn + iμ) − μA]I2×2 + σi Pi
(i(ωn + iμ) + μA)I2×2 − σi Pi mI2×2

)

.

The determinant is evaluated using the standard formula for block matrices

det

(

A B
C D

)

= det
(

AD − BD−1CD
) ;
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replacing that into the partition function, we have

Z = C̃ det
[

(P+2 + m2 + μ2
A)I2×2 − 2σi PiμA

]

= C̃ det
[

(P+2 + m2 + μ2
A)2 − 4|P|2μ2

A

]

=
∏

ωn ,l,p3

C̃
[

(P+2 + m2 + μ2
A)2 − 4|P|2μ2

A

]

,

wherewe evaluated the determinant as the product of the eigenvalues of thematrix. To
connect this quantity to the thermodynamics of the system, we are actually interested
in its logarithm:

log Z =
∑

ωn ,l,p3

log
[

(P+2 + m2 + μ2
A)2 − 4|P|2μ2

A

]

+ cnst. (3.35)

In the next subsection, we evaluate the thermodynamic potential of the system
from the logarithm of the partition function. Then, by simple derivation, we could
obtain other thermodynamic properties. However, starting from partition function in
Eq. (3.34), we will obtain the thermal propagator of a chiral fermion in a magnetic
field. Once we have the propagator, we can use the point-splitting procedure to eval-
uate other thermal properties that are not related to the thermodynamic potential. We
will use the thermal propagator to evaluate the mean value of the electric current and
of the axial current in the following subsections.

3.4.2 Thermodynamic Potential

The thermodynamic potential � is derived from the partition function as following

� = lim
V→∞ − T

V
log Z ,

where the logarithm of partition function is given by Eq. (3.35). We can follow the
usual techniques used for free fermions to evaluate the thermodynamic potential and
to sum the Matsubara frequencies. However, we must first consider that in this case
the Landau levels generated by the magnetic field have different degeneracy factors
and must be properly taken into account when performing the infinite volume limit.
Let be S the area in the x − y plane and p⊥1 and p⊥2 the momenta in that plane. In
the limit of infinity area, the sum on modes becomes the following integrals:

lim
S→∞

1

S

∑

p⊥1

∑

p⊥2

=
∫ ∞

−∞
dp⊥1

2π

∫ ∞

−∞
dp⊥2

2π
.
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Each Landau level has a degeneracy associated with some quantum numbers; this
degeneracy is gauge independent and it is given by

dl =
⌊ |qB|S

2π

⌋

.

To obtain this degeneracy, we just have to evaluate the quantity

dp⊥1

2π

dp⊥2

2π

between two consecutive energy levels:

dl =
⌊ |qB|S

2π

⌋

=
∫ l+1

l

dp⊥1

2π

dp⊥2

2π
.

Therefore, removing the floor function, the infinite volume limit of the sum on the
states of the system gives:

lim
V→∞

1

V

∑

ωn ,l,p3

= |qB|
2π

∞
∑

l=0

∫ ∞

−∞
dp3
2π

∑

{ωn}
.

Consequently the thermodynamic potential reads:

� = lim
V→∞ − T

V
log Z

= − |qB|
2π

∞
∑

l=0

∫ ∞

−∞
dp3
2π

T
∑

{ωn}
log
[

(P+2 + m2 + μ2
A)2 − 4|P|2μ2

A

]

+ cnst.

The Matsubara sum can be performed as described in [44]. The final result for
thermodynamic potential is

� = −|qB|
2π

∞
∑

l=0

∑′

s=±

∫ ∞

−∞
dp3
2π

[

Es + T
∑

±
log
(

1 + e−β(Es±μ)
)

]

+ cnst,

where E2
s = [(p23 + 2qBl)1/2 + sμA]2 + m2 and the constraint of s = σ̄ for l = 0 is

caused by the projector�(l). This same thermodynamic potential for chiral fermions
in externalmagnetic fieldwas used in [4] to derive theChiralMagnetic Effect (CME).
This expression can be used to obtain the electric and axial charge density, but instead
we are using the point-splitting procedure because the latter can also be used to
evaluate other thermodynamic functions related to currents. To do that, we first need
the thermal propagator of chiral fermions.
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3.4.3 Chiral Fermion Propagator in Magnetic Field

Since we have used the Ritus method, the form of Euclidean action is formally
identical to those of a free Dirac field. It is therefore not surprising that the fermionic
propagator is obtained in the same way as the free case. The propagator in Fourier
modes can be obtained in path integral formulation by [44]

〈�̃a(P)
¯̃
�b(Q)〉T =

∫ D�̃ D ˜̄� exp (−SE) �̃a(P)
¯̃
�b(Q)

∫ D�̃ D ˜̄� exp (−SE)
,

where in our case the form of the partition function is given in the first line of
Eq. (3.34):

Z =C̃
∫

�(β,x)=−�(0,x)
D�̄(P)D�(P) ×

× exp

{

−
∑

∫

̂P
�̄(P)�(l)

[

iγ · P+ + m − γ0γ
5μA

]

�(P)

}

.

The Grassmann integrals are straightforward and gives

〈�̄(Q)a�(P)b〉 = δ(4)(P − Q)M−1
ab ,

where a, b denotes spinorial indices and

M =
[

iγ · P+ − γ0γ
5μA

]

.

The inverse ofM is easily written in terms of the projector into right and left chirality
states, which are defined by

Pχ = 1 + χγ5

2
, i.e. PR = 1 + γ5

2
, PL = 1 − γ5

2
.

We also introduce right and left chemical potential:

μR ≡ μ + μA, μL ≡ μ − μA,

and we define right and left charged momenta by

P±
R/L ≡ (ωn ± iμR/L, p).

With this notation, after invertingM, the thermal propagator is

〈�̄(Q)a�(P)b〉 = δ(4)(P − Q)
∑

χ

(

Pχ

−i /P+
χ

P+
χ
2

)

ab

.
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This is the generalization in Euclidean space–time with chemical potentials of the
propagator in [42,43]. In the configuration space, the two-point function is

〈�̄(X)a�(Y )b〉 =
∑

∫

̂P

∑

∫

̂Q
Ē p̂(X)a′a Eq̂ (Y )bb′ 〈�̄(P)a′�(Q)b′ 〉

= −
∑

∫

̂P

∑

∫

̂Q
Ē p̂(X)a′a Eq̂ (Y )bb′ 〈�(Q)b′�̄(P)a′ 〉

= −
∑

∫

̂P

∑

∫

̂Q
Ē p̂(X)a′a Eq̂ (Y )bb′δ(4)(P − Q)

∑

χ

⎛

⎝Pχ

−i /P+
χ

P+
χ
2

⎞

⎠

b′a′
,

where to go to second line, we used fermion anti-commutation. Finally, integrating
the delta we have

〈�̄(X)a�(Y )b〉 = −
∑

∫

̂P

∑

χ

E p̂(Y )bb′

(

Pχ

−i /P+
χ

P+
χ
2

)

b′a′
Ē p̂(X)a′a . (3.36)

3.4.4 Electric Current MeanValue

Having derived the propagator, we now proceed to evaluate themean value of electric
current. The following method is similar to the one used in [45], as we both use the
Ritus method. We take advantage of the point-splitting procedure to compute the
thermal expectation value of electric current. First, we write the current in Euclidean
space–time and we split the coordinate point in which the fields are evaluated as
follows:

〈̂jμ(X)〉=(−i)1−δμ,0q〈̂�̄(X)γμ̂�(X)〉= lim
X1,X2→X

(−i)1−δμ,0q
(

γμ

)

ab 〈̂�̄a(X1)̂�b(X2)〉.

Then we plug the form of fermionic propagator (3.36) and we reconstruct the trace
on spinorial indices; eventually we obtain

〈̂jμ(X)〉 = −(−i)1−δμ,0q
∑

∫

̂P

∑

χ

tr

[

Ē p̂(X) γμ E p̂(X) Pχ

−i /P+
χ

P+
χ
2

]

.

It is convenient to indicate the components parallel to the magnetic field, which are
the time component and the z component, with the parallel symbol “‖”. For those
components, the following commutator holds true:

[

γ ‖
μ , E p̂(X)

]

= 0.
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Therefore, reminding the definitions of the Ritus E p̂(X) functions (3.33), for the
parallel component of electric current, we obtain

〈̂j ‖
μ (X)〉 = − (−i)1−δμ,0q

∞
∑

l=0

∫

dp2
2π

∫

dp3
(2π)2

∑

χ

T
∑

{ωn}

∑′

σ,σ ′=±
E∗
p̂σ ′(X) E p̂σ (X)×

× tr

⎡

⎣�(σ ′)�(σ) γ
‖
μ Pχ

−i /P+
χ

P+
χ
2

⎤

⎦ .

Wecan simplify the previous expression by taking advantage of the following identity

�(σ)�(σ ′) = 1 + σσ ′ + i(σ + σ ′)γ1γ2
4

= δσ,σ ′�(σ).

Notice that the dependence on p2 is only contained inside E∗
p̂σ ′(X)E p̂σ (X). We can

then show that the integration on p2 gives

∫ ∞

−∞
dp2
2π

E∗
p̂σ ′(X)E p̂σ (X) = |qB|δn,n′ .

Furthermore, it is convenient to split the sum on l between the Lowest Landau Level
(LLL) l = 0 and the Higher Landau Levels (HLL) l > 1. For l = 0 the sums on σ

are constrained to be equal to σ = σ ′ = σ̄ =sgn(eB), and the momenta are given
by P+

χ = (ωn + iμχ, 0, 0, p3); then at the lowest Landau level, we have

〈̂j ‖
μ (X)〉LLL = −(−i)1−δμ,0q|qB|

∫ ∞
−∞

dp3
(2π)2

∑

χ

T
∑

{ωn}
tr

⎡

⎣

1 + iσ̄ γ1γ2

2
γ

‖
μ Pχ

−i /P+
χ

P+
χ
2

⎤

⎦ .

After computing the trace, we find that the zero component is

〈̂j0(X)〉LLL = −
∫ ∞

−∞
q|qB|dp3

(2π)2

∑

χ

T
∑

{ωn}

−i
[

(ωn + iμχ) − ip3σ̄ χ
]

(ωn + iμχ)2 + p23

=
∫ ∞

−∞
q|qB|dp3

(2π)2

∑

χ

T
∑

{ωn}

i
[

(ωn + iμχ)
]

(ωn + iμχ)2 + p23
,

while the z component is

〈̂j3(X)〉LLL =i
∫ ∞

−∞
q|qB|dp3

(2π)2

∑

χ

T
∑

{ωn}

−i
[

p3 + i(ωn + iμχ)σ̄χ
]

(ωn + iμχ)2 + p23

=
∫ ∞

−∞
σ̄q|qB|dp3

(2π)2

∑

χ

T
∑

{ωn}

χ i(ωn + iμχ)

(ωn + iμχ)2 + p23
,
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where the linear terms in p3 were dropped because they are odd on p3 and as such
they vanish when integrated. After the Matsubara sum, we have

〈̂j0(X)〉LLL = q|qB|
∑

χ

∫ ∞

−∞
dp3

(2π)2

1

2

[

nF(p3 − μχ) − nF(p3 + μχ)
]

,

〈̂j3(X)〉LLL = q2B
∑

χ

∫ ∞

−∞
dp3

(2π)2

χ

2

[

nF(p3 − μχ) − nF(p3 + μχ)
]

.

Finally, taking advantage of the integral in p3:

∫ ∞

−∞
dp3
2

[

nF(p3 − μχ) − nF(p3 + μχ)
] = μχ

and summing on chiralities, we obtain

〈̂j0(X)〉LLL = q|qB|
(2π)2

(μR + μL) = μq|qB|
2π2 ,

〈̂j3(X)〉LLL = q2B

(2π)2
(μR − μL) = q2μA

2π2 B.

Moving on now to the higher Landau levels, consider

〈̂j ‖
μ (X)〉HLL = − (−i)1−δμ,0q|qB|

∞
∑

l=1

∫ ∞

−∞
dp3

(2π)2

∑

χ

T
∑

{ωn}

∑

σ,σ ′=±
δn,n′×

× tr

[

�(σ ′) �(σ) γ ‖
μ Pχ

−i /P+
χ

P+
χ
2

]

.

When l is fixed, we can replace the δn,n′ with the δσ,σ ′ , and the sum on σ ′ becomes
straightforward. The expression is similar to the LLL case, we just have to replace
σ̄ with σ and sum over σ = ±. Remind that now P has also a y component. After
evaluating the trace and removing p3 odd terms, we obtain

〈̂j0(X)〉HLL =
∞
∑

l=1

∫ ∞

−∞
q|qB|dp3

(2π)2

∑

χ

T
∑

{ωn}

2i
[

(ωn + iμχ)
]

P+
χ
2 ,

〈̂j3(X)〉HLL =
∞
∑

l=1

∫ ∞

−∞
q|qB|dp3

(2π)2

∑

χ

T
∑

{ωn}

∑

σ=±
σ

χ i(ωn + iμχ) + p3

P+
χ
2 = 0.

We found that the third component does not get corrections from HLL. Instead for
the time component, after the frequency sum, we obtain

〈̂j0(X)〉HLL =
∞
∑

l=1

∫ ∞

−∞
q|qB|dp3

(2π)2

∑

χ

[

nF(Ep3,l − μχ) − nF(Ep3,l + μχ)
]

,
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where Ep3,l ≡
√

p23 + 2|qB|l. For the perpendicular components (̂jx and ̂jy) we
expect a vanishing result because they are not allowed by the symmetries of the
system. Indeed the explicit calculations confirmed this expectation.

In summary, restoring covariant expression, we found that the electric current has
two thermodynamic function: the electric charge density nc and the Chiral Magnetic
Effect (CME) conductivity σB:

〈̂jμ(X)〉 = nc uμ + σB Bμ.

The electric charge density is given by the mean value 〈̂j0(X)〉 at the local rest frame:

nc = q|qB|
2π2

{

μ +
∞
∑

l=1

∫ ∞

−∞
dp3
2

[

nF(Ep3,l − μR) − nF(Ep3,l + μR)+

+ nF(Ep3,l − μL) − nF(Ep3,l + μL)
]

}

,

while the CME conductivity is given by 〈̂j3(X)〉/B, that is

σB = q2μA

2π2 . (3.37)

To our knowledge, the equation for the electric charge density of an electron gas in
a magnetic medium was first given in [8] and coincides with the expression above.
The CME effect evaluated here coincides with the one obtained with many other
derivations [2], however we want to point out that this derivation is valid at thermal
equilibrium, as the one in [47], and that is non-perturbative in the magnetic field.

3.4.5 Axial Current MeanValue

We can compute the axial current mean value exactly as described above for the
electric current. Because of that, we omit all the calculations. The axial current
constitutive equation is written in terms of an axial charge density nA and a Chiral
Separation Effect (CSE) conductivity σs:

〈̂jAμ〉 = nA uμ + σsBμ.

In this case too, we found that only the lowest Landau level contributes to CSE and
that the final result is

nA =|qB|
2π2

{

μA +
∞
∑

l=1

∫ ∞

−∞
dp3
2

[

nF(Ep3,l − μR) − nF(Ep3,l + μR)+

−nF(Ep3,l − μL) + nF(Ep3,l + μL)
]

}

,

σs = qμ

2π2
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with Ep3,l =
√

p23 + 2|qB|l. The last thermal coefficient is exactly the well-known
value of Chiral Separation Effect (CSE) conductivity [2].

The same procedure can be followed to evaluate the axial charge density and
the CSE conductivity of massive fermions with vanishing axial chemical potential
μA = 0. In that case, as discussed previously, the thermal equilibrium can be reached
and all the quantities discussed in this section are still well defined. The results for
the thermodynamic functions related to axial current are:

nA =0,

σs =qB
∫ ∞

−∞
dp3

(2π)2

[

nF(Ep3 − μ) − nF(Ep3 + μ)
]

, (3.38)

with E2
p3 = p23 + m2. The CSE induces an axial current even if the system is not

chiral. It is apparent from the result above that CSE has an explicit mass dependence,
as it is known that it should have [48].

3.5 Constant Vorticity and Electromagnetic Field

So far this contribution has focussed on the general properties of the statistical oper-
ator of global thermodynamic equilibrium with both vorticity and electromagnetic
field (3.12). The following section will discuss the special case of a constant homo-
geneous electromagnetic field (Fμν =constant) for which we already studied the
symmetries (Sect. 3.3.1). As discussed in Sect. 3.2, global equilibrium can only be
reached if condition (3.9) is satisfied, which in this case becomes

Lβ(Fμν) = �μ
σ F

σν − �ν
σ F

σμ ≡ (� ∧ F)μν = 0. (3.39)

We already discussed this wedge product in Eq. (3.28). Equation (3.39) has two
independent solutions: F = k� and F = k′� ∗, with k and k′ real numbers. In
terms of the gauge potential, the condition (3.10) must be satisfied. From Eq. (3.39),
choosing the covariant gauge Aμ = 1

2 F
ρμxρ , wefind that condition (3.10) is satisfied

setting� = 1
2bσ Fσλxλ. The equilibrium chemical potential (3.11) is then written as

ζ(x) = ζ0 − βσ (x)Fλσ xλ + 1

2
�σρx

ρFλσ xλ. (3.40)

The same solution can also be obtained by directly solving Eq. (3.7) using Eq. (3.39).
This last method to obtain the solution explicitly shows that the chemical potential
in Eq. (3.40) is not gauge dependent. For constant magnetic field and vanishing
thermal vorticity, the solution (3.40) reduces to ζ =constant, as it was correctly used
in Sect. 3.4.

Plugging the form (3.40) inside the operator of Eq. (3.1), we find:

ρ̂ = 1

Z
exp

{

−
∫

d�λ

[

(

̂T λν −̂j λFνρxρ

)

βν − 1

2
�σρ

̂j λxρFτσ xτ − ζ0̂j
λ

]}

.
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Inside the round bracket, we recognize the divergence-less operator π̂λν of Eq. (3.27),
whose integrals are the generators of translations. Expressing the coordinate depen-
dence of β, we can then write

ρ̂ = 1

Z
exp

{

−
∫

d�λ

[

π̂λνbν + �ντ x
τ π̂λν − 1

2
�μν

̂j λxνFτμxτ − ζ0̂j
λ

]}

= 1

Z
exp

{

−
∫

d�λ

[

π̂λνbν + �μνx
ν

(

π̂λμ − 1

2
̂j λFρμxρ

)

− ζ0̂j
λ

]}

= 1

Z
exp

{

−
∫

d�λ

[

π̂λνbν − 1

2
�μν

[

xμ

(

π̂λν − 1

2
̂j λFρνxρ

)

−xν

(

π̂λμ − 1

2
̂j λFρμxρ

)]

− ζ0̂j
λ

]}

;

this time we have recreated the divergence-less quantity �μν
̂Mλ,μν of Eq. (3.30)

that generates the Lorentz transformations and that are symmetries of the system.
We can then integrate over the coordinate and we find:

ρ̂ = 1

Z
exp

{

−b · π̂ + 1

2
� : ̂M + ζ0̂Q

}

.

In the above form, the analogy with statistical operator without electromagnetic
field in Eq. (3.6) is evident. In both cases, the statistical operator is written with the
sum of conserved operators, each one weighted with a constant Lagrange multiplier.
Moreover, starting from a fixed point x , we can write the constants thermal fields as

bμ = β(x)μ − �μνx
ν, ζ0 = ζ(x) + βσ (x)Fλσ xλ − 1

2
�σρx

ρFλσ xλ,

from which the statistical operator becomes

ρ̂ = 1

Z
exp
{

− β(x)μ
(

π̂μ − Fλμxλ
̂Q
)+

+ 1

2
�μν

(

̂Mμν + xνπ̂μ − xμπ̂ν − xνFλμxλ
̂Q
)+ ζ(x)̂Q

}

.

It is important to point out that with an external magnetic field, the Poincaré
algebra is modified and becomes the Algebra in Eq. (3.31), which we report here for
convenience:

[π̂μ, π̂ν] =iFμν
̂Q,

1

2
Fρσ [π̂μ, ̂Mρσ ] = i

2
Fρσ

(

ημρπ̂σ − ημσ π̂ρ
)

,

1

2
F∗

ρσ [π̂μ, ̂Mρσ ] = i

2
F∗

ρσ

(

ημρπ̂σ − ημσ π̂ρ
)

.

Notice that because F is proportional to � , if we replace F with � and F∗ with
� ∗, the last two algebra identities still hold true. Since the Algebra is known, we can



82 M.Buzzegoli

translate the statistical operator. Taking advantage of the unitary of the translation
transformation, the translated statistical operator is

̂T(x) ρ̂̂T−1(x) = 1

Z
exp
{

−̂T(x) (b · π̂)̂T−1(x)+

+̂T(x)
(

� : ̂M
2

)

̂T−1(x) + ζ0̂T(x) ̂Q̂T
−1(x)

}

.

Therefore we just need to evaluate how the operators π̂ , ̂M and ̂Q transform under
translations. For a unitary transformation, an operator ̂K transforms with

ei
̂A
̂K e−îA � ̂K − i

[

̂K , ̂A
]− 1

2

[[

̂K , ̂A
]

, ̂A
]+ i

6

[[[

̂K , ̂A
]

, ̂A
]

, ̂A
]+ · · · .

By applying this formula to our operators, we obtain the complete transformation
because after a certain order all the commutators become vanishing. In particular,
for the Lorentz transformation generators, we find

1

2
�μν ̂M

μν
x ≡ 1

2
�μν̂T(x)̂M

μν
̂T−1(x) = 1

2
�μν

(

̂Mμν + xν π̂μ − xμπ̂ν − xνFλμxλ̂Q
)

.

For the other operators instead we find:

π̂μ
x ≡̂T(x) π̂μ

̂T−1(x) = π̂μ − xρF
ρμ
̂Q, ̂T(x) ̂Q̂T−1(x) = ̂Q.

With these definitions, a translation transformation on the statistical operator acts as
following:

̂T(a) ρ̂̂T−1(a) = 1

Z
exp

{

−β(x) · π̂x+a + 1

2
� : ̂Mx+a + ζ(x)̂Q

}

= 1

Z
exp

{

−β(x − a) · π̂x + 1

2
� : ̂Mx + ζ(x − a)̂Q

}

.

It follows that the statistical operator around a point x can be written as

ρ̂ = 1

Z
exp

{

−β(x) · π̂x + 1

2
� : ̂Mx + ζ(x)̂Q

}

. (3.41)

3.5.1 Expansion onThermal Vorticity

Following Ref. [23], we use linear response theory to evaluate thermal expectation
values in the case of the constant electromagnetic field. The purpose of this section
is to give the thermal expectation value of an operator ̂O at the point x as a thermal
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vorticity expansion. Using the properties of the trace, we can transfer the x depen-
dence from the operator ̂O to the statistical operator (3.41) written around the same
point x :

〈̂O(x)〉 = 1

Z
tr

[

exp

{

−β(x) · π̂x + 1

2
� : ̂Mx + ζ(x)̂Q

}

̂O(x)

]

= 1

Z
tr

[

̂T(−x) exp

{

−β(x) · π̂x + 1

2
� : ̂Mx + ζ(x)̂Q

}

̂T−1(−x)̂O(0)

]

= 1

Z
tr

[

exp

{

−β(x) · π̂ + 1

2
� : ̂M + ζ(x)̂Q

}

̂O(0)

]

.

To evaluate the mean value, we expand the statistical operator of the last equality
around vanishing vorticity. First, we split the exponent of the statistical operator into
two parts as follows:

ρ̂ = 1

Z
exp
[

̂A + ̂B] , ̂A ≡ −βμ(x)π̂μ + ζ(x)̂Q, ̂B ≡ 1

2
� : ̂M,

and then we expand on ̂B, which is the part containing thermal vorticity. Since ̂B
and ̂A satisfy the same algebra of the case discussed in [23], the expansion will lead
to the same result, which is

〈̂O(x)〉 =〈̂O(0)〉β(x) − αρ〈〈 ̂K ρ
̂O 〉〉 − wρ〈〈 ̂Jρ

̂O 〉〉 + αρασ

2
〈〈 ̂K ρ

̂K σ
̂O 〉〉

+ wρwσ

2
〈〈 ̂Jρ

̂Jσ
̂O 〉〉 + αρwσ

2
〈〈 {̂K ρ, ̂Jσ }̂O 〉〉 + O(� 3),

(3.42)
where we defined

〈〈̂Kρ1 · · · ̂Kρn ̂Jσ1 · · · ̂Jσm ̂O〉〉 ≡
∫ |β|
0

dτ1 · · · dτn+m

|β|n+m ×

× 〈Tτ

(

̂Kρ1−iτ1u
· · · ̂Kρn−iτnu

̂Jσ1−iτn+1u
· · · ̂Jσm−iτn+mu

̂O(0)
)

〉β(x),c.

As discussed in Sect. 3.3.1, the boost and rotation defined starting from ̂Mμν , i.e.

̂Kμ = uλ
̂Mλμ, ̂Jμ = 1

2
εαβγμuα

̂Mβγ ,

are different from those of a system without external electromagnetic field. The
other difference with [23] is that in this case the averages 〈· · ·〉β(x) are made with
the statistical operator

ρ̂0 = 1

Z0
exp
{−β(x) · π̂ + ζ(x)̂Q

}

.
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3.5.2 Currents and Chiral Anomaly

In this section, we determine the constitutive equations for the electric and the axial
current at first order in thermal vorticity and we investigate the contributions from
electric and magnetic fields to the thermal coefficients related to vorticity. The con-
stitutive equations are obtained from the expansion on thermal vorticity given in the
previous section. Instead of a direct evaluation, we use the conservation equations
to show that indeed no additional corrections from electric and magnetic field occur
to first-order vorticous coefficients, such as the conductivity of the Chiral Vortical
Effect (CVE) and of the Axial Vortical Effect (AVE). In this way, we obtain several
relations between those coefficients and their relation to the chiral anomaly.

Consider the case of global thermal equilibrium with constant vorticity �μν and
an electromagnetic field with strength tensor Fμν = k �μν , with k a constant. It then
follows that the comoving magnetic and electric fields are parallel respectively to
thermal rotation and thermal acceleration:

Bμ(x) = −k wμ(x), Eμ(x) = k αμ(x).

For instance, in the case of a constant thermal vorticity caused by a rigid rotation
along the z axis and a constant magnetic field along z, we have:

�μν = �

T0

(

ημ1ην2 − ην1ημ2
)

, Fμν = B
(

ημ1ην2 − ην1ημ2
)

, k = BT0
�

,

where �, T0 and B are constants. In this example, electric and magnetic fields are
orthogonal and there is no chiral anomaly. However, in the general case, the product
E · B is non-vanishing. In that case, as we showed in Sect. 3.2, we can still discuss
global equilibrium with chiral imbalance by defining a conserved Chern–Simons
current.

By using the thermal vorticity expansion (3.42), we now proceed to write the
thermal expectation value of electric current at first order in thermal vorticity. We
want to stress that in the expansion (3.42), no approximations are made on the effects
of the external electric and magnetic fields; the expansion (3.42) only approximates
the effects of vorticity. At first order on thermal vorticity, the only quantities that
can contribute to the mean value of a current are the four-vectors wμ, αμ and the
scalars E · α, E · w = −B · α and B · w. We therefore write the thermal expansion
in terms of these quantities, which will define several thermal coefficients. Taking
into account the symmetries, the thermal vorticity expansion of the electric current
is

〈̂j μ(x)〉 =
[

n0c + nE ·α
c (E · α) + nB·w

c (B · w)
]

uμ + WVwμ + σ B·α
E (B · α)Eμ

+
[

σ 0
B + σ E ·α

B (E · α) + σ B·w
B (B · w)

]

Bμ + O (� 2) .

(3.43)
Since the thermal coefficients n0c and σ 0

B must be evaluated at vanishing thermal
vorticity, they are exactly those computed in Sect. 3.4.4 (for vanishing electric field).
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In particular, the Chiral Magnetic Effect (CME) conductivity at vanishing vorticity,
Eq. (3.37), is

σ 0
B(x) = qζA

2π2|β(x)| . (3.44)

All the other coefficients are related to thermal vorticity and they have the following
properties under parity, time-reversal and charge conjugation:

E · α E · w B · w n0c σ 0
B WV σ 0

E σ E ·α
B σ B·w

B σ B·α
E

P + − + + − − + − − −
T + − + + + + − + + +
C − − − − + − + − − −

(3.45)

Similarly, the axial current thermal expectation value is

〈̂j μ
A (x)〉 =

[

n0A + nE ·α
A (E · α) + nB·w

A (B · w)
]

uμ + WAwμ + σ B·α
sE (B · α)Eμ

+
[

σ 0
s + σ E ·α

s (E · α) + σ B·w
s (B · w)

]

Bμ + O (� 2) .

Each thermal coefficients is a function depending only on

|β|, ζ, ζA, B2, E2, E · B. (3.46)

The coordinate dependence of any thermal coefficients is completely contained inside
the Lorentz scalars in (3.46).

With the constitutive equationswritten down,we are now looking for relations and
constraints between those thermodynamic coefficients. The conservation of electric
current implies that

∂μ〈̂j μ(x)〉 = 〈 ∂μ
̂j μ(x)〉 = 0.

The coordinate derivative acts both on thermal coefficients and on thermodynamic
fields. We need to establish how the derivative acts on those quantities. For thermo-
dynamic fields, using the equilibrium conditions and the identities in Appendix, we
find

∂μu
μ =0, ∂μw

μ = −3
w · α

|β| , ∂μαμ = 2w2 − α2

|β| ,

∂μB
μ = − 3

B · α

|β| , ∂μE
μ = −2(w · B) + (α · E)

|β| , ∂μ(B · α) = 0,

∂μ(E · α) = − 2

|β|
[

(w · B)αμ + (E · w)wμ

]

,

∂μ(B · w) = 2

|β|
[

(w · B)αμ + (E · w)wμ

]

.
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Moreover, we can also show that

∂μ|β| = −αμ, ∂μζ = βνFνμ = −|β|Eμ, ∂μζA = 0, ∂μ(E · B) = 0,

∂μ|B| = − (E · B)wμ + B2αμ

|β||B| , ∂μ|E | = − (E · B)wμ + B2αμ

|β||E | ,

where

|β| = √βσ βσ , |B| = √−Bσ Bσ , |E | = √−Eσ Eσ .

The derivative with respect to coordinates of a thermodynamic function is

∂μ f (|β|, ζ, ζA, |B|, |E |, E · B) =
(

−∂μ|β| ∂

∂|β| + ∂μζ
∂

∂ζ
+ ∂μζA

∂

∂ζA
+ ∂μ|B| ∂

∂|B|
+∂μ|E | ∂

∂|E | + ∂μ(E · B)
∂

∂(E · B)

)

f .

Therefore, using the previous identities, the derivative of a thermodynamic function
becomes

∂μ f =
[

−αμ

(

∂

∂|β| − |B|2
|β|

1

|B|
∂

∂|B| − |B|2
|β|

1

|E |
∂

∂|E |
)

−|β|Eμ

∂

∂ζ
− (E · B)wμ

|β|
(

1

|B|
∂

∂|B| + 1

|E |
∂

∂|E |
)]

f .

We can also define the following short-hand notation:

∂β̃ ≡ ∂

∂|β| − |B|2
|β| ∂B̃, ∂B̃ ≡ 1

|B|
∂

∂|B| + 1

|E |
∂

∂|E | ,

from which the previous derivative is written as

∂μ f =
[

−αμ∂β̃ − |β|Eμ∂ζ − (E · B)wμ

|β| ∂B̃

]

f .

We can now use the previous relations to impose electric current conservation
by evaluating the divergence of the expansion in Eq. (3.43). For the terms directed
along the fluid velocity, we find that no additional constraints are required:

∂μ

(

n0uμ
) = ∂μ

(

nE ·α(E · α)uμ
)

= ∂μ

(

nB·w(B · w)uμ
)

= 0.
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For the terms along the magnetic field, we find:

∂μ

(

σ 0
B B

μ
)

= − (B · α)

[

3

|β| + ∂
β̃

]

σ 0
B − (E · B)|β|∂ζ σ 0

B

− (E · B)(B · w)

|β| ∂B̃σ 0
B ,

∂μ

(

σ E ·α
B (E · α)Bμ

)

= − (B · α)(E · α)

[

3

|β| + ∂
β̃

]

σ E ·α
B − (E · α)(E · B)|β|∂ζ σ E ·α

B

− (E · B)(B · w)(E · α)

|β| ∂B̃σ E ·α
B

− 2

|β| [(w · B)(B · α) + (E · w)(B · w)] σ E ·α
B ,

∂μ

(

σ B·w
B (B · w)Bμ

)

= − (B · α)(B · w)

[

3

|β| + ∂
β̃

]

σ B·w
B − (B · w)(E · B)|β|∂ζ σ B·w

B

− (E · B)(B · w)2

|β| ∂B̃σ B·w
B

+ 2

|β| [(w · B)(B · α) + (E · w)(B · w)] σ B·w
B .

Along electric field, we have

∂μ

(

σE (B · α)Eμ
) = − (B · α)(α · E)

[

1

|β| + ∂β̃

]

σE − (B · α)E2|β|∂ζ σE

− (E · B)(E · w)

|β| ∂B̃σE .

Lastly, the divergence of the term along rotation is

∂μ

(

WVwμ
) = −(w · α)

[

3

|β| + ∂β̃

]

WV − (E · w)|β|∂ζW
V − (E · B)w2

|β| ∂B̃W
V.

To impose that ∂μ〈̂j μ(x)〉 = 0, we sum all the previous pieces and we split
between the linear independent terms. Those terms must vanish independently of the
values of the electromagnetic field and of the thermal vorticity and several equalities
are obtained. Among those, we first consider the following identities:

∂ζ σ
0
B =0, ∂B̃W

V = 0, ∂ζ σ
E ·α
B = 0, ∂B̃σ E ·α

B = 0, ∂B̃σ B·w
B = 0,

∂ζ σ
B·α
E =0, ∂B̃σ B·α

E = 0.

Notice from the table in (3.45) that σ E ·α
B and σ B·α

E are related to C-odd correlator.
Therefore they must be odd functions of the electric chemical potential ζ . But the
previous constraints require that they do not depend on ζ , therefore they must be
vanishing

σ E ·α
B = 0, σ B·α

E = 0.
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The previous constraints also require that WV and σ B·w
B do not depend on |B| and

|E |3. That is to say that the CVE conductivity WV is not affected by electric and
magnetic fields. Moreover, electric current conservation also imposes that

(

3 + |β|∂β̃

)

σ 0
B − |β|2∂ζW

V =0,

∂B̃σ 0
B + |β|2∂ζ σ

B·w
B =0,

(

3 + |β|∂β̃

)

σ B·w
B =0,

(

3 + |β|∂β

)

WV =0.

We can replace the known result for the CME conductivity σ 0
B of Eq. (3.44) in the

previous constraints to find that

∂ζW
V = 1

|β|2
(

3 + |β|∂β̃

)

σ 0
B = qζA

π2|β|3 ,

∂ζ σ
B·w
B =0,

(

3 + |β| ∂

∂β

)

WV =0.

Again, since σ B·w
B is C-odd it follows from second equation that it must be vanishing

σ B·w
B = 0.

We want to empathize that we have found a relation between CVE and CME
conductivities:

∂ζW
V = 1

|β|2
(

3 + |β|∂β̃

)

σ 0
B . (3.47)

The CVE conductivity WV in Eq. (3.22) satisfies this relation. It is important to
notice that Eq. (3.47) completely determines the CVE conductivity from the CME
one. Indeed, since WV is odd under charge conjugation, by fixing the ζ part of WV,
we obtain the entire coefficient. This also implies that the ζ part of WV is dictated
by the chiral anomaly as found in effective field theories [46]. Therefore, the CVE
inherits all the properties proved for the CME. For instance, it is known that the CME
conductivity is completely dictated by the chiral anomaly [49] and that it is protected
from corrections coming from interactions [50,51]. Since the relation (3.47) holds
not only for a free theory but for any microscopic interactions, as long as global
thermal equilibrium is concerned, then also the CVE conductivity is dictated by the

3Note that to reduce the numbers of relations, we have indicated electric field and magnetic field
derivative together with one derivative ∂B̃ . However, electric and magnetic fields are independent
and each derivative must be considered independently.
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chiral anomaly and it is universal. Despite the CVE can be related to the vector-
axial anomalous term of vector current anomaly [52], Eq. (3.47) shows that it can be
explained with just the electric charge conservation and the chiral anomaly.

Let us now move to the axial current. Similar steps can be followed to derive the
constraint equations between the thermal coefficients of axial current. In this case,
we must impose the following identities between thermal expectation values:

∂μ〈̂j μ
A (x)〉 = 2m〈 i�̄γ 5�〉 − q2(E · B)

2π2 ,

where we also added the naive divergence term 2m〈 i�̄γ 5�〉 which is due to the
mass of the field. From symmetries, the constitutive equation for the pseudo-scalar
is

〈 i�̄γ 5�〉 =LE ·B(E · B) + Lα·w(α · w) + LE ·w(E · w)

+ L(E ·B)α2
(E · B)α2 + L(E ·B)w2

(E · B)w2

+ L(E ·w)(E ·α)(E · w)(E · α) + L(E ·w)(B·w)(E · w)(B · w) + O (� 3) .

The value of Lα·w for the free Dirac field has been reported in (3.20), and the other
coefficients related to the the electromagnetic field can be computed with the Ritus
method.

Because the axial current is not conserved, we find different identities compared
to the previous case of electric current. For instance, the identities related to the
Chiral Separation Effect (CSE) conductivity σ 0

s and to the AVE conductivityWA are

(

3 + |β| ∂

∂β

)

WA = − 2mLα·w,

∂ζ σ
0
s = q2

2π2|β| − 2mLE ·B,

∂B̃σ 0
s = − |β|2∂ζ σ

B·w
s ,

∂B̃W
A = − 2m|β|L(E ·B)w2

,

∂ζW
A = 1

|β|2
(

3 + |β|∂β̃

)

σ 0
s − 2m

|β| L
E ·w.

The first equation has been discussed in [23] and in Sect. 3.2.1. The second equation
is similar to the first: the first term on the r.h.s. is coming from the chiral anomaly
and the second from the naive anomaly. Therefore for a massive field, as discussed
for the AVE, the CSE is not entirely dictated by the anomaly. It is then not surprising
to find corrections to the CSE [53] and that it is affected by the mass, see Eq. (3.38).
In the massive case, we also expect corrections from the external electromagnetic
field both in the AVE and in the CSE conductivities.
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On the other hand, for massless field, those constraints become

∂ζ σ
0
s = q2

2π2|β| ,
(

3 + |β| ∂

∂β

)

WA =0, ∂B̃W
A = 0,

∂ζW
A = 1

|β|2
(

3 + |β|∂β

)

σ 0
s .

In this case, the CSE conductivity is completely fixed by the chiral anomaly as it is
clear by the first equation and by the fact that σ 0

s must be an odd function of ζ . For the
symmetries of axial current,WA has both terms which depend on ζ and terms which
depend only on ζA and β. All these terms must satisfy the equations in the second
line. In particular, we conclude that the AVE is not affected by the electromagnetic
field. Moreover, from the third line, we see that the terms related to ζ are fixed by
the CSE conductivity and consequently they are dictated by the chiral anomaly. As
it is evident from the previous discussion, this only occurs for the massless field.

In summary, by imposing the conservation equation we conclude that, at global
thermodynamic equilibrium with thermal vorticity and constant homogeneous elec-
tromagnetic field, the chiral vortical effect is dictated by the chiral magnetic effect.
Then it is not affected by the mass of the particle, by the external electromagnetic
field or by radiative corrections. For the axial current this analysis has showed that
we need to distinguish between the massive and the massless case. In the latter
case, we found that the chiral anomaly completely fixes the whole Chiral Separa-
tion Effect (CSE) but fixes only the part of Axial Vortical Effect (AVE) conductivity
which depends on the electric chemical potential. We also found that the AVE is not
affected by the external electromagnetic field. For the massive case, despite it exists
a relation between the CSE and the AVE, both of them are affected by the mass of
the field, the external electromagnetic field and radiative corrections.
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Appendix:Thermodynamic Relations in Beta Frame

At global thermal equilibrium with thermal vorticity, thermodynamic fields satisfy
several equilibrium relationswhich constraints their coordinate dependence. In theβ-
frame,we can build several quantities from the four-vectorβ and thermal vorticity� :

uμ = βμ
√

β2
; �μν = gμν − uμuν; �μν = ∂νβμ = εμνρσw

ρuσ + αμuν − ανuμ;

αμ = �μνu
ν; wμ = −1

2
εμνρσ �νρuσ ; γμ = (α · �)λ�λμ = εμνρσw

ναρuσ .
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Most of these quantities depend on coordinates, and their derivatives are [33]:

∂νβμ = �μν; ∂ν = −αν

∂

∂
√

β2
; � : � = 2

(

α2 − w2)

∂νuμ = 1
√

β2

(

�μν + ανuμ

); ∂αuα = 0; uα∂αuμ = αμ
√

β2
;

∂μαν = 1
√

β2

(

�νρ�ρ
μ + αμαν

); ∂ααα = 1
√

β2

(

2w2 − α2); uα∂αα2 = 0;

∂μwν = 1
√

β2

(

αμwν − 1

2
ενρσλ�

ρσ �λ
μ

); ∂αwα = −3
w · α
√

β2
; uα∂αw2 = 0;

ασ ∂μασ = wσ ∂μwσ = 1
√

β2

(

w2αμ − (α · w)wμ

); ∂μ(α · w) = 0;

∂αγ α = 0; ∂α�αβ = − αβ
√

β2
.
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4Exact Solutions inQuantumField
TheoryUnder Rotation

Victor E. Ambruş and Elizabeth Winstanley

Abstract

We discuss the construction and properties of rigidly rotating states for free scalar
and fermion fields in quantum field theory. On unboundedMinkowski space-time,
we explain why such states do not exist for scalars. For the Dirac field, we are able
to construct rotating vacuum and thermal states, for which expectation values can
be computed exactly in themassless case.We compare these quantum expectation
values with the corresponding quantities derived in relativistic kinetic theory.

4.1 Introduction

Rigidly rotating systems are useful toymodels for studying the underlying physics of
more complex rotating systems in either flat or curved space-times. Consider a rigidly
rotating system of classical particles in flat space-time, rotating about a common axis,
which we take to be the z-axis in the usual Cartesian coordinates. Assuming that the
particles undergo circular motion with constant angular speed � about the rotation
axis, the linear speed of each particle is then ρ�, where ρ is the distance of the
particle from the axis of rotation. The speed of the particle therefore increases as the
distance from the axis increases, and will become relativistic sufficiently far from
the axis. Furthermore, if ρ is sufficiently large, the particle will have a speed greater
than the speed of light. Therefore, a simple rigidly rotating system cannot be realized
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in nature (at least in flat space-time), and the system must either be bounded in some
way to prevent superluminal speeds, or else the system cannot be rigidly rotating.

Although unbounded rigidly rotating systems cannot be realized in flat space-
time, nonetheless the study of rigidly rotating systems in both relativistic kinetic
theory (RKT) and quantum field theory (QFT) has a long history. The simplicity of
the system allows many quantities of physical interest (such as quantum expecta-
tion values) to be computed exactly, which enables the extraction of the underlying
physics. Many deep physical properties of rotating systems have been revealed by
this approach, and in this chapter, we outline some of the most important.

Our motivation for studying rigidly rotating systems in QFT comes from both
astrophysics and heavy ion collisions. In astrophysics, rigid rotation can be induced
near rapidly-rotating magnetars or in accretion disks around black holes, where the
field close to the surface of the star is sufficiently strong to lock charged particles
into magnetically dominated accretion flow. The superluminal motion of the plasma
constituents can be prohibited by the bending of the magnetic field lines far from
the axis of rotation [1]. Particle geodesics on rotating black hole space-times also
exhibit rigid rotation close to the event horizon due to the frame-dragging effect
[2]. Quantum effects are important for black holes, which emit thermal quantum
radiation [3]. Whether or not it is possible to define a quantum state representing a
quantum field in thermal equilibrium with a rotating black hole depends on whether
one considers a scalar field (in which case such a state does not exist [4,5]) or a
fermion field (where a state can be constructed, but is divergent far from the black
hole [6]).

In the context of strongly interacting systems, rigid rotation can occur in the
quark-gluon plasma (QGP) formed in the early stages following the collision of
(ultra-)relativistic heavy ions [7]. Just as a magnetic field can induce a charge current
along the magnetic field direction in fermionic matter through the chiral magnetic
effect, rigid rotation can induce an axial current through an analogous chiral vortical
effect (CVE) [8]. Due to the latter, the rotating fluid becomes polarized along the
rotation axis. This polarization was recently demonstrated through measurements of
the properties of the decay products of �-hyperons [9,10]. Interest in studying the
properties of rigidly rotating quantum systems has surged in the past few years, with
recent studies addressing the hydrodynamic description of fluids with spin [11], the
role of the spin tensor in nonequilibrium thermodynamics [12] and the properties of
thermodynamic equilibrium for the freeDirac fieldwith axial chemical potential [13].

Our focus on this chapter is rigidly rotating systems in flat-space QFT. We con-
sider the simplest types of quantum field, namely a free scalar or Dirac fermion
field. By ignoring the self-interactions of the quantum field, and the curvature of
space-time, we are able to study in detail the effect of rotation alone. The construc-
tion of rotating vacuum and thermal states for these fields is compared with the
corresponding construction of nonrotating vacuum and thermal states. Here, the dif-
ference between bosonic and fermionic quantum fields plays a major role. Having
constructed the rotating states, we then elucidate their physical properties by study-
ing, for the fermion field, the expectation values of the fermion condensate (FC),
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charge current (CC), axial current (AC) and stress-energy tensor (SET). We com-
pare these with the analogous quantities computed within the framework of RKT, to
elucidate the effects of quantum corrections.

This chapter is structured as follows. The problem of rigid rotation at finite tem-
perature is addressed from an RKT perspective in Sect. 4.2. Section 4.3 considers
the construction of rigidly rotating states in QFT, showing in particular that these
states do not exist for a free quantum scalar field on unbounded flat space-time. The
rest of the chapter is therefore devoted to the free Dirac field only. Mode solutions
of the Dirac equation are derived with respect to a cylindrical coordinate system
in Sect. 4.4. We briefly consider nonrotating thermal expectation values (t.e.v.s) in
Sect. 4.5, and demonstrate that there are no quantum corrections for these states. On
the other hand, for rotating states, the t.e.v.s constructed in Sect. 4.6 are modified
in QFT compared to the RKT results. We examine the physical properties of these
quantum corrections for the SET in particular in Sect. 4.7. The above discussion has
focussed on unbounded flat space-time, and we briefly review some more general
scenarios in Sect. 4.8 before presenting our conclusions in Sect. 4.9.

4.2 Relativistic Kinetic Theory

Before we address the properties of rigidly rotating systems in QFT, we first consider
the RKT perspective.We briefly describe the main features of a distribution of Bose–
Einstein or Fermi–Dirac particles in global thermal equilibrium (GTE) undergoing
rigid rotation.

4.2.1 Rigidly Rotating Thermal Distribution

Consider particles of mass M and four-momentum pμ in GTE in the absence of
external forces. The configuration of particles is described by the distribution function
f , which satisfies the relativistic Boltzmann equation [14]

pμ∂μ f = C[ f ], (4.1)

using Cartesian coordinates on Minkowski space-time so that xμ = (t, x, y, z)T .
In (4.1), C[ f ] is the collision operator, which drives the fluid towards local thermal
equilibrium and whose properties give the form of the equilibrium distribution func-
tion. For neutral scalar particles, the equilibrium is described by the Bose–Einstein
distribution function

fS = gS
(2π)3

[
exp

(
pλβ

λ
) − 1

]−1
, (4.2)

where gS is the number of bosonic degrees of freedom and βμ = uμ/T is the four-
temperature,with T the local temperature and uμ the four-velocity. For simplicity, we
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do not include a chemical potential in the scalar case. The Fermi–Dirac distribution
function, including a local chemical potential μ is

fF = gF
(2π)3

[
exp

(
pλβ

λ − μ/T
) + 1

]−1
, (4.3)

where gF is a degeneracy factor taking into account internal degrees of freedom,
such as spin and colour charge.

GTE is achievedwhen the distribution function (4.2), (4.3) satisfies theBoltzmann
equation (4.1). The fluid can be in GTE only when

∂λ(μ/T ) = 0, ∂λβκ + ∂κβλ = 0. (4.4)

The first equality implies that, in the fermion case, the chemical potential is propor-
tional to the temperature. The second equation requires that the four-temperature βμ

is a Killing vector. For Minkowski space-time, the general solution of the Killing
equation allows βμ to be written in the form:

βμ = bμ + 
μνx
ν, (4.5)

where the four-vector bμ and the thermal vorticity tensor 
μν = − 1
2 (∂μβν − ∂νβμ)

are constants in GTE.
In order to describe a state of rigid rotation with angular velocity � = �k about

the z-axis, the constants appearing in (4.5) can be taken to be

bμ = T−1
0 δμ

0, 
μν = �T−1
0

(
ημxηνy − ημyηνx

)
, (4.6)

where ημν = diag(1, −1, −1,−1) is the usual Minkowski metric. These values
correspond to the four-temperature βμ = T−1

0 (1,−�y, �x, 0), where the physi-
cal interpretation of the constant T0 is discussed below. Since the rigidly rotating
state is invariant under rotations about the z-axis, it is convenient to employ cylin-
drical coordinates xμ = (t, ρ, φ, z) to refer to various vector or tensor components.
Using the standard transformation formulae for vector components yields:

β t = T−1
0 , βρ = 0, βφ = �T−1

0 , βz = 0. (4.7)

In our later discussion, it will prove useful to express vector and tensor compo-
nents of physical quantities relative to an orthonormal (non-holonomic) tetrad {eα̂}
consisting of four mutually orthogonal vectors of unit norm, eα̂ = eμ

α̂
∂μ, defined as

et̂ = ∂t , eρ̂ = ∂ρ, e
φ̂

= ρ−1∂φ, eẑ = ∂z, (4.8)

which satisfy the orthogonality relation:

gμνe
μ

α̂
eν
σ̂

= ηα̂σ̂ , (4.9)
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where gμν = diag(1, −1,−ρ2,−1) is the metric tensor of Minkowski space-time
with respect to the cylindrical coordinates.

Writing the four-temperature (4.7) with respect to the tetrad (4.8) yields the tetrad
components:

βα̂ = ηα̂σ̂ eμ

σ̂
βμ = T−1

0 (1, 0, ρ�, 0). (4.10)

The squared norm of the above expression can be obtained using either the coordinate
components βμ or the tetrad components βα̂ , as follows:

β2 = gμνβ
μβν = ηα̂σ̂ βα̂βσ̂ = T−2

0 (1 − ρ2�2). (4.11)

Since βα̂ = uα̂/T and the four-velocity uα̂ has unit norm by definition, it can be seen
that the quantity

√
β2 is the local inverse temperature T−1. For a rigidly rotating

system, the four-velocity has the tetrad components:

uα̂ = �(1, 0, vφ̂, 0), (4.12)

where we find the following relations:

T = T0�, vφ̂ = ρ�, � = (1 − ρ2�2)−1/2, (4.13)

where T is the local temperature. Equation (4.13) shows that T0 is the temperature on
the rotation axis and away from the axis the local temperature increases linearly with
the Lorentz factor � characterizing the rigid rotation. Furthermore, we can readily
identify the speed-of-light surface (SLS), which is the surface where the fluid rotates
at the speed of light:

ρSLS = �−1. (4.14)

As expected, the Lorentz factor � diverges on the SLS, and so does the local tem-
perature T . Starting from the velocity field in (4.12), it is possible to compute the

kinematic vorticity1, ωα̂ = 1
2ε

α̂β̂γ̂ σ̂u
β̂
∇γ̂ uσ̂ , acceleration, a

α̂ = uβ̂∇
β̂
uα̂ and circu-

lar vector τ α̂ = −εα̂β̂γ̂ σ̂ ω
β̂
aγ̂ uσ̂ [15–18]:

ωα̂ = �2�(0, 0, 0, 1), aα̂ = −ρ�2�2(0, 1, 0, 0), τ α̂ = −ρ�3�5(ρ�, 0, 1, 0).
(4.15)

1We use the convention that ε0̂1̂2̂3̂ = εt̂ ρ̂φ̂ ẑ = 1.
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4.2.2 Macroscopic Quantities

At sufficiently high temperatures, pair production processes can occur. It is thus
necessary to account for the presence of both particle and anti-particle species. We
consider only the simplest model. For the neutral scalar field in thermal equilibrium,
particles and anti-particles have the same distribution function fS (4.2). Fermions
and anti-fermions are distributed according to the Fermi–Dirac distribution (4.3) at
the same temperature T and macroscopic velocity uα̂ , while the chemical potential
is taken with the opposite sign for anti-particles:

fq/q = gF
(2π)3

[
exp(pλβ

λ ∓ μ/T ) + 1
]−1

, (4.16)

where fq is the distribution for fermions and fq that for anti-fermions. For the rigidly
rotating system, the contraction of the four-temperature βμ with the particle four-
momentum is:

pλβ
λ = T−1

0

[
pt − � · (x × p)

] = T−1
0 (pt − �Mz) = T−1

0 p̃t , (4.17)

where Mz denotes the z component of the angular momentum, and we have defined
the co-rotating energy p̃t by

p̃t = pt − �Mz . (4.18)

We first consider the zero-temperature limit. From (4.2), it is clear that the scalar
distribution function fS → 0 as T0 → 0, as expected. The situation is more com-
plicated for the fermion distribution function (4.16), and depends on the sign of
pλβ

λ ± μ/T . Noting that μ/T = μ0/T0 (where μ0 is the chemical potential on the
axis of rotation) is a constant from (4.4), the zero-temperature limit of (4.16) is

lim
T0→0

fq/q = gF
(2π)3

�(±EF − p̃t ), (4.19)

where EF = μ0 is the Fermi level and � is the Heaviside step function, equal to
one when its argument is positive and zero otherwise. Thus, the particle/anti-particle
distributions have non-vanishing values only when p̃t < μ0 for particles and p̃t <

−μ0 for anti-particles.
Starting from the distribution functions, we can define the SET T α̂σ̂

S/F for either a
scalar or fermion field as follows:

T α̂σ̂
S =

∫
d3 p

pt̂
pα̂ pσ̂ fS, T α̂σ̂

F =
∫

d3 p

pt̂
pα̂ pσ̂

[
fq + fq

]
. (4.20)

For the fermion field, we can also define the macroscopic CC J α̂:

J α̂ =
∫

d3 p

pt̂
pα̂[ fq − fq ]. (4.21)
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By construction, J α̂ and T α̂σ̂
S/F are space-time tensors. Due to the structure of the scalar

and Fermi–Dirac distributions, the free indices of these quantities can be carried only

by the Minkowski metric tensor ηα̂β̂ or the macroscopic velocity uα̂ . These simple
considerations immediately imply the perfect fluid form for the CC and SET:

J α̂ = QFu
α̂, T α̂σ̂

S/F = (ES/F + PS/F)u
α̂uσ̂ − PS/Fη

α̂σ̂ , (4.22)

where QF is the fermion charge density, ES/F is the energy density and PS/F is
the pressure. An expression can be obtained for QF by contracting J α̂

F with uα̂ .
Similarly, ES/F is obtained by contracting T α̂σ̂

S/F with uα̂uσ̂ , while a contraction of
(4.22) with ηα̂σ̂ yields the combination ES/F − 3PS/F on the right-hand side. The
above procedure applied to QF yields:

QF = gF
(2π)3

∫
d3 p

pt̂
(
uλ pλ

)
(

1

e(u
λ pλ−μ)/T + 1

− 1

e(u
λ pλ+μ)/T + 1

)
. (4.23)

Taking advantage of the Lorentz invariance of the integration measure d3 p/pt̂ , a
Lorentz transformation can be performed on pλ such that pλuλ = pt̂ . Switching to
spherical coordinates in momentum space, the integral over the angular coordinates
is straightforward and gives

QF = gF
2π2

∫ ∞

0
dp p2

⎛

⎝ 1

e

(
pt̂−μ

)
/T + 1

− 1

e

(
pt̂+μ

)
/T + 1

⎞

⎠ , (4.24)

where p = | p| is the magnitude of the three-momentum. Similarly, we find, for the
scalar field,

(
ES

ES − 3PS

)
= gS

2π2

∫ ∞

0

p2dp

pt̂

(
(pt̂ )2

M2

)
1

ept̂/T − 1
, (4.25)

while for the fermion field we have

(
EF

EF − 3PF

)
= gF

2π2

∫ ∞

0

p2dp

pt̂

(
(pt̂ )2

M2

)
⎛

⎝ 1

e

(
pt̂−μ

)
/T + 1

+ 1

e

(
pt̂+μ

)
/T + 1

⎞

⎠ .

(4.26)
Since the integrands above exhibit exponential decay at large values of p, they are
amenable to numerical integration. The expressions (4.24), (4.25), (4.26) remain
valid if the system is stationary rather than rotating, in which case T = T0 and
μ = μ0 are constants.

In the massless limit, pt̂ = p, ES/F = 3PS/F and the integrals in (4.24), (4.25),
(4.26) can be performed analytically [19], giving the charge density QF and pressures
PS and PF as
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QF = gFμ

6

(

T 2 + μ2

π2

)

, PS = π2gST
4

90
, PF = 7π2gFT

4

360
+ gFT

2μ2

12
+ gFμ4

24π2 ,

(4.27)
where μ = μ0� and T = T0�. We also compute the massless limit of the ratio
Tμ

μ/M2 = (E − 3P)/M2:

lim
M→0

ES − 3PS
M2 = gST 2

12
, lim

M→0

EF − 3PF
M2 = gFT 2

12
+ gFμ2

4π2 . (4.28)

The Lorentz factor � (4.13) and thus μ and T diverge as ρ → �−1 and the SLS is
approached. Therefore, for massless particles, all macroscopic quantities are diver-
gent on the SLS. Including the chemical potential does not alter the rate at which the
quantities diverge, but does increase their values on the axis of rotation.

To understand the effect of the particle mass, the integrals in (4.24), (4.25), (4.26)
are performed numerically. The resulting quantities depend on the angular speed �,
the temperature on the axis T0, the chemical potential on the axis μ0, the particle
mass M , the distance from the axis ρ and the numbers of degrees of freedom (dof)
gS, gF. Here, we consider values of these parameters which are pertinent for the QGP
formed in heavy-ion collisions. An analysis of theQGPfluid produced in accelerators
indicates that it has the greatest vorticity of any fluid produced in a laboratory [9,20],
with �� � 6.6 MeV, where � is the reduced Planck’s constant. For this value of �,
the SLS is located at c/� � 30 fm, roughly twice the size of a gold nucleus. For the
temperature, we consider a typical value for heavy ion collisions of kBT0 � 0.2 GeV
[9], where kB is the Boltzmann constant. In the relativistic collision of gold nuclei, a
typical value of the chemical potential is μ0 � 0.1 GeV [21]. For the particle mass
Mc2, we consider the pion mass (0.140 GeV), the ρ meson mass (0.775 GeV), the
�0-hyperon mass (1.116 GeV) and the �+

c -charmed hyperon mass (2.286 GeV)
[22].2

In Fig. 4.1, we plot the radial profile of the energy density EF (4.26) as a function
of ρ (left-hand-plot, linear scale) and as a function of the Lorentz factor � (4.13)
(right-hand-plot, logarithmic scale). As expected, the energy diverges on the SLS for
all values of the particle mass. The results for pions and massless particles are very
nearly identical; for larger values of the mass, the energy EF is lower everywhere.
However, close to the SLS, the results for massive particles are indistinguishable
from those for massless particles. Similar behaviour is observed for the pressure PF
and charge density QF [17,18]. This is in agreement with the analytic work in the
zero chemical potential case [23] (see also [24] for details of relevant techniques),
where it was found that the O(M2) corrections due to the mass make subleading
contributions as the SLS is approached.

We now consider more closely the effect of varying the particle mass for both
scalars and fermions. To make the comparison relevant, we consider the energy
density per particle degree of freedom, which amounts to dividing EF by 2gF (the

2Note that, since mesons are bosons, the Fermi–Dirac statistics cannot be strictly applied.
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Fig. 4.1 a Numerical results for the energy density EF (4.26), in GeV/fm3 at μ0 = 0.1 GeV and
kBT0 = 0.2 GeV, for Mc2 = 0, 0.14 GeV, 0.775 GeV and 1.116 GeV. b Log-log plot of EF , at
two temperatures (kBT0 = 0.2 GeV and 0.6 GeV), for various masses. The number of degrees of
freedom was set to gF = 6
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Einstein (circle) statistics. b The dependence on the Lorentz factor � (4.13) of the quantity 1 −
3P/E , evaluated for the Fermi–Dirac (continuous lines and empty symbols) and Bose–Einstein
(dashed lines and filled symbols) statistics, for various values of the particle mass

factor of two is required since the particle and anti-particle states are explicitly taken
into account) and ES by gS. Furthermore, we consider the case of vanishing chemical
potential, μ0 = 0, since we have not introduced this quantity for scalars.

Figure 4.2a shows the effect of the particlemass on the energy density and pressure
on the rotation axis. For both scalars and fermions, these quantities decrease as the
particle mass increases. In Fig. 4.2b, we plot the quantity 1 − 3P/E , which vanishes
in the massless limit. For a constant value of the Lorentz factor �, we see that
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1 − 3P/E increases as the mass is increased, thus the ratio 3P/E decreases. As the
SLS is approached, 1 − 3P/E decreases, showing that in the vicinity of the SLS,
the gas behaves as though its constituents were massless.

4.3 Quantum Rigidly Rotating Thermal States

We now consider the generalization from RKT to QFT, and examine how rigidly
rotating quantum states may be defined. In the quantization process, the microscopic
momenta are promoted to quantum operators. Thermal states at a temperature T0 are
defined such that the t.e.v. of an operator Â takes the form [25]:

〈 Â〉T0 = Z−1Tr(ρ̂ Â), (4.29)

where Z = Trρ̂ is the partition function and ρ̂ is the Boltzmann factor, which we
define below. The trace is performed over Fock space, that is, the space of all states
of the quantum field containing n particles (or anti-particles), for n = 0, 1, 2, . . ..

For a rigidly rotating state with temperature T0 on the axis of rotation, the Boltz-
mann factor for a scalar field is given by [26]

ρ̂S = exp
[−(ĤS − �M̂z

S)/T0
]
, (4.30)

where ĤS is the scalar Hamiltonian operator and M̂z
S is the z-component of the scalar

angular momentum operator. For a fermion field, we include a chemical potential
μ0 on the axis of rotation, which is conjugate to the charge operator. The Boltzmann
factor for a fermion field is then given by [26]

ρ̂F = exp
[−(ĤF − �M̂z

F − μ0 Q̂F)/T0
]
, (4.31)

where ĤF is the fermion Hamiltonian operator, M̂z
F is the z-component of the total

fermion angular momentum operator and Q̂F is the fermion charge operator.
In order to perform the trace over Fock space in (4.29), we need to define particle

creation and annihilation operators acting on the states. For a neutral scalar field,
we denote the particle annihilation operators by â j , where j labels the quantum
properties of the annihilated particle. For a fermion field, the operators b̂ j annihilate
fermions, while the d̂ j operators annihilate anti-fermions. In all cases, the adjoint
operators are the corresponding particle creation operators. For scalars, the particle
creation and annihilation operators satisfy the canonical commutation relations

[â j , â
†
j ′ ] = â j â

†
j ′ − â†j ′ â j = δ j, j ′ , [â j , â j ′ ] = 0 = [â†j , â†j ′ ], (4.32)

where δ j, j ′ vanishes unless the labels j and j ′ are identical. For fermions, canonical
anti-commutation relations hold, so that, for the particle operators:
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{b̂ j , b̂
†
j ′ } = b̂ j b̂

†
j ′ + b̂†j ′ b̂ j = δ j, j ′ , {b̂ j , b̂ j ′ } = 0 = {b̂†j , b̂†j ′ }, (4.33)

and similar relations hold for the anti-particle operators.
Using the particle/anti-particle states corresponding to the above creation and

annihilation operators, we consider a quantization which is compatible with the
operator ρ̂, so that, for scalars:

ρ̂Sâ
†
j (ρ̂S)

−1 = e−(E j−�m j)/T0 â†j , (4.34)

where E j is the energy of the created particle, and m j = 0, ±1,±2, . . . is the z-
component of the angular momentum. Similarly, for fermions we assume that

ρ̂Fb̂
†
j (ρ̂F)

−1 = e−(E j−�m j−μ0)/T0 b̂†j , ρ̂Fd̂
†
j (ρ̂F)

−1 = e−(E j−�m j+μ0)/T0 d̂†j ,
(4.35)

where m j = ± 1
2 ,± 3

2 , . . . is the projection of the total fermion angular momentum
on the z-axis. The quantities (4.34), (4.35) depend on the energy Ẽ j of the particle
as seen by a co-rotating observer:

Ẽ j = E j − �m j . (4.36)

Using the canonical commutation/anti-commutation relations (4.32), (4.33), together
with (4.34), (4.35), we find the t.e.v.s of the number operators for scalars to be [26,27]

〈â†j â j ′ 〉T0 = δ j, j ′

exp[Ẽ j/T0] − 1
, (4.37)

while for fermions we have

〈b̂†j b̂ j ′ 〉T0 = δ j, j ′

exp[(Ẽ j − μ0)/T0] + 1
, 〈d̂†j d̂ j ′ 〉T0 = δ j, j ′

exp[(Ẽ j + μ0)/T0] + 1
.

(4.38)
The t.e.v.s (4.37), (4.38) have the expected Bose–Einstein/Fermi–Dirac thermal dis-
tributions in terms of the co-rotating energy Ẽ j .

Consider first the scalar field t.e.v. (4.37). This has the correct zero-temperature
limit only if Ẽ j > 0. Even with this restriction, it can be seen that (4.37) diverges
when Ẽ j → 0, leading to the divergence of all t.e.v.s (4.29) [26,28]. From this, we
deduce that rigidly rotating thermal states cannot be defined for a quantum scalar
field on unbounded Minkowski space-time [26,28,29].

To understand this result, we consider how a quantum vacuum state is defined
for a scalar field. In the canonical quantization approach to QFT, one starts with an
orthonormal basis of scalar field modes ϕ j which are solutions of the Klein–Gordon
equation for a massive scalar field,

(
∂μ∂μ + M2

)
ϕ j = 0. The scalar field operator

�̂ is then written as a sum over these field modes and their complex conjugates

�̂ =
∑

j

[
â jϕ j + â†jϕ

∗
j

]
, (4.39)
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where the expansion coefficients are the particle creation and annihilation operators.
In order that the creation and annihilation operators satisfy the canonical commuta-
tion relations (4.32), it must be the case that

〈ϕ j , ϕ j ′ 〉 = δ j, j ′ , 〈ϕ∗
j , ϕ

∗
j ′ 〉 = −δ j, j ′ , 〈ϕ j , ϕ

∗
j ′ 〉 = 0, (4.40)

where 〈 , 〉 is the Klein–Gordon inner product, defined for two solutions ϕ j , ϕ j ′ of
the Klein–Gordon equation by the following integral over a constant-t surface:

〈ϕ j , ϕ j ′ 〉 = i
∫

d3x
(
ϕ∗
j ∂

tϕ j ′ − ϕ j ′∂
tϕ∗

j

)
. (4.41)

In particular, the modes ϕ j corresponding to particles must have positive norm
〈ϕ j , ϕ j 〉, while those modes ϕ∗

j corresponding to anti-particle modes must have
negative norm. This restricts whether modes can be labelled as “particle” or “anti-
particle”. Calculating the inner product for a particle mode with energy E j , we find

〈ϕ j , ϕ j ′ 〉 = E j∣
∣E j

∣
∣δ j, j ′, (4.42)

and hence the relations (4.40) hold only if the energy E j of the mode ϕ j is positive,
E j > 0 [30]. The vacuum state |0〉 is then defined as that state which is annihi-
lated by the particle annihilation operators, â j |0〉 = 0, and is simply the (stationary)
Minkowski vacuum. For a quantum scalar field, it is not possible to make the choice
Ẽ j > 0 because, for fixed Ẽ j > 0, there will be modes with sufficiently large and
negative m j for which E j = Ẽ j + �m j < 0, so that (4.40) no longer holds and we
do not have a valid quantization [30]. Since there is no rotating vacuum for a quantum
scalar field, rotating thermal states for a quantum scalar field are also ill-defined.

One resolution of this difficulty is to insert a reflecting boundary inside the SLS
[26,28]. The presence of the boundary means that the energy E j of the scalar field
modes is quantized, and, if the boundary is inside the SLS, it can be shown that
Ẽ j > 0 for all m j [28,31]. In this case, a rotating vacuum state (and also rotating
thermal states) can be defined for a quantum scalar field [28].

In view of these difficulties for a quantum scalar field, for the rest of this chapter,
we restrict our attention to a quantum fermion field on unboundedMinkowski space-
time. First, we consider whether a rotating vacuum state can be defined in canonical
quantization. Beginning with an orthonormal basis of particle mode solutions Uj

and anti-particle mode solutions Vj of the Dirac equation (which will be discussed
in more detail in the next section), the fermion field operator is written as

�̂ =
∑

j

[
b̂ jU j + d̂†j V j

]
, (4.43)

where the operators b̂ j and d̂ j satisfy the canonical anti-commutation relations (4.33).
In contrast to the scalar field case, all particle and anti-particle modes Uj , Vj have
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positive Dirac norm, resulting in a greater freedom to label modes as “particle” or
“anti-particle”. This in turn leads to a greater freedom in how vacuum states (and
therefore also thermal states) are defined [29].

One possible quantization is to define “particle” modes as having positive energy
E j [26]. As in the scalar case, the resulting vacuum is simply the usual (nonrotat-
ing) Minkowski vacuum state. However, for fermions there is another possibility
[32]: particle modes can be defined by setting Ẽ j > 0. This leads to a well-defined
quantization and a rotating vacuum state. Furthermore, with this definition the t.e.v.s
(4.38) have the correct zero-temperature limit, with contributions only from modes
below the Fermi level, for which Ẽ j < μ0 for particlemodes and Ẽ j < −μ0 for anti-
particle modes (we remind the reader that Ẽ j > 0 always holds when the rotating
vacuum is employed). This is in agreement with the corresponding result (4.19) in
the RKT case, and is sufficient to ensure that there are no temperature- and chemical
potential-independent contributions to t.e.v.s.

4.4 Mode Solutions in Cylindrical Coordinates

Our purpose for the remainder of this chapter is to compute t.e.v.s of observables for
a quantum fermion field of mass M , and compare the results with those for the RKT
approach in Sect. 4.2.2. In this section, we lay the groundwork for our computation
by considering in more detail the fermion mode solutions discussed schematically
in the previous section. Since we are interested in rigidly rotating states, we work in
cylindrical coordinates xμ = (t, ρ, φ, z) and follow the approach of [29,33].

The evolution of a free Dirac field with mass M is governed by the least-action
principle, starting from the action:

SF = i
∫

d4x L, L = i

2

(
ψ /∂ψ − /∂ψψ

)
− Mψψ, (4.44)

where the Feynman slash denotes contraction with the gamma matrices /∂ = γ μ∂μ.
The gamma matrices satisfy the canonical anti-commutation relations {γ μ, γ ν} =
2ημν and in this chapter, we work with the Dirac representation:

γ t =
(
1 0
0 −1

)
, γ i =

(
0 σ i

−σ i 0

)
, (4.45)

where the Pauli matrices are given by

σ x =
(
0 1
1 0

)
, σ y =

(
0 −i
i 0

)
, σ z =

(
1 0
0 −1

)
. (4.46)

We are considering four-spinorsψ , which haveDirac adjointψ = ψ†γ t . Demanding
that the variation of the action SF (4.44) with respect to the ψ degree of freedom
vanishes yields the Dirac equation

(i /∂ − M)ψ = 0. (4.47)
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As outlined in the previous section, in order to construct t.e.v.s, we first require a
set of particle modes {Uj } and anti-particle modes {Vj } satisfying the Dirac equation
(4.47). Given a particle modeUj , the corresponding anti-particle mode Vj is related
to Uj by the charge conjugation operation:

Vj = iγ yU∗
j . (4.48)

In deriving the formal expressions for rigidly rotating t.e.v.s in Sect. 4.3, we have
assumed a quantization compatiblewith ρ̂, see (4.35). This requires that the following
commutation relations must hold

[ĤF, b̂
†
j ] =E j b̂

†
j , [M̂z

F, b̂
†
j ] =m j b̂

†
j , [Q̂F, b̂

†
j ] =b̂†j ,

[ĤF, d̂
†
j ] =E j d̂

†
j , [M̂z

F, d̂
†
j ] =m j d̂

†
j , [Q̂F, d̂

†
j ] = − d̂†j . (4.49)

Taking into account the expression for the conserved operators in the classical Dirac
field theory,

HF = i∂t , Mz
F = −i∂φ + Sz, (4.50)

where the z-projection of the spin operator Sz is given by

Sz = 1

2

(
σ z 0
0 σ z

)
, (4.51)

the particlemode solutionsUj must thus be chosen to be simultaneous eigenfunctions
of HF and Mz

F:

HFUj = E jU j , Mz
FUj = m jU j . (4.52)

The above eigenvalue equations are insufficient to specify the particlemode solutions
uniquely. The remaining degrees of freedom can be fixed by choosing Uj to be
eigenfunctions of the longitudinalmomentumoperator Pz

F = −i∂z and of the helicity
operator W0 = J · PF/2p (where p is the magnitude of the momentum):

Pz
FUj = k jU j , W0Uj = λ jU j , (4.53)

where k j and λ j are real constants. The expression forW0 can be obtained as follows:

W0 =
(
h 0
0 h

)
, h = σ · PF

2p
= 1

2p

(
Pz
F P−

P+ −Pz
F ,

)
, (4.54)

where PF = −i∇, while P± are defined in terms of cylindrical coordinates as

P± = Px
F ± i P y

F = −ie±iφ(∂ρ ± iρ−1∂φ). (4.55)

It can be shown that W 2
0 = 1

4 . The eigenvalues λ j = 1/2 and −1/2 correspond to
positive and negative helicity, respectively.
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The Dirac equation (4.47) can be written with respect to the above operators as

(
HF − M −2ph
2ph −HF − M

)
ψ = 0. (4.56)

The operators HF and Pz
F are diagonal with respect to the spinor structure, thus the

corresponding eigenvalue equations can be solved immediately:

Uj = K j

2π
e−i E j t+ik j zu j , u j =

(
C−

j ϕ j

C+
j ϕ j ,

)

, (4.57)

where u j is a four-spinor which depends only on φ and ρ andK j is a normalization
constant. In (4.57), C±

j are integration constants and ϕ j is a two-spinor satisfying
the remaining two eigenvalue equations, namely

(
−i∂φ + 1

2
σ z
)

ϕ j = m jϕ j , hϕ j = λ jϕ j . (4.58)

Substituting (4.57) into the Dirac equation (4.56) gives

(
E j − M −2p jλ j

2p jλ j −E j − M

)
u j = 0, (4.59)

where themagnitude of themomentum is now p j , and from this the following relation
can be established for C±

j :

C−
j = 2λ j p j

E j − M
C+

j . (4.60)

Next we consider the angular momentum equation, the first relation in (4.58),
which allows ϕ j to be written in the form:

ϕ j =
(

ϕ−
j e

i(m j− 1
2 )φ

ϕ+
j e

i(m j+ 1
2 )φ

)

, (4.61)

where m j = ± 1
2 , ± 3

2 , . . . is an odd half-integer, while ϕ±
j ≡ ϕ±

j (ρ) are functions
which depend only on the radial coordinate ρ. Taking into account the result [from
(4.55)] P+P− = P−P+ = −∂2ρ − ρ−1∂ρ − ρ−2∂2φ , the second relation in (4.58)
reduces to

[

ρ2 ∂2

∂ρ2 + ρ
∂

∂ρ
+ q2j ρ

2 −
(
m j ± 1

2

)2
]

ϕ±
j = 0, (4.62)

where the longitudinal momentum q j is defined by

q j =
√
p2j − k2j =

√
E2

j − k2j − M2. (4.63)
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Equation (4.62) can readily be identified with the Bessel equation [34], having two
linearly independent solutions Jm±1/2(qρ) and Ym±1/2(qρ). Demanding regularity
at the origin discards the Neumann function Ym±1/2(qρ), and therefore

ϕ±
j = N±

j Jm j± 1
2
(q jρ). (4.64)

The connection between the integration constants N+
j and N−

j can be established
by noting that the operators P± act as ladder operators, in the sense that

P±ei(m j∓ 1
2 )φ Jm j∓ 1

2
(q jρ) = ±iq j e

i(m j± 1
2 )φ Jm j± 1

2
(q jρ), (4.65)

where the following properties were employed [34]:

J ′
m j+ 1

2
(q jρ) =Jm j− 1

2
(q jρ) − m j + 1

2

q jρ
Jm j+ 1

2
(q jρ),

J ′
m j− 1

2
(q jρ) = − Jm j+ 1

2
(q jρ) + m j − 1

2

q jρ
Jm j− 1

2
(q jρ). (4.66)

The helicity equation [the second relation in (4.58)] then yields

N+
j = iq j

k j + 2p jλ j
N−

j = 2iλ j
p−
j

p+
j

N−
j , (4.67)

with

p±
j =

(
1 ± 2λ j k j

p j

)1/2

. (4.68)

Noting that an overall normalization constant,N−
j

√
2/p+

j , can be absorbed into K j

in (4.57), we write ϕ j in the form:

ϕ j = 1√
2

⎛

⎝
p+
j e

i(m j− 1
2 )φ Jm j− 1

2
(q jρ)

2iλ jp
−
j e

i(m j+ 1
2 )φ Jm j+ 1

2
(q jρ)

⎞

⎠ . (4.69)

Introducing the angle ϑ j made by the momentum vector with the z-direction, so that
k j = p j cosϑ j (with 0 ≤ ϑ j ≤ π ), it can be seen that

1√
2
p±
j =

(
1

2
± λ j

)
cos

ϑ j

2
+
(
1

2
∓ λ j

)
sin

ϑ j

2
. (4.70)

Thus, the two-spinor ϕ j can be written compactly as follows (where we have explic-
itly written out all the parameters on which this depends):

ϕ
1/2
p,k,m =

⎛

⎝
cos ϑ

2 e
i(m− 1

2 )φ Jm− 1
2
(qρ)

i sin ϑ
2 e

i(m+ 1
2 )φ Jm+ 1

2
(qρ)

⎞

⎠ , ϕ
−1/2
p,k,m =

⎛

⎝
sin ϑ

2 e
i(m− 1

2 )φ Jm− 1
2
(qρ)

−i cos ϑ
2 e

i(m+ 1
2 )φ Jm+ 1

2
(qρ)

⎞

⎠ .

(4.71)
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Using the identity
∞∑

n=−∞
J 2n (q jρ) = 1, (4.72)

where the sum runs over all integers n ∈ Z, it can be established that the two-spinors
ϕ j (4.71) satisfy the normalization condition

∞∑

m=−∞
ϕ

λ,†
p,k,mϕλ′

p,k,m = δλ,λ′ , (4.73)

We now return to the four-spinors u j (4.57), for which we impose the normaliza-
tion condition

∞∑

m=−∞
uλ,†
E,k,mu

λ′
E,k,m = δλ,λ′ . (4.74)

This can be achieved by setting C+
j = (2λ j E j/|E j |)E−

j /
√
2, such that

u j = 1√
2

(
E+

j ϕ j
2λ j E j
|E j | E−

j ϕ j

)

, E±
j =

(
1 ± M

E j

)1/2

, (4.75)

where E j/|E j | is the sign of E j .
The final piece of the puzzle is to establish unit norm for the modes Uj (4.57).

This is achieved using the Dirac inner product, defined for two solutions ψ and χ of
the Dirac equation (4.47) by

〈ψ, χ〉 =
∫

d3x ψγ tχ, (4.76)

where the integration is taken over a constant-t surface. Performing the integral with
respect to cylindrical coordinates and using the relation

∫ ∞

0
dρ ρ Jm+ 1

2
(q jρ)Jm+ 1

2
(q j ′ρ) = δ(q j − q j ′)

q j
, (4.77)

it can be seen that, with K j = 1, we have the required normalization condition

〈Uj ,Uj ′ 〉 =δλ j ,λ j ′ δm j ,m j ′ δ(k j − k j ′)
δ(q j − q j ′)

q j
θ(E j E j ′)

=δλ j ,λ j ′ δm j ,m j ′ δ(k j − k j ′)
δ(E j − E j ′)

|E j | . (4.78)
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We therefore write the particle modes Uj as

Uλ
E,k,m = e−i Et+ikz

2π
uλ
E,k,m, uλ

E,k,m = 1√
2

(
E+ϕλ

p,k,m
2λE
|E | E

−ϕλ
p,k,m

)

. (4.79)

The four-spinors Vj corresponding to the anti-particle modes are then obtained via
the charge conjugation operation (4.48):

V λ
E,k,m = ei Et−ikz

2π
vλ
E,k,m, vλ

E,k,m = (−1)m− 1
2√

2

i E

|E |

(
E−ϕλ

p,−k,−m

− 2λE
|E | E

+ϕλ
p,−k,−m

)

.

(4.80)
The two-spinor ϕλ

p,k,m is defined in (4.69), and also in (4.71) in terms of the angle
ϑ between the momentum vector and the z-axis. Due to the relationship (4.48)
between the particle and anti-particle modes, the anti-particle modes Vj also satisfy
the normalization condition (4.78). In particular, anti-particle modes, like particle
modes, have positive Dirac norm. As discussed in the previous section, this is crucial
for the definition of rigidly rotating quantum states for fermions.

4.5 Quantum Stationary Thermal ExpectationValues

With a complete orthonormal basis of fermion modes constructed in the previous
section, we are now in a position to compute t.e.v.s of physical quantities. While our
primary interest is in rigidly rotating states, we first study the t.e.v.s for stationary,
nonrotating states with vanishing angular speed �.

At the level of the classical field theory, theCC Jμ andSET Tμν canbe constructed
using Noether’s theorem [27]:

Jμ = ψγ μψ, Tμν = i

2

[
ψγ(μ∂ν)ψ − ∂(μψγν)ψ

]
. (4.81)

The trace of the SET is proportional to the FC ψψ :

Tμ
μ = Mψψ. (4.82)

The generalization to QFT is made by replacing the classical field ψ with the corre-
sponding quantumoperator, �̂. Due to the anti-commutation relations (4.33) satisfied
by the quantum operators, there is an ambiguity in the ordering of the action of the
quantum operators on the Fock space states. For operators which are quadratic in the
field operators, such as those arising from (4.81), (4.82), and since we are working
on flat space-time, this ambiguity can be overcome by introducing normal order-
ing, a procedure by which the vacuum expectation value (v.e.v.) is subtracted from
the operator itself. For an operator Â, the normal-ordered operator : Â : is therefore
defined to be

: Â := Â − 〈0| Â|0〉. (4.83)
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Inserting the schematic mode expansion (4.43) in (4.81), the following expres-
sions are obtained

: �̂�̂ :=
∑

j, j ′

[
b̂†j b̂ j ′U jU j ′ − d̂†j ′ d̂ j V j Vj ′

]
,

: Ĵμ :=
∑

j, j ′

[
b̂†j b̂ j ′J

μ(Uj ,Uj ′) − d̂†j ′ d̂ jJ
μ(Vj , Vj ′)

]
,

: T̂μν :=
∑

j, j ′

[
b̂†j b̂ j ′Tμν(Uj ,Uj ′) − d̂†j ′ d̂ jTμν(Vj , Vj ′)

]
, (4.84)

where we have introduced the sesquilinear forms Jμ(ψ, χ) and Tμν(ψ, χ) for nota-
tional brevity, based on the classical quantities (4.81):

Jμ(ψ, χ) = ψγ μχ, Tμν(ψ, χ) = i

2

[
ψγ(μ∂ν)χ − ∂(μψγν)χ

]
. (4.85)

As discussed in Sect. 4.3, the nonrotatingMinkowski vacuum is defined by taking
all modes corresponding to the positive eigenvalues of the Hamiltonian (E j > 0) as
particle modes. This leads to the following decomposition of the field operator:

�̂ =
∑

λ=± 1
2

∞∑

m=−∞

∫ ∞

M
dE E

∫ p

−p
dk

[
b̂λ
E,k,mU

λ
E,k,m + d̂λ

E,k,m
†V λ

E,k,m

]
, (4.86)

where the spinor modes are given by (4.79), (4.80). Substituting the mode expansion
(4.86) into (4.84), and using the relations (4.38), we find the following t.e.v.s for a
stationary (nonrotating) state at temperature T0:

〈: �̂�̂ :〉T0 =
∑

j

{
U jU j

exp[(E j − μ0)/T0] + 1
− V jVj

exp[(E j + μ0)/T0] + 1

}

,

〈: Ĵμ :〉T0 =
∑

j

{
Jμ(Uj ,Uj )

exp[(E j − μ0)/T0] + 1
− Jμ(Vj , Vj )

exp[(E j + μ0)/T0] + 1

}
,

〈: T̂μν :〉T0 =
∑

j

{ Tμν(Uj ,Uj )

exp[(E j − μ0)/T0] + 1
− Tμν(Vj , Vj )

exp[(E j + μ0)/T0] + 1

}
, (4.87)

where Ẽ j = E j in the case when � = 0.
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4.5.1 Fermion Condensate

Using the charge conjugation property (4.48), it can be shown that

V jVj = U
∗
jγ

yγ yU∗
j = −(U jU j )

∗, (4.88)

since (γ y)2 = −1. Using the spinor mode (4.79), we have

U jU j = M

8π2E j

[
J+
m j

(q jρ) + 2λ j k j
p j

J−
m j

(q jρ)

]
, (4.89)

where we define (we will need J×
m (qρ) later)

J±
m (qρ) = J 2

m− 1
2
(qρ) ± J 2

m+ 1
2
(qρ), J×

m (qρ) = 2Jm− 1
2
(qρ)Jm+ 1

2
(qρ).

(4.90)
SinceU jU j is a real scalar, it can be seen that V jVj = −U jU j . Furthermore, noting
that the term proportional to λ j in (4.89) makes a vanishing contribution under the
summation with respect to λ j , the t.e.v. of the FC, given in the first line of (4.87), is

〈: �̂�̂ :〉T0 = M

4π2

∞∑

m=−∞

∫ ∞
M

dE

[
1

e(E−μ0)/T0 + 1
+ 1

e(E+μ0)/T0 + 1

] ∫ p

−p
dk J+

m (qρ).

(4.91)
Taking into account the identity (4.72), the sum over m can be performed:

∞∑

m=−∞
J+
m (qρ) = 2

∞∑

n=−∞
Jn(qρ) = 2, (4.92)

where m = ± 1
2 , ± 3

2 , . . . , while n = 0,±1, ±2, . . . . After performing the sum over
m in (4.91), the integration variable can be changed from E to p, giving

〈: �̂�̂ :〉T0 = M

π2

∫ ∞

0

dp p2

E

[
1

e(E−μ0)/T0 + 1
+ 1

e(E+μ0)/T0 + 1

]
. (4.93)

The above expression coincides with that for (EF − 3PF )/M (4.26), obtained in
RKT with gF = 2 (taking into account the fermion helicities) and � = 0. Thus, the
FC has no corrections in the QFT setting compared to its RKT counterpart.

4.5.2 Charge Current

The charge conjugation property (4.48) can be used to show that

Jμ(Vj , Vj ) = U
∗
jγ

yγ μγ yU∗
j = (U jγ

μUj )
∗ = [Jμ(Uj ,Uj ′)]∗, (4.94)
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where, as well as (4.88), the properties γ yγ μ = 2ηyμ − γ μγ y and (γ y)∗ = −γ y

were used. Thus, it is sufficient to compute Jμ(Uj ,Uj ). Substituting μ = t and
μ = i for the index μ, we find

Jt (Uj ,Uj ) = 1

4π2 ϕ
†
jϕ j , Ji (Uj ,Uj ) = 1

4π2

2λ j p j

E j
ϕ
†
jσ

iϕ j . (4.95)

It is convenient to work with components taken with respect to the tetrad introduced
in (4.8). The sigma matrices constructed with respect to this tetrad are

σ ρ̂ =
(

0 e−iφ

eiφ 0

)
, σ φ̂ =

(
0 −ie−iφ

ieiφ 0

)
. (4.96)

The following relations can be established:

ϕ
†
jϕ j =1

2
J+
m j

(q jρ) + λ j k j
p j

J−
m j

(q jρ), ϕ
†
jσ

ρ̂ϕ j =0,

ϕ
†
jσ

ẑϕ j =1

2
J−
m j

(q jρ) + λ j k j
p j

J+
m j

(q jρ), ϕ
†
jσ

φ̂ϕ j =λ j q j

p j
J×
m j

(q jρ), (4.97)

where the functions J±
m (qρ) and J×

m (qρ) were introduced in (4.90).
Noting that the density of states factors [e(E±μ0)/T0 + 1]−1 are invariant under

the transformation k → −k, λ → −λ and m → −m, it can be seen that the spatial
components of Jμ vanish. This is because J−

m (qρ) and J×
m (qρ) are odd with respect

to m → −m, while ϕ
†
jσ

ẑϕ j is odd under the transformation (k,m) → (−k, −m).
The time component of the CC can then be written as:

〈: Ĵ t̂ :〉T0 = 1

4π2

∞∑

m=−∞

∫ ∞
M

dE E

[
1

e(E−μ0)/T0 + 1
− 1

e(E+μ0)/T0 + 1

] ∫ p

−p
dk J+

m (qρ).

(4.98)
After performing the sum overm using (4.92), an angle ϑ can be introduced such that
k = p cosϑ and q = p sin ϑ . The integration measure E dE dk = q dq dk is then
changed to p2 sin ϑ dϑ dp. Since, after the sum over m is performed, the integrand
is independent of ϑ , the integration with respect to this variable can be performed
automatically, yielding

∫ π

0 dϑ sin ϑ = 2. Thus 〈: J t̂ :〉T0 reduces to

〈: Ĵ t̂ :〉T0 = 1

π2

∫ ∞

0
dp p2

[
1

e(E−μ0)/T0 + 1
− 1

e(E+μ0)/T0 + 1

]
. (4.99)

As was the case for the FC, the above expression coincides with the fermion charge
density QF (4.24) obtained using RKT with gF = 2 and � = 0, showing that there
are no quantum corrections.
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4.5.3 Stress-Energy Tensor

In a manner similar to the one employed to derive (4.94), it can be shown that
Tμν(Vj , Vj ) can be related to Tμν(Uj ,Uj ) via:

Tμν(Vj , Vj ) = − i

2
[U jγ(μ∂ν)Uj − ∂(μU jγν)Uj ]∗ = −[Tμν(Uj ,Uj )]∗, (4.100)

where the last − sign comes from the complex conjugate of the imaginary unit i
prefactor. Using the properties (4.66) of the Bessel functions, we can derive the
following relations:

ϕ
†
jσ

ρ̂∂ρϕ j = iq2j λ j

p j

[
J+
m j

(q jρ) − m j

q jρ
J×
m j

(q jρ)

]
,

ϕ
†
jσ

φ̂∂φϕ j = im jq jλ j

p j
J×
m j

(q jρ). (4.101)

For stationary states, all off-diagonal tetrad components of the SET vanish. However,
when we consider rigidly rotating states in the next section, the component Tt̂ φ̂ will

be nonzero. We therefore write down the diagonal tetrad components and the (t̂, φ̂)

component which we will require later:

Tt̂ t̂ (Uj ,Uj ) = E j

8π2

[
J+
m j

(q jρ) + 2λ j k j
p j

J−
m j

(q jρ)

]
,

Tt̂ φ̂ (Uj ,Uj ) = − 1

16π2ρ

[(
m j − λ j k j

p j

)
J+
m j

(q jρ) −
(
1

2
− 2λ j k jm j

p j

)
J−
m j

(q jρ)

]

− q j
16π2 J

×
m j

(q jρ),

Tρ̂ρ̂ (Uj ,Uj ) =
q2j

8π2E j

[
J+
m j

(q jρ) − m j

q jρ
J×
m j

(q jρ)

]
,

T
φ̂φ̂

(Uj ,Uj ) = q jm j

8π2E jρ
J×
m j

(q jρ),

Tẑ ẑ(Uj ,Uj ) =
k2j

8π2E j
J+
m j

(q jρ) + λ j k j p j
4π2E j

J−
m j

(q jρ). (4.102)

Using the summation formula,

∞∑

m=−∞
mJ×

m (qρ) =
∞∑

n=−∞
(2n + 1)Jn(qρ)Jn+1(qρ) = 1, (4.103)

where, as before, m = ± 1
2 , ± 3

2 , . . . , while n = 0,±1, ±2, . . . , it can be shown that
the t.e.v. of the SET for nonrotating states has the simple diagonal form
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〈: T̂α̂σ̂ :〉T0 = diag(EF , PF , PF , PF ), (4.104)

where EF and PF were obtained in (4.26) using the RKT formulation with gF = 2.
Therefore, there are no quantum corrections to t.e.v.s for stationary states.

4.6 Quantum Rigidly Rotating Thermal ExpectationValues

In the previous section, the construction of stationary thermal states was based on the
nonrotating Minkowski vacuum, defined by setting the energy E j > 0 for particle
modes. When the rotation is switched on, as discussed in Sect. 4.3, we can define a
rotating vacuum for fermions by instead setting the co-rotating energy Ẽ j > 0 (4.36)
to be positive for particle modes [32]. We therefore define the fermion field operator
as follows:

�̂ =
∑

λ=± 1
2

∞∑

m=−∞

∫

|E |>M
dE |E |

∫ p

−p
dk �(Ẽ)

×
[
b̂λ
E,k,mU

λ
E,k,m(x) + d̂λ

E,k,m
†V λ

E,k,m(x)
]
,

(4.105)

where the particle spinors Uλ
E,k,m and anti-particle spinors V λ

E,k,m can be found in
(4.79), (4.80) respectively. The field operator (4.105) should be compared with the
corresponding definition (4.86) for the stationary case. In (4.86) the integral over E
involves only positive energy E > 0, whereas in (4.105) we also take into account
negative energy modes, provided that the mass shell condition |E | > M is satisfied.
Instead, the requirement that the co-rotating energy is positive, Ẽ > 0, is imposed
by the presence of the Heaviside step function �(Ẽ).

With the decomposition (4.105) of the fermion field operator, we can proceed to
construct t.e.v.s using the method employed in Sect. 4.5 in the stationary case. The
mode expansion (4.105) is inserted into the FC, CC and SET operators (4.84), to
obtain mode sums involving the particle and anti-particle creation and annihilation
operators. The t.e.v.s of the particle number operators are then given by (4.38), where
the temperature on the axis of rotation is fixed to be T0. The density of states factor
in (4.38) now has a dependence on the angular momentum quantum number m j as
well as the energy E j . In this section, we study the t.e.v.s of the FC, CC and AC for
a rigidly rotating thermal state. We consider the SET separately in Sect. 4.7.
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4.6.1 Fermion Condensate

Starting from (4.105), the following expression is obtained for the t.e.v. of the FC:

〈: �̂�̂ :〉T0 =
∑

λ=± 1
2

∞∑

m=−∞

∫

|E |>M
dE |E |

∫ p

−p
dk �(Ẽ)

×
⎡

⎣
U

λ

E,k,mU
λ
E,k,m

e(Ẽ−μ0)/T0 + 1
− V

λ

E,k,mV
λ
E,k,m

e(Ẽ+μ0)/T0 + 1

⎤

⎦ .

(4.106)

Using (4.88), (4.89), the sum over λ can be performed, yielding:

〈: �̂�̂ :〉T0 = M

4π2

∞∑

m=−∞

∫

|E |>M
dE sgn(E)

∫ p

−p
dk �(Ẽ) J+

m (qρ)

×
[

1

e(Ẽ−μ0)/T0 + 1
+ 1

e(Ẽ+μ0)/T0 + 1

]
,

(4.107)

where sgn(E) = |E |/E is the sign of the energy of the mode. To simplify the
integration above, the integral over E can be split into its positive (E > M)
and negative (E < −M) domains. On the negative branch, the simultaneous sign
flip (E,m) → (−E, −m) can be performed, under which Ẽ → −Ẽ . Noting that
J+−m(qρ) = J+

m (qρ), the following expression is obtained:

〈: �̂�̂ :〉T0 = M

4π2

∞∑

m=−∞

∫ ∞

M
dE

∫ p

−p
dk J+

m (qρ) sgn(Ẽ)

×
[

1

e(|Ẽ |−μ0)/T0 + 1
+ 1

e(|Ẽ |+μ0)/T0 + 1

]
.

(4.108)

In order to study themassless limit ofM−1〈: �̂�̂ :〉T0 , we nowattempt to simplify the
integrand, by replacing sgn(Ẽ) = 1 and |Ẽ | = Ẽ . To this end, consider the quantity
F1

F1 =
∞∑

m=−∞

∫ ∞

M
dE

[
sgn(Ẽ)

e(|Ẽ |−μ0)/T0 + 1
+ sgn(Ẽ)

e(|Ẽ |+μ0)/T0 + 1

]
f(m, E), (4.109)

where f(m, E) is a function depending on m and E , We now write F1 as a sum of
a term {F1}simp where |Ẽ | is replaced by Ẽ (that is, the modulus is removed) and
sgn(Ẽ) is set equal to one, and a remainder �F1:

F1 = {F1}simp + �F1, (4.110)
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where

{F1}simp =
∞∑

m=−∞

∫ ∞

M
dE

[
1

e(Ẽ−μ0)T0 + 1
+ 1

e(Ẽ+μ0)/T0 + 1

]
f(m, E),

�F1 = −
∞∑

m=mM

∫ �m

M
dE

[
1

e(−Ẽ−μ0)/T0 + 1
+ 1

e(−Ẽ+μ0)/T0 + 1

+ 1

e(Ẽ−μ0)/T0 + 1
+ 1

e(Ẽ+μ0)/T0 + 1

]
f(m, E)

= −
∞∑

m=mM

∫ �m

M
dE 2f(m, E), (4.111)

wheremM is theminimumvalue ofm for which�m > M . The last line follows from
the identity (ex + 1)−1 + (e−x + 1)−1 = 1. The last equality above shows that�F1
does not depend on T0 or μ0 unless f(m, E) explicitly depends on these parameters
(which it does not for the FC). The dependence of�F1 on� is due to the definition of
the rotating vacuum,where� appears explicitlywhen restricting the energy spectrum
to positive co-rotating energies. We thus find

M−1
{
〈: �̂�̂ :〉T0

}

simp
= 1

2π2

∞∑

m=−∞

∫ ∞

M
dE

[
1

e(Ẽ−μ0)/T0 + 1
+ 1

e(Ẽ+μ0)/T0 + 1

]

×
∫ p

0
dk J+

m (qρ).

(4.112)

In the massless limit, the following exact result can be obtained (see [17,18] for
further details of the techniques used to perform the integration):

M−1
{
〈: �̂�̂ :〉T0

}

simp

⌋

M=0
= T 2

6
+ μ2

2π2 + 3ω2 + 2a2

24π2 , (4.113)

where ω2 = �2�2 and a2 = ρ2�2�4 are the squares of the spatial parts of the
kinematic vorticity and acceleration introduced in (4.15),while� is theLorentz factor
(4.13). The last term is independent ofμ and T and hence represents the contribution
due to the difference between the rotating and stationary vacua. Subtracting this
contribution gives

M−1〈: �̂�̂ :〉T0
⌋

M=0
= T 2

6
+ μ2

2π2 , (4.114)

which agrees with the RKT result (4.28) with gF = 2, diverging as � → ∞ and the
SLS is approached.
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4.6.2 Charge Current

Since the density of states factor in (4.38) now has a dependence on the angular
momentum quantum number m as well as the energy E , the φ̂ component of the CC
no longer vanishes when the state is rigidly rotating. The nonzero components of the
t.e.v. of the CC take the form:
(

〈: Ĵ t̂ :〉T0
〈: Ĵ φ̂ :〉T0

)

= 1

4π2

∞∑

m=−∞

∫ ∞

M
dE

[
1

e(|Ẽ |−μ0)/T0 + 1
− 1

e(|Ẽ |+μ0)/T0 + 1

]

×
∫ p

−p
dk

(
E J+

m (qρ)

q J×
m (qρ)

)
. (4.115)

To compute the above integrals in themassless limit, we follow themethod employed
for the FC and define a quantity

F2 =
∞∑

m=−∞

∫ ∞

M
dE

[
1

e(|Ẽ |−μ0)/T0 + 1
− 1

e(|Ẽ |+μ0)/T0 + 1

]
f(m, E). (4.116)

Writing F2 as a sum of a term {F2}simp where |Ẽ | is replaced by Ẽ and a remainder
�F2

F2 = {F2}simp + �F2, (4.117)

we find

{F2}simp =
∞∑

m=−∞

∫ ∞

M
dE

[
1

e(Ẽ−μ0)T0 + 1
− 1

e(Ẽ+μ0)/T0 + 1

]
f(m, E),

�F2 =
∞∑

m=mM

∫ �m

M
dE

[
1

e(−Ẽ−μ0)/T0 + 1
− 1

e(−Ẽ+μ0)/T0 + 1

− 1

e(Ẽ−μ0)/T0 + 1
+ 1

e(Ẽ+μ0)/T0 + 1

]
f(m, E).

(4.118)

The term inside the square brackets in �F2 is identically zero. Thus, it can be con-
cluded that F2 = {F2}simp for any function f(m, E), which simplifies the integration.

The following expressions are then obtained for massless fermions [17,18]:

〈: Ĵ t̂ :〉T0 =μ0�
4

3

(

T 2
0 + μ2

0

π2

)

+ μ0�
2�4

4π2

(
4

3
�2 − 1

3

)
= �

[
QF + μ

12π2 (3ω2 + a2)
]
,

〈: Ĵ φ̂ :〉T0 =ρ��
[
QF + μ

12π2 (ω2 + 3a2)
]
. (4.119)

As expected, theφ-component vanisheswhen� = 0 and the state is nonrotating. The
first terms appearing on the right-hand-side correspond to the RKT results for gF = 2
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(4.27). The second terms are the quantum corrections, and are proportional to �2,
vanishing when the rotation is zero. The quantum corrections do not depend on the
temperature T , only on the chemical potential, local vorticity and local acceleration.
The quantum corrections are therefore present even in the zero-temperature limit.
The decomposition of the CC with respect to the kinematic tetrad in (4.15) will be
discussed in Sect. 4.7.2.

The t.e.v. of the CC vanishes identically when the chemical potential on the axis
μ0 is zero. This is to be expected since, with vanishing chemical potential, a rigidly
rotating thermal state will contain equal numbers of particles and anti-particles.
Whenμ0 is nonzero, the current diverges as � → ∞ and the SLS is approached. For
both components of the CC, the quantum corrections diverge more rapidly than the
RKT contributions as ρ → �−1. Therefore, close to the SLS, the CC is completely
dominated by quantum effects and the RKT contributions are subleading.

4.6.3 Axial Current

The classical AC Jμ
5 is defined by

Jμ
5 = ψγ μγ5ψ, (4.120)

where we have introduced the chirality matrix

γ5 = iγ tγ xγ yγ z =
(
0 1
1 0

)
. (4.121)

Using the Dirac equation (4.47), and taking into account that γ5 anti-commutes with
all of the other γ matrices, {γ5, γ μ} = 0, we find ∂μ J

μ
5 = 2iMψγ5ψ , and hence

Jμ
5 is conserved for massless particles. Non-vanishing values of Jμ

5 can be induced
through the chiral vortical effect (for a review, see [8]). The expectation values of
Jμ
5 computed for massless fermions using a perturbative approach were recently

reported in [13]. Here we consider the t.e.v. of Jμ
5 using QFT techniques.

Using the mode expansion (4.105), the t.e.v. of (4.120) takes the form:

〈: Ĵμ
5 :〉T0 =

∑

j

{
J

μ
5 (Uj ,Uj )

exp[(Ẽ j − μ0)/T0] + 1
− J

μ
5 (Vj , Vj )

exp[(Ẽ j + μ0)/T0] + 1

}

,

(4.122)

where Jμ
5 (ψ, χ) = ψγ μγ5χ . Following the same reasoning applied to obtain (4.94),

it is not difficult to show that Jμ
5 (Vj , Vj ) = −[Jμ

5 (Uj ,Uj )]∗, while
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Jt5(Uj ,Uj ) = p j

8π2E j

[
2λ j J

+
m j

(q jρ) + k j
p j

J−
m j

(q jρ)

]
,

J
φ

5 (Uj ,Uj ) = λ j q j

4π2 p j
J×
m j

(q jρ),

Jz5(Uj ,Uj ) = 1

8π2

[
J−
m j

(q jρ) + 2λ j k j
p j

J+
m j

(q jρ)

]
. (4.123)

When considering the sum over j in (4.122), the terms which are odd with respect
to λ and k vanish. Thus, the only non-vanishing component of the t.e.v. of the AC is

〈: Ĵ z5 :〉T0 = 1

4π2

∞∑

m=−∞

∫ ∞

M
dE E

∫ p

−p
dk J−

m (qρ)sgn(Ẽ)

×
{

1

exp[(|Ẽ | − μ0)/T0] + 1
+ 1

exp[(|Ẽ | + μ0)/T0] + 1

}
.

(4.124)

As in the cases of the FC and CC, the t.e.v. of the axial current can be com-
puted exactly in the massless limit. We simplify as discussed in Sect. 4.6.1, replacing
sgn(Ẽ) = 1 and |Ẽ | = Ẽ , to find

{〈: Ĵ z5 :〉T0
}
simp = 1

2π2

∞∑

m=−∞

∫ ∞

M
dE E

[
1

e(Ẽ−μ0)/T0 + 1
+ 1

e(Ẽ+μ0)/T0 + 1

]

×
∫ p

0
dk J−

m (qρ). (4.125)

In the massless limit, the following exact result can be obtained [17,18]:

{〈: Ĵ z5 :〉T0
}
simp

⌋

M=0
=�T 2

0 �4

6

(

1 + 3μ2
0

π2T 2
0

)

+ �3�4

24π2 (4�2 − 3)

=ωẑ
(
T 2

6
+ μ2

2π2 + ω2 + 3a2

24π2

)
, (4.126)

whereωα̂ is the kinematic vorticity introduced in (4.15). The last term is independent
of μ0 and T0 and hence represents the contribution due to the difference between the
rotating and stationary vacua [29]. Eliminating this term allows the t.e.v. of the AC
to be obtained as

〈: Ĵ α̂
5 :〉T0

⌋

M=0
= σω

Aωα̂, σω
A = T 2

6
+ μ2

2π2 , (4.127)

where σω
A is the axial vortical conductivity, which allows an axial charge flow to

develop along the kinematic vorticity vector. As expected, the AC (4.127) vanishes
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in the stationary case, but, unlike the CC, it is nonzero even when the chemical
potential vanishes [29].

The AC vanishes in classical RKT. Restoring the reduced Planck’s constant, the
AC (4.127) is proportional to �� and is therefore larger than the quantum corrections
to the CC, which are O(�2�2).

The AC has been studied previously by a number of authors [8,36,37]. Up to
possible overall factors due to differences in definitions, (4.127) agrees with the
corresponding quantity in [8] only on the rotation axis, where � = 1. The axial
current in [36] (derived using the ansatz for the Wigner function proposed in [39])
matches (4.126) only on the axis of rotation, but nodistinction ismade in [36] between
the stationary and rotating vacua. Constructed using aQFT approach and considering
the stationary Minkowski vacuum, the AC in [37] agrees with (4.126), again only
on the axis of rotation. Finally, the result obtained in [38] using perturbative QFT
agrees fully with (4.126).

4.7 Hydrodynamic Analysis of the Quantum Stress-Energy
Tensor

In this section, we consider in detail the t.e.v. of the SET for rigidly rotating states.
Following the approach of the previous section, we first derive the components of
this t.e.v. with respect to the orthonormal tetrad (4.8). For comparison with the RKT
results fromSect. 4.2, we then consider quantities definedwith respect to the β-frame
(or thermometer frame).

4.7.1 Stress-Energy Tensor ExpectationValues

The t.e.v. of the SET can be written compactly as

〈: T̂α̂σ̂ :〉T0 = 1

4π2

∞∑

m=−∞

∫ ∞

M
dE E

∫ p

−p
dk Tα̂σ̂ sgn(Ẽ)

×
[

1

e(|Ẽ |−μ0)/T0 + 1
+ 1

e(|Ẽ |+μ0)/T0 + 1

]
,

(4.128)

where the tensor Tα̂σ̂ has the following non-vanishing components:

Tt̂ t̂ = E J+
m (qρ), Tt̂ φ̂ = − 1

2ρ

[
mJ+

m (qρ) − 1

2
J−
m (qρ)

]
− q

2
J×
m (qρ),

Tρ̂ρ̂ = q2

E

[
J+
m (qρ) − m

qρ
J×
m (qρ)

]
, T

φ̂φ̂
= mq

ρE
J×
m (qρ), Tẑ ẑ = k2

E
J+
m (qρ).

(4.129)
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As with the t.e.v.s considered in Sect. 4.6, we can obtain closed-form expressions
in the massless limit. We first simplify using the approach of Sect. 4.6.1, and then
integrate using a procedure whose details can be found in [17,18]. The results are

〈: T̂t̂ t̂ :〉T0 =PF(4�
2 − 1) + �2�2

8

(
T 2 + 3μ2

π2

)(
8

3
�4 − 16

9
�2 + 1

9

)
,

〈: T̂t̂ φ̂ :〉T0 = − ρ��2
[
4PF + 2�2�2

9

(
T 2 + 3μ2

π2

)(
3

2
�2 − 1

2

)]
,

〈: T̂ρ̂ρ̂ :〉T0 =PF + �2�2

24

(
T 2 + 3μ2

π2

)(
4

3
�2 − 1

3

)
,

〈: T̂
φ̂φ̂

:〉T0 =PF(4�
2 − 3) + �2�2

24

(
T 2 + 3μ2

π2

)
(
8�4 − 8�2 + 1

)
, (4.130)

while 〈: T̂ẑẑ :〉T0 = 〈: T̂ρ̂ρ̂ :〉T0 (this relation holds also in the case of massive field
quanta [17,29]). The first term in each component of the SET is the contribution
from RKT (see Sect. 4.2), while the second term is the quantum correction. As for
the CC (see Sect. 4.6.2), the quantum corrections are all proportional to �2 and, as
expected from Sect. 4.5, vanish in the stationary case. Unlike the CC, the quantum
corrections are now temperature-dependent. All components of the t.e.v. of the SET
diverge on the SLS, and, once again, the quantum corrections diverge more quickly
as � → ∞.

4.7.2 Thermometer Frame

Further insight into the effect of quantum corrections can be gleaned from a hydro-
dynamic analysis of the SET. In relativistic fluid dynamics, the equivalence between
mass and energy transfer makes the macroscopic four-velocity uμ an ambiguous
concept. A frame is defined by making a choice for the definition of uμ. Here we
work in the β-frame, also termed the natural frame [40], or thermometer frame
[41] (see also [15] for an analysis of the properties of this frame). In the β-frame,
the macroscopic four-velocity uμ is proportional to the temperature four-vector βμ,
that is, uμ = Tβμ, where T is the local temperature. For rigidly rotating states, the
macroscopic four-velocity is then given by (4.12).

With this definition of uμ, we decompose the CC and SET as follows [42]:

Jμ = Qβu
μ + Jμ

β , Tμν = Eβ uμuν − (Pβ + 
)�μν + �μν + uμW ν + uνWμ,

(4.131)
where Qβ , Eβ and Pβ are the usual equilibrium quantities, Jμ and Wμ represent
the charge and heat flux in the local rest frame, 
 is the dynamic pressure and
�μν is the pressure deviator. The tensor �μν = gμν − uμuν is a projector on the
hypersurface orthogonal to uμ. The nonequilibrium quantitiesJμ, �μν andWμ are
also orthogonal to uμ, by construction. The isotropic pressure Pβ + 
 is given as
the sum of the hydrostatic pressure Pβ , computed using the equation of state of the
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fluid, and of the dynamic pressure 
 , which in general depends on the divergence
of the velocity. In the case of massless (or ultrarelativistic) particles, the SET is
traceless, since the massless Dirac field is conformally coupled and the conformal
trace anomaly vanishes on flat space-time [43]. From (4.131), the SET trace is Tμ

μ =
Eβ − 3(Pβ + 
), and therefore 
 vanishes for massless particles since Eβ = 3Pβ .
Moreover, since the velocity field is divergenceless (∇μuμ = 0), it is reasonable to
assume that
 = 0 also when M > 0. However, below we keep this term for clarity.

For both massive and massless particles, the macroscopic quantities can be
extracted from the components of Jμ and Tμν as follows [14]:

Qβ = uμ J
μ, Eβ = uμuνT

μν, Pβ + 
 = −1

3
�μνT

μν,

Jμ = �μν Jν, Wμ = �μνuλTνλ, �μν = T 〈μν〉, (4.132)

where the notation A〈μν〉 for a general two-index tensor denotes

A〈μν〉 =
[
1

2

(
�μλ�νσ + �νλ�μσ

) − 1

3
�μν�λσ

]
Aλσ . (4.133)

Since in general, J ρ̂ = J ẑ = 0 and J α̂uα̂ = 0, it can be seen that J α̂ points along
the circular vector τ α̂ , introduced in (4.15)

J α̂ = σ τ
V τ α̂, σ τ

V = ρ�J t̂ − J φ̂

ρ�3�3 , (4.134)

where σ τ
V is the circular vector (electric) charge conductivity. Similarly, the structure

of Tμν indicates that W ρ̂ = Wẑ = 0, while the orthogonality between W α̂ and uα̂

allows W α̂ to be written as

W α̂ = σ τ
ε τ α̂, σ τ

ε = 1

�2�2

(
Tt̂ t̂ + T

φ̂φ̂
+ 1 + ρ2�2

ρ�
Tt̂ φ̂

)
, (4.135)

where σ τ
ε is the circular heat conductivity. Finally, noting that �α̂σ̂ is symmetric,

traceless and orthogonal to uα̂ with respect to both indices, as well as the property
T ρ̂ρ̂ = T ẑẑ , only one degree of freedom is required to characterize �α̂σ̂ , introduced
as �β below [17,18]

�α̂σ̂ =�β

(

τ α̂τ σ̂ − ω2

2
aα̂aσ̂ − a2

2
ωα̂ωσ̂

)

= ρ2�6�8�β

⎛

⎜
⎜
⎝

ρ2�2�2 0 ρ��2 0
0 − 1

2 0 0
ρ��2 0 �2 0

0 0 0 − 1
2

⎞

⎟
⎟
⎠ ,

�β =2(Pβ + 
 − Tẑẑ)

ρ2�6�8 . (4.136)
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In the case of massless fermions, substituting the SET components (4.130) into
the contractions (4.132) yields the following closed-form results:

Qβ =QF + �Q, QF =μ

3

(

T 2 + μ2

π2

)

, �Q =μ(ω2 + a2)

4π2 ,

Pβ =PF + �P, PF =7π2T 4

180
+ T 2μ2

6
+ μ4

12π2 , �P =3ω2 + a2

72

(

T 2 + 3μ2

π2

)

,

σ τ
V = μ

6π2 , σ τ
ε = − 1

18

(

T 2 + 3μ2

π2

)

, �β =0. (4.137)

The above results agree with [13,17,18,44]. The first terms in Qβ and Pβ coincide
with the RKT results in (4.27) with gF = 2. On the rotation axis, where ρ = 0,
equation (4.137) shows that the conductivities σ τ

V and σ τ
ε remain finite, while the

circular vector τ α̂ vanishes. This conclusion holds also in the massive case. This can
be seen by noting that, according to equations (4.115, 4.128), both 〈: Ĵ φ̂ :〉T0 and
〈: T̂t̂ φ̂ :〉T0 vanish when ρ = 0. Furthermore, Eβ = 〈: Tt̂ t̂ :〉T0 (since ρ� = 0) and it
can be shown that 〈: Tρ̂ρ̂ :〉T0 = 〈: T

φ̂φ̂
:〉T0 = 〈: Tẑẑ :〉T0 and thus, the SET takes the

perfect fluid form at ρ = 0.

4.7.3 Quantum Corrections to the SET

We now examine the effect of quantum corrections on the SET, comparing first the
exact RKT results (4.27) and QFT results (4.137) in the massless case. There are
three features of note.

First, quantum corrections mean that the SET no longer has the perfect fluid
form, due to the presence of nonequilibrium terms, except on the axis of rotation,
where the circular vector τ α̂ (4.15) vanishes. Second, the quantum corrections to the
equilibrium quantities Qβ , Eβ and Pβ are proportional to �2. Third, the quantum
corrections in (4.137) diverge more quickly than the RKT quantities as � → ∞
and the SLS is approached. Therefore, there is a neighbourhood of the SLS where
quantum corrections become dominant.

In order to assess the relative contribution made by quantum corrections with
respect to the RKT results, we first focus on the energy density for massless par-
ticles and consider two quantities (we restore the reduced Planck’s constant � and
Boltzmann constant kB):
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7 (μ0/πkBT0)

2 + 15
7 (μ0/πkBT0)

4

1 + 3(μ0/πkBT0)2

]−1

.

(4.138)
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Eβ (4.137) and the RKT result EF (4.27) for massless fermions. The curves correspond to kBT0 =
0.13 GeV (filled purple squares, empty red circles and filled blue circles) and 0.2 GeV (empty black
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potential on the rotation axis is μ0 = 0.1 GeV

Figure 4.3a shows the relative departure of the QFT energy density Eβ (4.137)
measured in the thermometer frame, compared to theRKTenergy density EF = 3PF
(4.27). We use values of the chemical potential and angular speed relevant for heavy
ion collisions, as in Sect. 4.2.2. For kBT0 = 0.2 GeV and � = 1022 s−1, the relative
difference is about 10−4 on the rotation axis. From (4.138), this value can be increased
by either increasing the angular velocity � or decreasing the temperature T0. We
thus also consider a lower temperature relevant to the QGP, kBT0 � 0.13 GeV. This
enlarges the relative difference by a factor of ∼ 2.4. At larger values of the angular
speed, quantum corrections are close to 1% on the rotation axis. Away from the
rotation axis, the relative difference Eβ/EF − 1 increases roughly as �2 (4.138).
This is confirmed for all regimes considered in Fig. 4.3a.

The relative difference 1 − EF/Eβ is presented in Fig. 4.3b. On the rotation
axis, this ratio is negligible. As � → ∞, equation (4.138) shows that the second
term in the square bracket goes to 0 and thus lim�→∞ 1 − EF/Eβ → 1. Close to
the SLS, quantum corrections therefore become the dominant contribution to the
energy density Eβ . The gray, dashed line in Fig. 4.3b indicates where the quantum
corrections become equal to the classical contribution, Eβ = 2EF . This happens
closer to the SLS when the temperature is increased or when the angular velocity is
decreased.

We next consider the effect of the mass on the energy density Eβ . Figure 4.4a
shows a comparison between the energy densities Eβ and EF , as functions of the
distance ρ from the rotation axis. When � = 5 × 1022 s−1, the SLS is located at
ρ = c/� = 6 fm. The energy density for particles of mass 0.14 GeV follows the
result for the massless limit very closely, while the case with Mc2 = 0.548 GeV can
be distinguished from the massless limit only up to ρ � 5.5 fm. Figure 4.4b shows
the dependence of the energy densities Eβ and EF on the Lorentz factor � (4.13).
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factor� (4.13), of the energy densities Eβ and EF obtained in QFT (empty symbols and continuous
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In b, kBT0 = 0.20 GeV (upper lines) and 0.13 GeV (lower lines). The analytic results for the
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is used for kBT0 = 0.2 GeV and blue corresponds to kBT0 = 0.13 GeV)

The RKT and QFT energy densities can be distinguished when � � 10, where the
higher order divergence induced by the quantum corrections becomes important. At
large values of �, both the QFT and RKT energy densities follow their respective
massless asymptotics, indicating that also in the QFT case, the corrections due to
the mass terms contribute at a subleading order close to the SLS, compared with the
corresponding massless limit.

Finally, we discuss the properties of quantum corrections on the rotation axis.
Since the nonequilibrium terms vanish on the rotation axis, only the equilibrium
quantities, Eβ , Pβ and Qβ need to be considered (we assume that 
 = 0 here).
Instead of discussing Pβ , we focus on the trace of the SET. Figure 4.5 shows the prop-
erties of the quantum corrections (a) Eβ/EF − 1, (b) (Eβ − 3Pβ)/(EF − 3PF ) − 1
and (c) Qβ/QF − 1, computed as relative differences between the QFT and RKT
results.

Focussing on the small mass regime, it can be seen that the relative quantum cor-
rections of the SET trace exhibit a rapid variation with respect to M . This variation
can be attributed to the presence of the sign function in the SET components (4.128),
which can take negative values only when Mc2 < ��/2. In particular, the quantity
(Eβ − 3Pβ)/M2c4 exhibits no quantum corrections with respect to the correspond-
ingRKTquantitywhenM = 0.A rapid increase can be seen at smallmasses bringing
the relative quantum corrections to the SET trace from zero to the values observed
for the other quantities (energy and charge density). At intermediate masses, a slow
increase in the relative quantum corrections of all quantities can be seen. In the large
mass limit, the relative quantum corrections seem to reach a plateau value.
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4.8 Rigidly Rotating Quantum Systems in Curved Space-Time

Thus far, we have focussed our attention on a quantum field in a rigidly rotating state
on unbounded Minkowski space-time. We have seen that thermal states for such a
setup cannot be defined if the quantum field is a scalar field [26,28]. However, it is
possible to define rigidly rotating thermal states for a quantum scalar field constrained
within a cylindrical reflecting boundary enclosing the axis of rotation, providing the
boundary lies completely within the SLS [26,28]. In this latter situation, the rotating
vacuum is identical to the nonrotating vacuum state and t.e.v.s are well-behaved. In
[28], it is shown that the t.e.v.s in a co-rotating frame are very well approximated by
the RKT quantities derived in Sect. 4.2, except for a region close to the boundary,
where the Casimir effect becomes important.

In this chapter, we have shown that the situation on unboundedMinkowski space-
time is very different for a fermion field compared to a scalar field [29], in particular
we can define a rotating fermion quantum vacuum state and rigidly rotating thermal
fermion states. T.e.v.s in these states are regular up to the SLS, where they diverge.
A natural question is whether it is possible to consider a setup similar to that for
the scalar field, namely by including a reflecting boundary. For fermions, defining
reflecting boundary conditions is more involved than it is for scalars (where one can
simply impose, for example, Dirichlet boundary conditions). Using either nonlocal
spectral boundary conditions [45] or the local MIT-bag boundary condition [46] on
a cylindrical boundary inside the SLS, the rotating fermion vacuum is identical to
the nonrotating fermion vacuum [33]. Furthermore, rigidly rotating thermal states
have well-defined t.e.v.s, which are computed in [33] for the case of zero chemical
potential. At sufficiently high temperatures, the t.e.v.s for the bounded scenario are
very well approximated by the unbounded t.e.v.s we have discussed in Sects. 4.6
and 4.7, except for a region close to the boundary. In [47] it is shown that, as well as
the “bulk” mode considered in [33], the fermion field also has “edge states” localized
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near the boundary, which must also be taken into account. The effect of interactions
for rigidly rotating fermions inside a cylindrical boundary is studied in [48,49].

In Minkowski space-time, a rigidly rotating quantum system is therefore unphys-
ical unless an arbitrary boundary is introduced in such a way that there is no SLS. A
natural question iswhether rigidly rotating quantum states exist in curved space-time.
One advantage of working onMinkowski space-time is that, as well as having no cur-
vature, the space-time has maximal symmetry, which simplifies many aspects of the
analysis. To explore the effect of space-time curvature on rigidly rotating quantum
states, one may consider anti-de Sitter space-time (adS) [50,51]. This space-time has
maximal symmetry but constant negative curvature. Furthermore, the boundary of
the space-time is time-like, as is a cylindrical boundary in Minkowski space-time.
In particular, appropriate conditions have to be applied to the field on the space-time
boundary [52].

The properties of nonrotating thermal states on adS have been studied in the
framework of RKT and QFT, for both scalars [53] and fermions [53,54], in the
absence of a chemical potential. The curvature of adS space-time affects these states
in a number of ways. First, the normal-ordering procedure applied in Sect. 4.5 is not
valid in a general curved space-time due to the fact that v.e.v.s for the nonrotating
vacuum are nonzero, for both scalars [55] and fermions [56]. Unlike our Minkowski
space-time results in Sect. 4.5, the t.e.v.s for stationary states of both scalars and
fermions receive quantum corrections in adS [53,54,57].

What about rigidly rotating quantum states in adS? Due to its time-like boundary,
there is no SLS in adS if �R < 1, where � is the angular speed and R is the radius
of curvature of the space-time. In other words, if the radius of curvature is small and
the angular speed not too large, there is no SLS. Rigidly rotating quantum states on
adS have been studied in much less detail than their Minkowski counterparts. For a
quantum scalar field, it is known that the only possible choice of global vacuum state
is the nonrotating vacuum [58], as in Minkowski space-time. One might conjecture
that rigidly rotating thermal states for scalars can be defined only if there is no SLS,
but this question has yet to be addressed. For a quantum fermion field, the rotating
and nonrotating vacua are identical if there is no SLS, while if an SLS is present, a
distinct rotating vacuum state can be defined [59]. The preliminary analysis in [59]
shows that rigidly rotating thermal states have at least some features similar to those
seen in Sects. 4.6 and 4.7 in Minkowski space-time, in particular the t.e.v.s diverge
on the SLS (if there is one).

These results demonstrate that space-time curvature does have an effect on rigidly
rotating quantum states. Asymptotically-adS space-times in particular may be rele-
vant for studying the QGP via gauge-gravity duality (see, for example, [60–63] for
reviews). In this approach, string theory on an asymptotically adS space-time is dual
to a conformal quantum field theory (CFT) on the boundary of adS (which itself is
conformal to Minkowski space-time). The idea is that calculations on one side of
the duality may shed light on phenomena on the other side. For example, thermal
states in the boundary CFT would correspond to asymptotically adS black holes in
the bulk. This is because black holes emit thermal quantum radiation [3], the temper-
ature of the radiation being known as the Hawking temperature. Asymptotically adS
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rotating black holes [64] can be in thermal equilibriumwith radiation at the Hawking
temperature provided either the black hole rotation is not too large, or the adS radius
of curvature is sufficiently small [65]. These conditions ensure that there is no SLS
for these black holes. A full QFT computation of the t.e.v. of the stress-energy tensor
for a quantum field on a rotating asymptotically adS black hole is, however, absent
from the literature.

Some of the most astrophysically important space-times with rotation are Kerr
black holes [66]. These black holes are asymptotically flat, that is, far from the black
hole the space-time approaches Minkowski space-time, rather than adS space-time
as for the black holes discussed in the previous paragraph. Kerr black holes therefore
always have an SLS, a surface onwhich an observermust travel at the speed of light in
order to corotate with the black hole’s event horizon. The quantum state describing a
black hole in thermal equilibriumwith radiation at theHawking temperature is known
as the Hartle–Hawking state [67]. In contrast to the situation for asymptotically adS
rotating black holes, such a state cannot be defined for a quantum scalar field on an
asymptotically flat Kerr black hole [5,68]. Indeed, it can be shown that any quantum
state which is isotropic in a frame rigidly rotating with the event horizon of the
black hole must be divergent at the SLS [69]. If the black hole is enclosed inside
a reflecting mirror sufficiently close to the event horizon of the black hole, then a
Hartle–Hawking state can be defined for a quantum scalar field [70]. Interestingly,
this state is not exactly rigidly rotating with the angular speed of the horizon [70].
For a quantum fermion field, it is possible to define a Hartle-Hawking-like state on
the Kerr black hole without the mirror present [6]. While this state is also not exactly
rigidly rotating, it is nonetheless divergent on the SLS [6].

Rotating black hole space-times are much more complicated that the toy model
of rigidly rotating states on Minkowski space-time that we consider in this chapter.
However, the key physics remains the same in both situations. Namely, rigidly rotat-
ing states cannot be defined for a quantum scalar field if there is an SLS present.
Rigidly rotating thermal states can be defined for a quantum fermion field, evenwhen
there is an SLS, but such states diverge as the SLS is approached.

4.9 Summary

In this chapter, we have considered the properties of rigidly rotating systems in QFT.
Our toy models are free massive scalar and fermion fields on unbounded flat space-
time. Such systems cannot be realized in nature due to the presence of the SLS, the
surface outside which particles must travel faster than the speed of light in order to
be rigidly rotating. Nonetheless, this approach has revealed some interesting physics
which is relevant to more realistic setups, such as the QGP as formed in heavy ion
collisions or quantum fields on black hole space-times.

Webegan the chapter by briefly reviewing the properties of rigidly rotating thermal
states for scalar and fermion particleswithin the framework ofRKT. Themain feature
is that, for both scalars and fermions, macroscopic quantities such as the energy and
pressure diverge on the SLS but are regular inside it.



132 V. E.Ambruş and E.Winstanley

Next we constructed rigidly rotating thermal states within the canonical quan-
tization approach to QFT on unbounded Minkowski space-time. Here there is a
significant difference between scalar and fermion fields. In particular, rigidly rotat-
ing thermal states for scalars cannot be defined. The quantization of the fermion field
is less constrained than that of the scalar field, and as a result we are able to define
rigidly rotating thermal states for fermions. We computed the t.e.v.s of the FC, CC,
AC and SET in these states. All t.e.v.s diverge on the SLS but are regular inside it.
Relative to the RKT results, the quantum t.e.v.s diverge more rapidly as the SLS is
approached. Quantum corrections therefore dominate close to the SLS. We stress
that the advantage of the canonical quantization approach considered in this chapter
is that it allows t.e.v.s to be expressed in integral form, which can then be used to
obtain analytic (in the massless case) or numerical (in the massive case) results in
a non-perturbative fashion, with arbitrary numerical precision, even in the regime
where quantum corrections are dominant.

The toymodel considered in this chapter is a good approximation tomore physical
rigidly rotating systems enclosed inside a reflecting boundary, except in the vicinity
of the boundary. The key physics features are also shared with more complicated
systems in curved space-time. We therefore conclude that our method based on
canonical quantization can serve as a reliable tool to compute t.e.v.s in rigidly rotating
systems of particles, in particular in setups relevant to relativistic heavy ion collisions,
from the nearly classical regime to the quantum-dominated regime, with arbitrary
numerical precision.
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23. Ambruş, V.E., Blaga, R.: Relativistic rotating Boltzmann gas using the tetrad formalism.
Ann. West Univ. Timisoara, Ser. Phys. 58, 89–108 (2015)

24. Florkowski, W., Ryblewski, R., Strickland, M.: Testing viscous and anisotropic hydrodynamics
in an exactly solvable case. Phys. Rev. C 88, 024903 (2013)

25. Kapusta, J.I., Landshoff, P.V.: Finite-temperature field theory. J. Phys. G: Nucl. Part. Phys. 15,
267–285 (1989)

26. Vilenkin, A.: Quantum field theory at finite temperature in a rotating system. Phys. Rev. D 21,
2260–2269 (1980)

27. Itzykson, C., Zuber, J.B.: Quantum Field Theory. Mcgraw-Hill, New York (1980)
28. Duffy, G., Ottewill, A.C.: The rotating quantum thermal distribution. Phys. Rev. D 67, 044002

(2003)
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5Particle Polarization,SpinTensor,and
theWignerDistribution inRelativistic
Systems

Leonardo Tinti and Wojciech Florkowski

Abstract

Particle spin polarization is known to be linked both to rotation (angular momen-
tum) and magnetization of many particle systems. However, in the most common
formulation of relativistic kinetic theory, the spin degrees of freedom appear only
as degeneracy factors multiplying phase-space distributions. Thus, it is impor-
tant to develop theoretical tools that allow to make predictions regarding the
spin polarization of particles, which can be directly confronted with experimental
data. Herein, we discuss a link between the relativistic spin tensor and particle
spin polarization, and elucidate the connections between the Wigner function and
average polarization. Our results may be useful for the theoretical interpretation
of heavy-ion data on spin polarization of the produced hadrons.

5.1 Introduction

In relativistic heavy-ion collisions, the produced matter is formed at extreme con-
ditions of high temperature and density [1]. The exact details of the evolution of
the resulting fireball are difficult to track, however, some generally accepted con-
cepts are typically assumed now. In particular, the evidence has been found that the
strongly interacting matter behaves as an almost perfect (low viscosity) fluid (for
recent reviews see, for example, Refs. [2,3]). During its expansion, when the system
is diluted enough, the matter undergoes a cross-over phase transition from a strongly
interacting quark-gluon plasma to a hadron gas (for systems with negligible baryon
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number density [4,5]). Shortly thereafter, the system becomes too dilute to be prop-
erly treated as a fluid, the interaction effectively ends, and produced particles freely
stream to the detectors (freeze-out).

The main purpose of relativistic hydrodynamics is to solve the four-momentum
conservation equation, ∂μTμν = 0, and the (baryon) charge conservation equation,
∂μ Jμ = 0, under some realistic approximations (i.e., with suitably chosen initial
conditions given by theGlaubermodel [6] or the theory of color glass condensate [7],
andwith a realistic equation of state obtained froman interpolation between the lattice
QCD simulations and hadron resonance gas calculations).

In this way, one obtains the four-momentum and charge fluxes at freeze-out.
These are space-time densities, which are not directly connected with the momen-
tum distributions (and polarization) measured by different experiments. The most
common way to link the stress-energy tensor and the charge flux at the freeze-out
to particle spectra makes use of a classical intuition [8]; namely, one assumes that
after the freeze-out the system is described well enough by the distribution functions
f (x, p) for (noninteracting) particles and the corresponding functions f̄ (x, p) for
antiparticles. Matching the stress-energy tensor and charge current with the corre-
sponding formulas from the relativistic kinetic theory, one can guess the form of the
distribution functions, and from that predict the final spectra.

The purpose of this contribution is to extend this formalism to include particle spin
polarization (for particles with spin 1/2). In the next section, we show the limitations
of the traditional kinetic theory in relation to particle polarization degrees of freedom.
In Sect. 5.3, we introduce the concept of the relativistic spin tensor and discuss its
relation to particle polarization for a free Fermi-field. In Sect. 5.4, we show that the
appropriate generalization of the distribution function is theWigner distribution. We
summarize and conclude in Sect. 5.5. Some useful expressions and transformations
are given in Appendix A. For complementary information we refer to the recent
reviews [10–13].

5.2 Relativistic Kinetic Theory and Its Limitations

In the classical relativistic kinetic theory, the charge current density Jμ and the stress-
energy tensor Tμν have a rather simple connectionwith the phase-space distributions
of particles and antiparticles [9,14],

Jμ = gS
(2π)3

∫
d3 p

Ep
pμ

(
f (x, p) − f̄ (x, p)

)
,

Tμν = gS
(2π)3

∫
d3 p

Ep
pμ pν

(
f (x, p) + f̄ (x, p)

)
.

(5.1)

Here gS = 2S + 1 is the degeneracy factor with S being the spin of (massive) par-
ticles. In order to properly take into account the polarizaton degrees of freedom,
one can easily notice that the framework based on Eq. (5.1) should be extended to
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a matrix formalism. This is so, since the standard kinetic theory essentially assumes
equipartition of various spin states.

In general, the expectation values of the charge current and the stress-energy
tensor, determined in a generic state of the system described by the density matrix ρ,
cannot be expressed by the integrals of the form (5.1) with the integrands depending
on a single momentum variable. A generic density matrix can be written as

ρ =
∑
i

Pi |ψi 〉 〈ψi | , (5.2)

where Pi are classical (non-interfering) probabilities normalized to one,
∑

i Pi = 1,
and |ψi 〉 are generic quantum states. We assume that 〈ψi |ψi 〉 = 1 and stress that
|ψi 〉’s are not necessarily eigenstates of the total energy, linear momentum, angular
momentum, or charge operators.

Starting from the definition of the charge current operator

Ĵμ(x) = �̄(x)γ μ�(x), (5.3)

expressed by the noninteracting Fermi fields �

�(x) =
∑
r

∫
d3 p

(2π)3
√
2Ep

[
Ur (p)ar (p)e−i p·x + Vr (p)b†r (p)eip·x

]
, (5.4)

we obtain the normal-ordered expectation value

Jμ(x) = 〈: Ĵμ(x) :〉 = tr
(
ρ : Ĵμ(x) :

)
=

=
∑
r ,s

∫
d3 pd3 p′

(2π)6
√
2Ep2Ep′

[
〈a†r (p)as(p′)〉Ūr (p)γ μUs(p′)ei(p−p′)·x

− 〈b†r (p)bs(p′)〉V̄s(p′)γ μVr (p)ei(p−p′)·x

+ 〈a†r (p)b†s (p
′)〉Ūr (p)γ μVs(p′)ei(p+p′)·x

+ 〈br (p)as(p′)〉V̄r (p)γ μUs(p′)e−i(p+p′)·x] .

(5.5)

It is easy to check that the stress-energy tensor has an analogous structure. In general,
none of the expectation values of the creation-destruction operators vanishes and the
integrals over three-momenta cannot be reduced to the Dirac delta functions.
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We use the Wigner representation of the Clifford algebra and we adopt the con-
vention for the massive eigenspinors1

Ur (p) = √
Ep + m

(
φr

σ ·p
Ep+m φr

)
,

Vr (p) = √
Ep + m

( σ ·p
Ep+m χr

χr

)
,

(5.6)

with the two component vectors φr and χr being the eigenstates of the matrix σz =
diag(1, −1),

φ1 =
(
1
0

)
, φ1 =

(
0
1

)
,

χ1 =
(
0
1

)
, χ2 = −

(
1
0

)
,

(5.7)

therefore, the normalization of the states |p, r〉 and the anticommutation relations
between the creation-destruction operators read

{as(q), a†r (p)} = {bs(q), b†r (p)} = (2π)3δrsδ
3(p − q),

{as(q), br (p)} = {as(q), br (p)} = {as(q), br (p)} = {as(q), br (p)} = 0,

|p, r〉 = √
2Epa

†
r (p)|0〉 ⇒ 〈q, s|p, r〉 = (2π)3δr ,sδ

3(p − q).

(5.8)

Differently from the current density, the total charge has a similar structure to the
one used in the kinetic theory

∫
d3x J 0(x) =

∫
d3 p

(2π)3

[∑
r

〈a†r (p)ar (p)〉 −
∑
r

〈b†r (p)br (p)〉
]

(5.9)

which directly comes from the normalization of the bispinors (5.6)

U †
r (p)Us(p) = V †

r (p)Vs(p) = 2Epδrs,

U †
r (p)Vs(−p) = 0,

(5.10)

and the integral representation of the Dirac delta functions, δ(3)(p ± p′), used to
perform the volume integrals. Following the same steps, one can compute the total
four-momentum

∫
d3x T 0μ(x) =

∫
d3 p

(2π)3
pμ

[∑
r

〈a†r (p)ar (p)〉 +
∑
r

〈b†r (p)br (p)〉
]

. (5.11)

1Note that in the Weyl representation of the Clifford algebra a different explicit formula for the
massive eigenspinors is typically used, but final results remain the same.
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Equations (5.9) and (5.11) should be compared to the analogous formulas obtained
from the kinetic-theory definitions (5.1),

∫
d3x J 0 =

∫
d3 p

(2π)3

[
gs

∫
d3x f (x, p) − gs

∫
d3x f̄ (x, p)

]
,

∫
d3x T 0μ =

∫
d3 p

(2π)3
pμ

[
gs

∫
d3x f (x, p) + gs

∫
d3x f̄ (x, p)

]
.

(5.12)

It is important to note that for noninteracting, spin 1/2 particles the volume integrals
are time independent. The collisionless Boltzmann equation for particles reads

∂μ

(
pμ f (x, p)

) = 0, (5.13)

hence, the expression pμ f is a conserved vector current (of course, the same property
holds also for the noninteracting antiparticles described by the function f̄ (x, p)). The
integral of the divergence (5.13) over a space-time region vanishes. Therefore, as long
as the spatial boundary for the volume integral lies outside of the region in which the
distribution function does not vanish, the integral Ep

∫
d3x f remains the same at all

times. Massive particles always have a positive Ep, therefore, the volume integral
itself is also time independent.2

Moreover, the space integral equals the integral over the freeze-out hypersur-
face [8], with d
μ being the generic hypersurface element (note that d
μ =
(d3x, 0, 0, 0) for the volume integrals in the lab frame)

gs

∫
d
μ pμ f (x, p) = gs Ep

∫
d3x f (x, p) = (2π)3Ep

dN

d3 p
. (5.14)

The last term here is the invariant number of particles per momentum cell, which is
consistent with the formula for the total number of particles

N =
∫
d3x

∫
d3 p

(2π)3
gs f (x, p) =

∫
d3x

∫
d3 p

(2π)3Ep
Epgs f (x, p). (5.15)

We note that the factor (2π)3 (to be replaced by (2π�)3 if the natural units are not
used) is included in the momentum integration measure rather than in the definition
of the phase-space distributions, and

∫
d3 p/Ep is the Lorentz-covariant momentum

integral.
In the general case, it can be proved that the expectation value of the number

operator is a nonnegative quantity and the sum over the spin states is proportional to
the (anti)particle number density in momentum space, hence

N =
∫

d3 p

(2π)3

∑
r

〈a†r (p)ar (p)〉 (5.16)

2Massless particles have a positive energy for any nonvanishing momentum and the situation for
them is quite similar.
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for particles, and

N̄ =
∫

d3 p

(2π)3

∑
r

〈b†r (p)br (p)〉 (5.17)

for antiparticles. For more information see Appendix in Sect. 5.5.
Consequently, even if the expectation values of the charge current and the stress-

energy tensor cannot be written as momentum integrals of the phase-space distri-
butions, it is possible to have consistent distribution functions for the particles and
antiparticles in the sense that they can reproduce the correct invariant momentum
(anti)particle densities

gs

∫
d3x f (x, p) =

∑
r

〈a†r (p)ar (p)〉,

gs

∫
d3x f̄ (x, p) =

∑
r

〈b†r (p)br (p)〉.
(5.18)

For heavy-ion collisions, this implies that for any given Jμ and Tμν at freeze-out,
one can construct a pair of the distribution functions ( f , f̄ ) that provide the same
total current, energy, and linear momentum

∫
d3 p

(2π)3

[
gs

∫
d3x f (x, p) − gs

∫
d3x f̄ (x, p)

]
=

=
∫

d3 p

(2π)3

[∑
r

〈a†r (p)ar (p)〉 −
∑
r

〈b†r (p)br (p)〉
]

,

(5.19)

∫
d3 p

(2π)3
pμ

[
gs

∫
d3x f (x, p) + gs

∫
d3x f̄ (x, p)

]
=

=
∫

d3 p

(2π)3
pμ

[∑
r

〈a†r (p)ar (p)〉 +
∑
r

〈b†r (p)br (p)〉
]

.

(5.20)

We note that the distributions functions obtained from the conditions (5.19) and
(5.20) provide the correct total charge and four-momentum if used in Eqs. (5.1) to
define the current density and the energy-momentum tensor. However, very different
distribution functions may provide (after integration) the same macroscopic quan-
tities. In certain cases, to remove such ambiguity, one can use additional physical
insights. For example, the specific forms of the distribution functions can be intro-
duced for systems being in (local) thermodynamic equilibrium or close to such a
state.

In any case, it is important to note that the total charge is sensitive to the imbalance
between particles and antiparticles, and the total four- momentum is sensitive to the
momentum distribution of both particles and antiparticles. Therefore, the conditions
(5.19) and (5.20) provide an important constraint on the distribution functions. How-
ever, the right-hand sides in (5.19) and (5.20) are sums over the spin states. Being
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insensitive to polarization, they are not useful to check if a given extension of kinetic
theory reproduces the average polarization in a satisfactory manner.

In the next section, we will argue that the relativistic spin tensor is sensitive
to particle polarization in a very similar way as the charge current is sensitive to
particle-antiparticle imbalance and the stress-energy tensor controls the average par-
ticle momentum.

5.3 The Relativistic Spin Tensor as a Polarization Sensitive
Macroscopic Object

In this section, we introduce and discuss in more detail one of the main objects
of our interest, namely, the relativistic spin tensor. Although it is less well-known
compared to the tensors analyzed in the previous section,we are going to demonstrate
that its intuitive understanding as a quantity related to particle’s polarization is indeed
correct.

The Noether theorem links the symmetries of the action to conserved charges
and, to a lesser extent, conserved currents. If the action A contains only first order
derivatives of the fields φa(x), we can write [15]

A[φa] =
∫

d4xL(φ, ∂μφ, x), (5.21)

where L is the Lagrangian density. If the action is invariant with respect to an
infinitesimal transformation

xμ → ξμ = xμ + εδxμ,

φa(x) → αa(ξ) = φa(x) + εδφa(x) + εδxμ∂μφa(x),
(5.22)

one can extract a conserved current

Qμ =
[

∂L
∂(∂μφa)

∂νφ
a − Lδμ

ν

]
δxν − ∂L

∂(∂μφa)

(
δφa(x) + δxν∂νφ

a(x)
)

,

∂μQμ = 0, (5.23)

where the summation over repeated indices is understood. Because of the vanishing
divergence, the integral over a space-time region of (5.23) vanishes. Hence, if the
field flux at the space boundary vanishes,3 the space integral of Q0 is a constant of
motion. For instance, considering the action of a free, massive, spin 1/2 spinor field�

A =
∫

d4x

[
i

2
�̄(x)γ μ

↔
∂ μ �(x) − m�̄(x)�(x)

]
, (5.24)

3The space-time region might be finite, with the fields going to zero at the boundary or infinite, as
long as the fields decay fast enough to have a vanishing flux at infinity.



144 L.Tinti andW.Florkowski

one has the internal symmetry under a global phase change of the fields with: δxμ ≡
0, δ� = iε�, and δ�̄ = −iε�̄. The corresponding current in this case is the charge
current Jμ

Jμ(x) = �̄(x)γ μ�(x). (5.25)

The invariance under space-time translations (with δxμ being a constant and α(ξ) −
φ(x) = −δxμ∂μφ) yields the canonical stress-energy tensor Tμν

c as the conserved
current. The conserved charge in this case is the total four-momentum of the system

Tμν
c (x) = i

2
�̄(x)γ μ

↔
∂ν �(x) − gμνL ≡ i

2
�̄(x)γ μ

↔
∂ν �(x). (5.26)

In the last passage, we have made use of the equations of motion of the fields.
Finally, we consider the invariance under the Lorentz group, i.e., boosts and rota-

tions. The representation of the Lorentz group is the source of spin in quantum
field theory, it is then expected that the conserved currents, in this case, are sensi-
tive to spin polarization. In general, for an infinitesimal Lorentz transformation one
has δxμ = ωμνxν with constant ωμν = −ωνμ. The fields will change, according to
their representation, following the rule δφa + δxμ∂μφa = −i/2ωμν(


μν)abφ
b. One

obtains then the conserved angular-momentum flux density

Mλ,μν
c = xμT λν

c − xνT λμ
c − i

∂L
∂(∂λφa)

(

μν

)a
b φb. (5.27)

We note that the comma between the first index and the last two is used to emphasize
the fact that Mλ,μν

c = −Mλ,νμ
c (different orders of the indices and conventions are

used by different authors).
The first two terms in (5.27) depend on the canonical stress-energy tensor already

obtained from the space-time translational invariance of the action and represent
the orbital part of the angular momentum. The last term in (5.27) defines the spin
contribution to the angular momentum and is called a canonical spin tensor. With


μν = i

4

[
γ μ, γ ν

]
, (5.28)

the canonical spin tensor reads

Sλ,μν
c (x) = i

8
�̄(x)

{
γ λ,

[
γ μ, γ ν

]}
�(x). (5.29)

Using the anticommutation relations {γ μ, γ ν} = 2gμν , it is straightforward to check
that Sλ,μν

c is totally antisymmetric under the exchange of any indices.
Differently from the total charges (i.e., quantities obtained by the volume inte-

grals), the conserved density currents given by the Noether theorem are not uniquely
defined. Whatever the conserved current Qμ is originally derived, if one builds
from the fields a tensor Cαμ = −Cμα , called a superpotential, the new current
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Q′μ = Qμ + ∂αCαμ is equally conserved and provides the same conserved total
charge. In the particular case of the angular momentum flux and the stress-energy
tensor, there is a class of well-known transformations that leave the conserved total
charges invariant (i.e., the generators of the Poincaré group). They are called pseudo-
gauge transformations and have the form [19]

T ′μν = Tμν + 1

2
∂λ

(
Gλ,μν − Gμ,λν − Gν,λμ

)
,

S′λ,μν = Sλ,μν − Gλ,μν − ∂α�αλ,μν.

(5.30)

The tensors Tμν and Sλ,μν on the right-hand side of Eq. (5.30) can be either the
canonical ones or the already transformed ones. The auxiliary tensor Gλ,μν must be
antisymmetric in the last two indices, while �αλ,μν should be antisymmetric in both
the first two and the last two indices.

For any pair of the stress-energy and spin tensors, the following relations hold:

∂μT
μν = 0,

∂λSλ,μν = −
(
Tμν − T νμ

)
,

(5.31)

and the total four-momentum Pμ and angular momentum Jμν read

Pμ =
∫

d3x T 0μ,

Jμν =
∫

d3x
(
xμT 0ν − xνT 0μ + S0μν

)
.

(5.32)

By construction, the last integrals are equal to those obtained with the canonical ten-
sors, therefore, Eq. (5.31) can be equallywell considered as the local four-momentum
and angular momentum conservation equations. In this work, we are not going to
discuss which pair is the most appropriate or convenient to represent the physical
densities of the (angular) momentum of a physical system. This point is reviewed in
Ref. [20].

A very special case of the transformations defined by Eq. (5.30) is the Belinfante
symmetrization procedure. In this case, one starts with the canonical tensors Tμν

c and
Sλ,μν
c , and takesGλ,μν = Sλ,μν

c and�αλ,μν = 0. As a result, one obtains a vanishing
new spin tensor Sλ,μν

B = 0, and the angular momentum conservation becomes just
the requirement that the antisymmetric part of Tμν

B vanishes. There is an apparent
paradox here, namely, that one starts with ten independent equations for 16+24=40
degrees of freedom in (5.31)4 and ends up with only four equations for 10 degrees
of freedom; the vanishing divergence of a symmetric rank two tensors.

4This is so in the case of an arbitrary original spin tensor which is antisymmetric only in the last
two indices. For the canonical spin tensor that is totally antisymmetric, the number of independent
components is 16+4=20.
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It is possible to resolve this paradox by writing the result of the Belinfante sym-
metrization in a less deceitful way, namely

∂μT
{μν}
B = 0,

T [μν]
B = 0 ⇒ ∂λSλμν

c = −
(
Tμν
c − T νμ

c

)
,

Pμ =
∫

d3x T {0μ}
B , Jμν =

∫
d3x

(
xμT {0ν}

B − xνT {0μ}
B

)
.

(5.33)

The middle line of Eq. (5.33) emphasizes an important point—although the sym-
metric part T {μν}

B of the Belinfante symmetrized stress-energy tensor Tμν
B is sepa-

rately conserved and both the total four-momentum and angular momentum can be
expressed through T {μν}

B , the requirement that the antisymmetric part of T [μν]
B van-

ishes should be treated as a complementary set of equations. Indeed, starting with
the canonical tensors obtained for the Dirac field (5.26) and (5.29), and performing
the Belinfante symmetrization, one obtains

Tμν
B = i

2
�̄(x)γ μ

↔
∂ν �(x) − i

16
∂λ

(
�(x)

{
γ λ,

[
γ μ, γ ν

]}
�(x)

)
, (5.34)

a formula which is not manifestly symmetric under a μ ↔ ν exchange. In order to
show that (5.34) is indeed symmetric, one has two options:

i) Solve exactly the Euler–Lagrange equations of motion for the fields (possible
for a free field) and directly check the symmetry of (5.34).

ii) Make use of the angular momentum conservation for the canonical tensors,
accepting them as another set of equations.
Consequently, although one needs a rank two, symmetric, and conserved tensor in
order to make a comparison with kinetic theory (since the stress-energy tensor in
kinetic theory is symmetric by construction, see Eq (5.1)), one can always consider
the equation

∂λSλμν
c = −∂λSλμν

c = −
(
Tμν
c − T νμ

c

)
, (5.35)

which remains valid. We note that the equations for the fields are usually far from
being trivial and the same property holds for the symmetrization procedure that starts
from some generic Tμν and nonvanishingSλ,μν . For instance, a different Lagrangian
density having the same Euler–Lagrange equation of motion for the fields, generally
lead to different canonical tensors. In any case, all of these tensors lead to the same
conserved charges and provide the same number of equations. For a modern and
more detailed discussion over the different possible choices of Tμν and Sλ,μν , and
their physical consequences, we refer to Refs. [21,22].

If one excludes the particular case of quantum anomalies,5 very similar arguments
to those presented above hold also in the quantum case for the operators built from

5Neither in a free theory nor in the standard model there are anomalies in the conservation laws for
the four-momentum and angular momentum. However, one has to check on a case by case basis if
this is so while dealing with a generic quantum field theory.
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fundamental fields. In particular, the canonical spin tensor in the quantum case still
reads as in Eq. (5.29), with the only addition that one has to renormalize it (make
normal ordering) to avoid infinities related to the vacuum.Themacroscopic, classical,
spin tensor is the expectation value of the quantum counterpart. For a generic (pure
or mixed) state of the system ρ we have

Sλμν
c = tr

(
ρ : Ŝλμν

c :
)

= i

8
tr
(
ρ : �̄(x)

{
γ λ,

[
γ μ, γ ν

]}
�(x) :

)
. (5.36)

This form is probably the most intuitive guess for a macroscopic object embedding
the particle’s polarization degrees of freedom, because in the total angularmomentum
operator

Ĵμν =
∫

d3x �†(x)

(
i

2
xμ

↔
∂ν − i

2
xν

↔
∂μ + i

8
γ 0
{
γ 0,

[
γ μ, γ ν

]})
�(x), (5.37)

Ŝ0,μν
c describes the last term in the roundbrackets, depending on the gammamatrices.

It is the only term that mixes the components of the spinor fields—the part stemming
from Tμν

c depends on the gradients, hence, can be interpreted as the relativistic QFT
analog of x × p, the orbital angular momentum of classical particles.

In general, similarly to the stress-energy tensor and the current, the macroscopic
spin tensor (5.36) depends on both space-time coordinates and two momentum vari-
ables. However, its volume integral can be written in terms of a single momentum
variable and the expectation values of creation/destruction operators, much like we
have seen in the previous section. The space integral of S0i j

c can be expected to be
related to the sum of the spin polarization of particles. Defining the vector of matrices

i in the following way:


i = i

4
εi jk[γ j , γ k] =

(
σi 0
0 σi

)
, ∀i ∈ {1, 2, 3} (5.38)

with σi being the 2 × 2 Pauli matrices, one has

1

2
εi jk

∫
d3x S0 jk

c

= 1

2

∑
r ,s

∫
d3x

∫
d3 pd3 p′

(2π)6
√
2Ep2Ep′

[
〈a†r (p)as(p′)〉U †

r (p)
iUs(p′)ei(p−p′)·x

− 〈b†r (p)bs(p′)〉V †
s (p′)
i Vr (p)ei(p−p′)·x

+ 〈a†r (p)b†s (p
′)〉U †

r (p)
i Vs(p′)ei(p+p′)·x

+ 〈bs(p)ar (p′)〉V †
s (p)
iUr (p′)e−i(p+p′)·x]

(5.39)
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that can be rewritten as

1

2

∑
r ,s

∫
d3 p

(2π)32Ep

[
〈a†r (p)as(p)〉U †

r (p)
iUs(p)

− 〈b†r (p)bs(p)〉V †
s (p)
i Vr (p)

+ 〈a†r (p)b†s (−p)〉U †
r (p)
i Vs(−p)e2 i Ep t

+ 〈bs(−p)ar (p)〉V †
r (−p)
iUs(p)e−2 i Ep t

]
.

(5.40)

Making use of the direct formulas for the massive eigenspinors6

Ur (p) = √
Ep + m

(
φr

σ ·p
Ep+m φr

)
,

Vr (p) = √
Ep + m

( σ ·p
Ep+m χr

χr

)
,

(5.41)

with the two component vectors φr and χr being the eigenstates of the matrix σz =
diag(1, −1),

φ1 =
(
1
0

)
, φ1 =

(
0
1

)
,

χ1 =
(
0
1

)
, χ2 = −

(
1
0

)
,

(5.42)

and the standard relations between the Pauli matrices

{σi , σ j } = 2δi, j , [σi , σ j ] = 2i εi jk σk, (5.43)

one can rewrite the matrix elements in (5.40) in the following way

U †
r (p)
iUs(p) = 2m φrσiφs + 2pi

Ep + m
φr (p · σ )φs,

V †
s (p)
i Vr (p) = 2m χsσiχr + 2pi

Ep + m
χs(p · σ )χr ,

U †
r (p)
i Vs(−p) = (

V †
s (−p)
iUr (p)

)∗ = −2i
∑
j,k

εi jk p j φrσkχs .

(5.44)

The first two terms do not correspond exactly to the polarization in the i’th direction
of a particle or an antiparticle in an eigenstate of four-momentum pμ, but they are
very closely linked to it (we discuss this point in more detail in the next section).

6Note that in the Weyl representation of the Clifford algebra a different explicit formula for the
massive eigenspinors is typically used, but the general conclusions remain the same.
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In any case, the volume integral of the canonical spin tensor is strongly related
to the polarization state of the fundamental excitations of the fields, before any
phenomenological approximation. Because of this, it is a reasonably good candidate
to study, if one wants to extend the standard treatment of hydrodynamics to include
polarization degrees of freedom.

In general, the awkward mixed terms involving creation and destruction opera-
tors are present in Eq. (5.39). They introduce time dependence in the volume inte-
gral (5.39) and have no clear interpretation in terms of particle–antiparticle degrees
of freedom. Regarding the time dependence, this is not completely unexpected since
the canonical spin tensor is not conserved, see Eq. (5.35), hence the volume integral
depends on the time at which it is done. As explained in Appendix of Sect. 5.5,
the expectation values of the mixed terms 〈a†b†〉 and 〈ab〉 do not vanish only if the
quantum state of the system is a superposition of states, and among them, some states
differ in the number of particles/antiparticles by a single particle–antiparticle pair.
How much relevant are these kind of states in a heavy-ion collision environment is
yet to be understood.

If one considers non-canonical spin tensors obtained through a pseudo-gauge
transformation (5.30), it is possible to remove the time dependent part. For instance,
the transformation proposed in [9] has the form

�̂αβ,μν = 0, Ĝλ,μν = − 1

8m
�̄(x)

([
γ λ, γ μ

] ↔
∂ν −

[
γ λ, γ ν

] ↔
∂μ

)
�(x),

(5.45)
which results in a conserved spin tensor

Sλ,μν = Sλμν
c − Gλ,μν, ∂λSλ,μν = 0. (5.46)

Hence, the flux of the spin density, described by Sλ,μν , across the freeze-out
hypersurface is equal to the volume integral of S0,μν at later times. The latter can
be computed following the same steps used for the canonical tensor. After lengthy
but straightforward calculations one obtains a time-independent formula that is still
strongly related to the polarization degrees of freedom

1

2
εi jk

∫
d3x S0, jk =

= 1

2

∑
r ,s

∫
d3 p

(2π)3

[
〈a†r (p)as(p)〉

(
Ep

m
φrσiφs − pi

m(Ep + m)
φr (p · σ )φs

)

−〈b†r (p)bs(p)〉
(
Ep

m
χsσiχr − pi

m(Ep + m)
χs(p · σ )χr

)]
.

(5.47)
It is important to note that the term in the brackets, despite reducing to the polar-
ization of a two component spinor in the nonrelativistic limit (m → ∞), does not
correspond to the polarization of a relativistic particle. Therefore, the last integral
must not be confused with the average (relativistic) polarization multiplied by the
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average number of (anti)particles. For a discussion of the spin tensor in the context
of relativistic thermodynamics, we refer to [23,24], see also Becattini’s review in
this monograph [13].

5.4 Particle Polarization, theWigner Distribution, and the
Polarization Flux Pseudotensor

We have already shown that the spin tensor is a macroscopic object sensitive to the
polarization of the excitations of a free quantum field. In this section, we show that
the relativistic Wigner distribution is the appropriate extension of the distribution
function, that takes into account the polarization degrees of freedom. In particular,
the Wigner distribution of a generic state of the system can be linked to the average
polarization of particles with fixedmomentum, which is probably themost important
thing from the point of view of comparisons of theory predictions with experimental
data.

Our starting point is a relativistic polarization pseudovector, namely, the rela-
tivistic counterpart of the expectation value 〈ψ |σ |ψ〉 used for a two component,
nonrelativistic spinor. An important property to take into account is that the latter is
a constant of motion for free particles (the free hamiltonian commutes with the Pauli
matrices). Thus, the most straightforward way to generalize the concept of 〈ψ |σ |ψ〉
is to look at the classical (non-quantum) relativistic generalization of the internal
angular momentum and to apply the same reasoning to the operators in QFT.

For a classical (extended) object the angularmomentum reads j = x × p + s, with
s being the intrinsic angular momentum.7 The immediate relativistic generalization
is [25,26]

jμν = xμ pν − xν pμ + sμν, (5.48)

with an antisymmetric tensor sμν = −sνμ. It is easy to notice that the components
(1/2)

∑
j,k εi jk j jk describe the angular momentum, while the components j0i are

needed for relativistic covariance, to have the correct transformation rules changing
the frame of reference.

The polarization pseudovector �μ is proportional to the dual of the angular
momentum, contracted with the four-momentum8

�μ = − 1

2m
εμνρσ jνρ pσ = − 1

2m
εμνρσ sνρ pσ . (5.49)

7At the classical level, the latter corresponds to rotation with respect to an internal axis of the
extended object.
8A very similar definition is used for the Pauli–Lubanski pseudovector. It follows the same con-
struction procedure, but without mass in the denominator. Besides different physical dimensions, it
is a very close concept which is well defined in the massless case. Since we focus on massive fields
herein, we are not going to analyze it. It is useful to notice, however, that using the Pauli–Lubanski
definition, one can follow the same steps in the massless case, obtaining the helicity distribution
instead of the polarization one.
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Here we have made use of the definition (5.48), removing the contribution of the
orbital momentum since it is proportional to the four-momentum and vanishes after
contraction with the Levi-Civita symbol. In any inertial reference frame comoving
with the system (hence for p = 0) the polarization pseudovector has a vanishing time
component, and the space components are just the intrinsic angular momentum s.

Since �μ is the contraction of an antisymmetric object with the totally antisym-
metric εμνρσ and the four-momentum pμ, one needs only tree components to fully
describe it, for instance, the space ones. Having these comments in mind, we obtain

0 = pμ�μ = Ep�
0 − p · � ⇒ �0 = p · �

Ep
. (5.50)

It is particularly useful to write the polarization pseudovector in the comoving frame,
�com., in terms of the polarization in the lab frame. It will serve us later to make a
direct connection between the relativistic polarization operator and the nonrelativistic
one, 〈ψ |σ |ψ〉.

A boost �p from the lab frame to the comoving frame is characterized by the
speed β = ‖p‖/Ep and the Lorentz gamma factor γ = 1/

√
1 − β2 = Ep/m. The

zeroth component of �μ must vanish after such a boost, as immediately follows
from Eq. (5.50)

�0 �p−→ �0
com. = γ

(
�0 − β

� · p
‖p‖

)
= γ

(
�0 − � · p

Ep

)
≡ 0. (5.51)

On the other hand the non-trivial spatial part reads

�com. = � − � · p
‖p‖2 p + γ

(
� · p
‖p‖ − β�0

)
p

‖p‖

= � − � · p
‖p‖2

[
1 − Ep

m

(
1 − ‖p‖2

E2
p

)]
p

= � − � · p
‖p‖2

[
Ep − m

Ep
≡ ‖p2‖

Ep(Ep + m)

]
p

= � − � · p
Ep(Ep + m)

p.

(5.52)

In relativistic quantum field theory one has the operator analog of the polariza-
tion (5.49) for a massive Dirac field, namely, the operator

�̂μ = − 1

2m
εμνρσ : Ĵνρ :: P̂σ : . (5.53)
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We note that one has to use normal ordering for the two operators separately, because
otherwise the expectation value of �̂μ in single particle states would vanish.9 The
most general one-particle state |ψ1〉 for a free field reads

|ψ1〉 =
∑
r

∫
d3 p

(2π)32Ep
ψ1(p, r)|p, r〉, (5.54)

with the normalization

1 = 〈ψ1|ψ1〉 =
∑
r

∫
d3 p

(2π)32Ep
ψ∗
1 (p, r)ψ1(p, r), (5.55)

in which we made use of the normalization of the states

〈p, r |q, s〉 = 2Ep(2π)3δrs δ3(p − p′). (5.56)

The polarization vector then reads

〈ψ1|�̂μ|ψ1〉 = − 1

2m
εμνρσ

∑
r ,r ′

∫
d3 pd3 p′

(2π)62Ep2Ep′
ψ∗
1 (p′, r ′)ψ1(p, r)×

× 〈p′, r ′| : Ĵνρ :: P̂σ : |p, r〉.
(5.57)

Using the anticommutation relations

{as(q), a†r (p)} = (2π)3δrsδ
3(p − q), (5.58)

and taking into account the definition

|p, r〉 = √
2Epa

†
r (p)|0〉, (5.59)

it is relatively straightforward to prove that

: P̂σ : |p, r〉 = pσ |p, r〉, (5.60)

where P̂μ is the total four-momentum operator

: P̂μ :=
∑
s

∫
d3q

(2π)3
qμ
[
a†s (q)as(q) + b†s (q)bs(q)

]
. (5.61)

9If one applies the normal ordering : Ĵνρ P̂σ : at the operator level there are two destruction operators
on the left-hand side, which annihilate any single particle state. One would need at least two
(anti)particle states to have a nonvanishing expectation value.
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The situation is slightly more complicated for the expectation value of the angular
momentumoperator 〈p′, r ′| : Ĵνρ : |p, r〉.One can check that a non-zero contribution
reads

〈ψ1|�̂μ|ψ1〉 = − 1

2m
εμνρσ

∑
r ,r ′

∫
d3 pd3 p′

(2π)62Ep2Ep′
ψ∗
1 (p′, r ′)ψ1(p, r)pσ ×

× 〈p′, r ′| : Ĵνρ : |p, r〉 =

= − 1

2m
εμνρσ

∑
r ,r ′

∫
d3x

∫
d3 pd3 p′

(2π)62Ep2Ep′
ψ∗
1 (p′, r ′)ψ1(p, r)pσ ×

× i

8
U †
r ′(p′)γ 0

{
γ 0,

[
γν, γρ

]}
Ur (p)e−i(p−p′)·x =

= − 1

4m
εμi jσ εi jk

∑
r ,r ′

∫
d3 p

(2π)3

ψ∗
1 (p, r ′)ψ1(p, r)

2Ep

pσ

2Ep
U †
r ′(p)
kUr (p).

(5.62)

In particular, the space part of the polarization 〈ψ1|�̂|ψ1〉 reads

〈ψ1|�̂|ψ1〉 = 1

4m

∑
r ,s

∫
d3 p

(2π)3

ψ∗
1 (p, r)ψ1(p, s)

2Ep
U †
r (p)

(
σ 0
0 σ

)
Us(p) =

= 1

2

∑
r ,s

∫
d3 p

(2π)3

ψ∗
1 (p, r)ψ1(p, s)

2Ep

[
φrσφs + φr (p · σ )φs

m(Ep + m)
p
]

.

(5.63)
At this point, with the help of (5.52), it is possible to highlight the link between the

expected value we have just computed and the nonrelativistic polarization 〈ψ |σ |ψ〉.
We first define the spin momentum-dependent density matrix

frs(p) = ψ∗
1 (p, r)ψ1(p, s)

2Ep
, (5.64)

which is a two-by-two Hermitian matrix in the indices r , s for every value of the
momentump and describes a polarized state. It is normalized to one, i.e., its trace over
the r , s indices is unitary while integrated with the measure

∫
d3 p/(2π)3 (because

of the normalization of the wave function (5.55)). Taking into account a momentum
eigenstate of the form frs = (2π)3Hrsδ

3(p − p̃),10 one finds the polarization

1

2

∑
r ,s

Hrs

[
φrσφs + φr (p̃ · σ )φs

m(Ep̃ + m)
p̃
]

, (5.65)

10This is actually forbidden, since the wave function ψ1 is a regular distribution in momentum.
However, one can have the spin density matrix factorized in a Hermitian 2 × 2 matrix times and
arbitrarily sharp gaussian in the momentum. Such a strongly delocalized state is, for all practical
purposes, equivalent to a momentum eigenstate.
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with Hrs = H∗
sr and tr(H) = 1. Making use of (5.52), one finds that the polarization

in the comoving frame reads

1

2

∑
r ,s

Hrsφrσφs, (5.66)

which is, indeed, the polarization of a nonrelativistic spinor. Hence, it is limited
between −1/2 and 1/2 in each direction.

It is important to note, however, that the polarization in the lab frame is not limited.
For instance

H =
(
1 0
0 0

)
⇒ 〈�̂〉 = 1

2

⎛
⎜⎜⎝

p̃z p̃x
m(Ep̃+m)

p̃z p̃y
m(Ep̃+m)

1 + p̃2z
m(Ep̃+m)

⎞
⎟⎟⎠ , (5.67)

which has, manifestly, arbitrarily large components as long as p̃z �= 0, maintaining
the expected polarization (0, 0, 1/2) in the comoving frame for a z polarized state. For
amore general case, i.e., if frs /∝δ3(p − p̃), onemust keep the relativistic corrections.

If one considers the defining relation (5.64), the spin density matrix has an imme-
diate physical interpretation. The trace

∑
r

[
frr (p)

(2π)3

]
(5.68)

is the probability density to obtain p in a momentummeasurement, while the average
polarization in the comoving frame reads

1

2

∑
rs

[
frs(p) (φrσφs)

]
∑

t

[
ft t (p)

] . (5.69)

We thus see that the spin densitymatrix is sufficient to characterize themost important
experimental observables for a free spin 1/2 particle. It is understood that all the
steps can be repeated for a single antiparticle wave function to obtain the antiparticle
polarization, which depends on the antiparticle spin density matrix f̄r s(p). The only
significant difference is an overall −1 sign, because of the corresponding sign in the
spin part of the normal ordered angular momentum operator, and an exchange of the
r and s indices in the χ bispinors compared to the φ for the particles .11

The appropriate generalization of the classical distribution function is expected,
therefore, to produce in some limit a multiparticle generalization of the spin density

11Which can be expected, since the conventional two component spinorsχ in the negative frequency
solutions of theDirac equation are takenwith the opposite eigenvalue of σz , compared to the positive
frequency solutions.
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matrix that provides both the spectrum in momentum of the produced particles and
their average polarization. As we have already anticipated, the desired object is the
Wigner distribution. Its most convenient definition is

ŴAB(x, k) =
∫

d4v

(2π)4
e−ik·v �

†
B(x + v/2)�A(x − v/2), (5.70)

that is, it is a four by four matrix obtained from thecomponents of two fields,
�(y)†B�A(z), Fourier transformed with respect to the relative distance v = z − y,
and with x = (z + y)/2 being the middle space-time point. The inversion on the
relative position of the matrix elements between the left and right-hand side of the
last equation is needed in order to use the ordinary rules in matrix multiplications
with respect to the A, B indices. In the remainder of this work, we will omit the
matrix indices, understanding the matrix nature, and we will just write, e.g., UrU

†
r

without indices in a similar way, understanding the fact that it is a 4 × 4 matrix.
An important property of the Wigner distribution (5.70) is that it is a Hermi-

tian matrix representing physical observables (at least in principle). Moreover, one
expects that the usual causality rules apply to it. It is worth mentioning that some
authors use a different sign convention or use �̄B�A in the definition ofW (x, k) [16–
18], thus making the alternatively defined matrix a non-Hermitian one, so one must
check which version of the Wigner distribution is actually used while comparing
different works. In any case, a matrix multiplication with γ 0 and an eventual multi-
plication by a constant is enough to switch notation.

By the correspondence principle, the classical distribution is the expectation value
of the renormalized operator

W (x, k) = tr
(

: Ŵ (x, k) :
)

. (5.71)

Making use of the definition (5.70), and assuming some minimal smoothness of the
integrals,12 one can rewrite the expectation value of any bilinear form in the Dirac
fields using integration over the momentum k of the trace of the macroscopicWigner
distribution (5.71)

tr

(
ρ : �̄(x)γ ν1 · · · γ νn

i

2

↔
∂μ1 · · · i

2

↔
∂μm �(x) :

)

=
∫
d4k kμ1 · · · kμm tr4

(
W (x, k)γ 0 γ ν1 · · · γ νn

)
.

(5.72)

Here, the trace on the left-hand side is the usual trace over the quantum states,
while tr4 on the right-hand side denotes the trace over the matrix indices. To derive

12In order to exchange the order of the integrations and integrate by parts.
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the formula (5.72), we have used the integral representation of the Dircac delta
δ4(v) = ∫

d4k/(2π)4 exp{−ik · v} and performed the integration by parts
∫

d4v kμ e−ik·v[· · · ] =
∫

d4v
(
i∂μ

(v) e
−ik·v) [· · · ] =

∫
dvk e−ik·v (−i∂μ

(v)

)
[· · · ].
(5.73)

In the next step, we can use the definition of the Dirac fields to expand (5.71) and to
explicitly represent it in terms of the expectation values of the creation/destruction
operators

W (x, k) =
∑
rs

∫
d4v

(2π)4
e−ik·v

∫
d3 pd3q

(2π)6
√
2Ep2Eq

[

〈a†r (p)as(q)〉U †
r (p)Us(q)ei(p−q)·x ei

(
p+q
2

)
·v+

− 〈b†r (p)bs(q)〉V †
s (q)Vr (p)ei(p−q)·x e−i

(
p+q
2

)
·v+

+ 〈bs(q)ar (p)〉V †
s (q)Ur (p)e−i(p+q)·x ei

(
p−q
2

)
·v+

+〈a†r (p)b†s (q)〉U †
r (p)Vs(q)ei(p+q)·x ei

(
p−q
2

)
·v
]

,

(5.74)

it is important to remind that both sides must be a matrix, therefore, the eigenspinors
are not contracted but must be read, eg, (U †

r )B(Us)A, according to (5.70). The
last formula (5.74) allows us to make two important observations. The first one is
that, after performing the d4v integral, each of the four sectors is proportional to
the Dirac delta function δ4(k ± (p ± q)/2), with a different combination of the +
and − signs in each sector. The momenta pμ and qμ are both on the mass shell
but their combination, in general, is not. The pure particle/antiparticle contributions
have δ4(k ± (p + q)/2)which can be on shell if and only if p = q . Themixed terms,
however, include δ4(k ± (p − q)/2) where (p − q)/2 is never on shell and always
space-like. This is the reason why we call kμ a wave number vector, in order not to
confuse it with the four-momentum of some particle-like degree of freedom.

The second and possibly the most important thing to notice is that kμW (x, k) is
conserved, i.e., kμ∂μW (x, k) = 0, as one can check directly by applying kμ∂μ to
the right-hand side of (5.74) and using the integration by parts in (5.73) to convert
the wavenumber vector k into a derivative with respect to v. This is a consequence
of the Dirac equation for the fields, which implies that the Klein-Gordon equation is
satisfied as well.

Because of the conservation of kμW (x, k), one can use the same mathematical
framework as that already used for the conserved fluxes such as Tμν and the classical
expression pμ f (x, p). Here we can see the reason of the choice to define theWigner
operator as Hermitian. Being kμW (x, k) Hermitian too (an observable) is expected
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to follow causality rules. As a consequence of the Gauss theorem, the flux over the
freeze-out hypersurface (or any other surface following the freeze-out) is equal to
the volume integral13

∫
d
μ kμ W (x, k) =

∫
d3x k0 W (x, k). (5.75)

The analysis of the volume integral corresponds to a considerable simplification in
the treatment of the Wigner distribution, like for the other quantum objects we have
seen. Integrating directly (5.74) one obtains

∫
d3x k0 W (x, k) =

∑
rs

∫
d3 p

(2π)3

k0

2Ep

[
δ4(k − p) 〈a†r (p)as(p)〉U †

r (p)Us(p)+

−δ4(k + p) 〈b†r (p)bs(p)〉 V †
s (p)Vr (p)

]
.

(5.76)
The mixed terms vanish exactly, since the volume integral provides a δ3(p + q).
Therefore, the Dirac function δ4(k ± (p − q)/2) becomes δ(k0)δ3(k ± p) in this
case. The appearance of k0 makes these terms vanishing, as k0δ(k0)δ3(k ± p) ≡ 0.

The flux of the Wigner distribution (5.75) has many interesting properties. They
can be identified while looking at its explicit form given by (5.76). It includes an on
shell positive frequency contribution for the particles and a negative frequency (with
negative momentum) contribution for the antiparticles. With k being on the mass
shell, one can divide by k0 since ‖k0‖ ≥ m – something that cannot be done for the
full distribution (5.74). Having in mind the normalization tr4(U

†
r (p) ·Us(p)) = U †

r ·
Us = 2Epδrs = V †

r · Vs = tr4(V
†
r (p)Vs(p)), and the exact relations (see Appendix

in Sect. 5.5)

∑
r

〈a†r (p)ar (p)〉
(2π3)

= dN

d3 p
,

∑
r

〈b†r (p)br (p)〉
(2π3)

= d N̄

d3 p
, (5.77)

it is immediate to verify that the trace of the flux (5.76) reads

∫
d
μ kμW (x, k) = δ(k0 − Ek) Ek

dN

d3 p
(k) + δ(k0 + Ek) Ek

d N̄

d3 p
(−k). (5.78)

In other words, the positive frequency contribution to the flux is directly expressed by
the (invariant) spectrum of particles with momentum k; while the negative frequency
contribution is given by the invariant spectrum of antiparticles with momentum −k.

13The hypothesis of an isolated system is important too. Being the integrand an observable, the
flux over the light cone starting from the spatial boundary of an isolated system must be vanishing.
Causality prevents theWigner distribution to flow out of the light cone, as it would be a superluminal
signal transfer, and the hypothesis of an isolated system prevents any signal to flow inside of the
light cone. The flux over the light cone is therefore vanishing.
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The structure of (5.76) is quite rich. It does not include the (anti)particle’s spectra
only but depends on the polarization states. By construction, the expectation val-
ues 〈a†r (p)as(p)〉 and 〈b†r (p)bs(p)〉 have a very similar structure to the one-particle
spin density matrix (5.64). They are both Hermitian matrices with respect to the
indices r , s for all values of p. Moreover, their diagonal elements 〈a†r (p)ar (p)〉
and 〈b†r (p)br (p)〉 are always non-negative. The only difference is the normaliza-
tion. Instead of being normalized to 1 they are normalized to the average number of
particles 〈N 〉 and antiparticles 〈N̄ 〉

∑
r

∫
d3 p

〈a†r (p)ar (p)〉
(2π3)

=
∫
d3 p

dN

d3 p
= 〈N 〉,

∑
r

∫
d3 p

〈b†r (p)br (p)〉
(2π3)

=
∫
d3 p

d N̄

d3 p
= 〈N̄ 〉.

(5.79)

They provide therefore the desired generalization of the one-particle spin density
matrix to the multiparticle case. The flux of the Wigner distribution (5.75) directly
depends on them, it is therefore not surprising that one canget the averagepolarization
density in momentum space from it. Making use of both (5.75) and (5.76) we find

1

2m
tr4

[(∫
d
μ kμ W (x, k)

)
γ 0γ iγ5

]
=

= 1

4m

∑
r ,s

∫
d3 p

[
δ4(k − p)

〈a†r (p)as(p)〉
(2π3)

U †
r (p)

(
σi 0
0 σi

)
Us(p)+

δ4(k + p)
〈b†r (p)bs(p)〉

(2π3)
V †
s (p)

(
σi 0
0 σi

)
Vr (p)

]
=

= 1

2

∑
r ,s

{
δ(k0 − Ek)

〈a†r (k)as(k)〉
(2π3)

[
φrσiφs + φr (k · σ )φs

m(Ek + m)
ki

]
+

δ(k0 + Ek)
〈b†r (−k)bs(−k)〉

(2π3)

[
χsσiχr + χs(k · σ )χr

m(Ek + m)
ki

]}
,

(5.80)

which can be immediately recognized as the average polarization of particles with
momentumk (multiplied by the (non-invariant) spectrumdN/d3 p(k) for the positive
frequency) minus the average polarization of antiparticles of momentum −k (times
the spectrum d N̄/d3 p(−k)). Since the spectra can be calculated from the flux of the
Wigner distribution, one can obtain the average polarizations of particles, 〈�(p)〉,
and antiparticles, 〈�̄(p)〉, for any momentum p,
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〈�(p)〉 = 1

2

∑
r ,s

〈a†r (p)as(p)〉∑
t 〈a†t (p)at (p)〉

[
φrσφs + φr (p · σ )φs

m(Ep + m)
p
]

,

〈�̄(p)〉 = −1

2

∑
r ,s

〈b†s (p)br (p)〉∑
t 〈b†t (p)bt (p)〉

[
χrσχs + χr (p · σ )χs

m(Ep + m)
p
]

.

(5.81)

Making use of (5.52) one can compute the polarization in the comoving frame as
usual.

It is straightforward to check that the trace tr4
[ 1
2m

(∫
d
μ kμ W (x, k)

)
γ 0γ 0γ5

]
corresponds to the momentum density of �0 (i.e., it is equal to the time component
of the polarization vector – particle contribution for the positive frequency minus the
antiparticle contribution for the negative frequency). The same structure of the trace
is obtained with γ 0 replaced by γ i . One can summarize all these results by making
use of the definitions

〈�0(p)〉 = 〈�(p)〉 · p
Ep

, 〈�̄0(p)〉 = 〈�̄(p)〉 · p
Ep

, (5.82)

to complete the covariant 〈�μ(p)〉 with the correct time component.14 Thus, the
compact form of the previous results on the average polarization reads

1

2m
tr4

[(∫
d
λ k

λ W (x, k)

)
γ 0γ μγ5

]
=

= δ4(k0 − Ek)
dN

d3 p
(k) 〈�μ(k)〉 − δ4(k0 + Ek)

dN

d3 p
(−k) 〈�̄μ(−k)〉.

(5.83)

The last equation, in conjunction with the exact result in (5.78), is enough to grant
that the Wigner at the freeze-out hypersurface is sufficient to predict all the relevant
experimental spectra of produced (anti)particles.

In the last section, we have seen that the spin tensor is a macroscopic observable
sensitive to the microscopic polarization states. Looking at the relaitively simple
trace on the left-hand side of (5.83), one may think if there is macroscopic object
related to this. Taking into account the exact conversion rules (5.72), one finds that
the d4k integral of the left-hand side reads

1

2m

∫
d4k tr4

[(∫
d
λ k

λ W (x, k)

)
γ 0γ μγ5

]
=

=
∫
d
λ〈: i

4m
�̄

( ↔
∂λ γ μγ5

)
� :〉.

(5.84)

14Compare with Eq. (5.50) for a quick check.
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It is, therefore, the flux of (the expectation value of) the rank 2 pseudotensor

i

4m
�̄(x)

( ↔
∂λ γ μγ5

)
�(x), (5.85)

which we may call the polarization flux pseudotensor, given its relation to the inte-
gral of the polarization pseudovector density. It is straightforward to check that its
divergence in the λ index vanishes. Hence, it is conserved, as one could expect since
its flux is time independent. It does not correspond to any spin tensor, but it provides
a valid alternative as a macroscopic object sensitive to the micorscopic polarization
states.

5.5 Summary

In this work, we have extended the standard kinetic-theory formalism to include spin
polarization for particles with spin 1/2. This has been achieved by using the spin
tensor and the Wigner function. Our results can be used for the interpretation of the
heavy-ion data describing spin polarization of the emitted hadrons.

Acknowledgements Wewould like to thankF.Becattini, B. Friman,R.Ryblewski, andE. Speranza
for insightful discussions. L.T. was supported by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) through the CRC-TR 211 “Strong-interaction matter under extreme
conditions” - project number 315477589–TRR 211. W.F. was supported in part by the Polish
National Science Center Grants No. 2016/23/B/ST2/00717.

Appendix: ExpectationValues of Creation and Destruction
Operators

In this appendix, we show details of the calculations of the expectation values of
creation and destruction operators. In particular, we find an interesting and intuitive
link between the average (anti)particle number and the quantumfluctuations required
for the mixed terms (〈a†b†〉 and 〈ab〉) to be nonvanishing.

The starting point is the density matrix (5.2), which reads

ρ =
∑
i

Pi |ψi 〉 〈ψi | . (5.86)

All Pi ’s are classical probabilities

∑
i

Pi = 1. (5.87)
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The states |ψi 〉 are proper quantum states, that is, they are normalized to one

〈ψi |ψi 〉 = 1, ∀i . (5.88)

The expectation value O of any quantum operator15 Ô is a weighted average of the
expectation values in the pure states, with the classical weights Pi

O = tr
(
ρ Ô

)
=
∑
i

Pi tr
(

|ψi 〉 〈ψi | Ô
)

, (5.89)

therefore, our problem reduces to the expectation value in a generic pure state.
The trace must be taken over a complete set of independent states (not necessarily
quantum states that are normalized to one). Since we are interested in the expectation
values of the creation and destruction operators of four-momentum and polarization
eigenstates, the most convenient states are N -particle and N̄ -antiparticle ones. The
trace is defined as an integration over the momentum degrees of freedom and a sum
over discrete polarizations, namely

tr
(
· · ·
)

=
∑
r

∫
d3 p

(2π)32Ep
〈p, r | · · · |p, r〉+

+
∑
r ,s

∫
d3 p

(2π)32Ep

d3q

(2π)32Eq
〈p, r , q, s| · · · |p, r , q, s〉 + · · · ,

(5.90)
and so on, until exausting all the combinations of N particles and N̄ antiparticles. In
the last formula the standard definition is used

|p, r〉 = √
2Epa

†
r (p)|0〉, (5.91)

along with the analogous expressions for antiparticles and multiparticle states. The
anticommutation relations have the form

{ar (p), a†s (p
′)} = {br (p), b†s (p

′)} = (2π)3δrs δ3(p − p′), (5.92)

with the normalization

〈p, r |q, s〉 = 2Ep(2π)3δrs δ3(p − p′). (5.93)

It is convenient to introduce the compact notation for multiparticle states

|p, r; q̄, s̄〉 = |p1, r1, p2, r2, · · · pN , rN ; q̄1, s̄1, q̄2, s̄2, · · · q̄N̄ , s̄N̄ 〉,∫
[d p]N [dq̄]N̄ =

∫
d3 p1

(2π)32Ep1
· · · d3 pN

(2π)32EpN

d3q̄1
(2π)32Eq̄1

· · · d3q̄N̄
(2π)32Eq̄N̄

,
(5.94)

15In general one needs the renormalized operators. For free fields this is just the normal ordering,
that is, removing the vacuum expectation value. We always assume massive free Dirac fields and
normal ordering in this section.
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where the bar is used to distinguish antiparticle from particle variables. In this way
the trace (5.90) can be written in a more compact form as

tr

(
· · ·
)

=
∑
N ,N̄

∑
r ,s̄

∫
[d p]N [dq̄]N̄ 〈p, r; q̄, s̄| · · · |p, r; q̄, s̄〉. (5.95)

This compact notation is useful to write the generic quantum state |ψ〉

|ψ〉 =
∑
N ,N̄

∑
r ,s̄

∫
[d p]N [dq̄]N̄ αN ,N̄ (p, r; q̄, s̄) |p, r; q̄, s̄〉, (5.96)

where the complex functions αN ,N̄ (p, r; q̄, s̄) are partial N -particle-N̄ -antiparticle
wave functions in momentum space. The normalization reads

1 = 〈ψ |ψ〉 =
∑
N ,N̄

∑
r ,s̄

∫
[d p]N [dq̄]N̄ α∗

N ,N̄
(p, r; q̄, s̄)αN ,N̄ (p, r; q̄, s̄) =

=
∑
N ,N̄

‖αN ,N̄‖2,
(5.97)

with‖αN ,N̄‖2 being a shorthand notation for the (non-negative16) sum of integrals

‖αN ,N̄‖2 =
∑
r ,s̄

∫
[d p]N [dq̄]N̄ α∗

N ,N̄
(p, r; q̄, s̄)αN ,N̄ (p, r; q̄, s̄). (5.98)

The tensor product |ψ〉〈ψ |, that is, the projector on the quantum state |ψ〉 reads

|ψ〉〈ψ | =
∑
N ,N̄

∑
r ,s̄

∑
N ′,N̄ ′

∑
r ′,s̄′

∫
[d p]N [dq̄]N̄ [d p′]N [dq̄ ′]N̄×

× α∗
N ′,N̄ ′(p

′, r ′; q̄ ′, s̄′)αN ,N̄ (p, r; q̄, s̄) |p, r; q̄, s̄〉〈p′, r ′; q̄ ′, s̄′|.
(5.99)

Making use of the normalization relations between the states, it is possible to write
the trace in a pure state |ψ〉 of an operator Ô in the compact form

tr
(

|ψ〉 〈ψ | Ô
)

=
∑
N ,N̄

∑
r ,s̄

∑
N ′,N̄ ′

∑
r ′,s̄′

∫
[d p]N [dq̄]N̄ [d p′]N [dq̄ ′]N̄×

× α∗
N ′,N̄ ′(p

′, r ′; q̄ ′, s̄′)αN ,N̄ (p, r; q̄, s̄) 〈p′, r ′; q̄ ′, s̄′|Ô|p, r; q̄, s̄〉.
(5.100)

There is a couple of results that can be immediately inferred from the last formula.
The first one is that the expectation values of a†b† and ba, for any momentum and

16Being the sum of integrals of a real non-negative weight of the forms z∗z.
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polarization combination, can be nonvanishing if and only if the quantum state of
the system is in a superposition of states with different particle content. More pre-
cisely, only the quantum interference between states that differ exactly by a particle-
antiparticle pair can give a nonvanishing contribution ( understanding that the integral
over the partial wave functions can still simplify and give a vanishing result).

The second observation is that the expectation value of a†a and b†b can be simpli-
fied. The only combinations that can give a contribution are the ones between states
with exactly the same number of particles and the same number of antiparticles. In
the following computations, we consider only the term a†a, understanding that the
very same transformations hold for antiparticles.

As a particular case of (5.100) one can write the expectation value of a†r (p)as(p′)

tr
(

|ψ〉 〈ψ | a†r (p)as(p′)
)

=
∑
N ,N̄

∑
t,t ′

∑
ū,ū′

∫
[dk]N [dk′]N [dq̄]N̄ [dq̄ ′]N̄×

× α∗
N ,N̄

(k′, t ′; q̄ ′, ū′)αN ,N̄ (k, t; q̄, ū)〈k′, t ′; q̄ ′, ū′|a†r (p)as(p′)|k, t; q̄, ū〉.
(5.101)

It is relatively simple to obtain the final formula by making use of the standard
anticommutation relations

· · · a†r (p)as(p′)
√
2Ek j a

†
t j (k j ) · · · =

· · · a†r (p)
√
2Ek j

(
{as(p′), a†t j (k j )} − a†t j (k j )as(p′)

)
· · · =

· · ·
√
2Ek j

(
a†t j (k j )a

†
r (p)as(p′) + a†r (p)(2π)3δst j δ

3(k j − p′)
)

· · · =
· · ·
[√

2Ek j a
†
t j (k j )

(
a†r (p)as(p′)

)+
√
2Ep′(2π)3δst j δ

3(k j − p′)a†r (p)
]
· · · =

= · · ·
[√

2Ek j a
†
t j (k j )

(
a†r (p)as(p′)

)+

+
√
2Ep′

2Ep
(2π)3δst j δ

3(k j − p′)
√
2Epa

†
r (p)

]
· · ·

(5.102)
In other words, even if a†r (p)as(p′) doesn’t commute with the creation operators, it is
possible to “move it to the right”. However, each timewe do that we have to add a new
state, with a delta between the j’th degrees of freedom and the destruction operator
as(p′), a numerical factor (2π)3

√
Ep′/Ep and a substitution of the momentum and

polarization at the j’th place with the ones related to the creation operator a†r (p).
After moving to the right all the particle creation operators, a†r (p)as(p′) commutes
with the creation operators of the antiparticles (if present).
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In the end, after making use of the normalization of the eigenstates we find

tr
(

|ψ〉 〈ψ | a†r (p)as(p′)
)

= 0+

+ 1√
2Ep2Ep′

∑
N̄ ,N>0

N∑
j+1

∑
t−t j

∑
ū

∫
[dk](N− j)[dq̄]N̄×

× α∗
N ,N̄

(k − k j , p, t − t j , r; q̄, ū)αN ,N̄ (k − k j , p′, t − t j , s; q̄, ū).

(5.103)

The notation
∑

t−t j

∫
d[k](N− j) means that the integral and the sum is over all

the particle degrees of freedom except for the j’th. In the similar way αN ,N̄ (k −
k j ,p, t − t j , r; q̄, ū) is a shorthand notation for the (partial) wave function with the
j’th degrees of freedom fixed to the momentum p and polarization r .

The formula (5.103) has many interesting consequences. Besides the expected
vanishing expectation value for purely antiparticle states, one can immediately check
that the expectation value of a†r (p)ar (p) is nonnegative, since it is a series of integrals
and sums of squares.Moreover, as one could expect, it is linked to the average number
of particles. Indeed, the expression

∑
r

∫
d3 p

(2π)3
tr
(|ψ〉〈ψ |a†r (p)ar (p)

) =
∑
N

N
∑
N̄

‖αN ,N̄‖2, (5.104)

exactly gives the average number of particles in the state |ψ〉 because of the nor-
malization (5.97). More interestingly, the expectation value of a†r (p)as(p) (same
momentum, different polarization) performs the role of amomentum-dependent spin
density matrix. The momentum integral of the trace is proportional to the average
number of particles, but the matrix itself is sensitive to polarization in the r , s indices
and can be used to obtain the average number of particles, per momentum cell, for
some polarization states.

All these arguments do not change if one reinserts the classical probabilities Pi
from (5.86) and deals with mixed states. The classical fluctuations do not change the
properties of the spin density matrix, like the non-negative diagonal elements and
normalization of the trace (after dividing by (2π)3 and integrating over momentum,
like for the pure states) does not change the average number of particles.
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6QuantumKineticDescriptionof Spin
andRotation

Yin Jiang, Xingyu Guo and Pengfei Zhuang

Abstract

Motivated by the generation of extremely strong axial vector fields, i.e., magnetic
and vortical fields, and development of hadron polarization measurement in rela-
tivistic heavy ion collisions, the quantum kinetic theory becomes more and more
important in the phenomenological study on the quark–gluon plasma evolution. In
this chapter the quantum correction is introduced intuitively with canonical quan-
tization and path integral approaches. The quantum kinetic theory formulatedwith
Wigner function is discussed in detail to develop the quantum transport equations
for chiral and massive fermions. As a straightforward application the polarization
and anomaly effect are studied in the presence of background magnetic field and
vorticity distribution. Finally the experimental results and numerical simulation
frameworks are briefly reviewed.

6.1 Introduction

Transport phenomena are ubiquitous in nature. From galaxy evolution to particle
motion in medium, the transport phenomena could be understood as irreversible
processes of statistical nature stemming from continuous random motion of effec-
tive degrees of freedom. The study on classical transport theory could be traced
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back to eighteenth century, when even the idea of energy conservation and thus
the treatment of elastic collisions are not established. Thereafter it was developed
by many physicists, including Rudolf Clausius, James Clerk Maxwell, and Ludwig
Boltzmann. Focusing on the single-particle distribution, the classical kinetic theory
has been widely and successfully applied in physics, chemistry, and engineering by
using the well-known Boltzmann equation which usually takes the form of

∂t f + p
E

· ∇ f + F · ∇p f = Ccoll , (6.1)

where ∇ and ∇p are three-dimensional space and momentum derivatives, F is the
force field acting on the particle, and Ccoll is the term describing the effect of colli-
sions of two or more particles in medium, usually called collision terms or collision
cores. The classical single-particle distribution f (x, p) is defined in phase space, it is
the most commonly used one of the key quantities for describing out-of-equilibrium.

Motivated by recent experimental results on hadron polarization in relativistic
heavy ion collisions, quantum corrections to classical transport theory are urged to
be involved in phenomenological studies. For quantum systems, it is not enough to
consider only the classical number distribution f , instead one has to take into account
quantum corrections self-consistently with Wigner function. As an unusual quanti-
zation procedure, the Wigner function formalism can be semi-classically expanded
in � and used to study quantum corrections systematically. Such a quantum transport
theory for partons and hadrons in hot medium is firstly investigated in a covariant
version, see the review paper [1] and the recent development [2], and then extended to
the equal-time version to solve quantum corrections as an initial value problem [3–
7]. The first-order correction, which can be extracted alternatively from the path
integral approach [8], could be observed on top of a background magnetic field by
generating the imbalance of chiral fermions, which is known as the chiral magnetic
effect (CME). This is a new response relation between magnetic field and induced
electric current and has been identified as a deep relation to the chiral anomaly and
a nontrivial topology of degenerated eigenstates in momentum space. In condensed
matter physics the similar semi-classical studies have been done from the canoni-
cal quantization approach and realized in graphene and ferro- or antiferro-magnetic
ordering crystal with time-reversal symmetry breaking [9]. Besides the CME, sub-
sequent researches show that the vorticity would induce particle current as well
which is known as the chiral vortical effect (CVE). All the quantization approaches,
including canonical quantization, path integration, and Wigner function formalism,
indicate that these novel chiral effects could not emerge without a background axial
vector field. The semi-classical kinetic theory, including CME and CVE corrections
for massless fermions, is named as chiral kinetic theory (CKT) and is adopted to
understand the anisotropy of final hadron distributions in heavy ion collisions. In
this chapter we will review the quantum kinetic theory including CKT briefly from
different theoretical approaches.

Although all the approaches are able to give the same O(�) order correction in
chiral limit, theWigner function formalism is more suitable for systematic studies on
the mass dependence and higher order corrections. Different from the chiral modes
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in novel condensed materials, even light quarks are not perfect chiral fermions.
As a consequence, it is necessary to take the mass dependence into account self-
consistently in order to understand experimental data quantitatively.Wewill show the
mass correction to the usual CKT. It is found that the spin current would be entangled
with the vector and axial vector currents and serve as an important complement in
the theory [10].

For near-equilibrium systems, such as the quark–gluon plasma (QGP) created in
heavy ion collisions, simulations with transport approaches are time-consuming and
hence impractical because of the complexity of collision terms. Instead, the classical
hydrodynamics is adopted as a more realistic and precise-enough framework to
complete the simulation. By averaging over the momentum space hydrodynamics is
known to be a proper coarse-grained result of the usual kinetic theory. Therefore it is a
natural question what one would obtain if the same procedure is applied to a quantum
kinetic theory. We will briefly review the development of spin hydrodynamics which
is expected to be a potential framework to study the hadron polarization consistently.

Despite the chiral symmetry related effects exhibit several novel phenomena, it
is worthwhile to mention that they are all O(�) corrections to the classical trans-
port theory. It means that the background of such a system should be controlled by
the ordinary Boltzmann equations. In the last section of this chapter we will briefly
review several numerical works on the simulation of the equation, including a multi-
phase transport (AMPT) model which focus on the parton cascade and a Boltzmann
approach to multiparton scatterings (BAMPS) which mainly emphasizes gluon col-
lision and transportation. For more information on effective models readers could
refer to the chapter on transport models.

6.2 Semi-classical Approaches

Chiral kinetic equations were firstly discussed by condensed matter physicists when
studying the transport properties of quasi-particles with zero mass [11,12]. Near the
Fermi surface the semi-classical equation is derived. Starting from the Hamiltonian
for Weyl fermions and introducing the Berry connection iAp = u†p∇pu p, the Berry
curvature is the curl of the Berry connection b = ∇p × Ap, and the action for the
fermion system is

S =
∫

dt
[
p · ẋ + Ax · ẋ − Ap · ṗ − εp − A0

x

]
. (6.2)

Corresponding to the electromagnetic vector potential Ax , Ap can be viewed as a
vector potential in momentum space. From the action, the Poisson brackets for phase
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space coordinates xi and pi can be derived as

{pi , p j } = − εi jk Bk

1 + B · b ,

{xi , x j } = εi jkbk
1 + B · b ,

{pi , x j } = δi j + bi B j

1 + B · b , (6.3)

whereB = ∇ × A is the backgroundmagneticfield.These relations are verydifferent
from the usual ones. With these relations, the equation of motion can be derived, and
solving it gives the result of ẋ and ṗ. Substituting the solution into the Boltzmann
equation

∂t f + ẋ · ∇ f + ṗ · ∇p f = 0 (6.4)

gives the chiral kinetic equation.
Following References [8,12] we continue the procedure in a simplest case. Start-

ing from the Hamiltonian for chiral fermions,

H = σ · p, (6.5)

in order to write down the semi-classical equation of motion for a chiral fermion,
which should include the quantum correction to the order of �, it is intuitive to take
the path integral quantization. The transition amplitude between the initial and final
spin states i and f is

〈 f |ei H(t f −ti )|i〉 =
∫

DxDpPei
∫ t f
ti

dt(p·ẋ−σ ·p)
∣∣∣
f i

. (6.6)

In order to eliminate the non-diagonal elements, a unitary transformation Vp is intro-
duced as

V †
pσ · pVp = |p|σ 3. (6.7)

In this way the amplitude could be reduced as

〈 f |ei H(t f −ti )|i〉 = Vp f

∫
DxDpPei

∫ t f
ti

dt(p·ẋ−|p|σ3−Ap ·ṗ)
∣∣∣
f i
V †
pi . (6.8)

Focusing on particles with positive helicity the classical action becomes

I =
∫ t f

ti
dt

(
p · ẋ − |p| − Ap · ṗ)

. (6.9)
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As a result the semi-classical equation of motion for the chiral fermions with positive
helicity in electromagnetic fields E and B are

ẋ = p̂ + �ṗ × b,

ṗ = E + ẋ × B (6.10)

with p̂ = p/|p| and b = p̂/(2p2). Obviously the � term is the leading order of the
quantum corrections and would vanish when the background fields disappear. To
derive the classical transport equation, we consider the Liouville equation for the
invariant measure of the phase space integration

∂tρ + ∇ · (ρẋ) + ∇p · (ρṗ) = 2πE · B f δ3(p) (6.11)

with ρ = (1 + b · B) f and the ordinary distribution function f . In the fully thermal-
ized state the equation gives the well-known CME current [13,14] induced by the
background magnetic field

JCME = μ

2π2B, (6.12)

where μ is the chemical potential of the fermions.
It is also possible to reach CKT using other field theory approaches. For example,

in the on-shell effective field theory (OSEFT) [15], assuming that the physics we are
interested in is dominated by contribution from the on-shell particles, the Lagrangian
can be written as the sum of different on-shell fields,

L = χ̄v(x)

(
iv · D + i /D⊥

1

2E + i ṽ · D i /D⊥
)

/̃v

2
χv(x)

+ ξ̄ṽ(x)

(
i ṽ · D + i /D⊥

1

−2E + iv · D i /D⊥
)

/v

2
ξṽ(x), (6.13)

where χv and ξṽ are on-shell fields, v = (1, v) and ṽ = (1, −v) are the four veloc-
ities, and /D is defined as /D = (gμν − 1

2v
μṽν + vν ṽμ)γμDν . The Wigner func-

tion is expressed as the Fourier transformation of the two-point Green’s function
GE,v(x, y) = 〈χ̄v(y)γ μṽμχv(x)〉/2. Considering the fact that to the first order in �

theWigner function for chiral fermions is on the shell, theOSEFT is able to reproduce
the chiral kinetic theory.

Another example is the world-line formalism [16,17], which is a one-loop effec-
tive action for a Dirac fermion coupling to vector and axial vector gauge fields. The
fermion part of the action is

S =
∫

d4xψ̄θψ,

θ = (
i∂μ + Aμ + γ5Bμ

)
γ μ (6.14)
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with the covariant vector potential Aμ and magnetic field Bμ = εμνσρnνFσρ/2
which depends on the reference frame nμ and the electromagnetic tensor Fμν =
∂μAν − ∂ν Aμ. The integral can be performed to give the fermion effective action

− W [A, B] = log det(θ)

= 1

2
Tr log(θ†θ) + i arg det [θ ] . (6.15)

The main idea of the world-line formalism is that both the real and imaginary
parts ofW can be represented by path integral of some bosonic and fermionic fields.
In Minkowskian space, the effective Lagrangian becomes

L = ẋ2

2ε
+ i

2
ψμψ̇μ + i

2
ψ5ψ̇5 + i

2
ψ6ψ̇6 + ẋμA

μ(x) − iε

2
ψμFμνψ

ν, (6.16)

where xμ andψa(a = 1, ..., 6) are the effective bosonic and fermionic fields, respec-
tively. Taking the pseudo-classical limit, the equations of motion can be derived and
again CKT can be acquired.

For a systematic approach some basic concepts should be changed. Firstly, due
to the uncertainty principle, the quantum version of the distribution function f (x, p)

cannot be simply interpreted as the probability to find a particle at the coordinate xδx
and momentum pδ p, as this becomes meaningless when both δx and δ p approaches
zero. Moreover, the idea of an on-shell particle is not always accurate enough in
quantum physics. In a general case, the quasi-particle approximation may fail, and
one should consider off-shell effects. The situation could become more complicated
if one wants to further discuss the spin degree of freedom, especially for massless
fermions. The definition of spin and orbital angular momenta is not trivial and firmly
connected to the Lorentz transformation which requires the theory to be Lorentz
covariant.

Taking all these into consideration, one reaches the conclusion that it would be
better to construct a quantum kinetic theory directly from quantum field theory.
Wigner function [18] is one of the ways to meet this requirement. We will use it in
the following to discuss the quantum kinetic theory:

6.3 Wigner Function Formalism

For a Dirac fermion field ψ , the covariant Wigner operator is defined as

Ŵ (x, p) =
∫

d4y

(2π)4
e− i

�
p·yψ(x + y

2
)ψ̄(x − y

2
), (6.17)

and the covariant Wigner function is the expectation of this operator,

W (x, p) = 〈Ŵ (x, p)〉. (6.18)
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If fermions are coupled to an electromagnetic field Aμ, the above definition is not
gauge invariant. One has to modify it as [5,7,19]

Ŵ (x, p) =
∫

d4y

(2π)4
e− i

�
p·yψ(x + y

2
)U (x, y)ψ̄(x − y

2
),

U (x, y) = e− iq
�
yμ

∫ 1
0 ds Aμ(x− y

2 +sy), (6.19)

where q is the charge of the fermion and U is the gauge link to ensure gauge invari-
ance.

Different from the classical Boltzmann distribution which is a scalar function, the
Wigner function is a 4 × 4 matrix, it is not Hermitian but satisfies the relation

γ0W
†γ0 = W (6.20)

and can be decomposed in terms of the 16 independent generators of the Clifford
algebra {I , γμ, iγ5, γμγ5, σμν}, which is often called spin decomposition,

W (x, p) = 1

4
(F + iγ5P + γμV

μ + γμγ5A
μ + 1

2
σμνS

μν), (6.21)

where the scalar, pseudoscalar, vector, pseudovector, and tensor components
F, P, Vμ, Aμ, Sμν are all real functions of x and p.

The Wigner function can also be defined in its equal-time version [3,7],

W (x, p) = 〈Ŵ (x, p)〉,
Ŵ (x, p) =

∫
d3y

(2π)3
e− i

�
p·yψ(t, x + y

2
)U (x, y)ψ†(t, x − y

2
). (6.22)

Similar to the covariant one, the equal-timeWigner function can also be decomposed
in spin space

W (x, p) = 1

4
( f0 + γ5 f1 − iγ0γ5 f2 + γ0 f3

+γ5γ0 · g0 + γ0 · g1 − i · g2 − γ5 · g3) . (6.23)

The covariant Wigner function cannot be solved as an initial value problem,
since its initial value is related to the fields at all times, see the time integration in
its definition. The equal-time Wigner function is, however, well-defined as an initial
value problem, and all the spin components fi and gi , (i = 0, 1, 2, 3) can be directly
interpreted as physics distributions observed in the final state [3]. The disadvantage
of the equal-time Wigner function is clearly the lack of the Lorentz covariance for
kinetic equations.
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The two Wigner functions and then their spin components are connected by the
energy average [5,7],

W (x, p) =
∫

dp0W (x, p)γ0,

f0(x, p) =
∫

dp0V0(x, p),

f1(x, p) = −
∫

dp0A0(x, p),

f2(x, p) =
∫

dp0P(x, p),

f3(x, p) =
∫

dp0F(x, p),

g0i (x, p) = −
∫

dp0Ai (x, p),

g1i (x, p) =
∫

dp0Vi (x, p),

g2i (x, p) = −
∫

dp0S0i (x, p),

g3i (x, p) = −1

2

∑
jk

εi jk

∫
dp0S jk(x, p). (6.24)

It is easy to see that, when the particles are on the energy shell, namely, W (x, p) =
W (x, p)δ(p0 ∓ Ep), the covariant and equal-time Wigner functions are equivalent
to each other. However, in general case for off-shell particles, the two are funda-
mentally different [4], one should consider all the energy moments Wn(x, p) =∫
dp0 pn0W (x, p)γ0, n = 0, 1, ...∞, and only full collection of them is equivalent

to the covariant Wigner function.
From the above relation between the two Wigner functions, one can start from

covariant kinetic equations for W (x, p), and then integrate them over p0 to get the
corresponding equal-time kinetic equations forW (x, p). To be simple and compact,
we will focus on the covariant form but also present the equal-time one when it is
necessary.

If one knows the equations of motion the fermion and gauge field operatorsψ and
Aμ, by combining them with the definition of the fermion Wigner function, one can
get the kinetic equation for theWigner function. Considering the interaction between
fermion and gauge fields, the set of kinetic equations for fermions is not closed, but
coupled to the gauge field. When the gauge field is an external field or even in the
case without gauge interaction, the self-interaction among the fermions will couple
theWigner function to the higher order correlation functions as well. For example, if
we take account of four-fermion interactions usually used in Nambu–Jona–Lasinio
(NJL) model, the equation of motion for ψ would involve a term of ψ̄ψψ̄ and the
kinetic equation for theWigner function would have terms likeψψ̄ψ̄ψ . In this case,
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one has to include equations for the new terms or make some more approximations,
such as cut-off of certain terms, to close the kinetic equation [4,20].

Let us now consider a simpler case with only fermions coupling to a classical
electromagnetic field which can be realized in heavy ion collisions. The Lagrangian
density of the system is

L = ψ̄[iγ μ(∂μ + iq Aμ) − m]ψ. (6.25)

The equations of motion for the field operators are just the Dirac equations with a
background electromagnetic field,

iγ μ(∂μ + iq Aμ)ψ = mψ,

i(∂μ − iq Aμ)ψ̄γ μ = −mψ̄ (6.26)

from which one can get the kinetic equation for the covariant Wigner function [19],

γ μ

(
�μ + 1

2
i�Dμ

)
W (x, p) = mW (x, p) (6.27)

with the electromagnetic operators in phase space,

�μ(x, p) = pμ − iq�

∫ 1
2

− 1
2

dssFμν(x − i�s∂p)∂
ν
p,

Dμ(x, p) = ∂μ − q
∫ 1

2

− 1
2

dsFμν(x − i�s∂p)∂
ν
p. (6.28)

The operators Dμ(x, p) and �μ(x, p) in phase space are gauge covariant extension
of the partial derivative ∂μ and the momentum pμ. They both are self-adjoint, D†

μ =
Dμ and �†

μ = �μ. Since the electromagnetic field is an external field, and we have
neglected the interaction between fermions, there is no collision term on the right-
hand side of the kinetic equation.

Note that the kinetic equation for theWigner function contains real and imaginary
parts, one is the transport equation, and the other is the constraint equation which is
the quantum extension of the on-shell condition in classical limit [4,19]. After the
spin decomposition, the two equations are decomposed into 32 real equations for the
16 spin components [21–23],

�μVμ = mF,

�DμAμ = 2mP,

�μF − 1

2
�DνSνμ = mVμ,

−�DμP + εμνσρ�νSσρ = 2mAμ,

1

2
�(DμVν − DνVμ) + εμνσρ�σ Aρ = mSμν,
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�DμVμ = 0,

�μAμ = 0,
1

2
�DμF + �νSνμ = 0,

�μP + �

4
εμνσρD

νSσρ = 0,

�μVν − �νVμ − �

2
εμνσρD

σ Aρ = 0. (6.29)

These equations are difficult to be solved.A commonmethod is to semi-classically
expand the operators and components as series of � and solve them order by order.
The expansion for the electromagnetic operators can be expressed as

Dμ = ∂μ − qFμν∂
ν
p + q

24
�
2�2Fμν∂

ν
p + O(�4),

�μ = pμ − 1

12
�
2�Fμν∂

ν
p + O(�4),

� = ∂p · ∂x . (6.30)

For massless particles, the Dirac fermions are replaced by Weyl fermions, and
the correlation between the particle momentum and spin reduces the independent
number of the spin components from 16 to 4 and thus makes the physics picture very
different [2,24–28]. When the mass terms disappear, kinetic equations for the spin
components become

�μVμ = 0,

�DμAμ = 0,

�μF − 1

2
�DνSνμ = 0,

−�DμP + εμνσρ�νSσρ = 0,
1

2
�(DμVν − DνVμ) + εμνσρ�σ Aρ = 0,

�DμVμ = 0,

�μAμ = 0,
1

2
�DμF + �νSνμ = 0,

�μP + �

4
εμνσρD

νSσρ = 0,

�μVν − �νVμ − �

2
εμνσρD

σ Aρ = 0. (6.31)

One discovers that the vector and axial vector components Vμ and Aμ decouple from
other components. It is then convenient to introduce the chiral components for Weyl
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fermions,

Vμ
χ = 1

2
(Vμ + χ Aμ), (6.32)

where χ = ±1 correspond to the right- and left-handed fermions. The kinetic equa-
tions for Vμ

χ are

�μV
μ
χ = 0,

DμV
μ
χ = 0,

χ(�μV ν
χ − �νVμ

χ ) + �

2
εμνρσ DρVχσ = 0. (6.33)

Since Vμ
+ and Vμ

− are decoupled to each other, we can solve them separately. Up to
the first order in �, the general solution is

Vμ
χ = δ(p2)[pμ fχ − �

χq

p2
F̃μν pν fχ − �

χ

p · n εμνλρnν pλD
(0)
ρ fχ ] (6.34)

with the dual field tensor F̃μν = 1
2ε

μνσρFσρ . Unlike the massive case, now an addi-
tional time-like vector nμ is needed to formulate the solution. This is related to
the fact that a massless particle does not have a rest frame. One natural concern is
whether the solution depends on the choice of nμ. It is proven [24] that with different
nμ, the third term only differs by a quantity proportional to pμ, which can then be
absorbed into the first term. Thus the value of the distribution function fχ depends
on the choice of nμ. As the frame dependence of the equilibrium distribution func-
tion is known, a straightforward choice of nμ is the average four-velocity of a small
space grid or the fluid velocity in hydrodynamics. From now on we will take this
choice. The change in the reference frame means an effective boost to nμ, which
leads to a change in the distribution fχ . This is known as the side-jump effect, and
the third term of the above solution is exactly the same as the side-jump term. More
discussions can be found in [29,30].

Putting the solution Vμ
χ back into the kinetic equations, one derives the transport

equation for fχ ,

δ

(
p2 − �

χq

p · n pμ F̃
μνnν

)

×
{
pμD(0)

μ + �
χ

2(p · n)2

[
(∂μnσ )pσ − qFμαn

α
]
εμνλρnν pλD

(0)
ρ

+�
χ

2p · n εμνλρ(∂μnν)pλD
(0)
ρ + �

χq

2p · n pλ∂σ F̃
λνnν∂

σ
p

}
= 0. (6.35)

It shows clearly that up to the first order in �, themass shell is shifted. The energy shift
can be interpreted as the interaction between themagneticmoment of the fermion and
the magnetic field. Note that, while we do not require the vorticity ωμν = ∂μnν −
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∂νnμ to be zero, there is no energy shift corresponding to the interaction between
the spin and vorticity. This shows that the magnetic field and vorticity have many
similarities, but they sometimes behave differently.

If we first assume the vorticity to be zero, the transport equation is reduced to

δ

(
p2 − �

χq

pνnν

Bμ pμ

)

×
{
pμD(0)

μ − �
χq

2pνnν

[
εμνλρEμnν pλD

(0)
ρ + pλ∂ρB

λ∂ρ
p

]}
fχ = 0 (6.36)

with the covariant electric and magnetic field Eμ = Fμνnν, Bμ = εμνσρnνFσρ . The
δ-function here shows that to the first order in � the chiral fermions are still on
the mass shell, but the shell is shifted from zero to a nonzero value. It is worth
noting that fermions with different chirality have different mass shift. In this case,
the vector and axial vector components, being the mixing of left-hand and right-
handed components, cannot be described by a single mass shell even in massless
case. With the help of the δ-function, the energy integration of the above covariant
equation can be done easily, and we obtain the equal-time transport equation

{
∂t + 1√

G

(
ṽ + �εq(ṽ · b)B + �εqẼ × b

)
· ∇

+ εq√
G

(
Ẽ + ṽ × B + �εq(Ẽ · B)b

)
· ∇p

}
f ε
χ (x, p) = 0 (6.37)

which is usually called the chiral kinetic equation [11], where ε = ±1 correspond to
the positive and negative energy fermions. b = χp/(2|p|3) is the Berry curvature,
and

√
G = 1 + �εqb · B,

Ep = |p|(1 − �εqB · b),

Ẽ = E − 1

εq
∇Ep,

ṽ = ∇pEp = p
|p| (1 + 2�εqB · b) − �εqbB (6.38)

are, respectively, the phase space measurement, fermion energy, effective electric
field, and group velocity.

For massive fermions, in classical limit (� = 0) the general kinetic equations
(6.29) are reduced to

pμV (0)
μ = mF (0),

0 = mP(0),

pμF
(0) = mV (0)

μ ,
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εμνσρ p
νS(0)σρ = 2mA(0)

μ ,

εμνσρ p
σ A(0)ρ = mS(0)

μν ,

pμA(0)
μ = 0,

pνS(0)
νμ = 0,

pμP
(0) = 0,

pμV
(0)
ν − pνV

(0)
μ = 0 (6.39)

for the components F (0), P(0), V (0)
μ , A(0)

μ and S(0)
μν . They can be analytically solved

with the solution

P(0) = 0,

F (0) = m f δ(p2 − m2),

V (0)
μ = pμ f δ(p2 − m2),

A(0)
μ = (p2gμν − pμ pν)K

νδ(p2 − m2),

S(0)
μν = 1

m
εμνσρ p

σ A(0)ρ = mεμνσρ p
σ K ρδ(p2 − m2), (6.40)

where f (x, p) and Kμ(x, p) are arbitrary scalar and four-vector functions in phase
space.

It is clear that in the classical limit the relations among the spin components are
not affected by the background field and perfectly on the mass shell. Among the
16 spin components, the number of independent components is 4. This can be seen
more clearly from the solution in equal-time formalism,

f (0)±
1 = ± p

Ep
· g(0)±

0 ,

f (0)±
2 = 0,

f (0)±
3 = ± m

Ep
f (0)±
0 ,

g(0)±
1 = ± p

Ep
f (0)±
0 ,

g(0)±
2 = p × g(0)±

0

m
,

g(0)±
3 = ∓ E2

pg
(0)±
0 − (p · g(0)±

0 )p

mEp
(6.41)

with the fermion energy Ep = √
m2 + p2 and the sign ± corresponding to the pos-

itive and negative fermions determined by the δ function. Here the particle number
density f0 (V0 in covariant formalism) and the spin density g0 (A in covariant formal-
ism) are taken as independent components. Obviously it is also possible to choose
other set of independent components [21].
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By putting the classical solution into the linear order in � of the general kinetic
equations (6.29), one derives the transport equations for the independent variables,

D(0)
μ V (0)μ = 0,

pνD(0)
ν A(0)

μ − qFμν A
ν(0) = 0 (6.42)

in covariant formalism or
(
D(0)
t ± p

Ep
· D(0)

)
f (0)±
0 = 0, (6.43)

(
D(0)
t ± p

Ep
· D(0)

)
g(0)±
0 = 1

E2
p

(
p × (E × g(0)±

0 ) ∓ EpB × g(0)±
0

)

in equal-time formalism,where the classical operatorsD(0)
μ , D(0)

t andD(0) are defined
as

D(0)
μ (x, p) = ∂μ − qFμν(x)∂

ν
p,

D(0)
t (x, p) = ∂t + qE(x) · ∇p,

D(0)(x, p) = ∇ + qB(x) × ∇p. (6.44)

The first equation is the Boltzmann equation for the particle number density f0 in
external electromagnetic field which is hidden in the operators Dt andD. The second
one is the generalized Bargmann–Michel–Telegdi equation [31] in phase space, the
effective collision terms on the right-hand side are from the spin interaction with the
electromagnetic field.

The linear order in � of the generalized equations (6.29) gives not only the trans-
port equations for the classical components but also the constraint equations for
the first-order quantum corrections to the Wigner function W (1) or the components
F (1), P(1), V (1)

μ , A(1)
μ and S(1)

μν ,

pμV (1)
μ = mF (1),

1

2
D(0)

μ A(0)μ = mP(1),

pμF (1) − 1

2
D(0)

ν S(0)νμ = mV (1)μ,

−D(0)
μ P(0) + εμνσρ p

νS(1)σρ = 2mA(1)
μ ,

1

2

(
D(0)

μ V (0)
ν − D(0)

ν V (0)
μ

)
+ εμνσρ p

σ A(1)ρ = mS(1)
μν ,

D(0)
μ V (0)μ = 0,

pμA(1)
μ = 0,

1

2
D(0)

μ F (0) + pνS(1)
νμ = 0
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pμP(1) + 1

4
εμνσρD(0)

ν S(0)
σρ = 0,

pμV (1)ν − pνV (1)μ − 1

2
εμνσρD(0)

σ A(0)
ρ = 0. (6.45)

With the known classical components, the first-order quantum corrections can be
expressed in terms of them

P(1) = 1

2m
D(0)

μ A(0)μ,

F (1) = m f̃ δ(p2 − m2) − 1

2m(p2 − m2)
εμνσρ pμD

(0)
ν pσ A

(0)
ρ ,

V (1)
μ = pμ f̃ δ(p2 − m2) + 1

2
εμνσρD

(0)ν pσ K ρδ(p2 − m2)

−qpμ

2
ελνσρF

λν pσ K ρδ′(p2 − m2),

A(1)
μ = (

p2gμν − pμ pν

)
K̃ νδ(p2 − m2) − 1

2(p2 − m2)
εμνσρ p

νD(0)σV (0)ρ,

S(1)
μν = 1

2m

(
D(0)

μ V (0)
ν − D(0)

ν V (0)
μ

)
+ 1

m
εμνσρ p

σ A(1)ρ (6.46)

with the new scalar and four-vector functions f̃ (x, p) and K̃μ(x, p).
Considering the terms with δ′(p2 − m2), while all the components are still on

their own mass shells, the quantum corrections to the classical mass shell, namely,
the shell shifts, are different for different components. Therefore, there is no longer
a common mass shell for all the components to the first order in �, and the Wigner
function cannot be factorized like W (x, p)δ(p2 − m2 + �Ep�E).

Nevertheless, up to the first order in �, all the terms in theWigner function contain
δ(p2) or δ′(p2). In this case, the relationship between covariant and equal-times
formalisms is still quite straightforward, the simple integration over p0 leads to the
equal-time relations

f (1)±
1 = ±p · g(1)±

0

Ep
± p · B

2E3
p
f (0)±
0 ,

f (1)±
2 = −D(0) · g(0)±

0

2m
+ p · (p · D(0))g(0)±

0

2mE2
p

− (B × p) · g(0)±
0

mE2
p

∓ E · g(0)±
0

2mEp
,

f (1)±
3 = ±m f (1)

0

Ep
∓ (p × D(0)) · g(0)±

0

2mEp
+ p · (E × g(0)±

0 )

2mE2
p

∓ B · g(0)±
0

2mEp

∓ (B · p)(p · g(0)±
0 )

2mE3
p

,

g(1)±
1 = ± p

Ep
f (1)
0 ± 1

2Ep
D(0) × g(0)

0 + E
2E2

p
× g(0)±

0 ± B(p · g(0)±
0 )

2E3
p

,
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g(1)±
2 = p × g(1)±

0

m
±

(
p(p · E)

2mE3
p

− E
2mEp

)
f (0)±
0 + p

2mE2
p
p · D(0) f (0)±

0

− 1

2m
D(0) f (0)±

0 ,

g(1)±
3 = ∓

(
Ep

m
g(1)±
0 − p · g(1)±

0

mEp
p

)
+

(
E × p
2mE2

p
∓ mB

2E3
p

)
f (0)±
0

∓ 1

2mEp
p × D(0) f (0)±

0 . (6.47)

It is clear that the equal-time equations are not Lorentz invariant or covariant, these
particular equations above hold in the local rest frame.

The transport equations for the independent components f (1)
0 and g(1)

0 can be
derived from the second order in � of the general kinetic equations (6.29). Combining
with the classical transport equations, one obtains finally the transport equations
for the independent distributions to the first order in �, f ±

0 = f (0)±
0 + � f (1)±

0 and

g±
0 = g(0)±

0 + �g(1)±
0 ,

(
D(0)
t ± p

Ep
· D(0)

)
f ±
0 = �E

2E2
p

·
(
D(0) × g(0)±

0

)
∓ �

2E3
p
B ·

(
p · D(0)

)
g(0)±
0

+� (B × p)

E4
p

·
(
E × g(0)

0

)
, (6.48)

(
D(0)
t ± p

Ep
· D(0)

)
g±
0 = 1

E2
p

(
p × E ∓ EpB

) × g±
0

∓�

(
B

2E3
p

± E × p
2E4

p

)
p · D(0) f (0)±

0

∓�

(
(p · E)(E × p)

E5
p

± p × (B × E)

2E4
p

)
f (0)±
0 .

Unlike the classical transport equations where the two independent components f (0)
0

and g(0)
0 are decoupled from each other, the components f0 and g0 to the first-order

quantum corrections are coupled to each other due to the electromagnetic interaction.

6.4 Spin Polarization in Transport Theory

The physics of the 16 spin components in covariant or equal-time versions can be
obtained from the conservation laws of the system.With the charge conservation and
total angular momentum conservation, f0 and g0 are, respectively, interpreted as the
particle number density and spin density.
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The transport equation for the three-dimensional spin density g(0)
0 is equivalent

to the covariant Bargmann–Michel–Telegdi [31] equation for a spinning particle in
an external field,

m
dsμ

dτ
= qFμν(τ )sν(τ ), (6.49)

where sμ = Aμ/(Aν Aν)
1/2 is the covariant spin phase space density.

We can also start from the canonical definition of the spin tensor [32]

Sλ,μν = �

4
Tr

[{σμν, γ λ}W (x, k)
] = �

2
εσλμν Aσ (x, k), (6.50)

withwhich the observed polarization density in a given reference frame characterized
by the vector nμ can be expressed as

Lμ = −1

2
εμναβ

∫
d4k

(2π)4
�νSλ,αβn

λ = �

2

∫
d4k

(2π)4

(
�νnν

)
Aμ. (6.51)

This explains why g0 is called the spin density.
We can try to discuss the conditions for spin polarization in a few characteristic

cases. We firstly consider a trivial configuration where there is no electromagnetic
field. In this case the two transport equations (6.48) for the number density and spin
density to the first order in � become identical to each other, which means that there
can be arbitrary polarization without a preferred direction. Also, due to the absence
of collision terms, the averaged polarization will not relax to zero, opposed to the
equilibrium case.

The second example is with a constant magnetic field. This is one of the situations
where the global equilibrium is known to exist. In this case the quantum transport
equation for the spin density (6.48) becomes

(
D(0)
t ± p

Ep
· D(0)

)
g±
0 = ± 1

Ep
B × g±

0 ∓ �
B

2E3
p
p · D(0) f (0)±

0 . (6.52)

The first term on the right-hand side corresponds to the spin precession, and the
second term is related to the polarization in non-equilibrium state. Note that it is
still possible for g0 to be zero. From the Dirac equation one can check that a free
fermion will not be polarized by a constant magnetic field, i.e., the direction of the
particle spin will not turn toward the direction of the magnetic field. A multi-particle
system can be polarized, because the magnetic field changes the energy distribution
among different spin states. Therefore, in equilibrium case the possibility for one
spin direction can be larger than other directions. As there is no collision term in
our current model, the process from non-equilibrium toward equilibrium can not
be described, while we can still study the equilibrium case itself. One can find an
obvious solution,

g0 = a
B
B

f (0)
0 . (6.53)
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This shows clearly that the averaged spin of particles is polarized along the direction
of the magnetic field, but the degree of polarization, which is proportional to the
constant a, is not determined, as it depends on the detail of the interaction.

One could have already noticed that the vorticity or the derivative of velocity
does not explicitly appear in the kinetic equations. However, this does not mean that
massive fermions are not polarized by the vorticity field. We can look at the axial
current Aμ as an example. If we set the electromagnetic field to be zero, the only
restriction on Aμ is

�μAμ = 0. (6.54)

Thus we can include a term εμναβ�αnβ∂ν fV in Aμ. Assuming fV to be the Fermi–
Dirac distribution, this term will introduce the vorticity. In fact, to take the limit of
m → 0 to be consistent with an original fermion system, a term with this form is
necessary [23].

From the discussions above, one can see that the collision terms are actually
very important, as when using transport theory we are usually more interested in
non-equilibrium systems, and the collision terms are necessary in this case. What is
more, if we want to study a transport theory with spin, a spin-dependent collision
term is required. Although up to now it is still not very clear how to self-consistently
derive the collision terms in Wigner function formalism from field theory, there are
many discussions about this topic [33–35].

6.5 Anomaly InducedTransport Theory

From the chiral vector current V χ
μ for Weyl fermions in (6.34), one can reconstruct

the vector and axial vector components,

Vμ =
(
pμ fV − �

q

p2
F̃μν pν f A − �

1

p · n εμνλρnν pλDρ f A

)
δ(p2),

Aμ =
(
pμ f A − �

q

p2
F̃μν pν fV − �

1

p · n εμνλρnν pλDρ fV

)
δ(p2) (6.55)

with fV = f+ + f− and f A = f+ − f− and the particle current and axial current

Jμ(x) =
∫

d4 pVμ(x, p),

Jμ
5 (x) =

∫
d4 pAμ(x, p). (6.56)

It is easy to see that the currents Jμ and Jμ
5 are coupled to each other. To comparewith

the usual expression for anomaly transport, one has to go into an equilibrium state.
We choose the normal Fermi–Dirac distribution fχ = [esgn(p·n)(p·n−μχ )/T + 1]−1.



6 Quantum Kinetic Description of Spin and Rotation 185

Note that with this choice fV and f A do not take the Fermi–Dirac distribution. A
straightforward calculation leads to the vector and axial vector currents

Jμ = 2πμ

3

(
π2T 2 + 3μ2 + μ2

5

4

)
nμ + �πμ5B

μ + 3�μμ5ω
μ,

Jμ
5 = 2πμ5

3

(
π2T 2 + μ2 + 3μ2

5

4

)
nμ + �πμBμ

+�πT 2

(
2π2T 2 + 3μ2 + 3μ2

5

2

)
ωμ (6.57)

with ωμ = εμνσρnν∂σnρ/2, μ = μ+ + μ− and μ5 = μ+ − μ−. Apart from the
normal current proportional to the frame vector nμ, there are contributions propor-
tional to the magnetic field Bμ and vorticity ωμ, corresponding to CME and CVE.
This result, up to a difference of an overall coefficient, is consistent with the results
obtained by other methods. The transport theory is used in a lot of studies to derive
various transport coefficients related tomagnetic field and vorticity in hydrodynamics
[25,30,36,37].

It is possible to consider quantum correction to the distribution function fχ at the
order of O(�). For example, considering the interaction between spin and vortic-
ity, one can add the correction f (1)

χ = �εμνσρ pμnν∂σnρ/(4T p · n) to fχ . This will
change the coefficient for CVE [30].

In heavy ion collisions, the global equilibrium description is not very sufficient,
since the magnetic field, vorticity, and particle density all have spatial and tempo-
ral dependence. Also, with the existence of axial anomaly, the axial charge is not
conserved, and μ5 is not a well-defined quantity. Strictly speaking, we must discuss
anomalous transport in non-equilibrium states. On the other hand, unlike hydrody-
namic models, transport theories are supposed to work in out-of-equilibrium cases.

Although there may be not global and consistent transport coefficients, it has been
shown that starting from a non-equilibrium initial condition, albeit with nonzero axial
charge, the chiral kinetic theory can produce separation of particle density over time
[26]. This allows the CKT to be used in a much wider range of studies.

6.6 Degenerate to Hydrodynamics

Usually one can integrate out the momentum dependence of the kinetic equations to
obtain the hydrodynamic equations. For QED the vector current to the first order in
� in coordinate space can be expressed as [21]

Jμ =
∫

d4 pVμ(x, p) (6.58)

=
∫

d4 pδ(p2 − m2)



186 Y. Jiang et al.

×
[
pμ

(
V (0)
0 + �V (1)

0

)
+ �

2
∂ν�(0)

μν A
(0)
0 + �

4
Fαβ∂pμ

(
�

(0)
αβ A(0)

0

)]
,

where �
(0)
μν is the fermion selfenergy at classical level. The corresponding energy-

momentum tensor is

Tμν =
〈
: ∂L

∂(∂μψ)
∂νψ + ∂νψ̄

∂L
∂(∂μψ̄)

+ ∂L
∂(∂μAα)

∂ν Aα − gμνL :
〉

= Tμν
mat + Tμν

int + Tμν
em , (6.59)

where we have separated the total energy-momentum tensor into three parts: the
gauge-invariantmatter part Tμν

mat , the contribution from the interaction between gauge
potential and matter current, Tμν

int , and the electromagnetic part Tμν
em ,

Tμν
mat = �

2

〈
: ψ̄γ μ(i

−→
D ν − i

←−
D †ν)ψ :

〉
=

∫
d4 ppνVμ,

Tμν
int = Aν

〈: ψ̄γ μψ :〉 = Aν

∫
d4 pVμ,

Tμν
em = 1

4
gμνFαβFαβ − Fμα∂ν Aα. (6.60)

Note that none of these is symmetric under the change μ ↔ ν. While the total
energy-momentum tensor is conserved

∂νT
μν(x) = 0 (6.61)

which can be checked using the Dirac and Maxwell equations, the matter part is not
conserved,

∂μT
μν
mat (x) = Fνα(x)Jα(x). (6.62)

Besides currents and energy-momentum tensor, one should take the angular momen-
tum tensor into account when the spin and vorticity are considered [38–40]

Jλ,μν = xμT λν − xνT λμ + �

4

〈: ψ̄{γ λ, σμν}ψ :〉

−(FλμAν − Fλν Aμ). (6.63)

The first two terms, xμT λν − xνT λμ, can be interpreted as the orbital angular
momentum tensor, and the remaining terms constitute the spin angular momentum
tensor which can be further separated into a matter and a field part. The matter part
can be defined as [41]

Sλ,μν
mat (x) = 1

4

〈: ψ̄{γ λ, σμν}ψ :〉 = −1

2
ελμνρ

∫
d4 pAρ(x, p). (6.64)
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With the help of the covariant kinetic equations, we find, to any order in �,

�∂λS
λ,μν
mat (x) = T νμ

mat (x) − Tμν
mat (x). (6.65)

In the case with a background vorticity, the thermal distribution for massless
fermions satisfies the chiral kinetic equation

[
pμ∂μ ± �(∂μ

εμνρσ pρnσ

2n · p )∂ν

]
f± = 0 (6.66)

to the first order in �. The solution could be analytically written as

f±(p) = 1

e(p·n−μ±)/T±�εμνρσ ωμνnρ pσ /(4n·p) + 1
, (6.67)

and the corresponding currents and energy-momentum tensor are derived as

Jμ
± = μ±

6

(
T 2 + μ2±

π2

)
nμ ± �

2

(
T 2

6
+ μ2±

2π2

)
ωμ,

Tμν =
(
7π2T 4

45
+ 2T 2(μ2

V + μ2
A)

3
+ μ4

V + 6μ2
Vμ2

A + μ4
A

3π2

) (
nμnν − gμν

4

)

+�μA

12

(
T 2 + 3μ2

V + μ2
A

π2

) (
8ωμuν + T εμνσλωσλ

)
. (6.68)

The viscous terms could be obtained by considering the out-of-equilibrium con-
tribution as

δ f ± = f ±
eq

(
1 − f ±

eq

)(
λ±

�� + λ±
ν ν

μ
± pμ + λ±

π πμν pμ pν ∓ �λ±
�

�± · p
n · p

)
(6.69)

with the dissipative terms defined as

� = −1

3

∫
d4 p�μν pμ pν(δ f+ + δ f−),

ν
μ
± =

∫
d4 p�μ

α p
αδ f±,

πμν =
∫

d4 p�μν
αβ p

α pβ(δ f+ + δ f−),

�
μ
± = ±

∫
d4 p�μ

α p
α(u · p)δ f±. (6.70)

The studies on the viscous spin fluid are still processing.
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6.7 Experiments and Numerical Simulations

Although light quarks are good candidates of observing the chiral anomaly effects,
signals in heavy ion collision are not clear enough because of the large fluctuations
in background and short lifetime of the initial magnetic field. The experimental
and theoretical studies on identifying the CME in heavy ion collisions are still in
process [42]. Fortunately robust signals are found in so-called Weyl metal systems.
The first observation of chiral magnetic effect was reported in [43] through the
measurement of magneto-transport in zirconium pentatelluride, ZrTe5 (see Fig. 6.1).
The angle-resolvedphotoemission spectroscopy experiments show that the electronic
structure is consistent with a three-dimensional Dirac semi-metal. A large negative
magnetoresistance is observed when the magnetic field is parallel to the current. The
measured quadratic field dependence of themagnetoconductance is a clear indication
of the chiral magnetic effect. The observed phenomena stem from the effective
transmutation of Dirac semi-metal into a Weyl semi-metal induced by the parallel
electric and magnetic fields which behave as the topologically nontrivial gauge field
background. After this work a series of phenomena have been discovered in similar
condensed matter systems [44–46].

The spin current induced by the vorticity polarization has also been observed in a
well-designed Ga62 I n25Sn13(GaInSn) system, which is another chemically stable
liquidmetal, the spin-orbit couplingmay beweaker than that in Hg because all atoms
in GaInSn are lighter than Hg [47].

In heavy ion collisions, for the vorticity-polarization effect, the first measurement
of an alignment between the angular momentum of a non-central collision and the
spin of emitted particles was done by STAR [48]. It reveals that the fluid produced
in non-central heavy ion collisions is by far the most vortical system ever observed.
It is found that � and �̄ hyperons show a positive polarization of the order of a
few percents, consistent with some hydrodynamic predictions (see Fig. 6.2). The
previous measurement that reported a null result at higher collision energies seems

Fig. 6.1 Magnetoresistance in field parallel to current (B ‖ a) in ZrTe5. a MR at various tempera-
tures. For clarity, the resistivity curves were shifted by 1.5 m�cm (150 K), 0.9 m�cm (100 K), 0.2
m�cm (70 K) and −0.2 m�cm (5 K). bMR at 20K fitted with the CME curve; inset: temperature
dependence of the fitting parameter a(T ) in units of S/(cm T2). The figure is taken from Ref. [43]
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Fig. 6.2 The averaged
polarization PH (H = � or
�̄) in 20–50% central
Au+Au collisions is plotted
as a function of collision
energy. The results of the
present study
(
√
SNN < 40 GeV) are

shown together with those
reported earlier [49] for 62.4
and 200 GeV collisions, for
which only statistical errors
are plotted. Boxes indicate
systematic uncertainties. The
figure is taken from Ref. [48]

to be consistent with the trend of the new observations, though with larger statistical
uncertainties. These data provide the first experimental access to the vortical structure
of the perfect fluid created in heavy ion collision.

There are numerous approaches to solve the kinetic equations numerically. The
most straightforward way is solving the integrodifferential equation by replacing the
derivative and integral with proper numerical algorithms on the grids. However the
realistic collision terms are always too complicated and thus make the task almost
impossible. In particle scenario people have developed several successful simulation
frameworks to solve different systems. These approaches are also roughly divided
into the so-calledBoltzmann–Uehling–Uhlenbeck (BUU) approaches and themolec-
ular dynamics (MD) approaches [50]. In [50] authors have done very comprehensive
studies on different simulation packages, i.e., 15 such codes, to understand the origins
of discrepancies between different widely used transport codes. For more details of
different algorithms readers could refer to this reference.

If the collision term is simple enough, it is possible to solve kinetic equations
straightforwardly by discretizing the system and complete the derivative and integral
on grids. This has been done in the φ4 theory, pure gluon systemwith the small-angle
approximation and the near-equilibrium systemswith relaxation-time approximation
(RTA). As a typical example in [51] authors have performed the first phenomeno-
logical study of the CME-induced charge separation during the pre-thermal stage in
heavy ion collisions by solving the chiral kinetic equation in the RTA.With this intu-
itive solution on the net charge dipole moment its dependence on various ingredients
in the modeling has been studied.

A successful MDmodel is AMPT (AMulti-Phase Transport). It is a Monte Carlo
transport model for nuclear collisions at relativistic energies [52]. Although the
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anomaly effect is missed in its original version, it is a successful phenomenolog-
ical model which includes both initial partonic and final hadronic interactions and
the transition between the two phases of matter. As it has integrated almost all the
stages of a heavy ion collision, it is a very popular phenomenological model to test
and understand different effects in experiments. And it has also been extended to
describe some of chiral effects recently [53]. More details of the AMPT model are
in the chapter on Transport models.

In the MD scenario the test particle method is a widely used and systematic algo-
rithm to solve the kinetic equations. It is able to be proven mathematically that the
method could surely approach the strict solution with more and more computing
resource. BAMPS (Boltzmann Approach of MultiParton Scatterings) [54] is one of
such simulation packages which adopt this method. It is a microscopical and rela-
tivistic transport model which solves the Boltzmann equation for partons produced
in ultrarelativistic heavy ion collisions. Its early version only considered gluons and
their interactions including elastic process gg ↔ gg and bremsstrahlung process
gg ↔ ggg. Although the total scattering cross section calculated in the frame of
perturbative quantum chromodynamics is only a few mb, it is enough to drive a
gluon system toward full thermal equilibrium [54] and to generate sufficiently large
elliptic flow v2 [55]. The goal of the development of the model is to understand
the mechanism for the fast equilibration of the gluon system created in the early
stage of heavy ion collisions. Recently the model has been generalized to a charged
particle system to compute its magnetic field at the early stage of the QGP and the
field-modified transport coefficients. In the work with BAMPS [56], the authors used
the Kubo formulas to calculate the anisotropic transport coefficients (shear viscosity
and electric conductivity) for an ultrarelativistic Boltzmann gas in the presence of
a magnetic field. The results are compared with those recently obtained by using
the Grad’s approximation. It is found that the good agreement between both results
confirms the general use of the Kubo formulas for calculating anisotropic transport
coefficients of QGP in a magnetic field. As a general algorithm of solving Boltz-
mann equation, BAMPS has the advantage on studying the vorticity distribution
of the fireball especially at the early stage of a gluon system and solving the elec-
tromagnetic field self-consistently during the whole QGP evolution. For the chiral
effects in [57] authors have solved the chiral kinetic equation with the test particle
method. Using an anomalous transport model for massless quarks and antiquarks,
the authors focused on the effect of a magnetic field on the elliptic flow of quarks and
antiquarks in relativistic heavy ion collisions. It has been found that an appreciable
electric quadrupole moment in the transverse plane of a heavy ion collision could
be obtained with initial conditions from a blast wave model and assuming a strong
and long-lived enough magnetic field in non-central heavy ion collisions. Obviously
the electric quadrupole moment subsequently would lead to a splitting between the
elliptic flows of quarks and antiquarks which could be inherited by the final hadron
distributions.
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6.8 Summary

The quantum kinetic theory in the Wigner function formalism is a powerful frame-
work to study the quantum corrections to the classical transport theory systemat-
ically. In this chapter we mainly reviewed the full quantum kinetic equations for
fermionic fields in chiral and massive cases. In chiral limit besides the well-known
semi-classical corrections we have shown a natural derivation of the CME, CVE,
and side-jump effect as well. In real world with massive fermions the mixture of
particle number and spin density could not be disentangled. The mixing terms are
proportional to the mass of fermion as expected. With the quantum kinetic equations
the particle polarization, anomaly effects, and spin hydrodynamics have been studied
as straightforward applications. Finally the related experiments and numerical sim-
ulation methods are briefly reviewed. For more details of phenomenological topics
readers could refer to the relevant chapters.
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7Global Polarization Effect and
Spin-Orbit Coupling in Strong
Interaction

Jian-Hua Gao, Zuo-Tang Liang, Qun Wang and Xin-Nian Wang

Abstract

In non-central high energy heavy ion collisions, the colliding system posses a huge
orbital angular momentum in the direction opposite to the normal of the reaction
plane. Due to the spin-orbit coupling in strong interaction, such huge orbital
angular momentum leads to the polarization of quarks and antiquarks in the same
direction. This effect, known as the global polarization effect, has been recently
observed by STARCollaboration at RHIC that confirms the theoretical prediction
made more than ten years ago. The discovery has attracted much attention to
the study of spin effects in heavy ion collision. It opens a new window to study
properties of QGP and a new direction in high energy heavy ion physics—Spin
Physics in Heavy Ion Collisions. In this chapter, we review the original ideas
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and calculations that lead to the predictions. We emphasize the role played by
spin-orbit coupling in high energy spin physics and discuss the new opportunities
and challenges in this connection.

7.1 Introduction

Recently, the global polarization effect (GPE) of � and �̄ hyperons in heavy ion
collisions (HIC) has been observed [1] by the STAR Collaboration at the Relativistic
Heavy Ion Collider (RHIC) in Brookhaven National Laboratory (BNL). The dis-
covery confirms the theoretical prediction [2] made more than ten years ago and
has attracted much attention on the study of spin effects in HIC. This opens a new
window to study properties of QGP and a new direction in high energy heavy ion
physics—Spin Physics in HIC. New experiments along this line are being carried
out and/or planned. It is, therefore, timely to summarize the original ideas and theo-
retical calculations [2–4] that lead to the predictions and discuss new opportunities
and challenges.

Spin, as a fundamental degree of freedom of elementary particles, plays a very
important role in modern physics and often brings us surprises. There are many well-
known examples in the field of particle and nuclear physics. The anomalousmagnetic
moments of nucleons are usually regarded as one of the first clear signatures for the
existence of the inner structure of nucleon. The explanation of these anomalous
magnetic moments in the 1960s was one of the great successes of the quark model
that lead us to believe that it provides us the correct picture for hadron structure.

High energy spin physics experiments started since 1970s. Soon after the begin-
ning, a series of striking spin effects have been observed that were in strong contra-
diction to the theoretical expectations at that time and have been pushing the studies
to move forward. The most famous ones might be classified as following:

(i) Proton’s “spin crisis”: Measurements of spin-dependent structure functions in
deeply inelastic lepton-nucleon scatterings, started by E80 and E143 Collaborations
at SLAC [5,6] and later on by the EuropeanMuon Collaboration (EMC) at CERN [7,
8], seem to suggest that the contribution of the sum of spins of quarks and antiquarks
to proton spin is consistent with zero. This has triggered the so-called spin crisis of
the proton and the intensive study on the spin structure of nucleon [9].

(ii) Single spin left-right asymmetry (SSA): It has been observed [10–13] that
in inclusive hadron-hadron collisions with singly transversely polarized beams or
targets, the produced hadron has a large azimuthal angle dependence characterized
by the left-right asymmetry. The observed asymmetry can be as large as 40% but the
theoretical expectation at the quark level using pQCD at the leading order was close
to zero.

(iii) Transverse hyperon polarization: It has been observed [14–18] that hyperons
produced in unpolarized hadron-hadron and hadron-nucleus collisions are trans-
versely polarized with respect to the production plane. The observed polarization
can reach a magnitude as high as 40% but the leading order pQCD expectation was
again close to zero.
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(iv) Spin asymmetries in elastic pp-scattering: It has been observed [18–21] that
the azimuthal dependence, called the spin analyzing power, in scattering with single-
transversely polarized proton and doubly polarized asymmetries are very significant,
much larger than theoretical expectations available at that time.

Such striking spin effects came out often as such a shock to the field of strong
interaction physics that lead to the famous comment by Bjorken [22] in a QCD
workshop that “Polarization phenomena are often graveyards of fashionable theories.
...”. In the last decades, the study on such spin effects leads to one of the most active
fields in strong interaction or QCD physics.

At the same time, high energy HIC physics has become the other active field in
strong interaction physics in particular after the quark-gluon plasma (QGP) has been
discovered at RHIC [23,24]. The study on properties of QGP in HIC is the core of
high energy HIC physics currently.

We recall that RHIC is not only the first relativistic heavy ion collider in the world,
but also the first polarized high energy proton-proton collider. It is, therefore, natural
to ask whether we can do spin physics in HIC.

Spin physics in HIC was however used to be regarded as difficult or impossible
because the polarization of the nucleon in a heavy nucleus is very small even if
the nucleus is completely polarized. The breakthrough came out in 2005, when
it was realized that [2] there is, however, a great advantage to study spin and/or
angular momentum effects in HIC, i.e., the reaction plane in a HIC can be determined
experimentally by measuring flows and/or spectator nucleons and there exists a huge
orbital angular momentum for the participating system in a non-central HIC with
respect to the reaction plane! It provides a unique place in high energy reactions to
study the mutual exchange of orbital angular momentum and the spin polarization.
The discovery of GPE leads to an active field of Spin Physics in HIC [25].

In this chapter, we review the original ideas and calculations [2–4] that lead to
the prediction of GPE in HIC. We present also a rough comparison to data available
and an outlook for future studies. The rest of the chapter is arranged as follows:
In Sect. 7.2, we present the orbital angular momentum of the colliding system in
non-central HIC and the resulting gradient in momentum or rapidity distribution.
In Sect. 7.3, we recall the origin of spin-orbit coupling and the famous example in
electromagnetic and strong interaction systems. In Sect. 7.4, we present calculations
and results for the global polarization in HIC, and finally, a short summary and
outlook is presented in Sect. 7.5.

7.2 Orbital Angular Momenta of QGP in HIC

7.2.1 The Reaction Plane in HIC

We consider two colliding nuclei with the projectile of beammomentum per nucleon
pin . For a non-central collision, there is a transverse separation between the centers of
the two colliding nuclei. The impact parameter b is defined as the transverse vector
pointing from the target to the projectile. The reaction plane of a HIC is usually
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Fig.7.1 Illustration diagram for the reaction plane in a non-central heavy ion collision. In contrast
to high energy pp or e+e− collisions, the reaction plane in a high energy heavy collision can be
determined experimentally

defined by b and pin and is illustrated in Fig. 7.1. The overlap parts, hereafter referred
to as the colliding system, interact with each other and form the system denoted by
the red core in the middle, while the other parts, denoted by the blue parts in the
figure, are just spectators and move apart in the original directions.

The geometry and the coordinate systemare further specified in Fig. 7.2. The beam
direction of the colliding nuclei is taken as the z axis, as illustrated in the upper-left
panel in the figure. The transverse separation is called the impact parameter b defined
as the transverse distance of the projectile from the target nucleus and is taken as in
the x-direction. The normal of the reaction plane is given by

n ≡ pin × b/|pin × b|, (7.1)

and is taken as the y-direction,wherepin is themomentumper nucleon in the incident
nucleus A.

Usually in a high energy reaction such as a hadron-hadron, or lepton-hadron or
e+e− annihilation, the size of the reaction region is typically less than 1 fm. The
reaction plane in such collisions can be defined theoretically but can not be deter-
mined experimentally. However, in a HIC, the reaction region is usually much larger
and colliding parts give rise to a quark matter system with very high temperature and
high density and expand violently while the spectators just leave the region in the
original directions. Since the colliding system is not isotropic, the pressures in differ-
ent directions are also different in different directions, thus leading to a system that
expands non-isotropically. In the transverse directions, they behave like an ellipse
as illustrated in the lower-right panel in Fig. 7.2. Such a non-isotropy is described
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Fig. 7.2 Illustration of the
geometry and coordinate
system for the non-central
HIC with impact parameter
b. The global angular
momentum of the produced
matter is along the minus y
direction, opposite to the
reaction plane. This figure is
taken from [2]
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z y

z y
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by the elliptic flow v2 and the directed flow v1 that can be measured experimentally
(see, e.g., [26,27]). Clearly, by measuring v2, one can determine the reaction plane
and further determine the direction of the plane by measuring the directed flow v1.

In experiments, the reaction plane in a HIC can not only be determined by mea-
suring v2 and v1 but also determined by measuring the sidewards deflection of the
forward- and backward-going fragments and particles in the beam–beam counter
detectors [1]. This is quite unique in different high energy reactions.

7.2.2 The Global Orbital Angular Momentum

Just as illustrated in Figs. 7.1 and 7.2, in a non-central HIC, there is a transverse
separation between the overlapping parts of the two colliding nuclei in the same
direction as the impact parameter b. Hence the whole system that takes part in the
reaction, i.e., the colliding system carries a finite orbital angular momentum Ly

along the direction orthogonal to the reaction plane. We call Ly the global orbital
angular momentum. The magnitude of this global orbital angular momentum Ly can
be calculated by

Ly = −pin

∫
x dx

(
dN P

part

dx
− dNT

part

dx

)
, (7.2)

where dN P,T
part /dx is the transverse distributions (integrated over y and z) of par-

ticipant nucleons in each nucleus A along the x-direction, the superscript P or T
denotes projectile or target, respectively. These transverse distributions are given by



200 J.-H.Gao et al.

dN P,T
part

dx
=
∫

dydz ρ
P,T
A (x, y, z, b), (7.3)

where ρ
P,T
A (x, y, z, b) is the number density of participant nucleons in nucleus A in

the coordinate system defined in Fig. 7.2.
The number density ρ

P,T
A (x, y, z, b) of participant nucleons in nucleus A can

easily be calculated if we take a hard-sphere distribution of nucleons in the nucleus
A. In this model, the overlapping area has a clear boundary and the participant
nucleon density is given by the overlapping area of two hard spheres, as illustrated
in the upper-right panel of Fig. 7.2, i.e.

ρ
P,T
A,HS(x, y, z, b) = f P,T

A,HS(x, y, z, b) θ

(
RA −

√
(x ± b/2)2 + y2 + z2

)
, (7.4)

where f P,T
A,HS(x, y, z, b) is the hard-sphere nuclear distribution in A that is given by

f P,T
A,HS(x, y, z, b) = 3A

4πR3
A

θ

(
RA −

√
(x ∓ b/2)2 + y2 + z2

)
, (7.5)

where RA = 1.12A1/3 fm is the nuclear radius and A the atomic number.
If we take the Woods-Saxon nuclear distribution, i.e.

f P,T
A,WS(x, y, z, b) = C0

(
1 + exp

√
(x ∓ b/2)2 + y2 + z2 − RA

a

)−1

, (7.6)

there is no clear boundary of the overlapping region and the participant nucleon
number density is calculated using the Glauber model and is given by

ρ
P,T
A,WS(x, y, z, b) = f P,T

WS (x, y, z, b)

{
1 − exp

[
−σNN

∫
dz f T ,P

WS (x, y, z, b)
]}

,

(7.7)

where σNN is the total cross section of nucleon-nucleon scatterings, C0 is the nor-
malization constant

C0 = A/4π
∫

r2dr
(
1 + e(r−RA)/a

)−1
, (7.8)

and a is the width parameter set to a = 0.54 fm.
The calculations have been carried out in [2,4]. The obtained results are shown

in Fig. 7.3. From the results shown in Fig. 7.3, we see that though there are signif-
icant differences between two nuclear geometry models the global orbital angular
momentum Ly of the overlapped parts of two colliding nuclei is huge and is of the
order of 104 at most impact parameters.



7 Global Polarization Effect and Spin-Orbit Coupling… 201

Fig. 7.3 Global orbital
angular momentum of the
colliding system in the
non-central HIC as a
function of the impact
parameter obtained from the
Woods-Saxon and
hard-sphere distributions,
respectively. This figure is
taken from [4]

7.2.3 TheTransverse Gradient of theMomentumDistribution and
the Local Orbital Angular Momentum

How the global orbital angular momentum discussed above is transferred to the final
state particles depends on the equation of state (EOS) of the dense matter. At low
energies, the final state is expected to be the normal nuclear matter with an EOS of
rigid nuclei. In such cases, a rotating compound nucleus can be formed when the
colliding energy is comparable or smaller than the nuclear binding energy. The finite
value of the global orbital angular momentum of the non-central collision at such
low energies provides a useful tool for the study of the properties of super-deformed
nuclei under such rotation [28].

At high colliding energies such as those at RHIC, the dense matter is expected to
be partonic with an EOS of QGP. Given such a soft EOS, the global orbital angular
momentumwould probably not lead to the global rotation of the densematter system.
Instead, the global angular momentum could be distributed across the overlapped
region of nuclear scattering and is manifested in the shear of the longitudinal flow
leading to a finite value of local vorticity density. Under such longitudinal fluid shear,
a pair of scattering partons will on average carry a finite value of relative orbital
angular momentum that will be referred to as the local orbital angular momentum in
the opposite direction to the reaction plane as defined in Eq. (7.1).

Bymomentumconservation, the average initial collective longitudinalmomentum
at any given transverse position can be calculated as the total momentum difference
between participating projectile and target nucleons. Since the total multiplicity in
HIC is proportional to the number of participant nucleons [29], we can make the
same assumption for the produced partons with a proportionality constant fixed at a
given center of mass energy

√
s. How the global angular momentum is distributed

to the longitudinal flow shear and the magnitude of the local relative orbital angular
momentum depends on the parton production mechanism and their longitudinal
momentum distributions. We consider two different scenarios: the Landau fireball
and the Bjorken scaling model.
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7.2.3.1 Results from the Landau Fireball Model
In the Landau fireballmodel, we assume that the produced partons thermalize quickly
and have a common longitudinal flow velocity at a given transverse position in the
overlapped region. The average collective longitudinal momentum per parton can be
written as

pz(x, b,
√
s) = p0RN (x, b,

√
s), (7.9)

where p0 = √
s/2c(s) is an energy dependent constant,

√
s is the center of mass

energy of a colliding nucleon pair, c(s) is the average number of partons produced
per participating nucleon; and RN (x, b,

√
s) is the ratio defined as

RN (x, b,
√
s) =

(
dN P

part

dx
− dNT

part

dx

)/(dN P
part

dx
+ dNT

part

dx

)
(7.10)

It is clear that in the symmetric AA collision (where the beam and target nuclei
are the same), the ratio RN (x, b,

√
s) thus the distribution pz(x, b,

√
s) is an odd

function in both x and b, and therefore, vanishes at x = 0 or b = 0. In Fig. 7.4,
pz(x, b,

√
s) is plotted as a function of x at different impact parameters b. We see

Fig. 7.4 The average
longitudinal momentum
distribution pz(x, b,

√
s) in

unit of p0 = √
s/[2c(s)] as a

function of x/(RA − b/2)
for different values of b/RA
with the hard-sphere (upper
panel) and Woods-Saxon
(lower panel) nuclear
distributions. This figure is
taken from [4]
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clearly that pz(x, b,
√
s) is a monotonically increasing function of x until the edge

of the overlapped region |x ± b/2| = RA beyond which it drops to zero (gradually
for Woods-Saxon geometry).

From pz(x, b,
√
s), one can compute the transverse gradient of the average longi-

tudinal collective momentum per parton dpz/dx which is an even function of x and
vanishes at b = 0. One can then estimate the longitudinal momentum difference�pz
between two neighboring partons in QGP. On average, the relative orbital angular
momentum for two colliding partons separated by �x in the transverse direction is

ly ≡ −(�x)2
dpz
dx

. (7.11)

With the hard-sphere nuclear distribution, ly is proportional to

dp0
dx

≡ p0
RA

=
√
s

2c(s)RA
. (7.12)

This provides a measure of order of magnitude of dpz/dx . In Au + Au collisions
at

√
s = 200 GeV, the number of charged hadrons per participating nucleon is about

15 [29]. Assuming the number of partons per (meson dominated) hadron is about 2,
we have c(s) � 45 (including neutral hadrons). Given RA = 6.5 fm, dp0/dx � 0.34
GeV/fm and we obtain a value of l0 ≡ −(�x)2dp0/dx � −1.7 for �x = 1 fm.

In Fig. 7.5, we show the average local orbital angular momentum ly given by
Eq. (7.11) for two neighboring partons separated by �x = 1 fm as a function of
x for different impact parameter b for both Woods-Saxon and hard-sphere nuclear
distributions. We see that ly is in general of the order of 1 and is comparable or larger
than the spin of a quark. It is expected that c(s) should depend logarithmically on
the colliding energy

√
s, therefore ly should increases with growing

√
s.

7.2.3.2 Results from the Bjorken ScalingModel
In a three dimensional expanding system, there could be a strong correlation between
longitudinal flow velocity and spatial coordinate of the fluid cell. The most sim-
plified picture is the Bjorken scaling scenario [30] in which the longitudinal flow
velocity is identical to the spatial velocity η = log[(t + z)/(t − z)]. With such cor-
relation, the local interaction and thermalization require that a parton only interacts
with other partons in the same region of longitudinal momentum or rapidity Y .
The width of such region in rapidity is determined by the half-width of the thermal
distribution fth(Y , pT ) = exp[−pT cosh(Y − η)/T ] [31], which is approximately
�Y ≈ 1.5 (with 〈pT 〉 ≈ 2T and T is the local temperature). The relevant measure
of the local relative orbital angular momentum between two interacting partons is,
therefore, the difference in parton rapidity distributions at a transverse distance of
the order of the average interaction range.

The variation of the rapidity distributions with respect to the transverse coordinate
can be described by the normalized rapidity distribution f p(Y , x) at given x

f p(Y , x, b,
√
s ) = d2N

dxdY

/dN

dx
, (7.13)
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Fig. 7.5 The average orbital
angular momentum
ly ≡ −(�x)2dpz/dx of two
neighboring partons
separated by �x = 1 fm as a
function of the scaled
transverse coordinate
x/(RA − b/2) for different
values of the impact
parameter b/RA with the
hard-sphere (upper panel)
and Woods-Saxon (lower
panel) nuclear distributions.
This figure is taken from [4]

where d2N/dxdY denotes the number density of particles produced with respect to
x and Y and dN/dx ≡ ∫ dYd2N/dxdY is the distribution of particles with respect
to x . At a given x, the overall average value of the rapidity is given by

〈Y (x, b,
√
s )〉 =

∫
YdY f p(Y , x, b,

√
s ). (7.14)

〈Y (x, b,
√
s )〉 just corresponds to pz(x, b,

√
s) given by Eq. (7.9) discussed in the

Landau fireball model. It measures the overall behavior of the rapidity distribution
of partons at given transverse coordinate x . To further quantify such longitudinal
fluid shear, one can calculate the average rapidity within an interval �Y at a given
rapidity Y , i.e.

〈Yl(Y , x, b,
√
s )〉 ≈ Y + �2

Y

12

1

f p

∂ f p
∂Y

= Y + �2
Y

12

∂ ln f p
∂Y

. (7.15)

Here,weuse the subscript l to denote that this is the average ofY in a localized interval
[Y − �Y /2, Y + �Y /2] to differentiate it from the overall average 〈Y (x, b,

√
s)〉

given by Eq. (7.14). The average rapidity shear or the difference in average rapidity
for two partons separated by a unit of transverse distance �x is then given by
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∂

∂x
〈Yl(Y , x, b,

√
s )〉 ≈ �2

Y

12

∂2 ln f p
∂Y ∂x

. (7.16)

The averaged longitudinal momentum is

〈pz〉 ≈ pT sinh〈Yl〉 ≈ pT

(
sinh Y + cosh Y

�2
Y

12

∂ ln f p
∂Y

)
. (7.17)

The corresponding local relative longitudinal momentum shear is given by

∂〈pz〉
∂x

≈ pT cosh Y
∂〈Yl〉
∂x

≈ pT cosh Y
�2

Y

12

∂2 ln f p
∂Y ∂x

. (7.18)

The corresponding local orbital angular momentum ly for two partons separated
by a transverse separation �x at a given rapidity Y is 〈ly(Y )〉 = −�x�〈pz〉 =
−(�x)2∂〈pz〉/∂x . We transform it into the co-moving frame or the center of mass
frame of the two partons and obtain

〈l∗y(Y , x, b,
√
s )〉 = −�x 〈p∗

z 〉 ≈ −(�x)2 pT
�2

Y

24

∂2 ln f p
∂Y ∂x

. (7.19)

We see that they are all determined by a key quantity

ξp(Y , x, b,
√
s ) ≡ ∂2 ln f p(Y , x, b,

√
s)

∂Y ∂x
, (7.20)

that is determined by d2N/dxdY . In terms of ξp(Y , x, b,
√
s ), we have

∂〈Yl〉
∂x

≈ �2
Y

12
ξp, (7.21)

∂〈pz〉
∂x

≈ �2
Y

12
ξp pT cosh Y , (7.22)

〈l∗y(Y , x, b,
√
s )〉 ≈ −�2

Y

24
ξp (�x)2 pT . (7.23)

The Y -dependence averaged over the transverse separation x is determined by the
average value of ξp(Y , x, b,

√
s) defined by

〈ξp〉 =
∫

dx ξp(Y , x, b,
√
s )

d2N

dxdY

/dN

dY
, (7.24)

where dN/dY = ∫ dx(d2N/dxdY ) is the rapidity distribution of partons produced
in a AA collision at the given impact parameter b. In the binary approximation

dN

dY
= Npart

dNpp

dY
. (7.25)
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Fig. 7.6 The average
rapidity 〈Y 〉 of the final state
particles as a function of the
transverse coordinate x from
HIJING Mont Carlo
simulations [32,33] of
non-central Au + Au
collisions at

√
s = 200 GeV.

This figure is taken from [4]
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To proceed with numerical calculations, one needs a dynamical model to estimate
the local rapidity distribution d2N/dxdY of produced partons. For this purpose, two
models, theHIJINGMonteCarlomodel [32,33] and themodel proposed byBrodsky,
Gunion, and Kuhn (denoted as BGKmodel) [34], have been used [4,35]. We present
the results [4,35] obtained in the following, respectively.
(i) Results Obtained Using HIJING
In [4], the HIJING Monte Carlo model [32,33] was used to calculate the hadron
rapidity distributions at different transverse coordinate x and assume that parton
distributions of the dense matter are proportional to the final hadron spectra. We
show the results obtained in this way in [4] in the following:

Shown in Fig. 7.6 is the average rapidity of particles in the final state as a function
of the transverse coordinate x for different values of the impact parameter b. We
see that, besides the edge effects, the distributions have exactly the same qualitative
features as given by the wounded nucleon model in Fig. 7.4.

In Fig. 7.7, we see the results of normalized rapidity distributions f p(Y , x, b,
√
s)

at different values of the transverse coordinate x . We see that at finite values of x ,
f p(Y , x, b,

√
s) evidently peak at larger values of rapidity |Y |. The shift in the shape

of the rapidity distributions will provide the local longitudinal fluid shear or finite
relative orbital angular momentum for two interacting partons in the local co-moving
frame at any given rapidity Y . The fluid shear in the local co-moving frame at given
rapidity Y is finite and peaks at a large value of rapidity |Y | ≈ 2. It is also generally
smaller than the averaged fluid shear in the center of mass frame of two colliding
nuclei in the Landau fireball model.

Shown in Fig. 7.8 is the average rapidity shear ∂〈Yl〉/∂x as a function of the rapid-
ity Y at different values of the transverse coordinate x for�Y = 1. As we can see, the
average rapidity shear has a positive and finite value in the central rapidity region.
As given by Eq. (7.18), the corresponding local relative longitudinal momentum
shear ∂〈pz〉/∂x is determined by this rapidity shear multiplied by pT cosh Y . With
〈pT 〉 ≈ 2T ∼ 0.8 GeV, we have ∂〈pz〉/∂x ∼ 0.003 GeV/fm in the central rapidity
region of a non-central Au + Au collision at the RHIC energy given by the HIJING
simulations, which is smaller than that from a Landau fireball model estimate.
(ii) Results Obtained Using the BGK Model
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Fig. 7.7 The normalized
rapidity distribution
f p(Y , x, b,

√
s) (in unit of

1/fm) of particles at different
transverse position x from
HIJING simulations of
non-central Au + Au
collisions at

√
s = 200 GeV.

This figure is taken from [4]

Fig. 7.8 (Color online) The
average rapidity shear
∂〈Yl 〉/∂x within a window
�Y = 1 as a function of the
rapidity Y at different
transverse position x from
HIJING calculation of
non-central Au + Au
collisions at

√
s = 200 GeV.

This figure is taken from [4]

In a recent paper [35], a simple model [34] instead of HIJING [32,33] was used to
repeat these calculations. Here, in this simple BGK model [34], the rapidity distri-
bution of produced hadrons is given by that in pp-collision, dNpp/dY , multiplied
by the following Y linearly dependent factor, i.e.

d3N

dxdydY
= dNpp

dY

[
T P
A (x, y, b)

YL + Y

2YL
+ T T

A (x, y, b)
YL − Y

2YL

]
, (7.26)

where T P/T
A is the thickness function for the projectile or target nucleus given by

T P,T
A (x, y, b) =

∫
dz ρ

P,T
A (x, y, z, b), (7.27)

YL ≈ ln(
√
s/2mN ) is themaximumof the rapidity of the producedhadron;dNpp/dY

of hadrons produced in a pp-collision is taken as a modified Gaussian

dNpp

dY
= a1 exp(−Y 2/a2)/

√
1 + a3 cosh4 Y , (7.28)

where a1, a2, and a3 are parameters depending on the collision energy. They are
determined by fitting the results obtained from PYTHIA8.2 [36] for pp collisions.
A few examples obtained in [35] is given in Table 7.1.
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Table 7.1 The parameters a1, a2 and a3 for the rapidity distribution dNpp/dY given by Eq. (7.28)
determined from PYTHIA8.2 [36]. These numbers are taken from [35]
√
s (GeV) a1 a2 a3

200 4.584 26.112 9.70 × 10−8

130 4.096 25.896 5.61 × 10−7

62.4 3.862 18.911 9.75 × 10−6

39 3.420 18.779 6.61 × 10−5

27 3.421 13.555 2.50 × 10−4

11.5 2.784 10.488 5.90 × 10−3

Fig.7.9 Contour plots for distributions of hadrons obtained in BGKmodel [34] with a hard-sphere
nuclear distribution in the transverse plane for non-central Au + Au collisions at

√
s = 200 GeV

at b = 1.2RA and different rapidities. The number on the contour line denotes the value on the line
normalized by that at the origin. This figure is taken from [35]

One great advantage to take this simple model [34] is that we have analytical
expressions for all the quantities need so the calculations are quite simplified so that
the physical significance can be easily demonstrated. In Ref. [35], different results
obtained using a hard-sphere or Woods-Saxon nuclear distribution are given. In the
following, we show those obtained using a hard-sphere distribution as an example.
Those obtained using Woods-Saxon are similar.

Shown in Fig. 7.9 are the contour plots for distributions of hadrons in the trans-
verse plane with different rapidities. This provides us a very intuitive picture of how
particles are distributed in the transverse plane at different rapidities. We see that at
Y = 0, the distributions are symmetric with respect to x while at Y = −3 the center
shifts to positive x and at Y = −3 shifts to negative x . But they are all symmetric or
even function of y.

We integrate over the transverse coordinates and obtain

d2N

dxdY
= dNpp

dY

(
dN P

part

dx

YL + Y

2YL
+ dNT

part

dx

YL − Y

2YL

)
, (7.29)

dN

dx
= 1

2
〈Npp〉

(
dN P

part

dx
+ dNT

part

dx

)
, (7.30)
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where 〈Npp〉 = ∫ dY (dNpp/dY ) is the average total number of particles produced
in the pp collision. The normalized rapidity distribution at given x is given by

f p(Y , x, b,
√
s ) = dNpp

〈Npp〉dY
[
1 + Y

YL
RN (x, b,

√
s )

]
, (7.31)

where the ratio RN (x, b,
√
s) is defined by Eq. (7.10).

The overall average value of Y at a given x is given by

〈Y (x, b,
√
s )〉 = 〈Y 2〉

YL
RN (x, b,

√
s ), (7.32)

where 〈Y 2〉 = ∫ Y 2dY (dNpp/dY )/〈Npp〉 is the average value of Y 2 in pp collision.
Comparing Eq. (7.30) with Eq. (7.9), we see that 〈Y (x, b,

√
s )〉 in this model has

exactly the same behavior as pz(x, b,
√
s) in the Landau fireball model.

Figure 7.10 shows the average values of Y as functions of x plotted in the same
format as that in Fig. 7.6. We see that, besides those in the edge regions where the
calculations need to be modified, the results exhibit the same qualitative features as
those in Fig. 7.6, though the quantitative results show slight differences. Figure 7.11
shows the corresponding normalized distributions f p(Y , x, b,

√
s). The right panel

is to compare with Fig. 7.7 where HIJING monte Carlo model was used. We see
in particular a clear shift of the peak to positive Y for x > 0 and to negative Y for
x < 0.

To show the rapidity dependence of the local orbital angular momentum or
momentum shear, Ref. [35] also calculated 〈ξp〉 defined in Eq. (7.20) as a func-
tion of Y at different energies. The obtained results are shown in Fig. 7.12. From this
figure, we see that the rapidity dependence of 〈ξp〉 is quite weak except at the lim-
iting region when Y reaches its maximum. This represents the characteristics of the

Fig. 7.10 The average
rapidity 〈Y 〉 of the final state
particles as a function of the
transverse coordinate x from
BGK [34] with a hard-sphere
nuclear distribution in
non-central Au + Au
collisions at

√
s = 200 GeV.

This figure is taken from [35]
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Fig.7.11 The normalized distribution f p(Y , x) of hadrons in BGK model [34] with a hard-sphere
nuclear distribution in the transverse plane for non-central Au + Au collisions at

√
s = 200 GeV

and b = 1.2RA as a function of x at different rapidity Y (left panel), and as a function of Y at
different x (right panel). This figure is taken from [35]

Fig. 7.12 The averaged
〈ξp〉 = 〈∂2ln f p/∂Y ∂x〉 as a
function of rapidity Y of
final state particles in BGK
model [34] with a
hard-sphere nuclear
distribution for non-central
Au + Au collisions at
different energies and impact
parameter b = 1.2RA. This
figure is taken from [35]

rapidity dependence of the microscopic local momentum shear and may also reflect
the rapidity dependence of the corresponding macroscopic observable effects.

7.3 Spin-Orbit Coupling in a Relativistic Quantum System

The spin-orbit coupling is awell-known effect in a quantum system.Here, we present
a short discussion of the origin and a brief review of related phenomena.

7.3.1 Dirac Equation and Spin-Orbit Coupling

The spin-orbit coupling is an intrinsic property for a relativistic fermionic quantum
system. This is derived explicitly from the Dirac equation. A number of characteris-
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tics of the Dirac equation show that it describes particles of spin-1/2, and the spin and
orbital angular momentum couple to each other intrinsically even for free particles.
Here, we recall a few of such characteristics in the following:

First of all, it is well known that, even for a free Dirac particle, the Hamiltonian Ĥ
does not commute with the orbital angular momentum L̂ and the spin��� separately,
but commuteswith the total angularmomentum Ĵ = L̂ + ���/2, i.e., [Ĥ , L̂ ] = −iααα ×
p̂, [Ĥ ,���] = 2iααα × p̂, but [Ĥ , Ĵ ] = 0. This clearly shows that the spin and orbital
angular momentum couple to each other and transform from one to another in a
relativistic fermionic quantum system, though the strength of the spin-orbit coupling
can be different for an electromagnetic or a strongly interacting system.

Second, the magnetic momentum of a Dirac particle with electric charge e is
obtained simply by replacing the classical expression M = er × v/2 with opera-
tors, i.e., M̂ = er × ααα/2. In an eigenstate |ψ〉 of Ĥ , if we take the nonrelativistic
approximation E ≈ m, we obtain immediately that [37]

〈M〉 ≈ e

2m
〈ϕ|(L̂ + σσσ)|ϕ〉, (7.33)

where ϕ is the upper component ofψ . This is just the well-known result for point-like
spin-1/2 particles where the Landre factors are gL = 1 and gs = 2.

If we consider a Dirac particle moving in a central potential, the stationary state

is the eigenstate of Ĥ , Ĵ
2
, Ĵz and the parity P̂ with eigenvalues (ε, j,m,P), i.e.

ψε jmP (r , θ, φ, s) =
(

fεl(r)�l
jm(θ, φ)

(−1)
1
2 (l−l ′+1)gεl ′(r)�l ′

jm(θ, φ)

)
, (7.34)

where �l
jm(θ, φ) is the 2 × 1 spheric harmonic wave function in the nonrelativistic

case, fεl(r) and gεl ′(r) are the radial parts, j = l ± 1/2 = l ′ ∓ 1/2 and P = (−1)l .
In the ground state ε = ε0, j = 1/2, P = +, the magnetic moment is given by [37]

〈ε0, 1/2,m,+|M̂|ε0, 1/2,m, +〉 = μq〈ξ(m)|σσσ |ξ(m)〉, (7.35)

where μq = −2e
∫
r3dr f00(r)g01(r)/3 is a constant determined by ground state

radial wave functions, ξ(m) is the eigenstate of σz and is a Pauli spinor. Equation 7.35
has exactly the same form as that for a quark at rest. This explains why the static
quark model works well in describing the magnetic moment of baryon although we
know that the quark mass is small and the relativistic treatment has to be used.

Third, we consider a Dirac particle moving in a magnetic field with potential
A = (φ,A). By replacing p̂ with p̂ − eA in the Dirac equation and taking the non-
relativistic approximation, we obtain immediately

Ĥnr = 1

2m
(p̂ − eA)2 − eφ − 1

4m2

dφ

rdr
L̂ · σ , (7.36)

where the spin-orbit coupling is obtained automatically.
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7.3.2 Spin-Orbit Coupling in Systems Under Electromagnetic
Interactions

Intuitively, the spin-orbit coupling in systems under electromagnetic interactions has
a very clear physical picture and also leads to many well-known effects. The most
famous textbook examplemight be the fine structure of atomic light spectra. Here, we
consider the electron moving in the electromagnetic field induced by the hydrogen
atom, we take the extra 1/2 factor due to Thomas precession into account and obtain
immediately

Vls(r) = −1

2
μ · B = e

4m
σ · v × E = e

4m2

dφ

rdr
σ · L. (7.37)

This is exactly the same as that in Eq. (7.36) derived from Dirac equation.
The spin-orbit coupling plays also a very important in modern spintronics in

condensedmatter physics where spin transport in the electromagnetically interacting
system is studied. There are also examples in electromagnetically interacting systems
where spin polarization (magnetization) and orbital angular momentum (rotation)
are transferred from one to the other. Earlier examples may even be traced back to
Einstein and de Haas [38] and Barnet [39]. It was known as the Einstein–de Haas
effect, where the rotation is caused by magnetization and the Barnett effect that is
the gyromagnetic effect where magnetization is caused by rotation.

7.3.3 Spin-Orbit Coupling in Systems Under Strong Interactions

In systems under strong interactions, the spin-orbit coupling also leads to many dis-
tinguished effects. One of such famous examples is the nuclear shellmodel developed
by Mayer and Jensen [40–42] where the spin-orbit coupling plays a crucial role to
produce the magic numbers of atomic nuclei.

There is no such clear intuitive picture for the spin-orbit interaction in systems
under strong interactions as that for electromagnetic interactions so the strength
cannot be derived explicitly. Usually, in the covariant relativistic formalism, the
spin-orbit coupling does appears explicitly. However, the role that it plays can be
seen whenever one separates spin and orbital angular momentum from each other.
Besides the famous example in the nuclear shell model, another explicit example
is the heavy quarkonium spectra where spin-orbit coupling has to be taken into
account [43].

Even more interesting is that, in the frontier of high energy spin physics, it seems
that spin-orbit coupling plays a key role in understanding all the four classes of
striking spin effects mentioned in Sect. 7.1 observed in experiments since 1970s. The
simplest argument that orbital angular momentum contributes significantly to proton
spin is that discussed in the first point in Sect. 7.3.1 where it has been shown that the
orbital angular momentum for a Dirac particle is not a good quantum number. Hence,
even if a quark is in the ground states in a central potential as given by Eq. (7.34),
the average value of the orbital angular momentum is not zero. If we, e.g., consider
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a quark in the ground state in a spheric potential well with infinite depth such as in
the MIT bag model, the orbital angular momentum contributes ∼35% to the total
angular momentum.

Both phenomenological model [37,44] and pQCD calculations [45] indicate that
orbital angularmomentumof quarks in a polarized nucleon and the initial or final state
interactions are responsible for SSA observed [10–13] in inclusive hadron-hadron
collisions. It has also been shown that transverse hyperon polarization observed [14–
18] in unpolarized hadron-hadron collisions are closely related to SSA thus has the
same physical origins [46]. The spin analyzing power observed [18–21] in elastic
pp scattering is due to color magnetic interaction during the scattering [47] thus
originates also from the orbital angularmomentumof the constituents in the polarized
proton. The study of the role played by the orbital angular momentum is one of the
core issues currently in high energy spin physics. See recent reviews such as [9,48–
51].

7.4 Theoretical Predictions on the Global Polarization Effect of
QGP in HIC

It has been shown [2] that due to spin-orbit interactions in a strongly interacting sys-
tem such asQGP, the orbital angularmomentum can be transferred to the polarization
of the constituents in the system such as the quarks and antiquarks.

7.4.1 Global Quark Polarization in QGP in HIC

In Sect. 7.2, we have seen that in a non-central AA collision, there is a huge global
orbital angularmomentum for the colliding system. Such a global angularmomentum
leads to the longitudinal fluid shear in the produced system of partons. A pair of
interacting partons will have a finite value of relative orbital angular momentum
along the direction opposite to the normal of the reaction plane. We have also seen
in Sect. 7.3 that spin-orbit coupling is an intrinsic property of a relativistic system.
It is thus natural to ask whether the orbital angular momentum or momentum shear
leads to the polarization of partons in the system.

There is no field theoretical calculation that can be applied directly to answer
this question because usually the calculations are in the momentum space where
the momentum shear with respect to x coordinate cannot be taken into account. To
achieve this, Ref. [2] took the approach by considering parton scattering with impact
parameter in the preferred direction and reach the positive conclusion.We summarize
the studies of Refs. [2,4] in this section.

7.4.1.1 Quark Scattering at Fixed Impact Parameter
To be explicit, we consider the scattering q1(p1) + q2(p2) → q1(p3) + q2(p4) of
two quarks with different flavors. The scattering matrix element in momentum space
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is given by

S f i = 〈 f |Ŝ|i〉 = M f i (q)(2π)4δ4(p1 + p2 − p3 − p4), (7.38)

where pi = (Ei ,pi ) is the four-momentum of the quark, q = p1 − p3 = p4 − p2 is
the four-momentum transfer and M f i (q) is the scattering amplitude in momentum
space. The incident momenta are taken as in z or −z direction and the transverse
momentum is denoted as pT = p3T = −p4T . The differential cross section in the
momentum space is given by

dσ = cqq
F

|S f i (q)|2
T V

d3 p3
(2π)32E3

d3 p4
(2π)32E4

, (7.39)

where T and V are interaction time and volume of the space, cqq = 2/9 is the color

factor, and F = 4
√

(p1 · p2)2 − m2
1m

2
2 is the flux factor. Here, just for clarity of

equations, we omit the spin indices and will pick them up later in the following:
It can easily be verified that

S f i =
∫

d2xT

∫
d2q⊥
(2π)2

M f i (q)e−i(qT +pT )·xT (2π)4δ4(p1 + p2 − p3 − p4),

(7.40)
where we use xT to denote the impact parameter of the two scattering quarks to
distinguish it from the impact parameter b = b ex of the two nuclei. By inserting
Eq. (7.40) into (7.39), we obtain

dσ = cqq
F

∫
d2xT

∫
d2q⊥
(2π)2

d2k⊥
(2π)2

e−i(qT −kT )·xT M f i (q)

�(q)

M∗
f i (k)

�(k)
, (7.41)

where M f i (q) and M f i (k) are scattering amplitudes in momentum space with
four-momentum transfer q = (q0, qT , qz) and k = (k0, kT , kz), respectively; �(q)

is a kinematic factor obtained in carrying out the integration and is given by

�−2(q) =
∫

δ4(p1 + p2 − p3 − p4)δ
2(qT + pT )

d3 p3
2E3

d3 p4
2E4

= 1

(E1 + E2)p3z
,

(7.42)

where p3z is the positive solution of
√
q2T + p23z + m2

3 +
√
q2T + p23z + m2

4 = E1 +
E2. Here, in obtaining Eq. (7.41), we have taken the symmetric form with the
exchange of q and k to guarantee the integrand of d2xT to be positive definite.

We pick up the spin indices and suppose that we are interested in the polarization
of quark q1 after the scattering.We, therefore, average over the spins of initial quarks
and sum over the spin of quark q2 in the final state. In this case, we have

d2σλ3

d2xT
= cqq

16F

∑
λ1,λ2,λ4

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT M(q)

�(q)

M∗(k)
�(k)

. (7.43)
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We define

d2�σ

d2xT
= d2σ+

d2xT
− d2σ−

d2xT
, (7.44)

d2σ

d2xT
= d2σ+

d2xT
+ d2σ−

d2xT
, (7.45)

where λ3 = + or − denotes that the spin of q1 after the scattering is in the positive
or negative direction of the normal n of the reaction plane; d2σ/d2xT is just the
unpolarized cross section at the fixed impact parameter.

Suppose that the impact parameter xT has a given distribution fqq(xT , b, Y ,
√
s),

we can calculate the polarization in the following way:

〈�σ 〉 =
∫

d2xT fqq(xT , b, Y ,
√
s)
d2�σ

d2xT
, (7.46)

〈σ 〉 =
∫

d2xT fqq(xT , b, Y ,
√
s)

d2σ

d2xT
, (7.47)

and the polarization of the quark q1 after the scattering is given by

Pq = 〈�σ 〉/〈σ 〉. (7.48)

As discussed in Sect. 7.2, the average relative orbital angular momentum l of
two scattering quarks is in the opposite direction of the normal of the reaction plane
in non-central AA collisions. Since a given direction of l corresponds to a given
direction of xT , there should be a preferred direction of xT at a given direction of
the nucleus-nucleus impact parameter b. The distribution fqq(xT , b, Y ,

√
s) of xT

at given b depends on the collective longitudinal momentum distribution shown in
Sect. 7.2. Clearly, it depends on the dynamics of QGP and that of AA collisions.

To see the qualitative features of the physical consequences explicitly, Refs. [2,4]
took a simplified fqq(xT , b, Y ,

√
s) as an example, i.e., a uniform distribution of xT

in the upper half xy-plane with x > 0, i.e.

fqq(xT , b, Y ,
√
s) ∝ θ(x), (7.49)

so that

〈�σ 〉 ≈
∫ ∞

0
dx
∫ ∞

−∞
dy

d2�σ

d2xT
, (7.50)

〈σ 〉 ≈
∫ ∞

0
dx
∫ ∞

−∞
dy

d2σ

d2xT
. (7.51)
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7.4.1.2 Quark Scattering by a Static Potential
To see the characteristics of the physical consequences clearly, in [2], we considered
first a quark scattering by a static potential. Here, it is envisaged that a quark inci-
dent in z-direction and is scattered by an effective static potential induced by other
constituents of QGP. In this case, we obtain

M f i (q) = ūλ(p + q) A/(q) u(p), (7.52)

where A(q) = (A0(q), 0) and A0(q) = g/(q2 + μ2
D) is the screened static potential

with Debye screen mass μD [52]. It follows that:

M f i (q)M∗
f i (k) = A0(q)A0(k)ūλ(p + q)( p̃/ + mq)uλ(p + k), (7.53)

where p̃ ≡ (E, −p). We choose n as the quantization axis of spin and denote the
eigenvalue by λ = ±1. For small angle scattering, qT , kT ∼ μD � E , we obtain,

M f i (q)M∗
f i (k) ≈ 4E2A0(q)A0(k)

[
1 − iλ

(qT − kT ) · (n × p)

2E(E + mq)

]
, (7.54)

and the cross sections are given by

d2σ

d2xT
= g4cT

4

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT
(q2T + μ2

D)(k2T + μ2
D)

, (7.55)

d2�σ

d2xT
= i

g4cT
8p2

∫
d2qT
(2π)2

d2kT
(2π)2

(n × p) · (kT − qT ) ei(kT −qT )·xT
(q2T + μ2

D)(k2T + μ2
D)

. (7.56)

where cT is the color factor. It is interesting to note that, under such approximation,
these two parts of the cross section are related to each other

d2�σ

d2xT
= 1

2p2
(n × p) · ∇ d2σ

d2xT
. (7.57)

Completing the integrations over d2qT and d2kT by using the integration formulae

∫
d2qT
(2π)2

eiqT ·xT
q2T + μ2

D

=
∫

qT dqT
2π

J0(qT xT )

q2T + μ2
D

= 1

2π
K0(μDxT ), (7.58)

we obtain from Eqs. (7.55) and (7.56) that [2],

d2σ

d2xT
= α2

s cT K
2
0 (μDxT ), (7.59)

d2�σ

d2xT
= α2

s cT
[
(p × n) · x̂T /p2

]
μDK0(μDxT )K1(μDxT ). (7.60)
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where J0 and K0 are the Bessel andmodified Bessel functions respectively and xT =
|xT |. The unpolarized cross section just corresponds to d2σ/d2qT = 4πα2

s cT /(q2T +
μ2
D)2 in the momentum space.
It is evident from Eq. (7.60) that parton scattering polarizes quarks along the

direction opposite to the normal of the parton reaction plane determined by the impact
parameter xT , i.e., along the direction of the relative orbital angular momentum. This
is essentially the manifest of spin-orbit coupling in QCD. Ordinarily, the polarized
cross section along a fixed direction n vanishes when averaged over all possible
direction of the parton impact parameter xT . However, in non-central HIC the local
relative orbital angular momentum 〈ly〉 provides a preferred average reaction plane
for parton collisions. This leads to a quark polarization opposite to the normal of
the reaction plane of HIC. This conclusion should not depend on our perturbative
treatment of parton scattering as far as the effective interaction is mediated by the
vector coupling in QCD.

Averaging over the relative angle between parton xT and nuclear impact parameter
b from −π/2 to π/2 and over xT , one can obtain the global quark polarization

Pq = −πμD|p|/2E(E + mq) (7.61)

via a single scattering for given E .
If one takes the nonrelativistic limit, E ∼ mq � |p|, μD , one obtains

Pq ≈ −πμD|p|/4m2
q . (7.62)

One of the advantages in this limit is that one can check effects due to spin-
orbit coupling explicitly. Here, the spin-orbit coupling is given by Eq. (7.36). The
corresponding energy is roughly given by 〈Els〉 ∼ 〈l · s dV /rdr/m2〉. Given the
interaction range is r ∼ 1/μD , 〈dV /rdr〉 ∼ −〈V 〉μ2

D; 〈l · s〉 ∼ 〈l〉/2 ∼ |p|/2μD .
The quark polarization is Pq ∼ 〈Els〉/〈V 〉. We obtain Pq ∼ −μD|p|/m2 that is just
the result given by Eq. (7.62).

If one takes the ultra-relativistic limit mq = 0 and |p| � μD , one expects from
Eq. (7.61) that Pq ∼ −πμD/2E . However, given dp0/dx = 0.34 GeV/fm for semi-
peripheral (b = RA) collisions at RHIC, and an average range of interaction�x−1 ∼
μD ∼ 0.5 GeV, �pz ∼ 0.1 GeV is smaller than the typical transverse momentum
transfer μD . In this case, one has to go beyond small angle approximation.

We also note that the cross sections can be written in a general form as
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d2σ

d2xT
= F(xT , E), (7.63)

d2�σ

d2xT
= n · (xT × p ) �F(xT , E), (7.64)

where F(xT , E) and�F(xT , E) are scalar functions of both xT ≡ |xT | and the c.m.
energy E of the two quarks. We would like to emphasize that Eqs. (7.63) and (7.64)
are in fact the most general forms of the two parts of the cross sections under parity
conservation in the scattering process. The unpolarized part of the cross section
should be independent of any transverse direction thus can only take the form as
given by Eq. (7.63), i.e. it depends only on the magnitude of xT but not on the
direction. For the spin-dependent part, the only scalar that we can construct from the
available vectors is n · (p × xT ). Hence, d2�σ/d2xT can only take the form given
by Eq. (7.64).

We also note that xT × p is nothing but the relative orbital angular momentum of
the two-quark system, l = xT × p. Therefore, the polarized cross section takes its
maximum when n is parallel or antiparallel to the relative orbital angular momen-
tum, depending on whether �F is positive or negative. This corresponds to quark
polarization in the direction l or −l .

7.4.1.3 Quark-Quark Scattering in a Thermal Medium
The quark-quark scattering amplitude in a thermal medium can be calculated by
using the Hard Thermal Loop (HTL) resummed gluon propagator [53,55]

�μν(q) = Pμν
T

−q2 + �T (ξ)
+ Pμν

L

−q2 + �L(ξ)
+ (α − 1)

qμqν

q4
, (7.65)

where q denotes the gluon four-momentum and α is the gauge fixing parameter,
x = ω/

√−q̃2 andω = q ·u, q̃ = q − ωu, u is the fluid velocity of the local medium.
The longitudinal and transverse projectors Pμν

T ,L are defined by

Pμν
L = 1

q2q̃2
(ωqμ − q2uμ)(ωqν − q2uν) , (7.66)

Pμν
T = g̃μν − q̃μq̃ν

q̃2
, (7.67)

where g̃μν = gμν − uμuν . �L and �T are the transverse and longitudinal self-
energies and are given by [53]

�L(ξ) = μ2
D

[
1 − ξ

2
ln

(
1 + ξ

1 − ξ

)
+ i

π

2
ξ

]
(1 − ξ2) , (7.68)

�T (ξ) = μ2
D

[
ξ2

2
+ ξ

4
(1 − ξ2) ln

(
1 + ξ

1 − ξ

)
− i

π

4
ξ(1 − ξ2)

]
, (7.69)

where the Debye screening mass is μ2
D = g2(Nc + N f /2)T 2/3.
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With the above HTL gluon propagator, the quark-quark scattering amplitude
M f i (q) in the momentum space can be expressed as

M f i (q) = ūλ3(p3)γμuλ1(p1)�
μν(q)ūλ4(p4)γνuλ2(p2). (7.70)

The productM f i (q)M∗
f i (k) can be converted to the following trace form:

∑
λ1,λ2

M f i (q)M∗
f i (k) = �μν(q)�αβ∗(k)Tr[uλ3(p1 − k)ūλ3(p1 + q)γμ(p1/ + m1)γα]

×Tr[uλ4 (p2 − k)ūλ4 (p2 − q)γν(p2/ + m2)γβ ]. (7.71)

In calculations of transport coefficients such as jet energy loss parameter [54] and
thermalization time [55] that generally involve cross sections weighted with trans-
verse momentum transfer, the imaginary part of the HTL propagator in the magnetic
sector is enough to regularize the infrared behavior of the transport cross sections.
However, in the calculation of quark polarization, the total parton scattering cross
section is involved. The contribution from the magnetic part of the interaction has,
therefore, infrared divergence that can only be regularized through the introduction
of non-perturbative magnetic screening mass μm ≈ 0.255

√
Nc/2g2T [56].

Since we have neglected the thermal momentum perpendicular to the longitudinal
flow, the energy transfer ω = 0 in the center of mass frame of the two colliding
partons. This corresponds to setting x = 0 in the HTL resummed gluon propagator
in Eq. (7.65). In this case, the center of mass frame of scattering quarks coincides
with the local co-moving frame of QGP and the fluid velocity is u = (1, 0, 0, 0). The
corresponding HTL effective gluon propagator in Feynman gauge that contributes
to the scattering amplitudes reduces to

�μν(q) = gμν − uμuν

q2 + μ2
m

+ uμuν

q2 + μD
2 . (7.72)

The spin-dependent part determines the polarization of the final state quark q1
via the scattering. The calculation is much involved. A detailed study is given in [4].
We summarize part of the key results in the following:

(i) Small Angle Approximation

We only consider light quarks and neglect their masses. Carrying out the traces in
Eq. (7.71), we can obtain the expression of the cross section with HTL gluon propa-
gators. The results are muchmore complicated than those as obtained in Sect. 7.4.1.3
using a static potential model [2]. However, if we consider small transverse momen-
tum transfer and use the small angle approximation, the results are still very simple.
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In this case, with qz ∼ 0 and qT ≡ |qT | � p, we obtain

d2σ

d2xT
= g4cqq

8

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT

×
(

1

q2T + μ2
m

+ 1

q2T + μ2
D

)(
1

k2T + μ2
m

+ 1

k2T + μ2
D

)
, (7.73)

d2�σ

d2xT
= −i

g4cqq
16p2

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT [(kT − qT ) · (p × n)
]

×
(

1

q2T + μ2
m

+ 1

q2T + μ2
D

)(
1

k2T + μ2
m

+ 1

k2T + μ2
D

)
. (7.74)

We note that there exist the same relationship between the polarized and unpolarized
cross section as that given by Eq. (7.57) obtained in the case of static potential model
under the same small angle approximation. Completing the integration over d2qT
and d2kT by using the formulae given by Eqs. (7.58), we obtain

d2σ

d2xT
= cqq

2
α2
s [K0(μmxT ) + K0(μDxT )]2 , (7.75)

d2�σ

d2xT
= cqqα2

s

2p2
[
(p × n) · x̂T

]
[K0(μmxT ) + K0(μDxT )]

×[μmK1(μmxT ) + μDK1(μDxT )
]
, (7.76)

where x̂T = xT /xT is the unit vector of xT . We compare the above results with
those given by Eqs. (7.59) and (7.60) obtained in the screened static potential model
where one also made the small angle approximation. We see that the only difference
between the two results is the additional contributions from magnetic gluons, whose
contributions are absent in the static potential model.
(ii) Beyond Small Angle Approximation
Now we present the complete results for the cross section in impact parameter space
using HTL gluon propagators without small angle approximation. The unpolarized
and polarized cross section can be expressed as

dσ

d2xT
= g4cqq

16ŝ

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT f (q, k)

�(q)�(k)
, (7.77)

d�σ

d2xT
= i

g4cqq
8ŝ2

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT � f (q, k)

�(q)�(k)
, (7.78)
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where ŝ is the c.m. energy squared of the quark-quark system, f (q, k) and� f (q, k)
are given by

f (q, k) =
∑
a,b

Aab(q, k)

(q2 + μ2
a)(k

2 + μ2
b)

, (7.79)

� f (q, k) = (p × n) ·
∑
ab

�Aab(q, k)

(q2 + μ2
a)(k

2 + μ2
b)

, (7.80)

where the subscript a or b denotes m or D representing the magnetic or electric part
and the sum runs over all possibilities of (a, b). Aab are Lorentz scalar functions of
(q, k) given by

Amm(k, q) = ŝ[ŝ − (q + k)2] + (q · k)2, (7.81)
ADD(q, k) = (ŝ − q2 − k2)[ŝ − (q + k)2] + (q · k)2, (7.82)

AmD(q, k) = ADm(k, q) = ŝ[ŝ − k2 − (q + k)2] + (k2 − k · q)2 + k2q2

ŝ
(q + k)2 , (7.83)

�Aab(q, k) is a vector in the momentum space and can be written as

�Aab(q, k) = �g(q)
ab (q, k) qT − �g(k)

ab (q, k) kT , (7.84)

where �g(q)
ab (q, k) and �g(k)

ab (q, k) are Lorentz scalar functions given by

�g(q)
mm(q, k) = �g(k)

mm(k, q) = ŝ(ŝ − q · k) − (ŝ + q2 + k2 − q · k)k2, (7.85)

�g(q)
DD(q, k) = �g(k)

DD(k, q) = (ŝ − q2 − k2 − q · k)(ŝ − k2) , (7.86)

�g(q)
mD(q, k) = �g(k)

Dm(k, q) = ŝ(ŝ − 2k2 − q · k) − (k2 − q · k − q2k2

ŝ
)k2 , (7.87)

�g(k)
mD(q, k) = �g(q)

Dm(k, q) = ŝ(ŝ + q2 − k2 − q · k) + (q2 − q · k − q2k2

ŝ
)q2, (7.88)

We note that Aab(q, k) = Aab(k, q), �Aab(q, k) = −�Aab(k, q) so that
f (q, k) = f (k, q) and � f (q, k) = −� f (k, q), i.e., they are symmetric or anti-
symmetric w.r.t. the two variables, respectively. Hence, the integration result in
Eq. (7.77) is real, while that in Eq. (7.78) is pure imaginary so that the cross section
is real.

We also note that f (q, k) and�g(q/k)
αβ (q, k) are all functions of Lorentz invariants

ŝ, q2, k2 and q · k. Furthermore, Aab(k, q) =∑n=0−2 g
(n)
ab (ŝ, q2, k2)(qT · kT )n ,

and �g(q/k)
ab (k, q) =∑n=0,1 �g(q/k,n)

ab (ŝ, q2, k2)(qT · kT )n . The angular parts of
the integrations in Eqs. (7.77) and (7.78) can be carried out. For this purpose, we
note that, e.g., for any scalar function fs of (ŝ, q2, k2), we have
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∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT fs(ŝ, q
2, k2)

=
∫

dq2T
4π

dk2T
4π

J0(qT xT )J0(kT xT ) fs(ŝ, q
2, k2) ≡ F (0)(xT , ŝ), (7.89)

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT (qT · kT ) fs(ŝ, q
2, k2)

=
∫

dq2T
4π

dk2T
4π

qT kT J
′
0(qT xT )J ′

0(kT xT ) fs(ŝ, q
2, k2) ≡ F (1)(xT , ŝ), (7.90)

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT gs(ŝ, q2, k2)qT = −i x̂T G(0)(xT , ŝ),

G(0)(xT , ŝ) =
∫

dq2T
4π

dk2T
4π

J ′
0(qT xT )J0(kT xT )gs(ŝ, q

2, k2), (7.91)

∫
d2qT
(2π)2

d2kT
(2π)2

ei(kT −qT )·xT gs(ŝ, q2, k2)(qT · kT )qT = −i x̂T G(1)(xT , ŝ),

G(1)(xT , ŝ) =
∫

dq2T
4π

dk2T
4π

qT kT J
′′
0 (qT xT )J ′

0(kT xT )gs(ŝ, q
2, k2). (7.92)

Hence, we see clearly that

dσ

d2xT
= g4cqq

16ŝ

∑
a,b

Fab(xT , ŝ), (7.93)

d�σ

d2xT
= g4cqq

8ŝ2
(p × n) · x̂T

∑
a,b

�Fab(xT , ŝ). (7.94)

The scalar functions Fab(xT , ŝ) and �Fab(xT , ŝ) are rather involved. However,
if we take the simple form of fqq(xT , Y , b,

√
s ) given by Eq. (7.49) and calculate

σ and �σ using Eqs. (7.50) and (7.51), we may first carry out the integration over
xT . In this case we obtain

〈σ 〉 = g4cqq
32ŝ

∫
qT ≤p

d2qT
(2π)2

f (q, q)

�2(q)
, (7.95)

〈�σ 〉 = − g4cqq
8ŝ2

∫ E

−E

dqy
2π

∫ √
E2−qy2

−√
E2−qy2

dqx
2π

∫ √
E2−qy2

−√
E2−qy2

dkx
2π

� f (qx , qy; kx , qy)
(kx − qx )�(q)�(k)

. (7.96)

These equations can be further simplified to the form suitable for carrying out
numerical calculations. Details are given in Ref. [4] where different cases are also
studied. Here, we present only the result of the quark polarization Pq as function of
c,m, energy of the quark-quark system

√
ŝ/T in Fig. 7.13.

From Fig. 7.13, we see that the quark polarization changes drastically with
√
ŝ/T .

It increases to some maximum values and then decreases with the growing energy,
approaching the result of small angle approximation in the high-energy limit. This
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Fig. 7.13 Quark polarization
-Pq as a function of

√
ŝ/T

for different αs ’s obtained in
quark-quark scattering with a
hard thermal loop
propagator. This figure is
taken from [4]

structure is caused by the interpolation between the high-energy and low-energy
behavior dominated by the magnetic part of the interaction in the weak coupling
limit αs < 1. Therefore, the position of the maxima in

√
ŝ should approximately

scale with the magnetic mass μm .

7.4.1.4 Conclusions and Discussions on Global Quark Polarization
Although approximations and/ormodels have to be used in the calculations presented
above, the physical picture and consequence are very clear. It is confident that after
the scattering of two constituents in QGP, the orbital angular momentum will be
transferred partly to the polarization of quarks and antiquarks in the system due to
spin-orbit coupling in QCD. Such a polarization is very different from those that
we meet usually in high energy physics such as the longitudinal or the transverse
polarization. The longitudinal polarization refers to the helicity or the polarization
in the direction of the momentum, whereas the transverse polarization refers to
directions perpendicular to the momentum, either in the production plane or along
the normal of the production plane. These directions are all defined by themomentum
of the individual particle and are in general different for different particles in the same
collision event. In contrast, the polarization discussed here refers to the normal of
the reaction plane. It is a fixed direction for one collision event and is independent of
any particular hadron in the final state. Hence, in Ref. [2], this polarization was given
a new name—the global polarization, and the QGP was referred to as the globally
polarized QGP in non-central HIC. We illustrate this in Fig. 7.14.

The following three points should be addressed in this connection:

(i) The results presented above aremainly a summary of those obtained in the original
papers [2,4], where the global orbital angular momentum for the colliding system
in HIC was first pointed out and the GPE was first predicted. These results are for a
single quark-quark scattering. In a realistic HIC where QGP is created, such quark-
quark scatterings may take place for a few times before they hadronize into hadrons.
The calculations presented above or in [2,4] provide the theoretical basis for GPE.
They do not provide the final results of global quark polarizations.
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Fig. 7.14 Illustration of the
global quark polarization
effect in non-central heavy
ion collisions

(ii) The numerical results on quark polarization presented above are based on the
approximation by taking the simple form of fqq(xT , Y , b,

√
s) given by Eq. (7.49).

They provide practical guidance for the magnitude of the quark polarization but
cannot give us the relationship between the polarization and the local orbital angular
momentum. Further studies along this line are necessary. In practice, to describe the
evolution of the global quark polarization, one can invoke a dynamical model of
QGP evolution or effectively a dynamical model for fqq(xT , Y , b,

√
s).

(iii) If we consider QGP as a fluid, the momentum shear distribution discussed
in Sec. 7.2 implies a nonvanishing vorticity ωωω = (1/2)∇ × v. The spin-orbit cou-
pling can be replaced by spin-vortical coupling. This provides a good opportunity
to study spin-vortical effects in strongly interacting system and has attracted much
attention [59–67]. See chapter on this topic in this series.

7.4.2 A Kinetic Approach for Quark Polarization Rate

The global polarization in heavy ion collisions arises from scattering processes of
partons or hadrons with spin-orbit couplings. In a 2-to-2 particle scattering at a
fixed impact parameter, one can calculate the polarized cross section arising from
the spin-orbit coupling. In a thermal medium, however, momenta of incident parti-
cles are randomly distributed and particles participating in the scattering are located
at different space-time points. In order to obtain observables, we have to take an
ensemble average over random momenta of incident particles and treat scatterings
at different space-time points properly. To this end, a microscopic model was pro-
posed for the polarization from the first principle through the spin-orbit coupling
in particle scatterings in a thermal medium with a shear flow [68]. It is based on
scatterings of particles as wave packets, an effective method to deal with particle



7 Global Polarization Effect and Spin-Orbit Coupling… 225

Fig. 7.15 A collision or scattering in the Lab frame (left) and center of mass frame (right)

scatterings at specified impact parameters. The polarization is then the consequence
of particle collisions in a nonequilibrium state of spins. The spin-vorticity coupling
naturally emerges from the spin-orbit one encoded in polarized scattering amplitudes
of collisional integrals when one assumes local equilibrium in momentum but not in
spin.

As an illustrative example, we have calculated the quark polarization rate per unit
volume from all 2-to-2 parton (quark or gluon) scatterings in a locally thermalized
quark-gluon plasma. It can be shown that the polarization rate for antiquarks is the
same as that for quarks because they are connected by the charge conjugate transfor-
mation. This is consistent with the fact that the rotation does not distinguish particles
and antiparticles. The spin-orbit coupling is hidden in the polarized scattering ampli-
tude at specified impact parameters. We can show that the polarization rate per unit
volume is proportional to the vorticity as the result of particle scatterings. Thus, we
build up a nonequilibrium model for the global polarization.

7.4.2.1 Collision Rate for Spin-0 Particles in aMulti-particle System
We aim to derive the spin polarization rate in a thermal medium with a shear flow
from particle scatterings through spin-orbit couplings (Fig. 7.15). Before we do it in
the next section, let us first look at the collision rate of spin-zero particles. It is easy
to generalize it to the spin polarization rate for spin-1/2 particles.

In the center of mass frame (CMS) of the incident particle A and B, the collision
rate (the number of collisions per unit time) per unit volume is given by

RAB→12 = nAnB |vA − vB |σ d3 pA
(2π)3

d3 pB
(2π)3

f A(xA, pA) fB(xB, pB)|vA − vB |�σ,

(7.97)

where vA = |pA|/EA and vB = −|pB |/EB are the velocity of A and B respectively
with pA = −pB , f A and fB are the phase space distributions for A and B, respec-
tively, and�σ denotes the infinitesimal element of the cross sectionwhich is given by
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�σ = 1

CAB
d4xAd

4xBδ(�t)δ(�xL)
d3 p1

(2π)32E1

d3 p2
(2π)32E2

1

(2EA)(2EB)
K ,

(7.98)
where we assumed that the scattering takes place at the same time and the same
longitudinal position in the CMS (these conditions are represented by two delta
functions), the constantCAB makes�σ have the correct dimension whose definition
will be given later, and K is given by

K = (2EA)(2EB)|out〈p1 p2|φA(xA, pA)φB(xB, pB)〉in|2, (7.99)

with (i = A, B)

|φi (xi , pi )〉in =
∫

d3ki
(2π)3

1√
2Ei,k

φi (ki − pi )e−iki ·xi |ki 〉in, (7.100)

being the wave packets for incident particles. If incoming particles are described by
two plane waves, there is no initial angular momentum. This is why we should use
wave packets for incoming particles. Normally one can choose a Gaussian form for
the wave packet amplitude

φi (ki − pi ) = (8π)3/4

α
3/2
i

exp

[
− (ki − pi )2

α2
i

]
, (7.101)

where αi denote the width of the wave packet. For simplicity, we use plane waves to
represent outgoing particles.

Now we consider the scattering process in Fig. 7.16. The incoming particles are
located at xA and xB . We can use new variables X = (xA + xB)/ and y = xA − xB
to replace xA and xB . We then define CAB ≡ ∫ d4X = tX�int, where tX and �int
are the local time and space volume for the interaction. The local collision rate from
Eq. (7.97) can be written as

d4NAB→12

dX4 = 1

(2π)4

∫
d3 pA

(2π)32EA

d3 pB
(2π)32EB

d3 p1
(2π)32E1

d3 p2
(2π)32E2

×|vA − vB |G1G2

∫
d3kAd

3kBd
3k′

Ad
3k′

B

×φA(kA − pA)φB(kB − pB)φ∗
A(k′

A − pA)φ∗
B(k′

B − pB)

×δ(4)(k′
A + k′

B − p1 − p2)δ
(4)(kA + kB − p1 − p2)

×M ({kA, kB} → {p1, p2})M∗ ({k′
A, k′

B} → {p1, p2}
)

×
∫

d2b f A
(
X + yT

2
, pA

)
fB
(
X − yT

2
, pB

)
exp
[
i(k′

A − kA) · b] , (7.102)

where NAB→12 is the number of collisions and Gi (i = 1, 2) denote the distribution
factors which depends on the particle types in the final state. We have Gi = 1 for
the Boltzmann particles and Gi = 1 ± fi (pi ) for bosons (upper sign) and fermions
(lower sign).
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Fig. 7.16 Scattering of two particles in the center of mass frame

7.4.2.2 Polarization Rate for Spin-1/2 Particles from Collisions
Based on the collision rate for spin-zero particles in the above section, we now
consider spin-1/2 particles. We assume that particle distributions are independent of
spin states, so the spin dependence comes only from scatterings of particles carrying
the spin degree of freedom. In this section, we will distinguish quantities in the CMS
from those in the lab frame, we will put an index c for a CMS quantity.

If the system has reached local equilibrium inmomentum, we canmake an expan-
sion of f A fB in yc,T = (0, bc), and thus

f A
(
Xc + yc,T

2
, pc,A

)
fB
(
Xc − yc,T

2
, pc,B

)

= f A (X , pA) fB (X , pB) + 1

2
yμ
c,T [�−1]νμ

∂(βuρ)

∂Xν

×
[
pρ
A fB (X , pB)

d fA (X , pA)

d(βu · pA)
− pρ

B fA (X , pA)
d fB (X , pB)

d(βu · pB)

]
,

(7.103)

wherewe have used the defination of the Lorentz transformationmatrix ∂Xν/∂Xμ
c =

[�−1]νμ = � ν
μ , and the scalar invariance f A (X , pA) = f A

(
Xc, pc,A

)
and

fB (X , pB) = fB
(
Xc, pc,B

)
. From Eq. (7.103), we see that the local vorticity

∂(βuρ)/∂Xν shows up. We look closely at the term yμ
c,T [∂(βuc,ρ)/∂Xμ

c ]pρ
c,A,

yμ
c,T p

ρ
c,A

∂(βuρ)

∂Xμ
c

= 1

4
y[μ
c,T p

ρ]
c,A

[
∂(βuc,ρ)

∂Xμ
c

− ∂(βuc,μ)

∂Xρ
c

]

+1

4
y{μ
c,T p

ρ}
c,A

[
∂(βuc,ρ)

∂Xμ
c

+ ∂(βuc,μ)

∂Xρ
c

]

= −1

2
y[μ
c,T p

ρ]
c,A�(c)

μρ + 1

4
y{μ
c,T p

ρ}
c,A

[
∂(βuc,ρ)

∂Xμ
c

+ ∂(βuc,μ)

∂Xρ
c

]

= −1

2
Lμρ

(c)�
(c)
μρ + 1

4
y{μ
c,T p

ρ}
c,A

[
∂(βuc,ρ)

∂Xμ
c

+ ∂(βuc,μ)

∂Xρ
c

]
,

(7.104)
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where [μρ] and {μρ} denote the anti-symmetrization and symmetrization of
two indices respectively, Lμρ

(c)≡y[μ
c,T p

ρ]
c,A is the OAM tensor, and �

(c)
μρ ≡ −(1/2)

[∂Xc
μ (βuc,ρ) − ∂

Xc
ρ (βuc,μ)] is the thermal vorticity. We see that the coupling term

of the OAM and vorticity appear in Eq. (7.103). The second term in last line of
Eq. (7.104) is related to the Killing condition required by the thermal equilibrium
of the spin.

Now we consider the scattering process A + B → 1 + 2 where incoming and
outgoing particles are in the spin state labeled by sA, sB , s1 and s2 (si = ±1/2, i =
A, B, 1, 2), respectively. For simplicity, we sum over sA, sB , s1, and leave s2 open.
Defining the direction of the reaction plane in the CMS as nc = b̂c × p̂c,A, we have,
from Eq. (7.102), the polarization rate of particle 2 per unit time and unit volume is

d4PAB→12(X)

dX4 = − 1

(2π)4

∫
d3 pA

(2π)32EA

d3 pB
(2π)32EB

d3 pc,1
(2π)32Ec,1

d3 pc,2
(2π)32Ec,2

×|vc,A − vc,B |
∫

d3kc,Ad
3kc,Bd

3k′
c,Ad

3k′
c,B

×φA(kc,A − pc,A)φB(kc,B − pc,B)φ∗
A(k′

c,A − pc,A)φ∗
B(k′

c,B − pc,B)

×δ(4)(k′
c,A + k′

c,B − pc,1 − pc,2)δ
(4)(kc,A + kc,B − pc,1 − pc,2)

×1

2

∫
d2bc exp

[
i(k′

c,A − kc,A) · bc
]
bc, j [�−1]νj

∂(βuρ)

∂Xν

× [pρ
A − pρ

B

]
f A (X , pA) fB (X , pB)�I AB→12

M nc, (7.105)

where PAB→12 denotes the polarization vector. In the derivation of Eq. (7.105), we
have used Boltzmann distributions for f A (X , pA) fB (X , pB) with G1G2 = 1. The
quantity �I AB→12

M is defined as

�I AB→12
M =

∑
sA,sB ,s1,s2

∑
color

2s2M
({sA, kc,A; sB, kc,B} → {s1, pc,1; s2, pc,2}

)

×M∗ ({sA, k′
c,A; sB, k′

c,B} → {s1, pc,1; s2, pc,2}
)
. (7.106)

Since we consider the polarization of quarks, there are seven processes involved as
shown in Fig. 7.17. Evaluate all these diagrams will give more than 5000 terms.
However, all these terms are spin-orbit coupling ones [2,4] that have four types of
structures: (n × p1) · k̂A, (n × p1) · k̂′

A, (n × k̂A) · k̂′
A and (p1 × k̂A) · k̂′

A.

7.4.2.3 Numerical Results for Quark/antiquark Polarization Rate
Finally, the polarization rate of quarks per unit time and unit volume in Eq. (7.105)
can be put into a compact form

d4Pq(X)

dX4 = π

(2π)4

∂(βuρ)

∂Xν

∑
A,B,1

∫
d3 pA

(2π)32EA

d3 pB
(2π)32EB

|vc,A − vc,B |

×[�−1]νjec,iεikh p̂hc,A fA (X , pA) fB (X , pB)
(
pρ
A − pρ

B

)
� jk(pc,A)

≡ ∂(βuρ)

∂Xν
Wρν, (7.107)
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Fig. 7.17 Tree level Feynman diagrams of all 2-to-2 parton scatterings. The final states contain at
least one quark. Here a and b denote the quark flavor, si = ±1/2 (i = A, B, 1, 2) denote the spin
states, ki (i = A, B, 1, 2) denote the momenta, q, q1, q2, q3 denote the momenta in propagators.
The processes for antiquark are similar
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where the tensorWρν , defined in the last line, contains 64 components, and each of
its component is 16 dimensional integration.

This is a major challenge in the numerical calculation. To handle this high dimen-
sion integration,we split the integration into two parts: a 10-dimension (10D) integra-
tion over (pc,1,pc,2, kTc,A, k′T

c,A) and a 6-dimension (6D) integration over (pA, pB).
We first carry out the 10D integration by ZMCintegral-3.0, a Monte Carlo integra-
tion package that we have newly developed and runs on multi-GPUs [69]. Then we
save this 10D result � jk(pc,A) as a function of pc,A (and pc,B = −pc,A). Finally,
we perform the 6D integration using the pre-calculated 10D integral. The main
parameters are set to following values: the quark mass mq = 0.2 GeV for all flavors
(u, d, s, ū, d̄, s̄), the gluon mass mg = 0 for the external gluon, the internal gluon
mass (Debye screening mass) mg = mD = 0.2 GeV in gluon propagators in the t
and u channel to regulate the possible divergence, the width α = 0.28 GeV of the
Gaussian wave packet, and the temperature T = 0.3 GeV.

The numerical results are shown in Fig. 7.18, from which we see an explicit form
ofWρν as

Wρν =

⎛
⎜⎜⎝
0 0 0 0
0 0 Wez −Wey
0 −Wez 0 Wex
0 Wey −Wex 0

⎞
⎟⎟⎠ , (7.108)

or in a compact form

Wρν = Wε0ρν je j . (7.109)

Therefore, Eq. (7.107) becomes

d4Pq(X)

dX4 = ε0 jρν ∂(βuρ)

∂Xν
We j = 2ε jklωklWe j = 2W∇X × (βu), (7.110)

where �ρν = −(1/2)[∂X
ρ (βuν) − ∂X

ν (βuρ)].

7.4.2.4 Summary and Discussions of This Approach
We have constructed a microscopic model for the global polarization from particle
scatterings in a many-body system. The core of the idea is the scattering of particles
as wave packets so that the orbital angular momentum is present in the initial state of
the scattering which can be converted to the spin polarization of final state particles.
As an illustrative example, we have calculated the quark/antiquark polarization in a
QGP. The quarks and gluons are assumed to obey the Boltzmann distribution which
simplifies the heavy numerical calculation. There is no essential difficulty to treat
quarks and gluons as fermions and bosons, respectively.

To simplify the calculation, we also assume that the quark distributions are the
same for all flavors and spin states. As a consequence, the inverse process is absent
that one polarized quark is scattered by a parton to two final state partons as wave
packets. So the relaxation of the spin polarization cannot be describedwithout inverse
processes and spin-dependent distributions. We will extend our model by including
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Fig.7.18 Numerical results for components ofWρν . Here b0 is the cut-off of the impact parameter
in the CMS of the scattering
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the inverse process in the future. In Ref. [70], local and nonlocal collision terms
in the Boltzmann equation for massive spin-1/2 particles in the Wigner function
approach [71] have been derived for spin-dependent distributions. The equilibra-
tion of spin degrees of freedom can be fully described by such a spin Boltzmann
equation. Nonlocal collision terms are found to be responsible for the conversion of
orbital into spin angular momentum. It can be shown that collision terms vanish in
global equilibrium and that the spin potential is equal to the thermal vorticity. Such
a Boltzmann equation can be applied to parton collisions in quark matter.

7.4.3 Global Hadron Polarization in HIC

The global polarization of quarks and antiquarks in QGP produced in non-central
HIC has different direct consequences. The most obvious and measurable effects is
the global polarization of hadrons produced after the hadronization of QGP. In [2],
the global polarization of produced hyperons has been given. The spin alignment of
vector mesons has been calculated in [3].

It is clear that the global hadron polarization depends not only on the global quark
polarization, but also on the hadronization mechanism. In the following, we discuss
the results obtained in quark combination and fragmentation, respectively.

7.4.3.1 Global Hyperon Polarization
For all hyperons belong to the J P = (1/2)+ baryon octet except�0, the polarization
can be measured via the angular distribution of decay products in the corresponding
weak decay. Such decay process is often called “spin self analyzing parity violating
weak decay". Because of this, hyperon polarizations are widely studied in the field
of high energy spin physics.

(i) Hyperon Polarization in the Quark Combination

Different aspects of experimental data suggest that hadronization of QGP proceeds
via combination of quarks and/or antiquarks. This mechanism is phrased as “quark
re-combination”, or “quark coalescence” or simply as “quark combination”. We
simply refer it as “the quark combination mechanism” and use it to calculate the
hyperon polarization in the following:

In the quark combination mechanism, it is envisaged that quarks and antiquarks
evolve into constituent quarks and antiquarks and combine with each other to form
hadrons. We choose the minus direction of the normal of the reaction plane −n as
the quantization axis. The spin density matrix of quark or antiquark is given by

ρ̂q = 1

2

(
1 + Pq 0

0 1 − Pq

)
. (7.111)

We do not consider the correlation between the polarizations of different quarks
and/or antiquarks, hence the spin density matrix for a q1q2q3 is given by

ρ̂q1q2q3 = ρ̂q1 ⊗ ρ̂q2 ⊗ ρ̂q3 . (7.112)



7 Global Polarization Effect and Spin-Orbit Coupling… 233

Table 7.2 Polarization of hyperons directly produced in the quark combination or fragmentation
mechanism. The results for fragmentation are for the leading hadrons only, where ns and fs in
fragmentation are the strange quark abundances relative to up or down quarks in QGP and quark
fragmentation, respectively. These results are taken from [2]

hyperon � �+ �0 �− �0 �−

combination Ps
4Pu−Ps

3
2(Pu+Pd )−Ps

3
4Pd−Ps

3
4Ps−Pu

3
4Ps−Pd

3

fragmentation ns Ps
ns+2 fs

4 fs Pu−ns Ps
3(2 fs+ns )

2 fs (Pu+Pd )−ns Ps
3(2 fs+ns )

4 fs Pd−ns Ps
3(2 fs+ns )

4ns Ps− fs Pu
3(2ns+ fs )

4ns Ps− fs Pd
3(2ns+ fs )

Suppose a hyperon H is produced via the combination of q1q2q3, we obtain

ρH (m′,m) =
∑

mi ,m′
i
ρq1q2q3(m

′
i ,mi )〈 jH ,m′|m′

1,m
′
2,m

′
3〉〈m1,m2,m3| jH ,m〉∑

m,mi ,m′
i
ρq1q2q3(m

′
i ,mi )〈 jH ,m|m′

1,m
′
2,m

′
3〉〈m1,m2,m3| jH ,m〉 ,

(7.113)
where | jH ,m〉 is the spin wave function of H in the constituent quark model, and
〈 jH ,m|m1,m2,m3〉 is the Clebsh-Gordon coefficient. The polarization of H is

PH = ρH (1/2, 1/2) − ρH (−1/2,−1/2). (7.114)

Since ρ̂q is diagonal so is ρ̂q1q2q3 , i.e., ρq1q2q3(m
′
i ,mi ) = �i (1 + P̃qi )δmi ,m′

i
/8,

where P̃qi ≡ sign(mi )Pqi , Eq. (7.113) reduces to

ρH (m′,m) =
∑

mi
� j (1 + P̃q j )〈 jH ,m′|m1,m2,m3〉〈m1,m2,m3| jH ,m〉∑

m,mi
� j (1 + P̃q j )|〈 jH ,m|m1,m2,m3〉|2

.

(7.115)
The remaining calculations are straight forward and we list the results in table 7.2.
It is also obvious that if Pu = Pd = Ps ≡ Pq , we obtain PH = Pq for all hyperons.
(ii) Hyperon Polarization in the Quark Fragmentation
In the high pT region, hadron production is dominated by the quark fragmentation
mechanism, described by quark fragmentation functions defined via the quark-quark
correlator such as

D1(z) =
∑
Sh

∫
dξ−

2π
e−iξ− p+

h /z Tr γ + 〈0|L(0,+∞)ψ(0)|ph, Sh, X〉

× 〈ph, Sh, X |ψ̄(ξ)L(ξ, +∞)|0〉, (7.116)

which is the number density of hadron h produced in the fragmentation process
q → h + X ; z = p+

h /p+ is the momentum fraction of quark q carried by hadron h,
where p and ph denote the momenta of q and h, respectively. Here the light cone
coordinate is used and the superscript + denotes the + component. L is the gauge
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Fig. 7.19 Longitudinal
polarization of � in
e+e− → � + X as
described by using a
parameterization of G1L (z).
The data points are from
experiments at LEP [72,73].
This figure is taken from [78]

link that originates from the multiple gluon scattering and guarantees the gauge
invariance. The polarization transfer is described by

G1(z) =
∫

dξ−
2π

e−iξ− p+
h /z Tr γ5γ

+〈0|ψ(0)|ph, +, X〉〈ph , +, X |ψ̄(ξ)|0〉, (7.117)

H1T (z) =
∫

dξ−
2π

e−iξ− p+
h /z Tr γT γ +〈0|ψ(0)|ph , +T , X〉〈ph , +T , X |ψ̄(ξ)|0〉, (7.118)

for the longitudinal and transverse polarization, respectively; the + or +T in
|ph, Sh, X〉 represents that the spin ofh is in the Shz = +1/2or ShT = +1/2 state and
gauge links are omitted for clarity of equations. The presence of γ5 or γT = γγγ · nT
introduces the dependence on the spin of the fragmenting quark q .

Fragmentation functions are best studied in e+e− annihilations. They cannot be
calculated using pQCD, so currently, we have to rely on parameterizations ormodels.
There are still not much data available yet. For longitudinal polarization, we have
data from LEP at CERN for � polarization [72,73]. A recent parameterization of
G1 can be found in [78]. For the transversely polarized case, little data and no
parameterization of H1T is available.

To get a feeling of the z-dependence of the spin transfer in quark fragmenta-
tions, we show the fit obtained in [78] to the LEP data in Fig. 7.19. We see that,
although the accuracy, still, needs to be improved, it is definite that there is a strong
z-dependence of G1 and the spin transfer G1/D1 is usually significantly smaller
than unity. This implies that the hyperon polarization obtained in the fragmentation
mechanism should be much smaller than that obtained in the combination case.

In [2], a model estimation was made for the polarization of the leading hyperon
produced in the fragmentation of a polarized quark. It was assumed that two unpolar-
ized quarks are created in the fragmentation and they combine with the polarized q
to form the leading hyperon. In this case, we obtain the results as given in Table 7.2.
We see if ns = fs the result from fragmentation is just 1/3 of the corresponding
result from the combination, i.e., much smaller than the latter even for the leading
hyperon.
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7.4.3.2 Global Spin Alignment of Vector Mesons
Vector meson spin alignment can also be measured via angular distribution of decay
products in the strong two body decay V → 1 + 2 into two spinless mesons. Hence,
it is also frequently studied in high energy spin physics.

(i) Vector Meson Alignment in the Quark Combination
Similar to q1q2q3, we do not consider the correlation between polarizations of quarks
and antiquarks, and obtain the spin density matrix for a q1q̄2-system as

ρ̂q1q̄2 = ρ̂q1 ⊗ ρ̂q̄2 . (7.119)

The spin density matrix for a vector meson V produced via the combination of q1q̄2
is given by

ρV
m′m =

∑
mi ,m′

i
ρq1q̄2(m

′
i ,mi )〈 jV ,m′|m′

1,m
′
2〉〈m1,m2| jV ,m〉∑

m,mi ,m′
i
ρq1q̄2(m

′
i ,mi )〈 jV ,m|m′

1,m
′
2〉〈m1,m2| jV ,m〉 , (7.120)

where | jV ,m〉 is the spin wave function of V in the constituent quark model. For
diagonal ρ̂q and ρ̂q̄ , we have

ρV
m′m =

∑
mi

(1 + P̃q1)(1 + P̃q̄2)〈 jV ,m′|m1,m2〉〈m1,m2| jV ,m〉∑
m,mi

(1 + P̃q1)(1 + P̃q̄2)|〈 jV ,m|m1,m2〉|2
, (7.121)

The spin alignment is described by ρV
00 and is obtained as [3],

ρV
00 = 1 − Pq1 Pq̄2

3 + Pq1 Pq̄2
. (7.122)

From Eq. (7.122), we see clearly that the global vector meson spin alignment ρV
00

obtained in quark combination should be less than 1/3. We also see that in contrast
to the hyperon polarization PH , ρV

00 is a quadratic effect of Pq .

(ii) Vector Meson Spin Alignment in the Quark Fragmentation
To define the fragmentation functions for spin-1 hadrons in q → V + X , one usually
decomposes the 3 × 3 spin density matrix ρ in terms of the 3 × 3 representation of
the spin operator �i and �i j = 1

2 (�
i� j + � j�i ) − 2

31δ
i j , i.e.

ρ = 1

3
(1 + 3

2
Si�i + 3 T i j�i j ), (7.123)

where the spin polarization tensor T i j = Tr(ρ�i j ) and is parameterized as

T = 1

2

⎛
⎝− 2

3 SLL + SxxT T SxyT T SxLT
SxyT T − 2

3 SLL − SxxT T SyLT
SxLT SyLT

4
3 SLL

⎞
⎠ . (7.124)
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The spin alignment ρ00 is directly related to SLL by ρ00 = (1 − 2SLL)/3 and SLL =
3〈�2

z 〉/2 − 1 is a Lorentz scalar. The complete set of fragmentation functions for
spin-1 hadrons can be found in [78]. The SLL -dependence is given by

D1LL (z) =
∑
λ

(−1)λ+1
∫

dξ−
4π

e−iξ− p+
Tr γ +〈0|ψ(0)|phλX〉〈phλX |ψ̄(ξ)|0〉,(7.125)

where λ = ±1, 0 represents the spin of the vector meson. It is very interesting to see
that D1LL(z), in fact, does not depends on the spin of the fragmenting quark q .

There are data available on the vector meson spin alignment from experiments at
LEP [74–76]. A parameterization of D1LL(z) is given in [79,80] and the fit to the
data is shown in Fig. 7.20.

From Fig. 7.20, we see clearly that, in contrast to the quark combination mecha-
nism, ρ00 obtained in fragmentation is larger than 1/3. This indicates that the spin
of q̄ produced in the fragmentation q → h + X has larger probability to be in the
opposite direction as q . For the leading meson, a parameterization of Pq̄ = −βPq
(where β ∼ 0.5) for the antiquark q̄ produced in the fragmentation process and com-
bine with the fragmenting quark to form the vector meson was obtained [77] to fit
the data [74,75]. Ref. [3] also made an estimation for such leading vector mesons in
fragmentation based on this empirical relation and obtained that

ρV
00 = (1 + βP2

q )/(3 − βP2
q ). (7.126)

We see that the spin alignment ρV
00 obtained this way is indeed larger than 1/3.

7.4.3.3 Decay Contributions
It is clear that final state hadrons in a high energy reaction usually contain the con-
tributions from decays of heavier resonances, in particular, those from strong and
electromagnetic decays. To compare with the data, we need to take such decay con-
tributions into account.

Fig. 7.20 Spin alignment of
K ∗ in e+e− → K ∗ + X as
described by using a
parameterization of D1LL (z).
The data points are from
experiments at LEP [74,75].
This figure is taken from [79]
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The decay contributions have influences both on the momentum distribution and
on the polarization of final hadrons. Such influences have been discussed repeatedly
in literature calculating hyperon polarizations in high energy reactions (see, e.g., [81–
84] and recently in HIC [85,86]). For hadrons consisting of light flavors of quarks,
we usually consider only the production of J P = (1/2)+ octet and J P = (3/2)+
decuplet baryons, and J P = 0− pseudo-scalar and J P = 1− vector mesons. In this
case, there is no decay contribution to vector mesons.We only need to consider those
to hyperons and most of them are just two body decay Hj → Hi + M , where Hj

and Hi are two hyperons and M is a pseudo-scalar meson. We limit our discussions
to this process in the following:

To be explicit, we consider the fragmentation mechanism and study decay contri-
butions to fragmentation functions. For quark combination, we need only to replace
the fragmentation function by the corresponding distribution function and z by the
corresponding variable. We start with the unpolarized case and the contribution from
Hj → Hi + M to the unpolarized fragmentation function of Hi is given by

Di j
1 (zi ,pT i ) = Br(Hi , Hj )

∫
dz j d

2 pT j K ji (zi , pT i ; z j , pT j )D
j
1 (z j , pT j ),

(7.127)
where Br(Hi , Hj ) is the decay branch ratio. K ji (zi , pT i ; z j ,pT j ) is a kernel function
representing the probability for a Hj with (z j , pT j ) to decay into a Hi with (zi , pT i ).
It is just the normalized distribution of Hi from Hj → Hi + M and should be deter-
mined by the dynamics of the decay process. However, in the unpolarized case, for
two body decay, it is determined completely by the energy momentum conservation.

From energy conservation, we obtain that, in the rest frame of Hj ,

E∗
i = (M2

j + M2
i − M2

m)/2Mj ≡ E∗
0 , (7.128)

|p∗| = λ1/2(M2
j , M

2
i , M2

m)/2Mj ≡ p∗
0, (7.129)

where the λ-function is λ(x, y, z) = x2 + y2 + z2 − 2xy − 2yz − 2zx . We see that
the magnitude of p∗ is completely fixed. Furthermore, because there is no specified
direction in the initial state, the decay product should be distributed isotropically.
Hence, in the Lorentz invariant form, the distribution of Hi from Hj → Hi + M is
given by

Ei
d3N

d3 pi
= M2

j

πλ1/2(M2
j , M

2
i , M2

m)
δ
(
(p j − pi )

2 − M2
m

)
. (7.130)

By replacing variables p with z and pT , we obtain the kernel function K ji as

K ji (zi ,pT i ; z j ,pT j ) = d3N

dzi d2 pT i

= z j M2
j

πλ1/2(M2
j , M

2
i , M2

m)
δ

(
(
pT j

z j
− pT i

zi
)2 + (

Mj

z j
− Mi

zi
)2 − �M2 − M2

m

zi z j

)
, (7.131)
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where �M ≡ Mj − Mi is the mass difference between the two hyperons.
In practice, we often use the following approximation: We note that the Lorentz

transformation of the four-momentum of Hi from the rest frame of Hj to the labo-
ratory frame is given by

Ei = (E j E
∗
i + p j · p∗

i )/Mj , (7.132)

pi = p∗
i + p j · p∗

i + (E j − Mj )E∗
i

M j (E j − Mj )
p j , (7.133)

We take the average over the distribution of p∗
i at given p j , and obtain

〈pi 〉 = p j ξi j , ξi j = (M2
j + M2

i − M2
m)/2M2

j . (7.134)

In the case that �M � Mj ∼ Mi and p∗
0 � |pi |, one can simply neglect the distri-

bution and take, pi ≈ 〈pi 〉 = p jξi j so that zi ≈ z jξi j , pT i ≈ pT jξi j and

Ki j (zi ,pT i ; z j ,pT j ) ≈ δ(z j − zi/ξi j ) δ2(pT j − pT i/ξi j ) , (7.135)

Di j
1 (zi ,pT i ) ≈ Br(Hi , Hj )D

j
1 (zi/ξi j , pT i/ξi j ) . (7.136)

In the polarized case, we need also to consider the polarization transfer t i jD . In

general, in the rest frame of Hj , t
i j
D may depend on the momentum p∗

i of Hi . By
transforming it to the Lab frame, we should obtain a result depending on (zi , pT i )
and (z j ,pT j ) and it is different for the longitudinal and transverse polarization. This
is much involved. In practice, we often take the approximation by neglecting the
momentum dependence and calculate t i jD in the rest frame of Hj . In this case, it is
the same for the longitudinal and transverse polarization. E.g., for the longitudinal
polarized case, we have

Gi j
1L(zi ,pT i ) = Br(Hi , Hj ) t

i j
D

∫
dz j d

2 pT j Ki j (zi ,pT i ; z j ,pT j )G
j
1L(z j ,pT j ).

(7.137)
Under the approximation given by Eq. (7.135), we have

Gi j
1L(zi ,pT i ) ≈ Br(Hi , Hj ) t

i j
D G j

1L(zi/ξi j , pT i/ξi j ), (7.138)

For parity conserving decays, the polarization transfer factor t i jD can easily be
calculated from angular momentum conservation. The results are given in Table 7.3.
For the weak decay � → �π , tD = (1 + γ )/2 where γ is a decay parameter that
can be found in Review of Particle Properties (see, e.g., [87]).

If we taken only J P = (1/2)+ hyperons into account and use spin counting for
relative production weights, we obtain

P f inal
� = Pdirect

� [2 + 3λ(1 + γ )]/6(1 + λ), (7.139)

where λ is the strangeness suppression factor for s-quarks. This leads to a reduction
factor between 0.33 and 0.44 for λ = 0 and 1, respectively. In this sense, it is more
sensitive to study polarization of �± or � where decay influences are negligible.
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Table 7.3 The decay spin transfer factor in parity conserving two body decay Hj → Hi + M . The
first column specifies the spin and parity J P of hadrons

Hj → Hi + M Relative orbital angular
momentum

t i jD = PHi /PHj

1/2+ → 1/2+ + 0− l = 1 (P-wave decay) −1/3

1/2− → 1/2+ + 0− l = 0 (S-wave decay) 1

3/2+ → 1/2+ + 0− l = 1 (P-wave decay) 1

3/2− → 1/2+ + 0− l = 2 (D-wave decay) −3/5

7.4.4 Comparison with Experiments

The novel predictions [2,3] on GPE attracted immediate attention, both experimen-
tally and theoretically. A newpreprint [88] only three days after the first prediction [2]
attempted to extend the idea to other reactions. Experimentalists in the STAR Col-
laboration had started measurements shortly after the publication of theoretical pre-
dictions [2,3], both on the global � hyperon polarization and on spin alignments
of K ∗ and φ [89–95]. Studies on both aspects have advantages and disadvantages.
Hyperon polarization is a linear effect where the polarization for directly produced
� is equal to that of quarks. The spin alignment of vector meson is a quadratic
effect proportional to the square of the quark polarization. Hence, the magnitude
of the latter should be much smaller than that of the former. However, to measure
the polarization of hyperon, one has to determine the direction of the normal of the
reaction plane, which is not needed for measurements of vector meson spin align-
ments. Also, the contamination effects due to decay contributions to vector mesons
are negligible but not for � hyperons.

Although there were some promising indications, the results obtained in the early
measurements [94,95] by the STAR Collaboration were consistent with zero within
large errors. STAR measurements continued during the beam energy scan (BES)
experiments and positive results were obtained in lower energy region with improved
accuracies [1]. The obtained value averaged over energy is 1.08 ± 0.15 ± 0.11 per
cent and 1.38 ± 0.30 ± 0.13 per cent for � and �̄, respectively. With much higher
statistics, the STAR Collaboration has repeated measurements [96] in Au-Au colli-
sions at 200AGeV and obtained positive result of P� ∼ −0.003 with much higher
accuracies.

To compare with experiments at this stage, we start with the following rough
estimations: (i) From both Figs. 7.8 and 7.12 obtained using HIJING and BGK,
respectively, we obtain at Y ∼ 0, �p ∼ 0.002GeV for �x ∼ 1fm. If we take T ∼
140 MeV, �p/T ∼ 0.015. From Fig. 7.13, we see that the quark polarization Pq is
unfortunately in the small and rapidly changing region. Nevertheless, the order of
magnitude is in the same range of STAR data [96]. (ii) If we take ω ∼ ∂uz/∂x , uz ∼
〈pz〉/pT , we obtain, ω ∼ �2

Y cosh Y ξp/12 from Eq. (7.22). By using the results for
〈ξp〉 shown in Fig. 7.8 or Fig. 7.12 and T ∼ 140 MeV, we obtain Pq ∼ −0.003 at√
s = 200GeV that is consistent with STAR experimental results [96]. (iii) If we take

the result at nonrelativistic limit given byEq. (7.62), and note that δu ∼ |p|/mq , δx ∼
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Fig.7.21 Energy dependence of the global polarization of � obtained by taking κ as a constant or
an energy dependent form. The data points are taken from [1,96]. This figure is taken from [35]

1/μD , so thatω ∼ δu/δx ∼ μD|p|/mq , and quark polarization is Pq ∼ πω/4mq . If
we take an effective quark mass mq ∼ 200 MeV at the hadronization, this is clearly
also of the same order of magnitude as ω/T .

Such rough estimations are rather encouraging. We continue with more realis-
tic estimations. We note that quark polarization is given by Eqs. (7.46–7.48) and
dσ and d�σ take the general form given by Eqs. (7.63) and (7.64). Before we con-
struct a dynamical model for fqq(xT , b, Y ,

√
s), we present the following qualitative

discussion.
It is clear that at b = 0, fqq(xT , 0, Y ,

√
s) should be independent of the direction

of xT . The x̂T -dependent term should given by x̂T · b.We take the linearly dependent
term into account and have

fqq(xT , b, Y ,
√
s) = fqq(xT , 0, Y ,

√
s) + fqq(xT , b, Y ,

√
s) x̂T · b, (7.140)

We insert Eq. (7.140) into (7.63) and (7.64) and obtain immediately that Pq ∝ 〈l∗y〉,
i.e.

Pq = α(b, Y ,
√
s)〈l∗y(b, Y ,

√
s )〉. (7.141)

We insert the result of 〈l∗y〉 given by Eq. (7.23) into (7.141), average over the impact
parameter b and obtain

Pq = −κ(Y ,
√
s)〈pT 〉〈ξp〉. (7.142)

where κ = α(�x)2�2
Y /24. The proportional coefficient α in Eq. (7.141) hence also

κ in Eq. (7.142) are very involved. They are determined by the dynamics in QGP
formation and evolution. Averaged over b, κ can still be dependent of Y and

√
s. In

[35], the simplest choice, i.e., κ is taken as a constant independent of
√
s at Y = 0,

was first considered and obtained the energy dependence of Pq shown in Fig. 7.21a.
Taking an energy dependent κ , Ref. [35] made a better fit to the data [1,96] available
as shown in Fig. 7.21b.
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Fig. 7.22 Rapidity dependence of the global polarization of � obtained in four different cases a
neither κ nor 〈pT 〉 depends on Y ; b κ depends on Y but 〈pT 〉 does not; c κ does not but 〈pT 〉
depends on Y ; d both κ and 〈pT 〉 depend on Y . This figure is taken from [35]

Figure 7.22 shows the rapidity dependence of the polarization at different energies
obtained in [35] in the different cases. TheY -dependence ofκ wasobtained by assum-
ing that the dependence is mediated by the chemical potential. The Y -dependence
of 〈pT 〉 was taken empirically [35]. See [35] for details.

7.5 Summary and Outlook

To summarize, high energy HIC is usually non-central, thus the colliding system and
the producedpartonic systemQGPcarries a hugeglobal orbital angularmomentumas
large as 105� in Au-Au collisions at RHIC energies. Due to the spin-orbit coupling
in QCD, such huge orbital angular momentum can be transferred to quarks and
antiquarks thus leads to a globally polarized QGP. The global polarization of quarks
and antiquarks manifest itself as the global polarization of hadrons such as hyperons
and vector mesons produced in HIC.

The early theoretical prediction [2] and discovery by the STAR Collaboration [1]
open a new window to study properties of QGP and a new direction in high energy
heavy ion physics. Similar measurements have been carried in other experiments
such as those by ALICE Collaboration at the Large Hadron Collider (LHC) in Pb-Pb
collisions [97]. Other efforts have also been made on measurements of vector meson
spin alignments [98,99]. The STAR Collaboration has just finished major detector
upgrades and started the beam energy scan at phase II (BES II). The successful detec-
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tor upgrade with improved inner time projection chamber (iTPC) and event plane
detector (EPD) will be crucial to the measurements of global hadron polarizations.
The STAR BES II will provide an excellent opportunity to study GPE in HIC and
we expect new results with higher accuracies in next years.

The experimental efforts in turns further inspire theoretical studies. The rapid
progresses and continuous studies along this line lead to a very active research
direction—the Spin Physics in HIC in the field of high energy nuclear physics.
Among the most active aspects, we have, in particular, the following:
(i) GPE Phenomenology
This includes different model approaches [35,59,60,100–111] to numerical calcula-
tions of GPE in HIC and its dependences on different kinematic variables. Themodel
approaches are basically divided into two categories, i.e., microscopic approaches
based on the spin-orbit (or spin-vorticity) coupling and hydrodynamic approaches
based on equilibrium assumptions. The various dependences of GPE are studied on
kinematic variables describing (a) the initial state such as energy, centrality (impact
parameter), different incident nuclei even pA collisions, etc.; (b) the produced hadron
such as transverse momentum, rapidity, azimuthal angle, different types of hyper-
ons and/or vector mesons; (c) other related measurable effects such as longitudinal
polarization, the interplay with other effects, and so on. Short summaries can, e.g.,
be found in plenary talks given at recent Quark Matter conferences [112,113].
(ii) Spin-Vortical Effects in Strong Interacting System
If we can treat QGP as a vortical ideal fluid consisting of quarks and antiquarks, the
global polarization of hadrons is directly related to the vorticity of the system [85].
The fluid vorticitymay be estimated from the data [1] onGPE of� hyperon using the
relation given in the hydrodynamic model, and it leads to a vorticity ω ≈ (9 ± 1) ×
1021s−1. This far surpasses the vorticity of all other known fluids. It was, therefore,
concluded that QGP created in HIC is the most vortical fluid in nature observed yet.
GPE in HIC, therefore, provides a very special place to study spin-vortical effects
in strong interaction and attracts many studies [59–67]. See chapter on this topic for
discussions in this aspect.
(iii) Spin-Magnetic Effects in HIC
Because of the huge orbital angular momentum, there exists also a very strong mag-
netic field for the colliding system in HIC. In Au-Au collision at RHIC, it can reach
at least instantaneously the order 1014 − 1016 Tesla. Such a strong magnetic field
can manifest itself in different aspects and lead to different measurable effects. The
most frequently discussed currently are the following three aspects:

(a) The fine structure of GPE of different hadrons. The spin-orbit coupling in
QCD predicts e.g. the same polarization of quarks and antiquarks thus also the same
for hyperons and anti-hyperons. The strong magnetic field can lead to differences
between the polarization of quarks and that of antiquarks thus lead to difference in
the polarization of hyperons and anti-hyperons. Indeed, the STAR data in Ref. [1]
suggests such a fine structure pattern, and if errorbars are ignored, would indicate
B ∼ 1014 T. However, much smaller uncertainties—available with the new BES
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II data—will be needed to resolve the issue. Also the magnetic field may lead to
different behavior of vector meson spin alignment [117].

(b) Chiral magnetic effect. In Ref. [114,115], a novel electromagnetic spin
effect—the chiral magnetic effect was proposed. It was argued that such effects
have deep connection to P and CP violation. Clearly, if they exist, strong mag-
netic field in HIC provides good opportunity to detect such effects [116]. This has
attracted much attention both experimentally and theoretically. See a number of
reviews such as [118–123], plenary talks at QM2019 by Xu-guang Huang and Jin-
feng Liao [124,125] and related chapter in this series.

(c) Spin-electromagnetic effects in ultra-peripheral collisions (UPC) inHIC. From
a field theoretical point of view, the electromagnetic coupling for a HIC is enhanced
by a factor Z (number of protons in the nucleus). Hence, many electromagnetic
effects become visible in UPC with nuclei of large A. This provides a good place to
study the spin-electromagnetic effects and develop the theoretical methodology in
particular those developed in studying nucleon structure in the small-x region. See,
e.g., the plenary talk at QM2019 by Zhangbu Xu [126] for a brief summary.

(iv) Spin Transport Theory in Relativistic Quantum System

Theoretically, a very challenging task is to derive GPE, describe the spin transport,
calculate the polarization and other related spin effects directly from QCD. This
is rather involved since, to describe orbital angular momentum or vorticity of the
system, not only momentum, but also space coordinate are needed. It seems that
quantum kinetic theory based on the Wigner function formalism [127–130] is very
promising, and thus has attracted much attention recently. Many progresses have
been made. Besides others, the local polarization effect has been first derived [131]
and a disentanglement theorem [133] in the massless case has been proposed. It has
now extended to massive case [135–138] and has been shown that different spin
effects can indeed be derived. See chapter on this topic for more discussions in this
aspect.
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8Vorticity andPolarization inHeavy-Ion
Collisions:HydrodynamicModels

Iurii Karpenko

Abstract

Fluid dynamic approach is a workhorse for modelling collective dynamics in
relativistic heavy-ion collisions. The approach has been successful in describing
various features of the momentum distributions of hadrons produced in the heavy-
ion collisions, such as pT spectra and flow coefficients vn . As such, the description
of the phenomenon of polarization of� hyperons in heavy-ion collisions has to be
incorporated into the hydrodynamic approach.We start this chapter by introducing
different definitions of vorticity in relativistic fluid dynamics. Then we present
a derivation of the polarization of spin 1/2 fermions in the relativistic fluid. The
latter is directly applied to compute the spin polarization of the� hyperons, which
are produced from the hot and dense medium, described with fluid dynamics. It is
followed by a review of the existing calculations of global or local polarization of
� hyperons in different hydrodynamic models of relativistic heavy-ion collisions.
Weparticularly focus on the explanations of the collision energy dependence of the
global � polarization from the different hydrodynamic models, the polarization
component in the beam direction as well as on the origins of the global and local
� polarization.

8.1 Introduction:Vorticities in a Fluid

Heavy-ion collisions at ultra-relativistic energies create a strongly interacting system
characterized by extremely high temperature and energy density. For a large fraction
of its lifetime, the system shows strong collective effects and can be described by
relativistic hydrodynamics. In particular, the large elliptic flow observed in such
collisions indicates that the created quasi-macroscopic system is strongly coupled
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Fig.8.1 Schematic view of the collision. Arrows indicate the flow velocity field. The +ŷ direction
is out of the page; both the orbital angular momentum and the magnetic field point into the page

and has an extremely low viscosity to entropy ratio. From the very success of the
hydrodynamic description, one can also conclude that the system might possess an
extremely high vorticity, likely the highest evermade under the laboratory conditions.

A simple estimate of the non-relativistic vorticity, defined as

ω = 1

2
∇ × v, (8.1)

1can be made based on a very schematic picture of the collision depicted in Fig. 8.1.
As the projectile and target spectatorsmove in the opposite directionwith the velocity
close to the speed of light, the z component of the collective velocity in the system
close to the projectile spectators and that close to the target spectators are expected to
be different. Assuming that this difference is a fraction of the speed of light, e.g. 0.1
(in units of the speed of light), and that the transverse size of the system is about 5 fm,
one concludes that the vorticity in the system is of the order 0.02 fm−1 ≈ 1022 s−1.

Unlike in classical hydrodynamics, where vorticity is the curl of the velocity field
v, several vorticities can be defined in relativistic hydrodynamics which can be useful
in different applications (for more on that, we refer the reader to [1]). We list and
discuss the different vorticity definitions as follows:

The Kinematical Vorticity

The kinematical vorticity is defined as

ωμν = 1

2
(dνuμ − dμuν) = 1

2
(∂νuμ − ∂μuν), (8.2)

where dμ is a covariant derivative (different from the ordinary derivative ∂μ) and u is
the four-velocity field. This tensor includes both the acceleration A and the relativistic

1Sometimes the vorticity is defined without the factor 1/2; we use the definition that gives the
vorticity of the fluid rotating as a whole with a constant angular velocity �, to be ω = �.
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extension of the angular velocity pseudo-vector ωμ in the usual decomposition of an
antisymmetric tensor field into a polar and pseudo-vector fields:

ωμν = εμνρσ ωρuσ + 1

2
(Aμuν − Aνuμ)

Aμ = 2ωμνu
ν = uνdνuμ ≡ Duμ

ωμ = −1

2
εμρστ ωρσ , uτ (8.3)

where εμνρσ is the Levi-Civita symbol. Using the transverse (to u) projector:

�μν ≡ gμν − uμuν,

and the usual definition of the orthogonal derivative

∇μ ≡ �α
μdα = dμ − uμD,

where D = uαdα is a so-called co-moving derivative, it is convenient to define also
a transverse kinematical vorticity as

ω�
μν = �μρ�νσ ωρσ = 1

2
(∇νuμ − ∇μuν). (8.4)

Using the above definition in the decomposition (8.3), it can be shown that

ω�
μν = εμνρσ ωρuσ (8.5)

that isω� is the tensor formed with the angular velocity vector only. As wewill show
in the next subsection, only ω� shares the “conservation” property of the classical
vorticity for an ideal barotropic fluid.

The T-Vorticity

This is defined as

�μν = 1

2

[
∂ν(Tuμ) − ∂μ(Tuν)

]
, (8.6)

and it is particularly useful for a relativistic uncharged fluid, such as the QCD plasma
formed in nuclear collisions at very high energy. This is because from the basic ther-
modynamic relations when the temperature is the only independent thermodynamic
variable, the ideal relativistic equation of motion (ε + p)Aμ = ∇μ p can be recast
in the simple form:

uμ�μν = 1

2
(T Aν − ∇νT ) = 0 (8.7)

The above (8.7) is also known as Carter–Lichnerowicz equation [2] for an ideal
uncharged fluid and it entails conservation properties which do not hold for the
kinematical vorticity. This can be better seen in the the language of differential
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forms, rewriting the definition of the T-vorticity as the exterior derivative of a the
vector field (1-form) Tu, that is � = d(Tu). Indeed, Eq. (8.7) implies—through the
Cartan identity—that the Lie derivative of � along the vector field u vanishes, that
is

Lu � = u · d� + d(u · �) = 0 (8.8)

because � is itself the external derivative of the vector field Tu and dd = 0. Equa-
tion (8.8) states that the T-vorticity is conserved along the flow and, thus, if it vanishes
at an initial time, it will remain so at all times. This can be made more apparent by
expanding the Lie derivative definition in components:

(Lu �)μν = D�μν − ∂σu
μ�σν − ∂σu

ν�σμ = 0. (8.9)

The above equation is in fact a differential equation for � precisely showing that if
� = 0 at the initial time then � ≡ 0. Thereby, the T-vorticity has the same property
as the classical vorticity for an ideal barotropic fluid, such as the Kelvin circulation
theorem, so the integral of � over a surface enclosed by a circuit co-moving with
the fluid will be a constant.

One can write the relation between the T-vorticity and the kinematical vorticity
by expanding the definition (8.6):

�μν = 1

2

[
(∂νT ) uμ − (∂μT ) uν

] + Tωμν

implying that the double-transverse projection of �:

�μρ�νσ �ρσ ≡ ��
μν = Tω�

μν.

Hence, the tensor ω� shares the same conservation properties of ��, namely it
vanishes at all times if it is vanishing at the initial time. Conversely, the mixed
projection of the kinematical vorticity:

uρωρσ �σν = 1

2
Aσ

does not. It then follows that for an ideal uncharged fluid with ω� = 0 at the initial
time, the kinematical vorticity is simply

ωμν = 1

2
(Aμuν − Aνuμ). (8.10)

The Thermal Vorticity
The thermal vorticity is defined as [3]

�μν = 1

2
(∂νβμ − ∂μβν), (8.11)
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where β is the temperature four-vector. This vector is defined as (1/T )u once a
four-velocity u, that is a hydrodynamical frame, is introduced, but it can also be
taken as a primordial quantity to define a velocity through u ≡ β/

√
β2 [4]. The ther-

mal vorticity features two important properties: it is adimensional in natural units
(in cartesian coordinates) and it is the actual constant vorticity at the global equi-
librium with rotation [5] for a relativistic system, where β is a Killing vector field
whose expression in Minkowski space–time is βμ = bμ + �μνxν being b and �

constant. In this case, the magnitude of thermal vorticity is—with the natural con-
stants restored—simply �ω/kBT where ω is a constant angular velocity. In general,
(replacing ω with the classical vorticity defined as the curl of a proper velocity field)
it can be readily realized that the adimensional thermal vorticity is a tiny number for
most hydrodynamical systems, though it can be significant for the plasma formed in
relativistic nuclear collisions.

8.2 Polarization of Particles in the Fluid

Particles produced in relativistic heavy-ion collisions are expected to be polarized in
peripheral collisions because of angular momentum conservation. At finite impact
parameter, the QGP has a finite angular momentum perpendicular to the reaction
plane and some fraction thereof may be converted into a spin of final-state hadrons.
Therefore, measured particles may show a finite mean global polarization along
the angular momentum direction. In a fluid at local thermodynamic equilibrium, the
polarization canbe calculated byusing the principle of quantumstatisticalmechanics,
that is assuming that the spin degrees of freedom are at local thermodynamical
equilibrium at the hadronization stage, much the sameway as themomentum degrees
of freedom.

The crucial role in the calculation of the polarization for the fluid produced in
relativistic heavy-ion collisions is played by the density operator. For a system at
Local Thermodynamic Equilibrium (LTE), this reads [4]

ρ̂LE = (1/Z) exp

[
−

∫

�

d�μ

(
T̂μνβν − ζ ĵμ

)
]

, (8.12)

where β = (1/T )u is the four-temperature vector, T̂ the stress-energy tensor, ĵ a
conserved current—like the baryon number—and ζ = μ/T . The mean value of a
local operator Ô(x) (such as, for instance the stress-energy tensor T̂ , or the current
ĵ) at LTE:

O(x) = tr(ρ̂LE Ô(x)) (8.13)

and if the fields β,ζ vary significantly over a distance which is much larger than the
typical microscopic length (indeed the hydrodynamic limit), then they can be Taylor
expanded in the density operator starting from the point x where the mean value
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O(x) is to be calculated. The leading terms in the exponent of (8.12) then become
[4]

ρ̂LE � 1

ZLE
exp

[
−βν(x)P̂

ν + ξ(x)Q̂ − 1

4
(∂νβλ(x) − ∂λβν(x)) Ĵ

λν
x

+1

2
(∂νβλ(x) + ∂λβν(x)) L̂

λν
x + ∇λξ(x) d̂λ

x

]
, (8.14)

where the last two terms with the shear tensor and the gradient of ζ are dissipative
and vanish at equilibrium. The ∇λ operator stands for

∇λ = ∂λ − uλu · ∂

as usual in relativistic hydrodynamics. The term which is responsible for a non-
vanishing polarization is the one involving the angular momentum-boosts operators
Ĵx .

The polarization of particles in a fluid at LTE can in principle be obtained by
calculating matrices like

Wσ,σ ′ = tr(ρ̂LEa
†(p)σa(p′)σ ′),

where a(p)σ are the destruction operators of final-state particles of four-momentum
p and σ is the spin state index. Nevertheless, the exact calculation ofW is a difficult
one evenwith the expansion of ρ̂LE and themean polarizationwas obtained inRef. [6]
by means of a different method, involving the spin tensor and an ansatz about the
form of the covariant Wigner function at LTE (see also [7]). As a result, the mean
spin vector of 1/2 particles with four-momentum p turns out to be

Sμ(x, p) = − 1

8m
(1 − f (x, p))εμρστ pτ�ρσ , (8.15)

where f (x, p) = (1 + exp[β(x) · p − μ(x)Q/T (x)] + 1)−1 is theFermi–Dirac dis-
tribution and �(x) is the thermal vorticity, that is

�μν = −1

2

(
∂μβν − ∂νβμ

)
(8.16)

In the hydrodynamic picture of heavy-ion collisions, particles with a given
momentum are produced across the entire particlization hypersurface (see the next
Subsection for details). Therefore to calculate the relativistic mean spin vector of a
given particle species with given momentum, one has to integrate the above expres-
sion over the particlization hypersurface � [6]:

Sμ(p) =
∫
d�λ pλ f (x, p)Sμ(x, p)

∫
d�λ pλ f (x, p)

. (8.17)
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With the expression for Sμ, Eq. (8.17) can be expanded as follows:

Sμ(p) = − 1

8m
εμρστ pτ

∫
d�λ pλ f (x, p)(1 − f (x, p))�ρσ∫

d�λ pλ f (x, p)
. (8.18)

The mean (i.e. momentum average) spin vector of all particles of given species can
be expressed as

Sμ = 1

N

∫
d3p

p0

∫
d�λ p

λ f (x, p)Sμ(x, p), (8.19)

where N = ∫ d3p
p0

∫
d�λ pλ f (x, p) is the average number of particles produced at

the particlization surface.
In the experiment, the � polarization is measured in its rest frame, therefore one

can derive the expression for the mean polarization vector in the rest frame from
Eq. (8.19) taking into account Lorentz invariance of most of the terms in it:

S∗μ = 1

N

∫
d3p

p0

∫
d�λ p

λ f (x, p)S∗μ(x, p), (8.20)

where asterisk denotes a quantity in the rest frame of particle.
Equations 8.18 and 8.20 have been used in all numerical calculations of polar-

ization, either based on the hydrodynamic model discussed in the following subsec-
tions or transport approaches (next Section), and a good agreement with the data is
observed. A crucial feature of Eq. 8.18, and more in general of this effect, is that
it predicts an almost equal polarization of particles and anti-particles (if quantum
statistics effect are not important) for it is a statistical thermodynamic effect driven
by local equilibration and not by an external C-odd field like the electromagnetic
field. This distinctive feature is confirmed—modulo small deviations—by the exper-
imental measurements described in Chap.10.

Non-relativistic Limit of Eq. 8.15

It is instructive to check that Eq. (8.15) yields, in the non-relativistic and global
equilibrium limit, the formulae obtained in the first part of this Section. First of all,
at low momentum, in Eq. (8.15), one can keep only the term corresponding to τ = 0
and p0 � m, so that S0 � 0 and

Sμ(x, p) � −εμρσ0 1 − f (x, p)

8
�ρσ . (8.21)

Then, the condition of global equilibrium makes the thermal vorticity field constant
and equal to the ratio of a constant angular velocity ω and a constant temperature T
[5] that is

− 1

2
εi jk0� jk = 1

T0
ωi . (8.22)
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Fig. 8.2 Different stages of relativistic heavy-ion collision. From left to right: (1) two Lorentz-
contracted nuclei right before the collision, (2) formation of dense, hydrodynamically expanding
matter at around 1–2 fm/c after the collision, (3) hydrodynamic expansion of the dense core,
surrounded by hadronic corona (the particles on the plot represent individual hadrons), (4) final-state
hadronic interactions and decoupling of the fireball. Images taken from an animation by MADAI
(http://madai.phy.duke.edu/indexaae2.html?page_id=503)

Finally, in the Boltzmann statistics limit 1 − nF � 1 and one finally gets the spin
3-vector as

S(x, p) � 1

4

ω

T
. (8.23)

8.3 Hydrodynamic Modelling of Heavy-Ion Collisions

Let us start the section by outlining the established paradigm of hydrodynamic mod-
elling of heavy-ion collisions. Hydrodynamic approximation is not used to describe
all stages of a heavy-ion collision; instead, a multi-component approach is generally
adopted in the field. The approach also reflects different dominant physics processes,
which happen at different stages of the heavy-ion collision.

The first stage of heavy-ion collision comprises the primary nucleon–nucleon
scatterings, which—at top RHIC or LHC energy—take less than a fraction of fm/c,
due to a strong Lorentz contraction of the incoming nuclei. At this stage, a dense
parton (at lower energies—hadron) system is formed.Within the first fermi/c, the sys-
tem is assumed to reach enough degree of local equilibration, so that the subsequent
evolution is described by relativistic hydrodynamics of ideal or viscous fluid.

Themodelling of the next, hydrodynamic stage of collision becamemore sophisti-
cated over the last decades. Successful interpretation of the early results from heavy-
ion collisions at the RHIC collider within the hydrodynamic picture and the associ-
ated discovery of the nearly perfect fluid at RHIC led to a boom in hydrodynamic
modelling. The simulations evolved from 1+1D to 2+1D ideal fluid to 2+1D and
3+1D viscous fluid approximation.

As the fireball expands, its density decreases, and so the mean free path of the
constituents of the medium becomes larger. When the mean free path becomes com-
parable to the size of the fireball, the hydrodynamic picture does not apply anymore.

http://madai.phy.duke.edu/indexaae2.html?page_id=503


8 Vorticity and Polarization in Heavy-Ion Collisions:Hydrodynamic Models 255

At this point, a so-called particlization (see [8] for more details) takes place: the fluid
medium decouples into particles (hadrons). In the state-of-the-art models, the pro-
cess of particlization typically takes place at a hypersurface of constant temperature
or constant local rest frame energy density. Such three-dimensional hypersurface
in four-dimensional space–time is reconstructed from a full hydrodynamic solution
evolved till large enough time. To convert the fluid dynamic degrees of freedom
to hadrons, a Cooper–Frye prescription, first introduced in [9], is often used. Prac-
tically speaking, in some of the hydrodynamic models discussed below, the spin
polarization is calculated at the hypersurface of particlization, using Eqs. 8.17,8.19
or 8.20—which are nothing more but modified Cooper–Frye formulas. The latter
makes the computation relatively straightforward. Other hydrodynamic models take
a simpler way to compute the spin polarization on a hypersurface of constant proper
time τ = const , even if it does not coincide with the hypersurface of particlization
in the model.

However, the cross-sections of hadron scatterings are still not small right after
the particlization. Therefore, both inelastic scatterings—which change the compo-
sition of hadrons in the event—and elastic reactions which only change hadron’s
momenta take place. An effective moment when the inelastic reaction ceases is
known as a chemical freeze-out, whereas the moment where also elastic scatterings
cease is known as a kinetic freeze-out. As those processes happen gradually, the post-
hydrodynamic phase is often modelled using a hadronic cascade, sometimes called
a hadronic afterburner.

8.4 Hydrodynamic Calculations at
√
sNN = 7 . . . 62 GeV

Hydrodynamic modelling of heavy-ion collisions at very high energies, such as√
sNN = 200GeVatRHICor

√
sNN = 2.76, 5.02TeVat theLHC, can be numerically

simplified by taking into account a strong Lorentz contraction of the colliding nuclei.
This practically means that as long as observables in the central rapidity slice y ≈ 0
are concerned, such as transverse momentum distributions of produced hadrons,
their flow coefficients vn(pT ) and the initial state for the hydrodynamic expansion
at t = t0 can be approximated by a thin disk with thickness z0 ≈ t0, with initial
longitudinal flow vz = z/t0. The hydrodynamic solution will then have a symmetry
with respect to Lorentz boosts in the longitudinal direction. Then the dynamics in the
longitudinal direction can be integrated out analytically, leaving only the transverse
expansion to the numerics. Likewise, widely used initial state models, such as CGC
(Colour Glass Condensate), IP-Glasma and Monte Carlo Glauber, only evaluate the
initial energy/entropy density profiles in the direction, transverse to the beam axis.

Modelling of relativistic heavy-ion collisions at collision energies
√
sNN from a

few to a hundred GeV is more challenging as compared to the high-energy regime.
Many of the hydrodynamical and hybridmodels used tomodel collisions at topRHIC
and LHC energies are not directly applicable to collisions at the lower energies. The
simplifying approximations of boost invariance and zero net baryon density are not
valid, and different kinds of non-equilibrium effects play a larger role.
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At such collision energies, the colliding nuclei do not resemble thin disks because
of a weaker Lorentz contraction; also, the partonic models of the initial state (CGC,
IP-Glasma) gradually lose their applicability in this regime. The longitudinal boost
invariance is not a good approximation anymore, therefore one needs to simulate a
three-dimensional hydrodynamic expansion.

Historically, the first full-fledged hydrodynamic model applied to study the polar-
ization of hadrons—� hyperons—in heavy-ion collisions at

√
sNN = 7 . . . 62 GeV

is UrQMD+vHLLE model [10]. The second hydrodynamic calculation of � polar-
ization for this collision energy range was performed in PICR model [11]. More
recently, � polarization was calculated in three-Fluid Dynamics (3FD) model [12].
We proceed by describing the details of the abovementioned hydrodynamic models.

Initial states in the hydrodynamic calculations. In the UrQMD+vHLLE calcu-
lation, the UrQMD string/hadronic cascade is used to describe the primary collisions
of the nucleons and to create the initial state of the hydrodynamical evolution. The
two nuclei are initialized according to Woods–Saxon distributions and the initial
binary interactions proceed via string or resonance excitations, the former process
being dominant in ultra-relativistic collisions (including the BES collision energies).
All the strings are fragmented into hadrons before the transition to fluid phase (flu-
idization) takes place, although not all hadrons are yet fully formed at that time,
i.e. they do not yet have their free-particle scattering cross-sections, and thus do
not yet interact at all. The hadrons before conversion to fluid should not be consid-
ered physical hadrons, but rather marker particles to describe the flow of energy,
momentum and conserved charges during the pre-equilibrium evolution of the sys-
tem. The use of UrQMD to initialize the system allows us to describe some of the
pre-equilibrium dynamics and dynamically generates event-by-event fluctuating ini-
tial states for hydrodynamical evolution.

The interactions in the pre-equilibrium UrQMD evolution are allowed until a
hypersurface of constant Bjorken proper time τ0 = √

t2 − z2 is reached, since the
hydrodynamical code is constructed using the Milne coordinates (τ, x, y, η), where
τ = √

t2 − z2 [13]. The UrQMD evolution, however, proceeds in Cartesian coor-
dinates (t, x, y, z), and thus evolving the particle distributions to constant τ means
evolving the system until large enough time tl in such a way that the collisional
processes and decays are only allowed in the domain

√
t2 − z2 < τ0. The result-

ing particles on t = tl surface are then propagated backwards in time to the τ = τ0
surface along straight trajectories to obtain an initial state for the hydrodynamic
evolution.

The lower limit for the starting time of the hydrodynamic evolution depends on
the collision energy according to

τ0 = 2R/

√
(
√
sNN/2mN )2 − 1, (8.24)

which corresponds to the average time, when two nuclei have passed through each
other, i.e. all primary nucleon–nucleon collisions have happened. This is the earliest
possible moment in time, where approximate local equilibrium can be assumed.
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Fig.8.3 Initial energy density profiles for the hydrodynamic stage with arrows depicting initial beta
field superimposed. The hydrodynamic evolutions start from averaged initial state corresponding
to 20–50% central Au-Au collisions at

√
sNN = 7.7 (top row) and 62.4 GeV (bottom row)

To perform event-by-event hydrodynamics using fluctuating initial conditions,
every individual UrQMD event is converted to an initial state profile. As mentioned,
the hadron transport does not lead to an initial state in full local equilibrium, and the
thermalization of the the system at τ = τ0 has to be artificially enforced. The energy
and momentum of each UrQMD particle at τ0 is distributed to the hydrodynamic
cells i jk assuming Gaussian density profiles

�Pα
i jk = Pα · C · exp

(

−�x2i + �y2j
R2⊥

− �η2k

R2
η

γ 2
η τ 20

)

(8.25)

�N 0
i jk = N 0 · C · exp

(

−�x2i + �y2j
R2⊥

− �η2k

R2
η

γ 2
η τ 20

)

, (8.26)

where �xi , �y j and �ηk are the differences between particle’s position and the
coordinates of the hydrodynamic cell {i, j, k}, and γη = cosh(yp − η) is the longi-
tudinal Lorentz factor of the particle as seen in a frame moving with the rapidity
η. The normalization constant C is calculated from the condition that the discrete
sum of the values of the Gaussian in all neighbouring cells equals one. The resulting
�Pα and �N 0 are transformed into Milne coordinates and added to the energy,
momentum and baryon number in each cell. This procedure ensures that in the ini-
tial transition from transport to hydrodynamics, the energy, momentum and baryon
number are conserved.

In Fig. 8.17, the initial energy density profiles are visualized for two selected
collision energies:

√
sNN = 7.7 and 62.4 GeV. To produce this figure, two single

hydrodynamic calculations with averaged initial conditions from 100 initial UrQMD
simulations eachwere run. At

√
sNN = 62.4GeV, because of the baryon transparency

effect, the x, z components of beta vector at mid-rapidity are small and do not have a
regular pattern, therefore the distribution of �xz in the hydrodynamic cells close to
particlization energy density includes both positive and negative parts, as it is seen
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Fig.8.4 Snapshots of the energy density profile in the x − z plane in a 3-fluid dynamic simulation
of a semi-central Au-Au collision at

√
sNN = 19.6 GeV. Plots are taken from [15]

on the corresponding plot in the right column. At
√
sNN = 7.7 GeV, baryon stopping

results in a shear flow structure, which leads to the same (positive) sign of the �xz .
In the PICR model, the physics picture of the initial state is a Yang–Mills field,

stretched between Lorentz-contracted streaks after impact [14]. Such initial state
also produces torqued initial state of the fireball with finite angular momentum.

The 3-fluid dynamic model is somewhat different from the UrQMD+vHLLE and
PICRmodels. In the 3FD, the evolution startswith twonuclei right before themoment
of impact, which are represented by two blobs of cold baryon-rich fluid [16]. The
process of nucleus–nucleus collision is then modelled as an inter-penetration of the
baryon-rich fluids, which leads to friction between the fluids. The fluids lose energy
and momentum via the friction terms, which leads to a creation of the third fluid,
which is baryon-free. Similarly to the UrQMD+vHLLE or PICRmodels, the friction
between the baryon-rich fluids leads to a total energy density profile which is tilted
in the x − z plane, as shown in Fig. 8.4. The friction also produces the velocity shear,
which corresponds to a finite angular momentum of the participant system.

Hydrodynamic stage in UrQMD+vHLLE hybrid is simulated with a (3+1)-
dimensional viscous hydrodynamical code vHLLE, which is described in full detail
in Ref. [13]. The code solves the local energy-momentum conservation equations:

dνT
μν = 0, (8.27)

dνN
ν
B,Q = 0, , (8.28)

where N ν
B and N ν

Q are the net baryon and electric charge currents, respectively, and

we remind that dν denotes a covariant derivative. The calculation2 is done in Milne
coordinates (τ, x, y, η), where τ = √

t2 − z2 and η = 1/2 ln[(t + z)/(t − z)].
In the Israel–Stewart framework of causal dissipative hydrodynamics [17], the

dissipative currents are independent variables. For the calculations of� polarization,
ζ/s = 0 is set in the UrQMD+vHLLE calculation. The code works in the Landau

2Typical grid spacing used in the calculations:�x = �y = 0.2 fm,�η = 0.05 − 0.15 and timestep
�τ = 0.05 − 0.1 fm/c depending on the collision energy. A finer grid with �x = �y = 0.125 fm
was taken to simulate peripheral collisions.
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frame, where the energy diffusion flow is zero, and the baryon and charge diffusion
currents are neglected for simplicity, which is equivalent to zero heat conductivity.
For the shear-stress evolution we choose the relaxation time τπ = 5η/(T s) and the
coefficient δππ = 4/3τπ , and approximate all the other higher-order coefficients by
zero. The following evolution equations are solved for the shear-stress tensor πμν :

〈uγ dγ πμν〉 = −πμν − π
μν
NS

τπ

− 4

3
πμν∂;γ uγ , (8.29)

where the brackets denote the traceless and orthogonal to uμ part of the tensor and
π

μν
NS is the Navier–Stokes value of the shear-stress tensor.
Another necessary ingredient for the hydrodynamic stage is the Equation of State

(EoS) of themedium. InUrQMD+vHLLE, the chiralmodel EoS [18] features correct
asymptotic degrees of freedom, i.e. quarks and gluons in the high temperature and
hadrons in the low-temperature limits, crossover-type transition between confined
and deconfined matter for all values of μB and qualitatively agrees with lattice QCD
data at μB = 0.

Different from that, both PICR and 3FH models feature ideal fluid approxima-
tion. The hydrodynamic evolution is simulated with the Relativistic Particle-in-Cell
(PICR) method. Both in the initial state and subsequent CFD simulation, a classic
‘Bag Model’ EoS was applied: P = c20e

2 − 4
3 B, with constant c20 = 1

3 and a fixed
Bag constant B. The energy density takes the form: e = αT 4 + βT 2 + γ + B, where
α, β and γ are constants arising from the degeneracy factors for (anti-)quarks and
gluons.

Final conditions for the hydrodynamic stage. In the UrQMD+vHLLE hybrid,
the fluid-to-particle transition, or particlization, is performed using the conventional
Cooper–Frye prescription [9]. The Cooper–Frye prescription is applied at a hyper-
surface of constant local rest frame energy density. The hadrons, generated at the
particlization, are then re-scattered with the UrQMD cascade. This particlization
hypersurface is reconstructed during the hydrodynamic evolution based on the cri-
terion of a fixed energy density ε = εse and using the Cornelius routine [8]. The
default value for the particlization energy density is εsw = 0.5 GeV/fm3, which in
the chiral model EoS corresponds to T ≈ 175 MeV at μB = 0. At this energy den-
sity, the crossover transition is firmly on the hadronic side, but the density is still a
little higher than the chemical freeze-out energy density suggested by the thermal
models (for the topic of thermal models, we refer the reader to [19]).

In the PICR model, the particlization is set to happen at a fixed time t in the
laboratory frame.

As given by the Cooper–Frye prescription, the hadron distribution on each point
of the hypersurface is

p0
d3Ni (x)

d3 p
= d�μ p

μ f (p · u(x), T (x), μi (x)). (8.30)
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The phase-space distribution function f is usually assumed to be the one corre-
sponding to a noninteracting hadron resonance gas in or close to the local thermal
equilibrium.

In a standard calculation in UrQMD+vHLLE, the Cooper–Frye formula (8.30)
is used as a probability density to sample ensembles of hadrons with the Monte
Carlo method. Further on, the sampled hadrons are passed to the UrQMD cascade
to simulate inelastic and elastic interactions in the dilute post-hydrodynamic stage.
However, for the calculation of the polarization, the Monte Carlo hadron sampling
is replaced with a direct calculation based on Eq. (8.17), applied on particlization
surfaces from the event-by-event hydrodynamics. For that, one can realize that the
formula for the mean polarization of spin 1/2 hadrons (8.18) looks similar to the
Cooper–Frye formula, except for the factor (1 − f (x, p))�ρσ under the integral.

The 3-fluid dynamic model has again somewhat different final conditions for its
hydrodynamic stage, as compared to UrQMD+vHLLE or PICR. The distributions
of hadrons at the particlization are computed not with the Cooper–Frye but with
Milekhin formula [20], and the criterion for the particlization is a fixed combined
energy density of all 3 fluids in a given space–time point:

εtot =
(
T 00
proj + T 00

targ + T 00
B-free

)

rest frame
< εfrz , (8.31)

The3-fluid dynamicmodel does not feature thefinal-state hadronic cascade, therefore
the particlization in 3FD is the same as the freeze-out.

It is important to note that all the abovementioned models had been tuned to
reproduce the basic hadronic observables prior to the calculations of polarization.
In particular, a reasonable reproduction of the experimental data—(pseudo)rapidity
distributions, transverse momentum spectra and elliptic flow coefficients—has been
achieved in UrQMD+vHLLE with the parameter values depending monotonically
on the collision energy as it is shown in Table 8.1. This was obtained when the
particlization energy density was fixed to εsw = 0.5 GeV/fm3 for the whole collision

Table 8.1 Collision energy dependence of the UrQMD+vHLLE parameters chosen to reproduce
the experimental data in the RHIC BES range:

√
sNN = 7.7 − 200 GeV

√
sNN [GeV] τ0 [fm/c] R⊥ [fm] Rη [fm] η/s

7.7 3.2 1.4 0.5 0.2

8.8 (SPS) 2.83 1.4 0.5 0.2

11.5 2.1 1.4 0.5 0.2

17.3 (SPS) 1.42 1.4 0.5 0.15

19.6 1.22 1.4 0.5 0.15

27 1.0 1.2 0.5 0.12

39 0.9 1.0 0.7 0.08

62.4 0.7 1.0 0.7 0.08

200 0.4 1.0 1.0 0.08
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Fig. 8.5 Coordinate system
used for the components of
� polarization vector. The
reaction plane is xz, and y
coordinate is opposite to the
vector of the global angular
momentum of the system,
which points upwards and
perpendicular to the reaction
plane. The plot is taken from
[3]

X
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J

Λ Λ
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energy range. In 3FD, a typical choice of the freeze-out energy density to reproduce
a broad set of experimental data is εfrz � 0.2 GeV/fm3 [16].

Patterns of � Polarization in the UrQMD+vHLLE and PICR Models

Before starting to refer to the components of the spin polarization vector of� hyper-
ons, it is worth to sketch the coordinate system used. The coordinate system is shown
in Fig. 8.5: the x axis is parallel to the vector of the impact parameter of the heavy-ion
collision; the z axis is parallel to the beam direction, thus xz is the so-called reaction
plane. The y axis points perpendicular to the reaction plane and is directed opposite
to the vector of the total angular momentum of the fireball.

Already an early calculation [1] of the� polarization vector as a function of the pT
of the� atmid-rapidity performedwith 3+1dimensional hydrodynamic codeECHO-
QGP [21] has shown quite an assorted pattern, see Fig. 8.6. The ECHO-QGP calcu-
lation has been made for Au-Au collisions at fixed impact parameter b = 11.6 fm
(corresponding to peripheral collisions) at the top RHIC energy

√
sNN = 200 GeV;

hydrodynamic calculations for top RHIC and LHC energies will be discussed in a
next subsection. At large transverse momenta and at |px | = |py |, the polarization
vector component along the beam axis, Pz (marked as �z

0 on Fig. 8.6, also marked
as P|| on some of the plots below) has the largest amplitude. The component along
the impact parameter, Px (marked as �x

0 on Fig. 8.6, also marked as Pb on some of
the plots below) has a quadrupole pattern similar to Pz but with a smaller amplitude.
However, because of symmetry of the system, the pT integrated Px and Pz integrate
out to zero, and the only nonzero component remaining is Py (�y

0 on Fig. 8.6), which
is opposite to the direction of the total angular momentum J of the fireball.

Very similar patterns for the components of the polarization vector were observed
later in the UrQMD+vHLLE calculations for the Beam Energy Scan energies. On
Fig. 8.7, the transverse momentum dependence of the components of � polarization
vector is shown for 40–50% central Au-Au collisions (impact parameter range b =
9.3 − 10.4 fm) at collision energy

√
sNN = 19.6 GeV, which is located in the middle

of the Beam Energy Scan range. 1000 event-by-event hydrodynamic simulations
were executed, then the event-averaged denominator and numerator of Eq. 8.17
were computed as a function of px and py , in order to produce Fig. 8.7.
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Fig. 8.6 Components and modulus of the � polarization vector as a function of pT of the �, in
ECHO-QGP simulation of Au-Au collisions with fixed impact parameter b = 11.6 fm at

√
sNN =

200 GeV. The picture is taken from [1]

The polarization patterns in the px py plane reflect the corresponding patterns of
the components of thermal vorticity over the particlizationhypersurface. In particular,
it was found in [22] that the leading contribution to Px stems from the term �t z py
in Eq. 8.15. In turn, �t z shown in left panel of Fig. 8.8 is a result of the interplay
of ∂tβz (acceleration of longitudinal flow and temporal gradients of temperature—
conduction) and ∂zβt (convection and conduction), according to Eq. (8.16). The Py

component has a leading contribution from the term �xz p0 (which is also the only
non-vanishing contribution at pT = 0), and �xz has a rather uniform profile over
the mid-rapidity slice of the freeze-out hypersurface, and the leading contribution to
it comes from ∂xuz (shear flow in z direction).

ThePICRcalculation provides a transversemomentumpattern of the y component
of polarization (Py),which is different from theUrQMD+vHLLEcalculation, see the
left panel of Figure 8.9. At the py = 0 line, the polarization changes sign between
large |px | and zero px . As for now, it is not clear why the transverse momentum
patterns are different in the two models.

Centrality and Collision Energy Dependence of the Polarization

Figure 8.10 shows the collision energy dependence of the global polarization of
� in UrQMD+vHLLE and PICR models. To follow recent STAR measurements,
in UrQMD+vHLLE calculation, the 20–50% centrality bin was constructed by a
correspondingly chosen range of impact parameters for the initial state UrQMD
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Fig. 8.7 Components of spin polarization vector of primary � baryons produced at mid-rapidity
in UrQMD+vHLLE calculation for 40–50% central Au-Au collisions at

√
sNN = 19.6 GeV. The

polarization is calculated in the rest frame of �

Fig. 8.8 Components of thermal vorticity �t z (left) and �xz (right) on the mid-rapidity slice of
particlization hypersurface, projected on the xy plane. The UrQMD+vHLLE calculation with an
averaged initial state corresponds to 40–50% central Au-Au collisions at

√
sNN = 19.6 GeV
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Fig. 8.9 The y component (left) and the modulus (right) of the � polarization at pz = 0 in PICR
model, for the Au+Au reaction at

√
sNN = 11.5 GeV. The figure is in the frame of the�. The impact

parameter b = 0.7bm = 0.7 × 2R, where R is the radius of Au and bm = 2R is the maximum value
of b. The freeze-out time is 6.25 = (2.5 + 4.75) fm/c, including 2.5 fm/c for initial state and 4.75
fm/c for hydro-evolution

Fig. 8.10 Collision energy dependence of the PJ ≡ Py and Pb ≡ Px components of polarization
vector of �, calculated in its rest frame, in UrQMD+vHLLE (left panel) and PICR (right panel)
models for 20–50% central Au-Au collisions

calculation. We observe that the polarization component along J, the Py decreases
by about one order of magnitude as collision energy increases from

√
sNN = 7.7GeV

to full RHIC energy, where it turns out to be consistent with an early calculation of the
global hyperon polarization at the topRHICenergy in [1]. In thePICRcalculation, the
impact parameter b0 = 0.7, which corresponds to centrality c = 49%, was chosen to
simulate the 20–50% centrality bin. For comparison, the data of� and �̄ polarization
from STAR (RHIC) were inserted into the right panel of Fig. 8.10 with blue triangle
symbols.

In the UrQMD+vHLLE calculation, the fall of the out-of-plane component Py is
not directly related to a change in the out-of-plane component of the total angular
momentum of the fireball. In fact, the total angular momentum increases as the
collision energy increases, which can be seen on the top panel of Fig. 8.11. However,
the total angular momentum is not an intensive quantity like polarization, so, to have
a better benchmark, we took the ratio between the total angular momentum and the
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Fig.8.11 Total angular momentum of the fireball (left) and total angular momentum scaled by the
total energy of the fireball (right) as a function of collision energy, in UrQMD+vHLLE calculation
for 20–50% central Au-Au collisions

Fig. 8.12 Left: global � polarization at mid-rapidity as a function of the number of partici-
pating nucleons Npart in the initial state. Each point represents one hydrodynamic configura-
tion in an ensemble of 2000 event-by-event calculations for 0–50% central Au-Au collisions at√
sNN = 39 GeV. Right: out-of-plane component of initial angular momentum versus number of

participating nucleons Npart in the same calculation

total energy, J/E , which is shown in the bottom panel of the same figure. Yet, one
can see that the J/E shows only a mild decrease as collision energy increases.

In Fig. 8.12, we show the distribution of the global polarization of� as a function
of centrality (i.e. Npart), where each point corresponds to a hydrodynamic evolution
with a given fluctuating initial condition characterized by Npart; in the right panel,
one can see the corresponding distribution of total angular momentum J. We observe
that the total angular momentum distribution has a maximum at a certain range of
Npart and drops to zero for the most central events (where the impact parameter is
zero) and most peripheral ones (where the system becomes small). In contrast to
that, the polarization shows a steadily increasing trend towards peripheral collisions,
where it starts to fluctuate largely from event to event because of the smallness of
the fireball, a situation where the initial state fluctuations start to dominate in the
hydrodynamic stage.

The overall trend of the impact parameter (and centrality) dependence of the
global polarization is confirmed in the PICR calculation [11], see Figure 8.13. This



266 I. Karpenko

Fig. 8.13 The scaled impact
parameter b0 = b/(2R)

dependence of global
polarization in PICR model
for

√
sNN =11.5, 27.0 and

62.4 GeV

Fig. 8.14 Same as Fig. 8.10
but with bands added, which
correspond to variations of
the model parameters

figure shows the global polarization in Au+Au collisions as a function of ratio of
impact parameter b to Au’s nuclear radius R, i.e. b0 = b/2R. One could see that the
polarization at different energies indeed approximately takes a linear increasewith the
increase of impact parameter, except for 62.4GeV due to the vanishing polarization
signals at relatively central collisions. This linear dependence clearly indicates that
the polarization in our model arises from the initial angular momentum. However,
the polarization’s linear dependence on b is somewhat different from the angular
momentum’s quadratic dependence on b. This is because the angular momentum L
is an extensive quantity dependent on the system’s mass, while the polarization � is
an intensive quantity (Fig. 8.14).

Finally, the energy dependence of� polarization in the 3FD calculation is similar
to the other two hydrodynamic models, see Fig. 8.16, top panel. Contrary to the
decrease of the � polarization at mid-rapidity with collision energy—a trend which
will be discussed in the next subsection—the polarization of all� actually growswith
the energy, as can be seen on the bottom panel of Fig. 8.16. The latter is explained in
the 3FD calculation by the vorticity being pushed out to the fragmentation regions.
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Fig. 8.15 � polarization and
angular momentum within
space–time rapidity
|η| < 0.5 slab, the slope of
directed flow dv1/dy and
elliptic flow v2 in 3FD
calculations of Au-Au
collisions with fixed impact
parameter b = 8 fm. The
plot is taken from [15]

Fig. 8.16 Collision energy
dependence of the
components of polarization
vector of �, calculated in its
rest frame, in 3-fluid
dynamics for 20–50%
central Au-Au collisions

The 3FD calculation further demonstrates that the � polarization at the mid-
space–time rapidity slab of matter |η| < 0.5 does not correlate with the total angular
momentumof the slab, as shown inFig. 8.15. In this calculation, themomentumof the
slab changes sign around collision energy

√
sNN ≈ 9 GeV, whereas the polarization

remains positive. Also, the polarization follows correlates neither with the slope
of directed flow (which also changes sign around the same energy as the angular
momentum) nor with the elliptic flow v2.

Parameter dependence. As it has been mentioned above, the parameters of the
model are set to monotonically depend on collision energy in order to approach the
experimental data for basic hadronic observables. The question may arise whether
the collision energy dependence of Py is the result of an interplay of collision energy
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Fig. 8.17 Evolution of �xz in mid-rapidity (|y| < 0.3) slice of particlization surface, projected
onto time axis (right column). The hydrodynamic evolutions start from averaged initial state cor-
responding to 20–50% central Au-Au collisions at

√
sNN = 7.7 (top row) and 62.4 GeV (bottom

row)

dependencies of the parameters. The UrQMD+vHLLE calculation argues that it is
not the case: in Fig. 8.14 one can see how the pT integrated polarization component
Py varies at two selected collision energies,

√
sNN = 7.7 and 62.4 GeV, when the

granularity of the initial state controlled by R⊥, Rη parameters, shear viscosity to
entropy ratio of the fluid medium η/s and particlization energy density εsw change. It
turns out that a variation of R⊥ within ±40% changes Py by ±20%, and a variation
of Rη by ±40% changes Py by ±25% at

√
sNN = 62.4 GeV only. The variations of

the remaining parameters affect Py much less. We thus conclude that the observed
trend in pT integrated polarization is robust with respect to variations of parameters
of the model.

Discussion on the Energy Dependence

Now we have to understand the excitation function of the pT integrated Py which
is calculated in the hydrodynamic models. As it has been mentioned, Py at low
momentum (which contributesmost to the pT integrated polarization) has a dominant
contribution proportional to �xz p0. It turns out that the pattern and magnitude of
�xz over the particlization hypersurface do change with collision energy.

The latter is demonstrated in Fig. 8.17, for two selected collision energies. For this
purpose, two single hydrodynamic calculations were performedwith averaged initial
conditions from 100 initial state UrQMD simulations each. At

√
sNN = 62.4 GeV,

because of the baryon transparency effect,3 the x, z components of beta vector at
mid-rapidity are small and do not have a regular pattern, therefore the distribution of
�xz in the hydrodynamic cells close to particlization energy density includes both
positive and negative parts, as it is seen on the corresponding plot in the right column.

3The phenomenon of baryon transparency describes transporting the baryon charge of the colliding
nuclei to the forward and backward rapidities. Opposite to that, baryon stopping implies that the
baryon charge from the colliding nuclei is stopped around mi-rapidity.
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At
√
sNN = 7.7 GeV, baryon stopping results in a shear flow structure, which leads

to the same (positive) sign of the �xz .
In the right column of Fig. 8.17, we plot the corresponding �xz distributions

over the particlization hypersurfaces projected on the proper time axis. Generally
speaking, hydrodynamic evolution tends to dilute the initial vorticities. One can see
that longer hydrodynamic evolution at

√
sNN = 62.4 GeV in combination with the

smaller absolute value of average initial vorticity results in factor 4–5 smaller average
absolute vorticities at late times for

√
sNN = 62.4 GeV than for

√
sNN = 7.7 GeV.

This results in a corresponding difference in themomentum integrated polarization at
these two energies, that is mostly determined by low-pT � which are preferentially
produced from the Cooper–Frye hypersurface at late times.

The explanation of the collision energy dependence of the � polarization from
3FD is similar to the one above. The dominant effect is that the central-slab vorticity

Fig. 8.18 Time evolution of the average energy density ε (top) and average �zx (bottom) in 3FD
model [12], in the central slab of the fireball corresponding to themid-rapidity (left) and in thewhole
system (right). The different curves represent the 3-fluid dynamic evolutions for Au-Au collisions
at different collision energies from

√
sNN = 3.8 GeV and up to

√
sNN = 39 GeV. The calculation

is performed with a fixed impact parameter b = 8 fm, which approximately corresponds to 30%
centrality
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at the freeze-out decreases with increasing collision energy because the vortical field
is pushed out to the fragmentation regions. The evolution of the vortical field with
collision energy and time at the central slab of the system is displayed in Fig.8.18,
bottom left. In addition to that, similarly for the UrQMD+vHLLE calculations, the
�xz decreases with time at any given collision energy, and the freeze-out time in
3FD actually decreases with collision energy, in the range

√
sNN = 3.8 . . . 27 GeV.

To summarize: in hydrodynamic models, the effect of hyperon polarization
emerges in non-central collisions, where the angular momentum of the fireball is
finite. However, the polarization does not (linearly) scalewith the angularmomentum
of the system. The collision energy dependence in the hydrodynamic calculations is
consistent with the experimental measurements by STAR collaboration in the Beam
Energy Scan program at RHIC collider.

8.5 Hydrodynamic Calculations at
√
sNN = 200 and 2760 GeV

As it was shown in the previous subsection, the mean, i.e. momentum averaged,
polarizationof�hyperons atmid-rapidity decreaseswith increasing collision energy.
In

√
sNN = 200 GeV Au-Au collisions at RHIC, the mean polarization is less than

0.3% [23], and at the LHC energies, it is presumably smaller, below the accuracy of
the experimental measurement. Left panel of Fig. 8.20 demonstrated that, with the
same assumptions about the initial state for the hydrodynamic expansion, the spin
polarization tends to further decrease between the top RHIC and LHC energies.

However, hydrodynamic results from the previous subsection established not only
the global (pT-integrated) polarization, but also patterns in local (pT-differential)
polarization. Themagnitude of the longitudinal component P‖ on Fig. 8.7 was reach-
ing 4% at high px and py , which is a few times larger than the mean polarization,
aligned with the total orbital momentum of the fireball.

Indeed, as it has been mentioned in a subsection above, one of the earliest hydro-
dynamic calculations of � polarization [1] has already demonstrated the existence
of local polarization, see Fig. 8.6.

A study [24] took it one step further and computed the local polarization of
� hyperons in a hydrodynamic model using averaged initial state from Monte
Carlo Glauber model with its parameters set as in [25]. With such an initial
state, the mid-rapidity slice of the fireball has a small angular momentum. Nev-
ertheless, the quadrupole patterns in the longitudinal polarization persisted at both√
sNN = 200 GeV RHIC and

√
sNN = 2760 GeV LHC energies. The resulting trans-

versemomentum dependence of P∗z is shown in Figure 8.19 for 20–50% central Au-
Au collisions at

√
sNN = 200 (RHIC) and 20–50% Pb-Pb collisions at

√
sNN = 2760

GeV (LHC).
Particularly, the rotation–reflection symmetries imply that Sz has aFourier decom-

position involving only the sine of even multiples of the azimuthal angle ϕ:

Sz(pT , Y = 0) = 1

2

∞∑

k=1

f2k(pT ) sin 2kϕ. (8.32)
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Fig.8.19 Map of longitudinal component of polarization of mid-rapidity � from a hydrodynamic
calculation corresponding to 20–50% central Au-Au collisions at

√
sNN = 200 GeV (left) and 20–

50% central Pb-Pb collisions at
√
sNN = 2760 GeV (right)

Fig. 8.20 Left panel: Global polarization of � hyperons in 20–50% central Au-Au (Pb-Pb) col-
lisions at 7.7…200 GeV RHIC (2760 GeV LHC) energies. For the calculations with 3D Glauber
IC (initial conditions), the solid one corresponding to longitudinally boost invariant initial flow,
and the dashed one corresponding to a small amount of initial shear longitudinal flow as described
in [1]. The lines connect the points to guide the eye. Right panel: Second-order Fourier harmonic
coefficient of polarization component along the beam direction, calculated as a function of pT for
different collision energies; 200 and 2760 GeV points correspond to Monte Carlo Glauber IS

The corresponding second harmonic coefficients f2 are displayed in fig. 8.20 for
four different collision energies: 7.7, 19.6 GeV (calculated with initial state from the
UrQMD cascade [10]), 200 and 2760 GeV (using averaged initial state from Monte
Carlo Glauber model). It is worth noting that, while the Py component, along the
angular momentum, decreases by about a factor 10 between

√
sNN = 7.7 and 200

GeV, f2 decreases by only 35%. We also find that the mean pT integrated value of
f2 stays around 0.2% at all collision energies, owing to two compensating effects:
decreasing pT differential f2(pT ) and increasing mean pT with increasing collision
energy. The Py component in the UrQMD+vHLLE calculations is produced in the
non-central collisions due to anisotropic transverse expansion (elliptic flow) driven
by the global geometry of the fireball, whereas in central collisions, the initial state
fluctuations dominate as shown in [26].
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Fig. 8.21 Correlation of polarizations of two � hyperons as a function of their opening angle in
the transverse plane. Left panel: average initial state, right panel: event-by-event hydrodynamic
calculations with a Monte Carlo Glauber initial state

It is a quick exercise to show that from Pz = 2Sz(pT) = f2(pT ) sin 2φ it follows
that

〈Pz(φ)Pz(φ + �φ)〉 = 1

2
f 22 (pT ) cos 2�φ, (8.33)

which means that the correlation function of longitudinal polarization of two �

hyperons, separated by the angle �φ in the transverse momentum space, behaves as
cos 2�φ. Such behaviour one can see in Fig. 8.21 left. The right panel of Fig. 8.21
shows the correlation function from an ensemble of event-by-event hydrodynamic
evolutions. In the latter case, the shape of the correlation function deviates from
cos 2�φ because the underlying azimuthal angle dependence of the Pz after each
hydrodynamic evolution in the event-by-event ensemble is randomly fluctuatingwith
respect to the average sin 2φ shape.

In fact, such correlation function of longitudinal, aswell as transverse components
of � polarization, has been reported in [26], see Fig. 8.22.

Connection Between Quadrupole Longitudinal Polarization and Elliptic Flow

Indeed, it can be shown that this component does not vanish even in the exact boost
invariant scenario with no initial state fluctuations and that it decreases slowly with
increasing center-of-mass energy. For the sake of simplicity, let us demonstrate that
with an explicit calculation by assuming that the fluid is ideal, uncharged and that
the initial transverse velocities ux , uy vanish. Accumulated evidence in relativistic
heavy-ion collisions indicates that these are reasonable approximations at very high
energy. Under such assumptions, it is known that the T-vorticity

�μν = ∂μ(Tuν) − ∂ν(Tuμ) (8.34)

vanishes at all times [1,27], as a consequence of the equations of motion. In this
case, the thermal vorticity reduces to [1]:

�μν = 1

T

(
Aμuν − Aνuμ

)
(8.35)
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Fig. 8.22 Correlation of the transverse (top panel) and longitudinal (bottom panel) components
of polarizations of two � hyperons as a function of their opening angle in the transverse plane.
Left panel: correlation functions in different rapidity regions from the hydrodynamic calculation
for

√
sNN = 2.76 TeV. Right panel: correlation functions within one rapidity interval but at different

collision energies. The plot is taken from [26]

A being the four-acceleration field. This form of the thermal vorticity shows its
entirely relativistic nature, its spatial part being proportional to (a × v)/c2 in the
classical units. If we now substitute Eq. (8.35) in Eq. (8.18), we get:

Sμ(p) = − 1

4m
εμρστ pτ

∫
�
d�λ pλAρβσnF (1 − nF )

∫
�
d�λ pλnF

, (8.36)

which shows that Sz(p) can get contributions from the vector product of fields and
momenta in the transverse plane, where they are expected to significantly develop
even in the case of longitudinal boost invariance. From this equation on, we use
a shortcut nF ≡ f (x, p). The uncharged perfect fluid equations of motion can be
written as

Aρ = 1

T
∇ρT = 1

T

(
∂ρT − uρu · ∂T

)
.

If we plug the above acceleration expression in Eq. (8.37), only the first term with
∂ρT gives a finite contribution as the second term vanishes owing to the presence of
βσuρ factor and the Levi-Civita tensor. Furthermore, since

∂

∂ pσ
nF = −βσnF (1 − nF ),
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we can rewrite Eq. (8.36) as

Sμ(p) = 1

4mT
εμρστ pτ

∫
�
d�λ pλ ∂nF

∂ pσ ∂ρT
∫
�
d�λ pλnF

. (8.37)

We can now integrate by parts the numerator in the above equation:

∫

�

d�λ p
λ ∂nF
∂ pσ

∂ρT = ∂

∂ pσ

∫

�

d�λ p
λnF∂ρT −

∫

�

d�σnF∂ρT .

Another very reasonable assumption is that the decoupling hypersurface at high
energy is described by the equation T = Tc where Tc is the QCD pseudo-critical
temperature. This entails that the normal vector to the hypersurface is the gradient
of temperature. Then the final expression of the mean spin vector is

Sμ(p) = 1

4mT
εμρστ pτ

∂
∂ pσ

∫
�
d�λ pλnF∂ρT

∫
�
d�λ pλnF

. (8.38)

The longitudinal component of the mean spin vector Sz thus depends on the value
of the temperature gradient on the decoupling hypersurface and its measurement
can provide information thereupon. A simple solution of the above integral appears
under the assumption of isochronous decoupling hypersurface, with the temperature
field only depending on the Bjorken time τ = √

t2 − z2. In this case, the parameters
describing the hypersurface are x, y, η with τ = const ., and the only contribution
to the numerator of the (8.38) arises from ρ = 0:

∫
d�λ p

λnF
dT

dτ
cosh η.

At Y = 0, the factor cosh η can be approximated with 1 because of the exponential
fall-off exp[−(mT /T ) cosh η] involved in nF , therefore,

Sz(pT , Y = 0)k̂ � −dT /dτ

4mT
k̂

∂

∂ϕ
log

∫

�

d�λ p
λnF ,

where ϕ is the transverse momentum azimuthal angle, counting from the reaction
plane. In the above equation, the longitudinal spin component is a function of the
spectrum alone at Y = 0. By expanding it in Fourier series in ϕ and retaining only
the elliptic flow term, one obtains

Sz(pT , Y = 0) � −dT /dτ

4mT

∂

∂ϕ
2v2(pT ) cos 2ϕ

= dT

dτ

1

mT
v2(pT ) sin 2ϕ (8.39)
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Fig. 8.23 The second-order
Fourier sine coefficient of the
longitudinal � and �̄

polarizations as a function of
pT , measured by STAR for
20–60% Au-Au collisions at√
sNN = 200 GeV. The

curves correspond to a
Blast-Wave model
calculation (unpublished)
and the hydrodynamic
calculation from [24]. The
plot is taken from [28]

meaning, comparing this result to Eq. (8.32) that in this case:

f2(pT ) = 2
dT

dτ

1

mT
v2(pT ).

This simple formula only applies under special assumptions with regard to the hydro-
dynamic temperature evolution, but it clearly shows the salient features of the longi-
tudinal polarization at mid-rapidity as a function of transverse momentum and how
it can provide direct information on the temperature gradient at hadronization. It
also shows, as has been mentioned,that it is driven by physical quantities related to
transverse expansion and that it is independent of longitudinal expansion.

In 2019, STAR collaboration has published a measurement of the pT and
azimuthal angle dependence of the longitudinal polarization of � and �̄ hyper-
ons in Au-Au collisions at

√
sNN = 200 GeV. The same quadrupole structure in the

longitudinal polarization has been observed; however, its sign is the opposite to the
hydrodynamic calculation in [24].

The same pattern but the opposite sign of the longitudinal � polarization, con-
sistent with the measurement by STAR [28], has been reported in a hydrodynamic
calculation in PICR model [29]. Since the origin of the polarization signal, as well
as the basic ingredients of the PICR model appears to be similar to the other hydro-
dynamic calculations, it is not clear why the PICR calculation results in a different
sign of the longitudinal polarization.

The discrepancy between the hydrodynamic calculations and the experimental
measurement by STAR [28] remains an open question. Few ideas have been proposed
to address the question. For example, in [30] it was found that when the thermal
vorticity the formula for the spin polarization 8.15 is replaced by a projected thermal
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Fig. 8.24 Longitudinal component of � polarization, computed with projected thermal vorticity
in Eq. 8.15 (for details see text). Note that the sign is compatible with the STAR result in this case.
The plot is taken from [30]

Fig. 8.25 Longitudinal component of � polarization, computed with different definitions of rela-
tivistic vorticity in Eq. 8.15. The plot is taken from [31]

vorticity4:�μν
proj = �αβ�

μ
α�ν

β , the resulting longitudinal component of polarization
flips sign and becomes compatible with the experimental measurement.

Another recent study [31] suggests that swapping the thermal vorticity with the
T-vorticity 8.6 in the same formula for the spin polarization 8.15 also results in the
sign flip. However, as for now, it is not clear whether these suggestions will help

4The projection is made on a plane orthogonal to the direction of the collective flow velocity:
�

μν
projuν = 0.
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solving the “sign problem” in the longitudinal polarization component between the
hydrodynamic calculations and the experiment, since the basic derivation of the
effect leads to the spin polarization to be proportional precisely to thermal vorticity
and not to the projected thermal vorticity or the T-vorticity.

8.6 Acceleration,GradT andVorticity Contributions to
Polarization

To gain insight into the physics of polarization in a relativistic fluid, it is very useful
to decompose the gradients of the four-temperature vector in Eq. (8.18). We start off
with the seperation of the gradients of the co-moving temperature and four-velocity
field:

∂μβν = ∂μ

(
1

T

)
+ 1

T
∂μuν .

Then, we can introduce the acceleration and the vorticity vector ωμ with the usual
definitions:

Aμ = u · ∂uμ

ωμ = 1

2
εμνρσ ∂νuρuσ .

The antisymmetric part of the tensor ∂μuν can then be expressed as a function of A
and ω:

1

2

(
∂νuμ − ∂μuν

) = 1

2

(
Aμuν − Aνuμ

) + εμνρσ ωρuσ

therafter plugged into the (8.18) to give

Sμ(x, p) = 1

8m
(1 − nF )εμνρσ pσ ∇ν(1/T )uρ (8.40)

+ 1

8m
(1 − nF ) 2

ωμu · p − uμω · p
T

(8.41)

− 1

8m
(1 − nF )

1

T
εμνρσ pσ Aνuρ. (8.42)

Hence, polarization stems from three contributions: a term proportional to the gra-
dient of temperature, a term proportional to the vorticity ω, and a term proportional
to the acceleration. Further insight into the nature of these terms can be gained by
choosing the particle rest frame, where p = (m, 0) and restoring the natural units.
Equation (8.40) then certifies that the spin in the rest frame is proportional to the
following combination:

S∗(x, p) ∝ �

KT 2 γ v × ∇T + �

KT
γ (ω − (ω · v)v/c2) + �

KT
γA × v/c2, (8.43)
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Fig.8.26 Contributions to the global (left panel) and quadrupole longitudinal (right panel) compo-
nents of� polarization stemming from gradients of temperature (dotted lines), acceleration (dashed
lines) and vorticity (dash-dotted lines). Solid lines show the sums of all three contributions. The
hydrodynamic calculation with vHLLE is performed with an averaged Monte Carlo Glauber IS
corresponding to 20–50% central Au-Au collisions at

√
sNN = 200 GeV RHIC energy

where γ = 1/
√
1 − v2/c2 and all three-vectors, including vorticity, acceleration and

velocity, are observed in the particle rest frame.
The three independent contributions are now well discernible in Eq. (8.43). The

second term scales like �ω/KT and is the one already known from non-relativistic
physics, proportional to the vorticity vector seen by the particle in its motion amid the
fluid, with an additional term vanishing in the non-relativistic limit. The third term
is a purely relativistic one and scales like �A/KTc2; it is usually overwhelmingly
suppressed, except in heavy-ion collisions where the acceleration of the plasma is
huge (A ∼ 1030g at the outset of hydrodynamical stage). The first term, instead, is
a new non-relativistic term [6] and applies to situations where the velocity field is
not parallel to the temperature gradient. For ideal uncharged (thus relativistic) fluids,
this term is related to the acceleration term because the equations of motion reduce
to

∇μT = T Aμ/c2. (8.44)

Therefore, in the case of ideal unchargedfluid—whichQGP is at a very high energy—
the grad T and acceleration contributions will be exactly equal to each other.

Let’s turn to the results from a realistic hydrodynamic calculation [32]. In
Fig. 8.26, we plot the contributions to the global and quadrupole longitudinal polar-
ization components from gradients of temperature, acceleration and vorticity indi-
vidually, as well as their sum. One can see that the resulting pT -integrated global
polarization of �, which is dominated by its low-pT contributions, has the largest
contribution from the classical vorticity term. At the same time, f2 has a negligible
contribution from the vorticity term and virtually equal contributions from the grad
T and acceleration terms. The latter result is expectable, as in hydrodynamics of
ideal uncharged fluid, the temperature gradient and acceleration fields are related as
follows:

Aμ = 1

T
�μν∂

νT . (8.45)
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Thus the small difference between the grad T and acceleration contributions seen in
Fig. 8.26 shows that, even though the shear viscosity over entropy ratio in the calcu-
lations changes between η/s = 0.08 . . . 0.2, the resulting hydrodynamic evolution
is quantitatively not very different from the ideal one.
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Abstract

Heavy ion collisions generate strong fluid vorticity in the produced hot quark–
gluon matter which could in turn induce measurable spin polarization of hadrons.
We review recent progress on the vorticity formation and spin polarization in
heavy ion collisions with transport models. We present an introduction to the fluid
vorticity in non-relativistic and relativistic hydrodynamics and address various
properties of the vorticity formed in heavy ion collisions. We discuss the spin
polarization in a vortical fluid using the Wigner function formalism in which we
derive the freeze-out formula for the spin polarization. Finally, we give a brief
overviewof recent theoretical results for both the global and local spin polarization
of � and �̄ hyperons.
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9.1 Introduction

Huge orbital angular momenta (OAM) are produced perpendicular to the reaction
plane in non-central high-energy heavy ion collisions, and part of such huge OAM
are transferred to the hot and dense matter created in collisions [1–7]. Due to the
shear of the longitudinal flow, particles with spins can be polarized via the spin–orbit
coupling in particle scatterings [1,6–8]. Such a type of spin polarization with respect
to the reaction plane defined in the global laboratory frame of the collision is called
the global polarization and is different from a particle’s possible polarization with
respect to its production plane which depends on the particle’s momentum [1]. The
global spin polarization of � and �̄ has been measured by the STAR collaboration
in Au+Au collisions over a wide range of beam energies,

√
sNN = 7.7 − 200GeV

[9,10] and by ALICE collaboration in Pb+Pb collisions at 2.76 and 5.02TeV [11].
Themagnitude of the global spin polarization is about 2%at 7.7GeVwhich decreases
to be about 0.3% at 200GeV and almost vanishes at LHC energies.

It has been shown that the spin–orbit coupling in microscopic particle scatterings
can lead to the spin–vorticity coupling in a fluid when taking an ensemble average
over random incoming momenta of colliding particles in a locally thermalized fluid
[12]. In this way, the spin polarization is linked with the vorticity field in a fluid. To
describe the STAR data on the global polarization of hyperons, the hydrodynamic
and transport models have been used to calculate the vorticity field [13–24]. In
hydrodynamic models, the velocity and in turn the vorticity fields in the fluid can be
obtained naturally. In transport models, the phase space evolution of a multi-particle
system is described by the Boltzmann transport equation with particle collisions,
where the position and momentum of each particle in the system at any time are
explicitly known.To extract thefluid velocity at one space–timepoint out of randomly
distributed momenta in all events, a suitable coarse-graining method has to be used
that can map the transport description into hydrodynamic information [18,19]. The
vorticity field can then be computed based on the so-obtained fluid velocity. Once
the vorticity field is obtained, the global polarization of hyperons can be calculated
from an integral over the freeze-out hypersurface, which will be discussed in detail
in Sects. 9.3 and 9.5. The calculations following the above procedure give results on
the global polarization that agree with the data [22–28].

In this note, wewill give a brief review of vorticity formation and spin polarization
in heavy ion collisions with transport models.We use theMinkowskianmetric gμν =
diag(1, −1,−1, −1) and natural unit kB = c = � = 1 except for Sect. 9.3 in which
� is kept explicitly.
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9.2 FluidVorticity

9.2.1 Non-relativistic Case

In non-relativistic hydrodynamics, the (kinematic) vorticity is a (pseudo)vector field
that describes the local angular velocity of a fluid cell. Mathematically, it is defined
as

ω(x, t) = 1

2
∇ × v(x, t), (9.1)

where v is the flow velocity with its three components denoted as vi (i = 1, 2, 3).
Sometimes it is also defined without the pre-factor 1/2 in Eq. (9.1). It can also be
written in the tensorial form, ωi j = (1/2)(∂i v j − ∂ j vi ), so that ωi = (1/2)εi jkω jk ,
where εi jk is the three-dimensional anti-symmetric tensor. For an ideal fluid, the flow
is governed by the Euler equation which can be written in terms of ω as

∂ω

∂t
= ∇ × (v × ω). (9.2)

This is called the vorticity equation. To arrive at Eq. (9.2), we have implicitly assumed
the barotropic condition, ∇ρ ‖ ∇P , which is satisfied if the pressure P is a function
of mass density ρ, P = P(ρ). Equation (9.2) has interesting consequences. Let us
define the circulation integral of the velocity field over a loop l co-moving with the
fluid,

� =
∮
l
v · dx = 2

∫
	

ω · dσ , (9.3)

where 	 is a surface bounded by l with dσ being its infinitesimal area element.
Note that the second equality in Eq. (9.3) follows from the Stokes theorem. It can be
shown from Eq. (9.2),

d�

dτ
= 0, (9.4)

with co-moving time derivative d/dτ . This result is called Helmholtz–Kelvin theo-
rem which states that the vortex lines move with the fluid. Physically, it is equivalent
to the angular momentum conservation for a closed fluid filament in the absence of
viscosity, as all forces acting on the filament would be normal to it and generate no
torque. Another interesting consequence of Eq. (9.2) is the conservation of the flow
helicity [29,30]

Hf =
∫

d3x ω · v, (9.5)

where the integral is over the whole space. Similar to energy, helicity is a quadratic
invariant of the Euler equation of an ideal fluid although it is not positive definite.
In the following, we will generalize the notion of vorticity to relativistic fluids and
introduce the relativistic counterpart of the Helmholtz–Kelvin theorem and helicity
conservation.
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9.2.2 Relativistic Case

The generalization of vorticity to the relativistic case is not unique, and different
definitions can be introduced for different purposes. Here we discuss four types of
relativistic vorticity. The first one is called the kinematic vorticity defined as

ω
μ
K = 1

2
εμνρσuν∂ρuσ , (9.6)

which is a natural generalization of Eq. (9.1) as its spatial components recover
Eq. (9.1) at non-relativistic limit. In the above, the four-velocity vector is defined
by uμ = γ (1, v) with γ = 1/

√
1 − v2 the Lorentz factor. It is more convenient to

define the kinematic vorticity tensor,

ωK
μν = −1

2
(∂μuν − ∂νuμ), (9.7)

so the kinematic vorticity vector is given by

ω
μ
K = −(1/2)εμνρσuνω

K
ρσ . (9.8)

Note that the minus sign in Eqs. (9.7) and (9.8) is just a convention. The vorticity
tensor and vector can also be defined without it. However, in either case (with or
without the minus sign), the definition in Eq. (9.6) always holds. We note that the
relationship between the vorticity tensor and vector in Eq. (9.8) also holds for the
other types of vorticity definitions to be discussed below.

The second one is the temperature vorticity defined as

ωT
μν = −1

2
[∂μ(Tuν) − ∂ν(Tuμ)], (9.9)

where T is the temperature. The temperature vorticity for ideal neutral fluids is
relevant to the relativistic version of Helmholtz–Kelvin theorem and helicity conser-
vation [16,19]. For an ideal neutral fluid, we can rewrite the Euler equation as

(ε + P)
d

dτ
uμ = ∇μP, (9.10)

with d/dτ = uμ∂μ and∇μ = ∂μ − uμ(d/dτ). The Euler equation (9.10) can be put
into the form of the Carter–Lichnerowicz equation with the help of the thermody-
namic equation for a neutral fluid dP = sdT ,

ωT
μνu

ν = 0, (9.11)

fromwhich the relativistic Helmholtz–Kelvin theorem can be obtained immediately,

d

dτ

∮
Tuμdx

μ = 2
∮

ωT
μνu

μdxν = 0. (9.12)
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Using Eq. (9.11), we can also show that the temperature vorticity vector (multiplied
by T ) is conserved,

∂μ(Tω
μ
T ) = 4uμωT

μνω
ν
T = 0, (9.13)

whereω
μ
T = −(1/2)εμνρσuνω

T
ρσ . The conserved chargeHT = (1/2)

∫
d3xT 2γ 2v ·

∇ × v is an extension of the helicity (9.5) to the relativistic case for an ideal neutral
fluid.

The third type is the charged-fluid counterpart of the temperature vorticity which
we call the enthalpy vorticity,

ωw
μν = −1

2
[∂μ(wuν) − ∂ν(wuμ)], (9.14)

where w = (ε + P)/n is the enthalpy per particle and n is the charge density. In this
case, the Euler equation (9.10) can be written in the following Carter–Lichnerowicz
form:

uμωw
μν = 1

2
T∇ν(s/n). (9.15)

If the flow is isentropic (s/n is a constant), we have uμωw
μν = 0, in the same form as

Eq. (9.11). Therefore ,we have the conservation law for an ideal charged-fluid with
the isentropic flow similar to Eq. (9.12),

d

dτ

∮
wuμdx

μ = 2
∮

ωw
μνu

μdxν = 0. (9.16)

At the same time, the current wω
μ
w is conserved, ∂μ(wω

μ
w) = 0, and the correspond-

ing conserved charge is the enthalpy helicity,Hw = (1/2)
∫
d3xw2γ 2v · ∇ × v [19].

The fourth vorticity is the thermal vorticity. It is defined as [16]

ωβ
μν = −1

2
[∂μ(βuν) − ∂ν(βuμ)]. (9.17)

The thermal vorticity has an important property: for a fluid at global equilibrium, the
four-vector βμ = βuμ is a Killing vector and is given by βμ = bμ + ω

β
μνxν with bμ

and ω
β
μν constant. Thus, the thermal vorticity characterizes the global equilibrium of

the fluid. In addition, the thermal vorticity is responsible for the local spin polarization
of particles in a fluid at global equilibrium which we will discuss in detail in the next
section.
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9.3 Spin Polarization in aVortical Fluid

A semi-classical way to describe the space–time evolution of spin degrees of freedom
is through the spin-dependent distribution function. The quantum theory provides
a more rigorous description for the spin evolution through the Wigner function, a
quantum counterpart of the distribution function. For a relativistic spin-1/2 fermion,
one has to use the covariantWigner function [31–34],which is a 4 × 4matrix function
of position and momentum. Now the covariant Wigner function becomes a useful
tool to study the chiral magnetic and vortical effect and other related effects [35–42].
The Wigner function is equivalent to the quantum field and contains all information
that the quantum field does. Therefore the spin information in phase space is fully
encoded in the Wigner function from which one can obtain the quark polarization
from its axial-vector components.

The covariant Wigner function for spin-1/2 fermions in an external electromag-
netic field is defined by [31–34]

Wαβ(x, p) = 1

(2π)4

∫
d4ye−i p·y

〈
ψ̄β

(
x + y

2

)
U

(
A; x + 1

2
y, x − 1

2
y

)
ψα

(
x − y

2

)〉
,

(9.18)
whereψα and ψ̄β are the fermionic field components (α, β = 1, 2, 3, 4 are the spinor

indices),U (A; x2, x1) = exp
[
i Q

∫ x2
x1

dxμAμ(x)
]
is the gauge link thatmakes gauge

invariance of theWigner functionwith Aμ being the electromagnetic gauge potential,

and
〈
Ô

〉
denotes the ensemble average of the operator Ô over thermal states. As a

4 × 4 complex matrix having 32 real variables, the Wigner function satisfies W † =
γ0Wγ0, which reduces the number of independent variables to 16. Therefore, the
Wigner function can be expanded in terms of 16 generators of the Clifford algebra
{1, γ5, γ μ, γ5γ

μ, σμν} with γ 5 ≡ iγ 0γ 1γ 2γ 3 and σμν ≡ i
2 [γ μ, γ ν],

W = 1

4

(
F + iγ 5P + γ μVμ + γ 5γ μAμ + 1

2
σμνSμν

)
, (9.19)

where the coefficients are the scalar (F ), pseudoscalar (P), vector (Vμ), axial-vector
(Aμ), and tensor (Sμν) components with 1, 1, 4, 4, and 6 independent variables,
respectively. Each component of W can be extracted by multiplying it with the
corresponding generator and taking a trace. These components are all real functions
of phase space coordinates and satisfy 32 real equations with 16 redundant equations.
For massless fermions, the equations for the vector and axial-vector component
are decoupled from the rest components. They can be linearly combined into the
right-handed and left-handed vector component, and both sectors satisfy the same
set of equations. By solving the set of equations, one can derive the right-handed
and left-handed currents which give the chiral magnetic and vortical effect in an
external electromagnetic field and a vorticity field [35–37,39,41–44]. For massive
fermions, the equations for the Wigner function components are all entangled and
hard to solve. Fortunately, there is a natural expansion parameter in these equations,
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the Planck constant �, which gives the order of quantum correction. The Wigner
function components can thus be obtained by solving these questions order by order
in �, which is called semi-classical expansion [45–54].

The Wigner function components at the zeroth order in � are given by [45]

F (0)(x, p) = mδ(p2 − m2)V (0)(x, p),

P(0)(x, p) = 0,

V(0)
μ (x, p) = pμδ(p2 − m2)V (0)(x, p),

A(0)
μ (x, p) = mn(0)

μ (x, p)δ(p2 − m2)A(0)(x, p),

S(0)
μν (x, p) = m	(0)

μν (x, p)δ(p2 − m2)A(0)(x, p), (9.20)

with

V (0)(x, p) ≡ 2

(2π�)3

∑
e,s=±

θ(ep0) f (0)e
s (x, e p),

A(0)(x, p) ≡ 2

(2π�)3

∑
e,s=±

sθ(ep0) f (0)e
s (x, e p),

n(0)μ(x, p) ≡ θ(p0)n+μ(x, p) − θ(−p0)n−μ(x, p),

	(0)
μν (x, p) = − 1

m
εμναβ p

αn(0)β, (9.21)

where e = ± denotes particle/antiparticle, s = ± denotes spin up/down, and f (0)e
s

are the distribution functions. In Eq. (9.21), nμ( p, n) is the spin four-vector and
n±μ(x, p) are spin four-vector for particle/antiparticle given by

n+μ(x, p) =
(
n+ · p
m

, n+ + n+ · p
m(m + E p)

p
)

,

n−μ(x, p) =
(
n− · p
m

,−n− − n− · p
m(m + E p)

p
)

, (9.22)

where n± are spin quantization directions for particle/antiparticle in the particle’s
rest frame. In general, n+ can be different from n−. We note that n+μ(x, p) can be
expressed by a Lorentz boost from the the particle’s rest frame to the lab frame in
which the particle has the momentum p

n+μ(x, p) = �μ
ν(−vp)n+ν(0, n+). (9.23)

Here �
μ
ν(−vp) is the Lorentz transformation for vp = p/Ep and n+ν(0, n+) =

(0, n+) is the four-vector of the spin quantization direction in the particle’s rest
frame.One can check that n+μ(x, p) satisfies n+

μn
μ
+ = −1 and n+ · p = 0. Similarly

n−μ(x, p) for the antiparticle can be expressed by

n−μ(x, p) = �μ
ν(vp)n

−ν(0, n−), (9.24)
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where n−ν(0, n−) = (0,−n−).
We see in Eqs. (9.20) and (9.21) that the axial-vector component corresponds to

the spin four-vector. We can rewrite the last line of Eq. (9.21) in another form [45]:

n(0)
μ = − 1

2m
εμναβ p

ν	(0)αβ, (9.25)

where n(0)
μ is the Pauli–Lubanski pseudovector and 	(0)αβ plays the role of a spin

angular momentum tensor.
At the first order in �, the axial-vector component is [38,45]

A(1)
μ = mn̄(1)

μ δ(p2 − m2) + F̃μν p
νV (0)δ′(p2 − m2), (9.26)

where F̃μν = (1/2)εμναβFαβ and

n̄(1)
μ ≡ − 1

2m
εμναβ p

ν	̄(1)αβ, (9.27)

is the first-order on-shell correction to n(0)
μ A(0). In Eq. (9.27), 	̄(1)αβ can be decom-

posed as

	̄(1)αβ = 1

2
χαβ + �αβ, (9.28)

where the tensor�αβ is symmetric and satisfies pα�αβ = 0. The evolution equations
for χαβ and for �αβ are [45]

p · ∇(0)χμν = 0,

p · ∇(0)�μν = Fα
μ�να − Fα

ν�μα, (9.29)

where ∇(0)μ ≡ ∂
μ
x − Fμν∂pν . The component χμν satisfies the constraint

pνχμν = ∇(0)
μ V (0). (9.30)

In global equilibrium, a special choice of χμν is

χμν = −ωβ
μν

∂V (0)

∂(β p0)
, (9.31)

where ω
β
μν is the thermal vorticity tensor (9.17) and

V (0) ≡ 2

(2π�)3

∑
s

[
θ(u · p) f (0)+

s + θ(−u · p) f (0)−
s

]
,

f (0)±
s = 1

exp(βu · p ∓ βμs) + 1
. (9.32)
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Here uμ is the flow velocity and ωμν is the vorticity tensor. Therefore, the vorticity-
dependent part of the axial-vector component in Eq. (9.26) reads [38,45]

A(1)
μ = 1

4
εμνρσ p

νω
ρσ
β

∂V (0)

∂(βu · p)δ(p
2 − m2). (9.33)

We can integrate A(1)
μ over p0 to make the momentum of the particle/antiparticle

to be on the mass shell. The average spin per particle (with an additional factor 1/2
from the particle’s spin) is given by

S±
μ = − 1

8(u · p)εμνρσ p
νω

ρσ
β (1 − f ±

FD), (9.34)

where f ±
FD is the on-shell Fermi–Dirac distribution function with p0 replaced by

±Ep (Ep ≡ √
m2 + p2) in f (0)±

s for a particle/antiparticle, respectively. We can
generalize the above equilibrium formula to a hydrodynamic process at a freeze-out
hypersurface σμ [38,49,55], and in this case, the average spin per particle is given
by

Sμ(p) = − 1

8m
εμνρσ pν

∫
dσλ pλω

β
ρσ (u · p)−1 fFD(1 − fFD)∫

dσλ pλ fFD
, (9.35)

where we have suppressed the index ± for the particle/antiparticle since the above
formula is valid for both particles and antiparticles. If the momentum is not large
comparedwith the particlemass,we have u · p ≈ m andEq. (9.35) recovers the result
in Refs. [38,49,55] which is widely used in calculating the hadron polarization in
heavy ion collisions.

9.4 Vorticity in Heavy Ion Collisions

There are multiple sources of vorticity in heavy ion collisions. One source is the
global orbital angular momentum (OAM) of the two colliding nuclei in non-central
collisions. Geometrically, this OAM is perpendicular to the reaction plane.1 After the
collision, a fraction of the total OAM is retained in the produced quark–gluon matter
and induces vorticity. As we will discuss later in this section, in the mid-rapidity
region for

√
s larger than about 10GeV, such a generated vorticity decreases with

the increasing beam energy, consistent with the measured global spin polarization
of � and �̄ hyperons. The second source of the vorticity is the jet-like fluctuation
in the fireball which can induce a smoke-loop type vortex around the fast-moving
particle [4]. The direction of such vorticity is not correlated to the reaction plane and
thus does not contribute to the global � polarization. Instead, on an event-by-event

1Strictly speaking, this is true only after taking the average over many collision events, as the colli-
sion geometry itself (and thus the direction of the OAM) suffers from event-by-event fluctuations.
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basis, it generates a near-side longitudinal spin–spin correlation [56]. The third source
of the vorticity is the inhomogeneous expansion of the fire ball [18,23,56–58]. In
particular, anisotropic flows in the transverse plane can produce a quadrupole pattern
of the longitudinal vorticity along the beam direction while the inhomogeneous
transverse expansion can produce transverse vorticity circling the longitudinal axis.
There may be other sources of vorticity, e.g., the strong magnetic field created by
fast-moving spectators may magnetize the quark–gluon matter and potentially lead
to vorticity along the direction of themagnetic field through the so-called Einstein–de
Haas effect.

Vorticity formation in high-energy nuclear collisions has been extensively stud-
ied in relativistic hydrodynamic models, such as ECHO-QGP [16], PICR [14,15],
and CLVisc [56] in (3+1) dimensions. Using the ECHO-QGP code [59], different
vorticities in relativistic hydrodynamics are studied in the context of directed flow in
non-central collisions [16]. The evolution of the kinematic vorticity has been calcu-
lated using the PICR hydrodynamic code [14]. Using CLVisc [60,61] with event-by-
event fluctuating initial conditions, the vorticity distributions have been calculated.
A structure of vortex-pairing in the transverse plane due to the convective flow of
hot spots in the radial direction is found to possibly form in high-energy heavy ion
collisions.

In this section, we will focus on the kinematic and thermal vorticity based on
transport models such as the AMPTmodel, but the discussion will also involve other
types of vorticity. Before we go into the details, let us first discuss the setup of
numerical simulations for extracting vorticity structures from the AMPT model [18]
as well as the HIJING model [19] with partons as basic degrees of freedom.

9.4.1 Setup of Computation in Transport Models

According to the definitions in Sect. 9.2, in order to calculate the kinematic and
thermal vorticity, we first need to obtain the velocity field uμ (with normalization
uμuμ = 1) and the temperature field T . A natural way to achieve this is by using the
energy-momentum tensor Tμν through which we can define the velocity field and
the energy density ε as the eigenvector and eigenvalue of Tμν , respectively,

Tμνuν = εuμ. (9.36)

The temperature T can be determined from ε as a function of T by assuming a local
equilibrium. In transport models such as HIJING, AMPT, or UrQMD, the position
and momentum of each particle is known at any moment. A simple way to determine
Tμν as a function of space–time is by the coarse-grained method. This is done by
splitting thewhole space–time volume into grid cells and calculating an event average
of

∑
i p

μ
i pν

i /p
0
i inside each space–time cell,

Tμν(x) = 1

�x�y�z

〈∑
i

pμ
i pν

i

p0i

〉
, (9.37)
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where i labels a particle inside the cell. The event average is taken to cancel the ran-
dom or thermal motion of particles in each space–time cell, and finally the collective
motion is kept.

Another way is to introduce a function�(x, xi ) to smear a physical quantity (such
as the momentum) of the i th particle at xi in an event. In such a way, we can construct
a continuous function of that physical quantity [19,23]. Physically, function�(x, xi )
reflects the quantum nature of the particle as a wave-packet.With�(x, xi ), the phase
space distribution can be obtained as

f (x, p) = 1

N
∑
i

(2π)3δ(3)[ p − pi (t)]�[x, xi (t)], (9.38)

where N = ∫
d3x�(x, xi ) is a normalization factor. Then the energy-momentum

tensor is given by

Tμν(x) =
∫

d3 p
(2π)3

pμ pν

p0
f (x, p) = 1

N
∑
i

pμ
i pν

i

p0i
�(x, xi ). (9.39)

The choice of the smearing function is important. Here we give two examples.
(a) The � smearing. This is given by generalizing the δ function δ(3)[x − xi (t)]

(corresponding to a zero smearing) to

��[x, xi (t)] = δ
(3)
� [x − xi (t)], (9.40)

which is 1 if |x − xi (t)| < �x, |y − yi (t)| < �y, |z − zi (t)| < �z, and is 0 other-
wise. This is actually the coarse-grained method as we have discussed earlier in this
subsection.

(b) The Gaussian smearing [19,60,62]. This is given by

�G[x, xi (τ )] = K exp

[
− (x − xi )2

2σ 2
x

− (y − yi )2

2σ 2
y

− (η − ηi )
2

2σ 2
η

]
, (9.41)

where we have adopted the Milne coordinate (τ, x, y, η) with η = (1/2) ln[(t +
z)/(t − z)] being the space–time rapidity and τ = √

t2 − z2 being the proper time
instead of the Minkowski coordinate, and K and σx,y,z are parameters that can be
determined byfitting to experimental data.As a convention for the coordinate system,
the z-axis is along the beam direction of the projectile, the x-axis is along the impact
parameter from the target to the projectile nucleus, and the y-axis is along ẑ × x̂, see
Fig. 9.1.
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Fig. 9.1 The coordinate
system of a heavy ion
collision. Here, ‘T’ is for
target and ‘P’ is for projectile

9.4.2 Results for Kinematic Vorticity

The kinematic vorticity (9.6) is a natural extension of the non-relativistic vorticity
(9.1) which is a direct measure of the angular velocity of the fluid cell. We will
discuss a series of features of the kinematic vorticity (including the non-relativistic
one).

Centrality dependence. It is expected that for a given collision energy, the total
angular momentum of the two colliding nuclei with respect to the collision cen-
ter increases with the centrality or equivalently impact parameter. As a result, the
vorticity is expected to increase with the centrality too. This is indeed the case as
shown in Fig. 9.2 in which the average non-relativistic and relativistic vorticity in
y-direction 〈ωy〉 at initial time (τ0 = 0.4 fm for

√
s = 200GeV and τ0 = 0.2 fm for√

s = 2.76TeV) and mid-rapidity are plotted as functions of the impact parameter b.
The average is over both the transverse overlapping region (indicated by an overline
of ωy) and the collision events (indicated by 〈· · · 〉), see Ref. [19] for details. We
see that the magnitude of the kinematic vorticity is big, for example, |ωy | is about
1020 s−1 at b = 10 fm and

√
s = 200GeV, a value surpassing the vorticity of any

Fig.9.2 The y-components of the non-relativistic vorticity in Eq. (9.1) and the relativistic kinematic
vorticity in Eq. (9.6) at τ = τ0 and η = 0 in 200GeV Au + Au and 2.76TeV Pb + Pb collisions
[19]
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Fig.9.3 The collision energy
dependence of the kinematic
vorticity at mid-rapidity [19]

other known fluids. We also notice that the kinematic vorticity begins to decrease
with b when b � 2RA with RA being the nucleus radius, reflecting the fact that the
two colliding nuclei begin to separate.

Energy dependence. It is obvious that the total angular momentum of the two
colliding nuclei grows with collision energy

√
s at a fixed impact parameter. Naively

one would then expect a similar energy dependence of the vorticity. However, as
shown in Fig. 9.3 (and also in Fig. 9.6), the y-component of the kinematic vorticity at
mid-rapidity decreases as

√
s increases. Such a behavior features the relativistic effect

in the mid-rapidity region: as
√
s increases, two nuclei become more transparent to

each other and leave the mid-rapidity region more boost invariant which supports
lower vorticity. To put it in another way: while the total angular momentum of
the colliding system increases with the beam energy, the fraction of that angular
momentum carried by the fireball at mid-rapidity decreases rapidly with the beam
energy [18]. At low energy, the relativistic effect becomes less important and the
fireball acquires a considerably more fraction of the system’s angular momentum,
leading to a much increased vorticity [18,19]. At very low energy, however, the total
angular momentum would be small and the vorticity becomes inevitably small again
[21].

Correlation to the participant plane. Geometrically, it is expected that the direc-
tion of the vorticity should be perpendicular to the reaction plane. However, this
is true only at the optical limit or after event average. In reality, the nucleons in
the nucleus are not static but always move from time to time, leading to the event-
by-event fluctuation at the moment of collisions. Such event-by-event fluctuations
can smear the direction of the vorticity from being perfectly perpendicular to the
reaction plane. To quantify this effect, one can study the azimuthal-angle correlation
between the vorticity and the participant plane (which can describe the overlapping
region more accurately than the reaction plane), 〈cos[2(ψω − ψ2)]〉, where ψω and
ψ2 denote the azimuthal angle of the vorticity and the participant plane of the second
order, respectively. The result is shown in Fig. 9.4. We see that the correlation is
significantly suppressed in the most central (due to the strong fluctuation in ψω) and
most peripheral (due to the strong fluctuation inψ2) collisions.We note that a similar
feature can also be observed in magnetic fields [63,64].

Spatial distribution. The vorticity is inhomogeneous in the transverse plane (the
x-y plane in Fig. 9.1). As seen in Fig. 9.5 (left panel), the non-relativistic vorticity
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Fig.9.4 The correlation between the direction of the vorticity ψω and the second-order participant
plane ψ2 [19]

Fig. 9.5 The spatial distribution of the non-relativistic vorticity (left panel) and the helicity (right
panel) in the transverse plane at η = 0 for RHIC Au + Au collisions at

√
s = 200GeV [19]. See

also discussion around Eq. (9.13)

varies more steeply along the x direction in accordance with the elliptic shape of the
overlapping region. The event average of the helicity field h0T ≡ (1/2)T 2v · ∇ × v as
defined below in Eq. (9.13) is depicted in Fig. 9.5 (right panel). Clearly, the reaction
plane separates the region with the positive helicity from that with the negative
helicity, due simply to the fact that 〈vy〉 changes its sign across the reaction plane
while 〈ωy〉 does not change sign. We note that a similar feature also exists for the
electromagnetic helicity 〈E · B〉 in heavy ion collisions [65].

Time evolution. In the hot quark–gluon medium, the fluid velocity evolves in
time, so does the vorticity. Understanding the time evolution of the vorticity is also
important for understanding vorticity-driven effects such as spin polarization. The
results for the non-relativistic vorticity as functions of time in an AMPT simulation
are presented in Fig. 9.6. We see that at a very early stage −〈ω̄y〉 (in Ref. [18], the
spatial average is weighted by the inertia moment) briefly increases with time which
is probably due to a decrease of inertia moment by parton scatterings before the
transverse radial expansion is developed. After reaching a maximum value at∼1 fm,
−〈ω̄y〉 follows a steady decrease with time because of the system’s expansion.
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Fig. 9.6 The time evolution
of the non-relativistic
vorticity for different
collision energies [18]

To understand how the system’s expansion brings the vorticity down, we can
consider the dissipation equation for the non-relativistic vorticity,

∂ω

∂t
= ∇ × (v × ω) + ν∇2ω, (9.42)

where ν = η/(ε + P) = η/(sT ) is the kinematic shear viscosity with η being the
shear viscosity and s the entropy density. Thus, the change of the vorticity can
be driven by either the fluid flow (the first term on the right-hand side) or by the
viscous damping (the second term on the the right-hand side). The ratio of the two
terms can be characterized by the Reynolds number Re = UL/ν with U and L
being the characteristic velocity and system size, respectively. If Re � 1, the second
term dominates and the vorticity is damped by the shear viscosity with a time scale
tω ∼ L2/(4ν). If Re 
 1, the first term in Eq. (9.42) dominates and the vortex flux
is nearly frozen in the fluid (see the discussion in Sect. 9.2.1 about the Helmholtz–
Kelvin theorem). In this case, the vorticity decreases due to the system’s expansion.
Considering Au + Au collisions at

√
s = 200GeV as an example. Typically, we can

assume U ∼ 0.1 − 1, L ∼ 5 fm, T ∼ 300 MeV, and η/s ∼ 1/(4π) for the strongly
coupled QGP, then we have Re ∼ 10 − 100. Thus, the vorticity decays as shown in
Fig. 9.6mainly due to the system’s expansion, seeRefs. [18,19] formore discussions.

9.4.3 Results for Thermal Vorticity

The thermal vorticity (9.17) can be decomposed into the part proportional to the
kinematic vorticity and the part related to temperature gradients,

�μν ≡ ωβ
μν = βωK

μν + u[ν∂μ]β, (9.43)

where [· · · ] means anti-symmetrization of indices. Note that in this subsection, we
will use � to denote the thermal vorticity in order to be consistent with the tradi-
tional notation widely used in literature. Thus, in many aspects, the thermal vorticity
behaves similarly to the kinematic vorticity. But the difference between the two
vorticities becomes significant when the temperature gradient is large.
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Fig. 9.7 The time evolution
of the zx-component of the
thermal vorticity at
space–time rapidity η = 0
and impact parameter b = 9
fm for different collision
energies. The figure is taken
from Ref. [23]

Time evolution. In Fig. 9.7, we show the zx-component of the thermal vorticity
in Au + Au collisions at η = 0, b = 9 fm and

√
s = 19.6, 62.4, 200GeV. Here,

the thermal vorticity is averaged over the transverse plane first (weighted by the
energy density and indicated by an overline) and then over collision events (indicated
by 〈· · · 〉). Comparing with Fig. 9.6, except for a very short early time, the time
evolution of the thermal vorticity is similar to the kinematic vorticity, so is the energy
dependence: both the thermal and kinematic vorticity decrease with

√
s. This can be

understood from the fact that at higher collision energies, both terms in Eq. (9.43)
become smaller at η = 0 as two colliding nuclei become more transparent to each
other and make the mid-rapidity region more boost invariant.

Spatial distribution. In the left panel of Fig. 9.8, we show the spatial distribution
of the event-averaged thermal vorticity �⊥ = (�yz, �zx ) on the transverse plane
at η = 0. We take t = 0.6 fm for the Au + Au collisions at

√
s = 19.6GeV as an

example. The arrows represent 〈�⊥〉 and colors represent the magnitude of 〈�zx 〉.
We see two vorticity loops associated with the motion of the participant nucleons
in the projectile and target nucleus, respectively. The right panel shows the radial
component of 〈�⊥〉, and a clear sign separation by the reaction plane is observed.

As we have already discussed, the source of vorticity is multifold. The inhomo-
geneous expansion of the fireball serves as a good generator of the vorticity. To see
this more clearly, let us consider a non-central collision and parameterize its velocity
profile at a given moment as

vr ∼ v̄r (r , z) [1 + 2cr cos(2φ)] ,

vz ∼ v̄z(r , z)
[
1 + 2cz cos(2φ)

]
,

vφ ∼ 2cφ v̄φ(r , z) sin(2φ), (9.44)

where r , z, and φ are the radial, longitudinal, and azimuthal coordinates respec-
tively, and cr , cz , and cφ characterize the eccentricity in vr , vz , and vφ , respectively.
For high-energy collisions, the expansion respects approximately a z → −z reflec-
tion symmetry which requires that v̄r (r , z) = v̄r (r , −z), v̄z(r , z) = −v̄z(r ,−z), and
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Fig.9.8 The distribution of the event-averaged thermal vorticity on the transverse plane at t = 0.6
fm, η = 0, and

√
s = 19.6GeV for Au + Au collisions, averaged over the centrality range 20–50%.

Left panel: arrows represent 〈�⊥〉 = (〈�yz〉, 〈�zx 〉) and colors represent the magnitude of 〈�zx 〉.
Right panel: the radial thermal vorticity 〈�r 〉 = r̂ · 〈�⊥〉. The figures are taken from Ref. [23]

v̄φ(r , z) = v̄φ(r , −z). Thus we find very interesting features in the non-relativistic
kinematic vorticity field, ω = (1/2)∇ × v, from the velocity profile (9.44).

First, at mid-rapidity η = 0 or z = 0 in a non-central collision, the longitudinal
non-relativistic kinematic vorticity ωz can be nonzero while the transverse compo-
nent ωr and ωφ vanish. In particular, we have ωz ∼ sin(2φ) at mid-rapidity, fea-
turing a quadrupole distribution as illustrated in the left panel of Fig. 9.9.2 Such a
quadrupole structure in the non-relativistic vorticity field is a result of the positive
elliptic flow v2. Quite similarly, the longitudinal component of the thermal vorticity
also shows a quadrupole structure in the transverse plane in the right panel of Fig. 9.9,
in which the results of �xy in the transverse plane of Au + Au collisions at t = 0.6
fm, η = 0, and

√
s = 19.6GeV are presented. Surprisingly, in each quadrant, the

thermal vorticity �xy has an opposite sign compared to the non-relativistic vorticity
ωz . This means that the contributions from acceleration and temperature gradient to
the thermal vorticity are large and outperform that from the velocity gradient.

Second, at finite rapidity, all three components ofω can be finite and the transverse
vorticity is dominated by the φ component. The origin of this φ-directed vortex is
similar to the onset of the smoke-loop vortex as illustrated in Fig. 9.10 (upper-left).
More precisely, ωφ ∼ (1/2)[∂ v̄r/∂z − ∂ v̄z/∂r ] changes sign under the reflection
transformation z → −z or η → −η, such a behavior exists in non-central as well as
central collisions. In the positive rapidity region η > 0, the first term in ωφ is usually
negative while the second term is positive, so the direction of the φ-directed vortex
depends on the relative strength of two terms. A similar smoke-loop pattern for the
thermal vorticity also exists, see the lower panels of Fig. 9.10. The projection to the

2We note that the left panel of Fig. 9.9 is just for illustrative purpose, the real velocity profile is much
more complicated including components that can contribute a positive v2 but an opposite vortical
structure to the one shown in the figure.
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Fig.9.9 Left panel: illustration of an anisotropic expansion of the fireball in the transverse plane in
non-central collisions. Such a flow profile represents a positive elliptic flow v2 and a quadrupolar
distribution of the longitudinal kinematic vorticity Eq. (9.1) in the transverse plane. Right panel:
the longitudinal component of the thermal vorticity distributed in the transverse plane at t = 0.6
fm, η = 0, and

√
s = 19.6GeV in Au + Au collisions. The results are obtained by averaging over

events in 20−50% centrality. A remarkable difference between the left and right panels is the sign
difference of the longitudinal vorticity in each quadrant. The figure is taken from Ref. [23]

reaction plane forms a quadrupole structure for �zx as shown in the upper-right
panel of Fig. 9.10. We will discuss how this intricate local vortical structure can be
reflected in the spin polarization of � hyperons in the next section.

9.5 � Polarization in Heavy Ion Collisions

An important consequence of the vorticity field is that particles with spin can be
polarized. The detailed mechanism for such a spin polarization has been discussed
in Sect. 9.3. In this section, we review the numerical simulation based on transport
models for the spin polarization of one specific hyperon, �, and its antiparticle, �̄.
The reason why the � hyperon is chosen is that its weak decay � → p + π− which
violates the parity symmetry, so the daughter proton emits preferentially along the
spin direction of � in its rest frame. More precisely, if P∗

� is the spin polarization
of � in its rest frame (hereafter, we will use an asterisk to indicate �’s rest frame),
the angular distribution of the daughter protons is given by

1

Np

dNp

d�∗ = 1

4π

(
1 + α p̂∗ · P∗

�

)
, (9.45)

where p∗ is the momentum of the proton in the rest frame of � (a hat over a vector
denotes its unit vector), �∗ is the solid angle of p∗, and α ≈ 0.642 ± 0.013 is the
decay constant. Thus, experimentally, one can extract P∗

� by measuring dNp/d�∗
[9,66,67]. The above discussion applies equally well to �̄ but with a negative decay
constant −α. Our purpose is to discuss the current theoretical understanding of P∗

�

inducedby the vorticity in heavy ion collisions.Wenote that the vorticity induced spin
polarization can also lead to other interesting consequences like the spin alignment of
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Fig. 9.10 Upper-left: the illustration of the smoke-loop type vortices due to the fast longitudinal
expansion. Note that the radial expansion inhomogeneous in z or η direction results in similar
vortices. Upper-right: the distribution of event-averaged thermal vorticity in the reaction plane (the
x − η plane) for Au + Au collisions at

√
s = 19.6GeV. Lower-left and lower-right: the vector plot

for the thermal vorticity projected to the transverse plane at space–time rapidity η = −2, 2 for Au +
Au collisions at

√
s = 19.6GeV averaged over events in 20–50% centrality range. The background

color represents the magnitude and sign of �zx . The figures are from Ref. [23]

vectormesons, [2,68–70], enhancement of the yield of hadronswith higher spin [71],
spin–spin correlation [56], and polarization of emitted photons [72], which, however,
will not be discussed.

The basic assumption that enables us to link the vorticity and � spin polarization
is the local equilibrium of the spin degree of freedom leading to the formula for a
spin-s fermion with mass m and momentum pμ produced at point x [38,49,55,73],

Sμ(x, p) = − s(s + 1)

6m
(1 − nF )εμνρσ pν�ρσ (x) + O(�)2, (9.46)

where nF (p0) is the Fermi–Dirac distribution function with p0 = √
p2 + m2 being

the energy of the fermion. We should note that this formula can be shown to be
hold at global equilibrium, as we derived in Sect. 9.3, but here we assume that it
holds also at local equilibrium. For � and �̄, we have s = 1/2. If the fermion mass
is much larger than the temperature as in the case of � and �̄ produced in heavy
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ion collisions at RHIC and LHC energies, we can approximate 1 − nF ≈ 1. Using
S∗μ = (0, S∗) to denote the spin vector in�’s rest frame, the Lorentz transformation
from the laboratory frame gives

S∗ = S − p · S
p0(p0 + m)

p. (9.47)

Finally, the spin polarization of � in the direction n is given by

P∗
n = 1

s
S∗ · n. (9.48)

In the following, for simplicity, we will use Pn to denote P∗
n if there is no confusion.

In a transport model like AMPT, Eqs. (9.46)–(9.48) are used to calculate the �

polarization.
The global polarization. In the last few years, transport models such as AMPT

have been widely used in the study of the � polarization. The results of various
groups are consistent with each other to a large extent. Here, we mainly show the
results of Refs. [22–24]. In Fig. 9.11, theoretical results for the spin polarization of�
and �̄ are compared with experimental data. The simulations are done for Au + Au
collisions in the centrality range 20−50% and rapidity range |Y | < 1. We see very
good agreement between numerical results and data, which gives strong support for
the vorticity interpretation of the measured� polarization.We have three comments.
(1) The simulations include only the polarization caused by the vorticity, so there
is no difference between � and �̄ in the calculation. The data shows a difference
between � and �̄ although the errors are large. This is not fully understood. A
possible source for such a difference might be the magnetic field because � and
�̄ have an opposite magnetic moment. (2) The simulation given in Fig. 9.11 counts
only the � and �̄ coming from the hadronization of quarks in the AMPT model
(called the primary or primordial � and �̄). However, a big fraction (∼80%) of the
measured � and �̄ hyperons are from the decay of higher-lying hyperons such as
	0, 	∗, �, and �∗. However, such a feed-down contribution to the � polarization
is small: it can reduce about 10−20% of the spin polarization of primordial �’s
[74,75]. (3) Recently, HADES collaboration reported the measurement of the �

polarization at
√
s = 2.4GeV which shows a nearly vanishing Py [76]. This means

that the energy dependence of Py at low energies is not monotonous. The AMPT
model is not applicable in such a low-energy region, and it is necessary to use other
transport models, such as UrQMD and IQMD, to calculate the� polarization at very
low energy [21].

Local polarization and polarization harmonics. The above analysis is for the
integrated spin polarization over the azimuthal angle and rapidity and pT region, so
is called the global polarization.Aswehave shown inSect. 9.4.3, the thermal vorticity
has a nontrivial distribution in coordinate space, especially the quadrupole structure
shown in Figs. 9.9 and 9.10, leading to a nontrivial spin-polarization distribution in
momentum space following Eq. (9.35).
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Fig. 9.11 The global � and �̄ spin polarization simulated in AMPT model with comparison to
the experimental data. Shown are the polarization along y direction in 20–50% centrality range of
Au+Au collisions from different working groups which are consistent to each other [22–24]

Here, we show the results fromRef. [58]. In Fig. 9.12, we present the� spin polar-
ization as functions of �s’ momentum azimuthal angle φp for Au + Au collisions at
200GeV (left) and Pb + Pb collisions at 2760GeV (right). As illustrated in Fig. 9.10,
the inhomogeneous expansion of the fireball can generate transverse vorticity loops,
the directions of which are clockwise and counterclockwise in positive and negative
rapidity regions, respectively. As a consequence, the transverse � spin polariza-
tion (Px , Py) should have a similar structure. To extract this effect, Px and Py are
weighted by the sign of rapidity and then averaged in local azimuthal-angle bins. The
results shown in the upper two panels in Fig. 9.12 present good harmonic behaviors
Px sgn(Y ) ∼ sin(φp) and Pysgn(Y ) ∼ − cos(φp), which agree with the direction
of the transverse vorticity loop. On the other hand, the longitudinal vorticity has a
quadrupole structure on the transverse plane shown in Fig. 9.9. Correspondingly, the
longitudinal spin polarization Pz shows a − sin(2φp) behavior in the lowest panels
in Fig. 9.12.

Figure9.13 shows another way to present the local polarization [23]. In the left
panel, we present the distribution of the transverse spin polarization Py on the φ − Y
plane where φ is the momentum azimuthal angle and Y is the rapidity. Clearly, as
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Fig. 9.12 The � spin polarization as functions of �s’ momentum azimuthal angle φp in 20–50%
central Au + Au collisions at 200GeV (left) and Pb + Pb collisions at 2760GeV (right) [58]

Fig. 9.13 Left: the polarization Py on φ − Y plane which is the spin-polarization response to the
upper-right panel of Fig. 9.10 up to the linear order in thermal vorticity according to Eq. (9.46).
Right: the directed spin flow f1 defined in Eq. (9.49) versus rapidity Y [23]

a spin-polarization response to the quadrupole structure of the vorticity field shown
in the upper-right panel of Fig. 9.10, Py(Y , φ) also shows a quadrupole structure. To
characterize such a nontrivial φ dependence of Py(φ) at a given rapidity Y , we can
decompose Py(Y , φ) into a harmonic series,

Py(Y , φ) = 1

2π

dPy
dY

{
1 + 2

∞∑
n=1

fn cos[n(φ − �n)]
}

, (9.49)

where �n defines the nth harmonic plane for spin with the corresponding har-
monic coefficient fn . The first harmonic coefficient, f1, shown in the right panel
of Fig. 9.13), is induced by the vorticity from collective expansion, which is odd in
rapidity and peaks at finite rapidity in accordance with Fig. 9.10). The measurement
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Fig. 9.14 Left: the polarization Py as a function of the azimuthal angle φ. The red squares are
experimental data [10]. Right: the experimental results of longitudinal polarization Pz(φ) from
STAR Collaboration [81]. Note that Pz ∼ 〈cos θ∗

p〉

of such a directed flow of spin polarization would be the indicator of the quadrupole
structure in the vorticity field due to inhomogeneous expansion of the fireball.

The “sign problem”. Although the global polarization Py can be described well
by simulations based on the thermal vorticity following Eq. (9.35), such relation
fails in describing the azimuthal dependence of Py at mid-rapidity. In fact, the the-
oretical calculations, including both the transport model and hydrodynamic model
calculations, found that Py(φ) at mid-rapidity grows from φ = 0 (i.e., the in-plane
direction) to φ = π/2 (i.e., the out-of-plane direction) while the experimental data
shows an opposite trend, see the left panel of Fig. 9.14. In addition, the longitudinal
polarization Pz(φ) at mid-rapidity also has a similar “sign problem”: the theoretical
calculations predicted that Pz(φ) ∼ − sin(2φ) as shown in Fig. 9.12. This can also
be seen in Fig. 9.9 as the spin polarization is roughly proportional to the thermal vor-
ticity following Eq. (9.35). However, the data shows an opposite sign, see the right
panel of Fig. 9.14. These sign problems challenge the thermal vorticity interpretation
of the measured � polarization and are puzzles at the moment.

Herewe have several comments about them. (1) Aswe have already discussed, the
feed-down decays of other strange baryons constitute amajor contribution to the total
yield of � and �̄. Thus, to bridge the measured spin polarization and the vorticity,
we must take into account the feed-down contributions. In addition, � hyperon
produced from the feed-down decay can have opposite spin polarization compared
to its parent particle in some decay channels, e.g., 	0 → � + γ . Recently, the feed-
down effects have been carefully studied in Refs. [74,75]. Although the feed-down
contribution suppresses the polarization of primordial �, it is not strong enough to
resolve the sign problem. (2) At themoment, most of the theoretical studies are based
on Eq. (9.35) which assumes global equilibrium for the spin degree of freedom. This
might not be the case for realistic heavy ion collisions. In a non-equilibrium state or
even near-equilibrium state, the spin polarization is not determined by the thermal
vorticity and should be treated as an independent dynamic variable. This requires
new theoretical frameworks like the spin hydrodynamics; see, e.g., [77,78]. Recently,
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there have been progresses in developing these new frameworks and hopefully, the
numerical simulations based on them can give a more accurate description of the
� polarization and insight into the sign problem. (3) There have been theoretical
explanations of the sign problem based on chiral kinetic theory [79,80], blast-wave
model [81], and hydrodynamics [82,83]. But they introduce new assumptions such
as the presence of net chirality [79], kinematic vorticity, or T-vorticity dominance
of the polarization [81–83]) which need further examinations; see Refs. [84–88] for
recent reviews.

The magnetic polarization. Finally, let us discuss one intriguing aspect of the
measured global polarization: there is a visible difference between hyperons and
anti-hyperons, especially in the low beam energy region.While the error bars are still
too large to unambiguously identify a splitting between P�̄ and P�, the difference
shown by these data is significant enough to warrant a serious investigation into
the probable causes. One natural and plausible explanation could be the magnetic
polarization effect (which distinguishes particles from antiparticles) in addition to the
rotational polarization (which is “blind” to particle/antiparticle identities) [73,89–
91]. Indeed the hyperon � and anti-hyperon �̄ have negative and positive magnetic
moments, respectively. When subject to an external magnetic field, �̄ spin would be
more aligned along the field direction while �̄ spin would be more aligned against
the field direction. This could indeed qualitatively explain the observed splitting
with P�̄ > P�, provided that the magnetic field in heavy ion collisions is indeed
approximately parallel to average vorticity and possibly survive long enough till the
freeze-out time.

To examine whether this idea may work, quantitative simulations have been car-
ried out recently within the AMPT framework [90]. Under the presence of both
vorticity and magnetic field, the polarization given in Eq. (9.46) should be modified
to include both effects as follows:

Sμ(x, p) = − s(s + 1)

6m
(1 − nF )εμνρσ pν

[
�ρσ (x) ∓ 2(eFρσ ) μ�/T f

]
, (9.50)

where the ∓ sign is for � and �̄ while μ� = 0.613/(2mN ) is the absolute value of
the hyperon/anti-hyperonmagnetic moment, withmN = 938MeV being the nucleon
mass. T f is the local temperature upon the particle’s formation. Here, we focus on
the electromagnetic field component that is most relevant to the global polarization
effect, namely eBy = eF31 = −eF13 along the out-of-plane direction. By adopting a
certain parameterization of the time dependence for themagnetic field with a lifetime
parameter tB , one could then investigate how the polarization splitting depends on
the B field lifetime. The left plan of Fig. 9.15 shows how the magnetic field lifetime
tB would quantitatively influence the polarization of � and �̄. As one can see, with
increasing magnetic field lifetime (which means stronger magnetic field at late time
in the collisions), the P�̄ steadily increases while the P� decreases at all collision
energies.With long enough tB , eventually the P�̄ always becomes larger than P�. By
comparing with experimentally measured polarization splitting, one could actually
extract the optimal value (or a constraint) on themagnetic field lifetime. Such analysis
is shown in the right panel of Fig. 9.15. A number of different parameterizations



9 Vorticity and Spin Polarization in Heavy Ion Collisions:Transport Models 305

Fig. 9.15 Left: The dependence on magnetic field lifetime parameter tB of the global polarization
signals PH for hyperons ( H → �, blue solid curves with filled symbols) and anti-hyperons ( H →
�̄, red dashed curves with open symbols) at beam energy

√
sNN =19.6 (square), 27 (diamond), and

39 (circle) GeV, respectively [90]. Right: The optimal value of magnetic field lifetime parameter
t̃B extracted from polarization splitting �P data for a range of collision beam energy

√
sNN . The

results in this plot use the parameterization eB(t) = eB(0)/[1 + (t − t0)2/t2B ] ( see [90] for details).
The solid curve is from fitting analysis with a formula t̃B = A√

sNN
. The error bars are converted

from the corresponding errors of experimental data in [9,10]

were studied in [90] and the overall analysis suggests an empirical formula for
possible magnetic field lifetime: tB = A/

√
sNN with A = 115 ± 16 GeV · fm/c.

Interestingly, this is considerably longer than the expected vacuum magnetic field
lifetime without any medium effect, which could be estimated by tvac � 2RA/γ �
26 GeV · fm · c−1/

√
sNN . Such extended magnetic field lifetime, as indicated by

polarization difference, may imply a considerable role of the medium-generated
dynamical magnetic field especially at low beam energy [91].

9.6 Summary

The non-vanishing global spin polarization of� and �̄ has been measured by STAR
collaboration inAu+Aucollisions at

√
sNN = 7.7 − 200GeV.Microscopically, such

a global polarization originates from the spin–orbit coupling of particle scatterings in
a fluid with local vorticity. It has been shown that the spin–orbit coupling can lead to
a spin–vorticity coupling when taking an ensemble average over random incoming
momenta of scattering particles in a locally thermalized fluid.With the spin–vorticity
coupling, the local spin polarization can be obtained from the vorticity field in the
fluid. The global polarization is an integration of the local one in the whole phase
space. In this note, we review recent progress on the vorticity formation and spin
polarization in heavy ion collisionswith transportmodels.We present an introduction
of the fluid vorticity in non-relativistic and relativistic hydrodynamics. We discuss
the spin polarization in a vortical fluid in the Wigner function formalism for massive
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spin-1/2 fermions, in whichwe derive the freeze-out formula for the spin polarization
in heavy ion collisions. Then we show results for various properties of the kinematic
and thermal vorticity with transport models, including: the evolution in time and
space, the correlation to the participant plane, the collision energy dependence, etc.
Finally, we give a brief overview of recent theoretical results for the spin polarization
of � and �̄ including the global and local polarization, the polarization harmonics
in azimuthal angles, the sign problem in the longitudinal polarization as well as the
polarization difference between particles and antiparticles.
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10ConnectingTheory toHeavy Ion
Experiment

Gaoqing Cao and Iurii Karpenko

Abstract

Only a fraction of all � and �̄ hyperons detected in heavy ion collisions are pro-
duced from the hot and dense matter directly at the hadronization. These hyper-
ons are called the primary hyperons. The rest of the hyperons are products of the
decays of heavier hyperon states, which in turn are produced at the hadroniza-
tion. As such, the polarization of only primary hyperons can be described with
the formulae introduced in Sect. 8. For the rest of the hyperons, the polarization
transfer in the decays has to be computed, and convoluted with the polarization
of the mother hyperon. In this chapter, a derivation of the polarization transfer
coefficients, as well as the computation of the mean polarization of all � hyper-
ons detected in the experiment, is presented. The chapter is concluded with the
calculation of the resonance contributions to the global and local � polarizations.

10.1 Introduction

Only a fraction of all� and �̄ hyperons detected in heavy ion collisions are produced
directly at the hadronization stage and thus are called primary. Indeed, a large fraction
thereof stems from decays of heavier hyperons and one should account for the feed-
down from higher lying resonances when trying to extract information about the
vorticity from measurements of � polarizations. Particularly, the most important
feed-down channels involve the strong decay �∗ → � + π , the electromagnetic
(EM) decay�0 → � + γ , and the weak decay� → � + π [1]. Of course, there are
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alsomanyheavier resonanceswhich decay to either�0 or�. As amatter of fact, in the
heavy ion collisions of RHIC at energy

√
sNN = 200 GeV, the primary � hyperons

were predicted to contribute only a quarter to all that measured [1]. Therefore, the
non-primary � contributions from heavier hyperon decays dominate the final yield
andmay alter the polarization features of primary�.When polarized particles decay,
their daughters are themselves polarizedbecause of angularmomentumconservation.
In general, the fractions of polarization, which are inherited by the daughters or
transferred from themother to the daughters, depend on themomenta of the daughters
in the rest frame of the mother.

Even though the theoretical predictions [1] and experimental measurements are
consistent with each other on the global polarization of�, that is, along the direction
of the total angular momentum of fireball, they contradict with each other for the sign
of either the transverse local polarizations (TLPs) [with the global one excluded] or
longitudinal local polarization (LLP); see the theoretical calculations with primary
� [2–5] and recent experimental measurements at STAR [6,7]. Before any further
great efforts are devoted to solving the “sign puzzles”, one has to firstly check the
simplest possibility: the feed-down effect from higher lying hyperon decays on the
� polarization. In this section, we’re going to explore the feed-down effects on �

polarizations, especially the local ones. The theoretical derivations are mainly based
on [1,8,9] and the relevant experimentalmeasurementswere reported in [6,7]. All the
secondary contributions to � are two-body decays, thus we can generally denote the
decay as H → � + X , where H and X refer to themother particle (heavier hyperon)
and byproduct daughter particle (usually pions π or photon γ ), respectively.

In the following, H , � and X will be simply calledMother, Daughter andByprod-
uct, so that the derivations and discussions can be generally applied to any other
two-body fermion decays. Local thermodynamic equilibrium will be assumed for
both the kinematics and spin dynamics of the system, and the small scattering inter-
actions between hadrons will be neglected after the hadronization stage. Generally,
three reference frames are involved in the study: the QGP frame (QGPF) which is
the center of mass of the colliding nuclei in a collider experiment and where the
laboratorial observations base, the Mother’s rest frame (MRF) and the Daughter’s
rest frame (DRF). We assign different notations for the physical quantities in these
frames: regular in the QGPF, subscript “∗” in theMRF, and subscript “o” in the DRF.

This chapter is arranged as follows. As a first trial, in Sect. 10.2, we derive the
proportional coefficients for global polarization transfers fromMothers to Daughters
by following the simple momentum-integrated formalism. The following sections
mainly focus on the complicated local polarization transfers: In Sect. 10.3, spin
density matrix and derivation of momentum-dependent polarization are presented
for the Mothers. Based on that, in Sect. 10.4, we further use a formalism of reduced
spin density matrix to calculate the local polarization of the Daughter in the decays,
which is thenweighted over themomentumdistributions of theMothers in Sect. 10.5.
Finally, we compare our numerical calculations with the experimental measurements
in Sect. 10.6.
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10.2 Global Polarization Transfer to the Daughter

As long as one is interested in the momentum-integrated mean spin vector (MSV)
of the Daughter in its own rest frame, we will show that a simple linear rule applies
with respect to that of the Mother, that is,

S�o = CS SH∗, (10.1)

where CS is a coefficient which may or may not depend on the dynamical matrix
elements. The proportionality between these two MSVs should be expected as, once
the momentum integrations are carried out, the only special direction for theMSV of
the Daughter is parallel to that of the MSV of the Mother. In many two-body decays,
the conservation laws constrain the final state to such an extent that the coefficient
CS is independent of the dynamical matrix elements. This happens, e.g., in the strong
decay �∗(1385) → �π and the EM decay �0 → �γ , but not in the weak decay
� → �π . Thus, this section will be devoted to determining the exact expressions
of the coefficient CS for both strong and EM decays. For the exploration of global
polarization transfer, the summations over all angular momentum components of the
Daughter and Byproduct, λ�, λ′

� and λX , should be understood for both the MSVs
and the normalization factors. For brevity, we will suppress the summation symbol
“
∑

” over these indices in this section.
We will work out the exact relativistic results. In the relativistic framework, the

use of the helicity basis is very convenient for complete descriptions of the helicity
and alternative spin formalisms; we refer the readers to [10–13]. For the Mother,
with spin j and the z component m in its rest frame,1 decaying into two particles
� and X , the final state |ψ〉 can be written as a superposition of states with definite
momenta and helicities:

|ψ〉 ∝
∫

d	∗ D j (φ∗, θ∗, 0)m∗
λ

∣
∣p∗, λ�, λX

〉
T j (λ�, λX ). (10.2)

Here, λ = λ� − λX with λ� and λX the helicities of the daughters in the MRF, p∗ is
the three-momentum of the Daughter � with θ∗ and φ∗ its spherical coordinates and
d	∗ = sin θ∗dθ∗dφ∗ the corresponding infinitesimal solid angle, D j is the Wigner
rotation matrix in the representation of spin j , and T j (λ�, λX ) are the reduced
dynamical amplitudes depending only on the final helicities.

Then, the relativistic MSV of the Daughter is given by

Sμ
�∗ = 〈ψ | Ŝμ

�∗ |ψ〉

1In the rest frame, helicity coincides with the eigenvalue of the spin operator Ŝ, conventionally Ŝ3;
see the textbooks.
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with 〈ψ | ψ〉 = 1, hence we have explicitly

Sμ
�∗ =

∫
d	∗D j (φ∗, θ∗, 0)m∗

λ D j (φ∗, θ∗, 0)mλ′
〈
λ′

�

∣
∣ Ŝμ

�∗ |λ�〉 T j (λ�, λX )T j (λ′
�, λX )∗

∫
d	∗ |D j (φ∗, θ∗, 0)m∗

λ |2|T j (λ�, λX )|2

=
∫
d	∗D j (φ∗, θ∗, 0)m∗

λ D j (φ∗, θ∗, 0)mλ′
〈
λ′

�

∣
∣ Ŝμ

�∗ |λ�〉 T j (λ�, λX )T j (λ′
�, λX )∗

4π
2 j+1 |T j (λ�, λX )|2 . (10.3)

According to our conventions, we emphasize that the numerator should sum over
λ�, λ′

�, and λX and the denominator over λ� and λX , separately. To derive this
expression, we have used the known results for the integrals of theWigner Dmatrices
and the fact that the operator Ŝ�∗ does not change the momentum eigenvalue as well
as the helicity of the Byproduct X .

Now, the most important term in (10.3) is the transition amplitude of the spin
operator:

〈
λ′

�

∣
∣ Ŝμ

�∗ |λ�〉. To evaluate it, we decompose the spin operator as the fol-
lowing:

Ŝ�∗ =
∑

i

Ŝi�∗ni (p∗)

with ni (p∗) the three space-like unit vectors orthogonal to the four-momentum p∗.
Their expression can be obtained by applying the so-called standard Lorentz trans-
formation [p∗], which turns the unit time vector t̂ into the direction of the four-
momentum p∗ [10], to the three spatial axis vectors ei , namely,

ni (p∗) = [p∗](ei ),
so that

Ŝ�∗ = [p∗]
(
∑

i

Ŝi�∗ei

)

(10.4)

by taking advantage of the linearity of [p∗]. It is more convenient to rewrite the sum
in the argument of [p∗] along the spherical vector basis:

e± = ∓ 1√
2
(e1 ± ie2), e0 = e3,

upon which the D j matrix elements are defined. We have

∑

i

Ŝi�∗ei = − 1√
2
Ŝ−
�∗e+ + 1√

2
Ŝ+
�∗e− + Ŝ0�∗e0 =

1∑

n=−1

an Ŝ
−n
�∗en, (10.5)

where Ŝ±
�∗ = Ŝ1�∗ ± i Ŝ2�∗ are the familiar spin ladder operators and an = −n/

√
2 +

δn,0. The actions of these new operators onto the helicity ket |λ�〉 are precisely the
well-known ones onto the eigenstate of the z component of angular momentum
operator with eigenvalue λ�, e.g.,

〈
λ′

�

∣
∣ Ŝ0�∗ |λ�〉 = λ�δλ�,λ′

�
.
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Then, we can utilize (10.4) and (10.5) to rewrite the transition amplitude in a more
explicit form as

〈
λ′

�

∣
∣ Ŝ�∗ |λ�〉 =

1∑

n=−1

an
〈
λ′

�

∣
∣ Ŝ−n

�∗ |λ�〉 [p∗](en). (10.6)

In order to work out (10.6), we need to find an explicit expression for the standard
transformation [p∗]. In principle, it can be chosen freely but our choice treats λ� the
Daughter’s helicity [11,12], then the expression is

[p∗] = Rz(φ∗)Ry(θ∗)Lz(ξ). (10.7)

This is just a Lorentz boost along the z-axis with a hyperbolic angle ξ such that
sinh ξ = ‖p∗‖/m�, followed by a rotation around the y-axis with an angle θ∗ and
another one around the z-axis with an angle φ∗. Then,

[p∗](e±) = Rz(φ∗)Ry(θ∗)(e±) =
1∑

l=−1

D1(φ∗, θ∗, 0)l±1el

as e± are Lorentz invariant under the boost along the z-axis. Conversely, e0 is not
invariant under the Lorentz boost and transforms as

[p∗](e0) = cosh ξRz(φ∗)Ry(θ∗)(e0) + sinh ξRz(φ∗)Ry(θ∗)(t̂)

=
1∑

l=−1

ε�∗
m�

D1(φ∗, θ∗, 0)l0el + p∗
m�

t̂,

where p∗ = ‖p∗‖ and the energy ε�∗ =
√
p2∗ + m2

�. By substituting these transfor-
mations into (10.6), we eventually get the most explicit form

〈
λ′

�

∣
∣ Ŝ�∗ |λ�〉 =

∑

l,n

bn D
1(φ∗, θ∗, 0)ln

〈
λ′

�

∣
∣ Ŝ−n

�∗ |λ�〉 el + λ�δλ�,λ′
�

p∗
m�

t̂, (10.8)

wherebn = −n/
√
2 + γ�∗δn,0 withγ�∗ = ε�∗/m� theLorentz factor of theDaugh-

ter.
We can nowwrite down the fully expanded expression of theMSV S�∗ following

(10.3). The time component is especially simple: By using (10.8), one has

S0�∗ = p∗
m�

λ�

∫
d	∗ |D j (φ∗, θ∗, 0)m∗

λ |2|T j (λ�, λX )|2
4π

2 j+1 |T j (λ�, λX )|2 , (10.9)

which then reduces to

S0�∗ = p∗
m�

λ�|T j (λ�, λX )|2
|T j (λ�, λX )|2 (10.10)
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after carrying out the integral over 	∗ in the numerator. Similarly, the spatial com-
ponents read

S�∗ = T j (λ�, λX )T j (λ′
�, λX )∗

4π
2 j+1 |T j (λ�, λX )|2

∑

n,l

〈
λ′

�

∣
∣ Ŝ−n

�∗ |λ�〉

×bn

∫

d	∗ D j (φ∗, θ∗, 0)m∗
λ D j (φ∗, θ∗, 0)mλ′ D1(φ∗, θ∗, 0)lnel .(10.11)

Since the analytic results for the angular integrals in (10.11) are well known, the
expression can be greatly simplified in terms of Clebsch-Gordan coefficients:

S�∗ = T j (λ�, λX )T j (λ′
�, λX )∗∑n,l bn

〈
λ′
�

∣
∣ Ŝ−n

�∗ |λ�〉 〈 jm| j1 |ml〉 〈 jλ| j1 ∣∣λ′n
〉
el

T j (λ�, λX )|2

= T j (λ�, λX )T j (λ′
�, λX )∗∑nbn

〈
λ′
�

∣
∣ Ŝ−n

�∗ |λ�〉 〈 jm| j1 |m0〉 〈 jλ| j1 ∣∣λ′n
〉
e0

T j (λ�, λX )|2 .(10.12)

Note that the only non-vanishing spatial component of theMSV S�∗ is the one along
the z-axis or proportional to e0 = e3. As theMother is polarized along the z direction
by construction, this is a consequence of rotational invariance. We’d like to mention
that the integrands in both (10.9) and (10.11), as functions of the angular variables
θ∗ and φ∗, are proportional to the MSV S�∗(p∗) at some given momentum p∗; see
more details in the following sections.

So far, what we have calculated is the MSV of the Daughter in the Mother’s rest
frame. However, one is more interested in the MSV in the Daughter’s rest frame. For
a given momentum p∗, this can be obtained by means of Lorentz boost:

S�o( p∗) = S�∗( p∗) − p∗
ε�∗(ε�∗ + m�)

S�∗( p∗) · p∗.

As S�∗ is a four-vector orthogonal to p∗ and hence S�∗(p∗) · p∗ = S0�∗(p∗)ε�∗ ,
we can evaluate the momentum-integrated MSV in DRF by the following:

S�o ≡ 〈S�o( p∗)〉 = 〈S�∗( p∗)〉 − 〈 p∗S0�∗( p∗)〉
ε�∗ + m�

= S�∗ − 〈 p∗S0�∗( p∗)〉
ε�∗ + m�

. (10.13)

The first term on the right-hand side is just the MSV shown in (10.12). While by
adopting (10.9) and an alternative presentation of the momentum

p∗ = p∗
1∑

l=−1

D1(φ∗, θ∗, 0)l0el ,
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the second term can be evaluated according to

〈p∗S0�∗(p∗)〉 = p2∗
m�

λ�|T j (λ�, λX )|2∑1
l=−1 el

∫
d	∗ |D j (φ∗, θ∗, 0)m∗

λ |2D1(φ∗, θ∗, 0)l0
4π

2 j+1 |T j (λ�, λX )|2

= p2∗
m�

λ�|T j (λ�, λX )|2∑1
l=−1 el 〈 jm| j1 |ml〉 〈 jλ| j1 |λ0〉

|T j (λ�, λX )|2

= p2∗
m�

λ�|T j (λ�, λX )|2 〈 jm| j1 |m0〉 〈 jλ| j1 |λ0〉
|T j (λ�, λX )|2 e0. (10.14)

Then, by collecting both (10.12) and (10.14) in (10.13), one finally gets

S�o = T j (λ�, λX )T j (λ′
�, λX )∗

∑
n cn

〈
λ′

�

∣
∣ Ŝ−n

�∗ |λ�〉 〈 jm| j1 |m0〉 〈 jλ| j1 ∣∣λ′n
〉

|T j (λ�, λX )|2 e0 (10.15)

with the parameter

cn = − n√
2

+
(

γ�∗ − β2
�∗γ 2

�∗
γ�∗ + 1

)

δn,0 = − n√
2

+ δn,0 (10.16)

the same as an . Note the disappearance of any dependence on the energy of the
Daughter or the masses involved in the decay, once the MSV of the Daughter is
boosted back to its rest frame; see also (10.1) and (10.18).

TheMSV in (10.15) pertains to theMother in state | jm〉, which is a pure eigenstate
of its spin operator Ŝz in its rest frame. For amixed state, theMSV should beweighted
over the probabilities Pm of different eigenstates.2 Since it is known that

〈 jm| j1 |m0〉 = m√
j( j + 1)

,

the weighted average turns out to be

S�o =
j∑

m=− j

mPm e0
T j (λ�, λX )T j (λ′

�, λX )∗
∑1

n=−1 cn
〈
λ′

�

∣
∣ Ŝ−n

�∗ |λ�〉 〈 jλ| j1 ∣∣λ′n
〉

√
j( j + 1)|T j (λ�, λX )|2 . (10.17)

It is easy to identify that
∑ j

m=− j mPme0 is just the MSV of the Mother SH∗, so
we finally verify that (10.1) holds, that is, the MSV of the Daughter in DRF is
proportional to that of the Mother in MRF. And the explicit form of the proportional
coefficient is now clear,

CS = T j (λ�, λX )T j (λ′
�, λX )∗

∑1
n=−1 cn

〈
λ′

�

∣
∣ Ŝ−n

�∗ |λ�〉 〈 jλ| j1 ∣∣λ′n
〉

√
j( j + 1)|T j (λ�, λX )|2 . (10.18)

2In the non-polarized case, Pm is the same for any m ∈ [− j, . . . , j].
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According to the group theory, the Clebsch-Gordan coefficients involved in the esti-
mation of (10.18) can be given directly as

〈 jλ| j1 |λ0〉 = λ√
j( j + 1)

, 〈 jλ| j1 |(λ ∓ 1) ± 1〉 = ∓
√

( j ∓ λ + 1)( j ± λ)

2 j( j + 1)
. (10.19)

As has been mentioned before, the somewhat surprising feature of (10.18) is that CS

doesn’t explicitly depend on the masses involved in the decay as cn is independent
of them. There of course might be an implicit dependence on the masses through the
dynamical amplitudes T j , but this actually cancels out due to the normalization in
several important instances.

If the decay is driven by parity-conserving interaction, such as the strong decay
�∗ → �π and EM decay �0 → �γ , there is a known relation between the parity
partners for the dynamical amplitudes [13]:

T j (−λ�,−λX ) = ηHη�ηX (−1) j−S�−SX T j (λ�, λX ). (10.20)

Here, ηH , η� and ηX are the intrinsic parities of the Mother, Daughter, and Byprod-
uct, and j, S� and SX are their spins, respectively.Note that the helicity is constrained
to λX = ±SX in (10.20) if the Byproduct is massless [12]. In all these cases, one has

|T j (−λ�,−λX )|2 = |T j (λ�, λX )|2. (10.21)

The (10.20) and (10.21) have interesting consequences: First of all, it can be readily
realized that the time component of the MSV (10.10) vanishes. Secondly, if only
one dynamical amplitude is independent in (10.18) because of the constraint from
(10.20), the coefficient CS can be finally reduced to a constant that is determined
only by the conservation laws. We will see below that this is precisely the case for
the decays �∗ → �π and �0 → �γ .

A. Strong Decay �∗ → �π

In this case, λX = 0, λ = λ�, j = 3/2 and T j (λ) is proportional to T j (−λ) through
a phase factor, which turns out to be 1 according to (10.20). As λ� = ±1/2, there is
only one independent reduced helicity amplitude; thus, the coefficient CS simplifies
to

CS =
1∑

n=−1

∑

λ,λ′

〈
λ′∣∣ Ŝ−n

�∗ |λ〉 cn√
j( j + 1)

〈 jλ| j1 ∣∣λ′n
〉

2S� + 1
. (10.22)

We now evaluate the three terms in the above summation over n one by one. For
n = 0, one obtains

∑

λ=±1/2

1

2
λ2

1

j( j + 1)
= 1

15
,

where the first equation in (10.19) has been used. For n = 1, the corresponding ladder
operator in (10.22) is Ŝ−

�∗, which selects the term with λ′ = −1/2 and λ = 1/2 as
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the only non-vanishing contribution. Similarly, for n = −1, the corresponding ladder
operator Ŝ+

�∗ in (10.22) selects the opposite combination: λ′ = 1/2 and λ = −1/2.
According to the second equation in (10.19), the corresponding Clebsch-Gordan
coefficients are opposite to each other for n = ±1. Then, by inserting (10.16), their
contributions turn out to be the same, that is,

1

2

√
8

15

1√
2

1√
j( j + 1)

= 2

15
.

Therefore, the coefficient CS is just

CS = 1

15
+ 2

2

15
= 1

3
, (10.23)

which indicates that the MSV of the Daughter is along that of the Mother.

B. Electromagnetic Decay �0 → �γ

This case is fully relativistic as the Byproduct is a photon, then the helicity basis is
compelling with λX = ±1. Now j = 1/2, and (10.3) indicates that

|λ| = |λ� − λX | = 1/2,

thus only two choices are possible:

λX = 1 =⇒ λ� = 1/2 =⇒ λ = −1/2 ,

λX = −1 =⇒ λ� = −1/2 =⇒ λ = 1/2 ,

from which we can generally identify λX = 2λ� and λ = −λ� in (10.18). The same
argument applies to λ′ = λ′

� − λX , so we also have λX = 2λ′
�, whence λ′

� = λ�

and λ′ = λ. This in turn implies that only the term with n = 0 contributes in (10.18),
which then reads

CS = λ�|T j (λ�, 2λ�)|2 〈 j − λ�| j1 |−λ�0〉√
j( j + 1)|T j (λ�, 2λ�)|2 . (10.24)

Like the previous case, there is only one independent dynamical amplitude because
of the constraint from (10.21), so (10.24) becomes

CS =
∑

λ�=±1/2

λ�

(−λ�)

j( j + 1)

1

2S� + 1
(10.25)

by inserting the first equation in (10.19).With the spins j = S� = 1/2,we eventually
recover the known result [14,15]:

CS = −1

3
,

which indicates that the MSV of the Daughter is along the opposite direction to that
of the Mother.
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10.3 Spin Density Matrix for theMother and Its Polarization

In general, the Mother’s eigenstates do not have definite spins in a local thermody-
namic equilibrium (LTE) system with angular momentum-vorticity coupling, which
means that the Mother’s spin can be altered. To account for the spin transition, the
spin density matrix (SDM) can be defined as follows: For the Mother with four-
momentum pH in QGPF, the form is given by

�(pH )σσ ′ = tr(ρ̂a†(pH )σ ′a(pH )σ )
∑

σ tr(ρ̂a†(pH )σa(pH )σ )
, (10.26)

where a†(pH )σ and a(pH )σ are creation and annihilation operators of the Mother
in the spin state σ , respectively. As mentioned before, the meaning of σ depends on
the choice of the standard Lorentz transformation [pH ] which transforms t̂ to the
direction of pH [10]. For convenience and consistency, we adopt the choice that σ

stands for the particle’s helicity [12] in the following. Similar to that for the Daughter
(10.7), the transformation is explicitly given by

[pH ] = R(φ, θ, 0)Lz(ξ) = Rz(φ)Ry(θ)Lz(ξ), (10.27)

where the functions have the same meanings as those in (10.7) but is for the Mother
in QGPF here.

Then, by operating the transformation over the space-like orthonormal vector
basis ei as ni (pH ) ≡ [pH ](ei ) [1,10], one can readily determine the MSV of the
Mother from the SDM (10.26) as

Sμ
H (pH ) =

3∑

i=1

tr
[
D j (Ji )�(pH )

]
ni (pH )μ =

3∑

i=1

[pH ]μi tr
[
D j (Ji )�(pH )

]
, (10.28)

where Ji are the angular momentum generators of the Mother and D j (Ji ) their irre-
ducible representation matrices with total spin S. It should be stressed that, in spite
of the appearance of the Lorentz transformation [pH ], the MSV is independent of its
particular choice as should be for any observables. Actually, the SDM (10.26) also
depends on the convention of [pH ] implicitly through the definition of the spin vari-
able σ , which just compensates the explicit dependence. By adopting the covariant
form of the irreducible representation matrix

D j (Jλ) = −1

2
ελμνρD j (Jμν)t̂ρ, (10.29)

which indicates D j (J0) = 0 for the unit time vector t̂ = (1, 0, 0, 0), theMSV (10.28)
can be conveniently rewritten with the full Lorentz covariant indices as

Sμ
H (pH ) = [pH ]μν tr

[
D j (Jν)�(pH )

]
. (10.30)
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Now, the most important mission is to evaluate the SDM for a general spin S,
which is not an easy task in quantum field theory (QFT): Even for the simplest
non-trivial case with the density operator involving the angular momentum-vorticity
coupling, an exact solution is unknown. However, it is possible to find an explicit
exact solution for a single species of relativistic quantum particles by neglecting
quantum statistic (or quantum field) effects. In this case, the general density operator
ρ̂ for a system in equilibrium is given by

ρ̂ = 1

Z
exp

[

−b · P̂ + 1

2
� : Ĵ

]

,

where b is a time-like constant four-vector, � an anti-symmetric constant tensor,
and P̂ and Ĵ are the conserved total four-momentum and total angular momentum
operators, respectively. As the scattering effects are neglected in our study, the system
can be viewed as a set of non-interacting distinguishable particles. Then we can write

P̂ =
∑

i

P̂i , Ĵ =
∑

i

Ĵi ,

and consequently ρ̂ = ⊗i ρ̂i with the density operator for a single particle species

ρ̂i = 1

Zi
exp

[

−b · P̂i + 1

2
� : Ĵi

]

.

By following the Poincaré group algebra for the generators of translations P̂μ and
Lorentz transformations Ĵμν [11,12]

[P̂μ, P̂ν] = 0, [P̂τ , Ĵμν] = −i(P̂μηντ − P̂νημτ ), (10.31)

it can be shown that

F̂k j ≡
[[

(−b · P̂i ),
(
1

2
� : Ĵi

)(k)
]

, (−b · P̂i )( j)
]

= −(−i)k P̂μ
i

(
�μν1�

ν1ν2 . . . �νk−1νk

)

︸ ︷︷ ︸
k times

bνk δ j0, (10.32)

where
[
Â, B̂(k)

] = [[· · · [ Â, B̂
]
, · · · ] , B̂]with k times of nesting commutations and

F̂k j commute with each other for any k and j . In the most general case with arbitrary
operators Â and B̂, an identity has been derived:

eÂ+B̂ = eÂeB̂e− 1
2 [ Â,B̂]e

1
6 [ Â(2),B̂]− 1

3 [ Â,B̂(2)] · · · ,

where the higher level commutation exponents in “· · · ” rely on the lower ones through
some recursion relations [16]. In our present case, all the non-vanishing commutation
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exponentsmust be functions of P̂μ according to (10.31) and commutewith each other.
Thus, a general identity can be applied to the density operator, and we have [16]

ρ̂i = 1

Zi
exp

{ ∞∑

k=1

(−1)k F̂k0
(k + 1)!

}

exp[−b · P̂i ] exp
[
1

2
� : Ĵi

]

. (10.33)

Then, it can be rewritten in a very simple factorized form as

ρ̂i = 1

Zi
exp[−b̃ · P̂i ] exp

[
1

2
� : Ĵi

]

(10.34)

by defining a � -dependent effective four-vector

b̃μ =
∞∑

k=0

i k

(k + 1)!
(
�μν1�

ν1ν2 . . . �νk−1νk

)

︸ ︷︷ ︸
k times

bνk .

As the non-commutative operators P̂i and Ĵi are completely separated from each
other into two independent multiplying exponential functions in (10.34), the SDM
for the Mother can be reduced to a simple form:

�(pH )σσ ′ = 〈pH , σ | ρ̂H
∣
∣pH , σ ′〉

∑
σ 〈pH , σ | ρ̂H |pH , σ 〉 = 〈pH , σ | exp [ 12� : ĴH

] ∣
∣pH , σ ′〉

∑
σ 〈pH , σ | exp [ 12� : ĴH

] |pH , σ 〉 .
(10.35)

It is now completely determined by its single particle density operator ρ̂H or more
precisely the angular momentum-dependent part.

To derive the explicit form for (10.35), we use a convenient analytic continuation
technique: We first derive �(pH ) for imaginary � and then continue the result back
to real value. In the former case, �̂ ≡ exp[� : ĴH/2] is just a unitary representation
of Lorentz transformation, then the well-known relations in group theory can be used
to obtain

�(pH )σσ ′ = 〈pH , σ | �̂ ∣
∣pH , σ ′〉

∑
σ 〈pH , σ | �̂ |pH , σ 〉 = W (pH )σσ ′2εH δ3(pH − �( pH ))

W (pH )σσ2εH δ3( pH − �( pH ))
.

(10.36)
Here, �(pH ) stands for the spatial part of the four-vector �(pH ), and the covariant
normalization scheme is used for the Mother eigenstates, that is,

〈pH , σ | p′
H , σ ′〉 = 2εH δ3(pH − p′

H )δσσ ′ .

In (10.36), the matrix W (pH ) is the so-called Wigner rotation matrix:

W (pH ) = D j ([�pH ]−1�[pH ]),
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where D j is the (2S + 1)-dimensional representation, the so-called (0, 2S + 1) [12],
of the SO(1,3)-SL(2,C) matrices in the argument [8]. Altogether, the SDM for the
Mother is simply

�(pH )σσ ′ = D j ([pH ]−1�[pH ])σσ ′

tr
[
D j (�)

] , (10.37)

which seems appropriate to be analytically continued to real � .
However, it is not satisfactory yet as the analytic continuation of (10.37) to real

� , that is,

D j (�) → exp

[
1

2
� : JH

]

, (10.38)

does not give rise to a Hermitian matrix for�(pH ) as it should. This problem can be
fixed by taking into account the fact that W (pH ) is the representation of a rotation
hence unitary. We thus replace W (pH ) with (W (pH ) + W (pH )−1†)/2 in (10.36)
and obtain, by using the transparency to the adjoint operation property of SL(2,C)
representations,

�(pH ) = D j ([pH ]−1�[pH ]) + D j ([pH ]†�−1†[pH ]−1†)

tr
[
D j (�) + D j (�)−1†

] .

As the analytic continuation of �−1†-related part reads

D j (�−1†) → exp

[
1

2
� : D j†(J )

]

, (10.39)

the final expression of the SDM in a rotational system is

�(pH ) =
∑

O=1,†

[
D j ([pH ]−1 exp[� : D j (J )/2][pH ])]O

tr
[
exp[� : D j (J )/2] + exp[� : D j†(J )/2]] , (10.40)

which is manifestly Hermitian.
The expression can be further simplified: By taking the involved matrices as

SO(1,3) transformations and using known relations in group theory, we have

[pH ]−1 exp

[
1

2
� : J

]

[pH ] = exp

[
1

2
�μν [pH ]−1 Jμν [pH ]

]

= exp

[
1

2
�

αβ∗ (pH )Jαβ

]

,

where the effective anti-symmetric tensor �∗ is defined as

�
αβ∗ (pH ) ≡ �μν[pH ]−1α

μ [pH ]−1β
ν . (10.41)
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Actually,�αβ∗ have physicalmeanings themselves, that is, the components of thermal
vorticity tensor in the MRF. They are obtained from the ones in QGPF by taking the
inverse transformation of [pH ]. Finally, (10.40) becomes

�(pH ) = D j (exp[�∗(pH ) : D j (J )/2]) + D j (exp[�∗(pH ) : D j†(J )/2])
tr(exp[� : D j (J )/2]) + exp[� : D j†(J )/2]) .

(10.42)
In many cases, such as in peripheral heavy ion collisions, the thermal vorticity �

is usually � 1 due to the relatively large proper temperature [3], so the SDM can
be expanded in power series around � = 0. Taking into account the fact that the
generators of Lorentz transformation are traceless, that is tr(JH ) = 0, we have

�(pH )σσ ′ � δσ
σ ′

2 j + 1
+ 1

4(2 j + 1)
�

μν∗ (pH )
(
D j (Jμν) + D j†(Jμν)

)σ

σ ′

to the order o(�). The representation D j (Jμν) can be decomposed as the following:

D j (Jμν) = εμνρτ D
j (Jρ)t̂τ + D j (Kν)t̂μ − D j (Kμ)t̂ν (10.43)

with D j (Ji ) Hermitian and D j (Ki ) anti-Hermitian matrices, respectively. Then, we
find that the SDM is only rotation relevant:

�(pH )σσ ′ � δσ
σ ′

2 j + 1
+ 1

2(2 j + 1)
�

μν∗ (pH )εμνρτ D
j (Jρ)σσ ′ t̂τ . (10.44)

Note that the number of the generators DS(J ) is more than three for S > 1/2, but
only three is involved in (10.44) with the others functioning through higher order
terms of � . By substituting (10.44) into (10.30), only the second term of (10.44)
contributes

Sμ
H (pH ) = [pH ]μκ

1

2(2 j + 1)
�

αβ∗ (pH )εαβρτ tr
(
D j (Jρ)D j (Jκ)

)
t̂τ

= − j( j + 1)

6
[pH ]μρ �∗αβ(pH )εαβρτ t̂τ = − j( j + 1)

6mH
εαβμτ�αβ pHτ ,

(10.45)

wherewe have transformed back to theQGPF by inserting (10.41) in the last equality.
Aswewill see in next section, theMSVcanbeboosted to theMRF togive the true spin
observables SH∗, and then the polarization of the Mother is defined as PH = SH∗/ j .
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10.4 Local Polarization Transfer to the Daughter

Now, with the Mother’s local polarization determined in the previous section, it’s
the right time to study the polarization transfer to the Daughter from the feed-down
effect of the Mother in two-body decays. Concretely, the most important mission is
to derive the reduced spin density matrix for the Daughter in the MRF by tracing
over the quantum states of the Byproduct, which thus indicates that this reduced
SDM should be mixed rather than pure in general. In the MRF, the magnitude of the
three-momentum of the Daughter is fixed due to energy-momentum conservation,
that is,

p∗ = p�∗ ≡ 1

2mH

∏

s,t=±
(mH + s m� + t mX )1/2. (10.46)

As mentioned in Sect. 10.2, as long as the decay hasn’t been observed, contribution
of the Mother state to the quantum superposition of the Daughter and Byproduct
reads in the helicity basis as [10,12,13]

|p∗ jmλ�λX 〉 ∝ T j (λ�, λX )

∫

d	∗ D j (φ∗, θ∗, 0)m ∗
λ

∣
∣ p∗λ�λX

〉
. (10.47)

Once a measurement is made for the momentum of either final particle and hence p∗
is fixed down, we can define the non-integrated form of the two-body spin density
operator as3

ρ̂( p∗) = T j (λ�, λX )T j (λ′
�, λ′

X )∗D j (φ∗, θ∗, 0)m ∗
λ D j (φ∗, θ∗, 0)m

λ′
∣
∣ p∗λ�λX

〉 〈
p∗λ′

�λ′
X

∣
∣

|T j (λ�, λX )|2|D j (φ, θ, 0)mλ |2 〈 p∗λ�λX
∣
∣ p∗λ�λX

〉

(10.48)
for a given state of the Mother with z component of spin m.

However, as we’ve illuminated in the previous section, the spin state of theMother
can be shifted according to (10.42) in a rotational system. In this case, the two-body
density operator should be a mixing of different spin states of the Mother:

j∑

m,n=− j

�(pH )mn |p∗ jmλ�λX 〉 〈p∗ jnλ′
�λ′

X

∣
∣ , (10.49)

rather than the pure one with �(pH )mn → δmn . To be consistent with the setup, the
involved matrices D j (J ) in (10.42) are now also defined in the MRF, which then
allows us to apply the usual matrix algebra in later explicit evaluations. Following

3For brevity, the summation convention is assumed: If an angular momentum component index
(only for superscripts and subscripts) shows more than once in the formula, the index should be
summed over. For example, we should sum over m in the numerator of (10.48) and over m, λ� and
λX in the denominator as |D j (φ, θ, 0)mλ |2 = D j (φ, θ, 0)m ∗

λ�−λX
D j (φ, θ, 0)mλ�−λX

.
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(10.49), a more general density operator for the daughters with fixed momentum p∗
reads

ρ̂(p∗) ∝ T j (λ�, λX )T j (λ′
�, λ′

X )∗D j (φ∗, θ∗, 0)m ∗
λ �(pH )mn D j (φ∗, θ∗, 0)nλ′

∣
∣p∗λ�λX

〉 〈
p∗λ′

�λ′
X

∣
∣ . (10.50)

Then, the normalized two-body spin density matrix follows directly:

�(φ∗, θ∗)
λ�λX
λ′
�

λ′
X

= T j (λ�, λX )T j (λ′
�, λ′

X )∗D j (φ∗, θ∗, 0)m ∗
λ �(pH )mn D j (φ∗, θ∗, 0)n

λ′
|T j (λ�, λX )|2D j (φ∗, θ∗, 0)m ∗

λ �(pH )mn D j (φ∗, θ∗, 0)nλ
. (10.51)

Combining (10.30) and (10.51), the MSV of the Daughter can be obtained from
(10.30) as

Sμ
�∗(p∗) = [p∗]μν DS�(Jν)

λ′
�

λ�
�(φ∗, θ∗)λ�λX

λ′
�λX

, (10.52)

where the summation over λX reduces the two-body SDM to the single-particle one
for the Daughter. In general, the MSV of the Daughter depends on (2 j + 1)2 − 1
real parameters through the (2 j + 1)-dimensional and trace 1 Hermitian SDM of the
Mother. This means the MSV of the Daughter cannot be definitely determined by
the MSV of the Mother, which only involves 3 real parameters, except for j = 1/2.
Indeed, this was well known in the literature [17,18] and was illuminated explicitly
in [9]. Nevertheless, the SDM of the primary Mother can be well approximated by
the first-order expansion form (10.44), which surprisingly implies that the MSV of
the Daughter can be definitely determined by that of the Mother now, as we will see
in (10.55).

By applying the approximation (10.44) for �(pH )mn to the (10.51), we explore
the feed-down effect to first order in thermal vorticity �∗(pH ). The first term in
(10.44) is proportional to the identity matrix and selects m = n in (10.51), then one
is left with

D j (φ∗, θ∗, 0)m ∗
λ D j (φ∗, θ∗, 0)mλ′ = δλ

λ′

due to the unitary of D j ’s. On the other hand, the second term gives rise to the three
D-matrices multiplying term:

D j (φ∗, θ∗, 0)m ∗
λ D j (Jρ)mn D j (φ∗, θ∗, 0)n

λ′ = D j (−1)(φ∗, θ∗, 0)λmD j (Jρ)mn D j (φ∗, θ∗, 0)n
λ′ ,

which, according to awell-known relation in group representation theory [12], equals

R(φ∗, θ∗, 0)ρτ D j (Jτ )λλ′ , (10.53)

where the rotation R transforms the z-axis unit vector e3 into the p∗ direction. Alto-
gether, we get the explicit form of (10.51) as

�(φ∗, θ∗)λ�λX
λ′

�λ′
X

� δλ
λ′ + 1

2�∗(pH )αβεαβρνD j (Jτ )λ
λ′R(φ∗, θ∗, 0)ρτ t̂ν

[
T j (λ�, λX )T j (λ′

�, λ′
X )∗

]−1∑λX
λ�

|T j (λ�, λX )|2
, (10.54)
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where the denominator gives the normalization factor solely determined by the
dynamical amplitudes. For parity conservative decays with the property (10.21),
by substituting (10.54) into (10.52), we find that the first term of (10.54) does not
contribute as trDS�(Jν) = 0 and the MSV of the Daughter is proportional to the
thermal vorticity �∗(pH ) in the MRF:

Sμ
�∗(p∗) = 1

2
�∗(pH )αβεαβρν t̂

ν
∑

λX ,λ′
X

δλXλ′
X
[p∗]μκ DS�(Jκ )

λ′
�

λ�
D j (Jτ )λ

λ′R(φ∗, θ∗, 0)ρτ
[
T j (λ�, λX )T j (λ′

�, λ′
X )∗

]−1∑λX
λ�

|T j (λ�, λX )|2

= − 3SH∗ρ(pH )

j( j + 1)

∑

λX ,λ′
X

δλXλ′
X
[p∗]μκ DS�(Jκ )

λ′
�

λ�
D j (Jτ )λ

λ′R(φ∗, θ∗, 0)ρτ
[
T j (λ�, λX )T j (λ′

�, λ′
X )∗

]−1∑λX
λ�

|T j (λ�, λX )|2
. (10.55)

In the last step, (10.45) has been used to reexpress the formula in terms of the MSV
of the Mother in its rest frame, SH∗(pH ).

As the first step, we would like to apply (10.55) to the simplest parity conservative
decays: strong decays with the Byproduct X = π and EM decays with X = γ . As
mentioned in Sect. 10.2, the dynamical amplitude has a definite sign under parity
inversion in these cases; see (10.20). After that, the parity violating weak decays will
be discussed in more detail with the Byproduct X = π .
A. Strong Decays
For the strong decay H → � + π , the spin-parity structure is explicitly jηH →
1/2+ + 0−. Hence, (10.20) becomes

T j (−λ�, 0) = PST
j (λ�, 0), PS ≡ ηH (−1) j+

1
2 ,

and (10.55) can be reduced to

Sμ
�∗(p∗) = − 3SH∗ρ(pH )

j( j + 1)

[p∗]μκ D1/2(Jκ )
λ′
�

λ�
D j (Jτ )

λ�

λ′
�

R(φ∗, θ∗, 0)ρτ
[
T j (λ�, 0)T j (λ′

�, 0)∗
]−1∑

λ�=± 1
2

|T j (λ�, 0)|2

= − 3SH∗ρ(pH )

j( j + 1)

PS + (1 − PS)δλ�λ′
�

2
[p∗]μκ D1/2(Jκ )

λ′
�

λ�
D j (Jτ )

λ�

λ′
�

R(φ∗, θ∗, 0)ρτ

= 3SH∗ρ(pH )

j( j + 1)

{
PSC

j
τ [p∗]μτ R(φ∗, θ∗, 0)ρτ + (1 − PS)C j

3 [p∗]μ3 R(φ∗, θ∗, 0)ρ3
}

= 3SH∗ρ(pH )

j( j + 1)

{
PSC

j [p∗]μτ R(φ∗, θ∗, 0)ρτ − (PSC
j − C j

3 )[p∗]μ3 R(φ∗, θ∗, 0)ρ3
}

.

(10.56)

In the derivation, the following conventions of D j (J ) matrices are used for the
Mother and Daughter:

{
D1/2(J1) = σ1

2 , D1/2(J2) = σ2
2 , D1/2(J3) = σ3

2 ,

D3/2
r (J1) = σ1, D3/2

r (J2) = σ2, D3/2
r (J3) = σ3

2 ,
(10.57)
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where D3/2
r are the 2 × 2 matrices for the Mother with spin 3/2, reduced due to the

restrictions of the indices λ�, λ′
� = ±1/2. One can easily check that

C1/2
τ = C1/2, C3/2

τ =
(
1

2
,
1

2
,
1

2
,
1

4

)

= C3/2 − 1

4
δ3τ

withC1/2 = 1/4 andC3/2 = 1/2,where the irrelevant coefficientsC j
0 , asR

ρ0 = ηρ0,
are introduced for the brevity of presentations.

In the helicity scheme, the matrix [p∗] can be expanded according to (10.7), so
we take advantage of the orthogonality of rotations R to obtain

Sμ
�∗(p∗) = 3

j( j + 1)

{
PSC

j L p̂∗ (ξ)
μ
ρ Sρ

H∗(pH ) − (PSC
j − C j

3 )SH∗ρ(P)R(φ∗, θ∗, 0)μν

Lz(ξ)ν3R(φ∗, θ∗, 0)ρ3
}
, (10.58)

where L p̂∗(ξ) = R(φ∗, θ∗, 0)Lz(ξ)R−1(φ∗, θ∗, 0) is the pure Lorentz boost trans-
forming t̂ into the p∗ direction in the MRF. The Lorentz transformation involved
in the second term of (10.58) can be expressed explicitly as a function of p̂∗, that is,

R(φ∗, θ∗, 0)μν Lz(ξ)ν3R(φ∗, θ∗, 0)ρ3

=R(φ∗, θ∗, 0)μ3 Lz(ξ)33R(φ∗, θ∗, 0)ρ3 + R(φ∗, θ∗, 0)μ0 Lz(ξ)03R(φ∗, θ∗, 0)ρ3

= − cosh ξ p̂μ
∗ p̂

ρ
∗ − sinh ξ p̂ρ

∗δ
μ
0 = −ε�∗

m�

p̂ρ
∗ p̂

μ
∗ − p∗

m�

p̂ρ
∗δ

μ
0 , (10.59)

then (10.58) becomes

Sμ
�∗(p∗) = 3

j( j + 1)

[
PSC

j L p̂∗ (ξ)
μ
ρ Sρ

H∗(pH ) − (PSC
j − C j

3 )
( ε�∗
m�

SH∗(pH ) · p̂∗p̂μ∗

+ p∗
m�

SH∗(pH ) · p̂∗δ
μ
0

)]
. (10.60)

So with the help of the well-known formulae for the pure Lorentz boost:

L p̂∗ (ξ)0ρ = ε�∗
m�

η0ρ − p∗ρ

m�
, L p̂∗ (ξ)iρ = ηiρ − pi∗p∗ρ

m�(ε�∗ + m�)
− pi∗

m�
ηρ0, (10.61)

we get the explicit forms for the time and spatial components of the MSV of the
Daughter in the MRF as

S0�∗(p∗) = 3C j
3

j( j + 1)

1

m�

SH∗(pH ) · p∗,

S�∗(p∗) = 3

j( j + 1)

[

PSC
jSH∗(pH ) −

(

PSC
j − ε�∗

m�

C j
3

)

SH∗(pH ) · p̂∗p̂∗
]

.
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Finally, we boost the MSV to the DRF as that is the one measured in experiments
and find

S�o( p∗) = S�∗( p∗) − S0�∗( p∗)
p∗

ε�∗ + m�

= 3

j( j + 1)

[
PSC

j SH∗(pH ) − (PSC
j − C j

3 )SH∗(pH ) · p̂∗p̂∗
]
. (10.62)

The average over the whole solid angle 	∗ gives

〈S�o(p∗)〉 = 3

j( j + 1)

[

PSC
j − 1

2
(PSC

j − C j
3 )

∫ π

0
dθ∗ sin θ∗ cos2 θ∗

]

〈SH∗(pH )〉

= 2PSC
j + C j

3
j( j + 1)

〈SH∗(pH )〉 (10.63)

for a given SH∗(pH ) independent of p̂∗. The result is consistent with that found in
Sect. 10.2. In Sect. 10.5, we will see that SH∗(pH ) does depend on p̂∗ for a given
momentum of the Daughter in the QGPF, thus the application of (10.63) should be
taken cautiously.

B. Electromagnetic Decays
For theEMdecay H → � + γ , the spin-parity structure is explicitly jηH → 1/2+ +
1−. Hence, (10.20) becomes

T j (−λ�, −λX ) = PEMT j (λ�, λX ), PEM ≡ ηH (−1) j−
1
2

with PEM = −Ps for the same ηH and j . In this case, (10.55) can be reduced to

Sμ
�∗(p∗) = − 3SH∗ρ(pH )

j( j + 1)

λ′
X=±1
∑

λX=±1

δλXλ′
X
[p∗]μκ D1/2(Jκ )

λ′
�

λ�
D j (Jτ )λ

λ′R(φ∗, θ∗, 0)ρτ
[
T j (λ�, λX )T j (λ′

�, λ′
X )∗

]−1∑λ�=±1/2
λX=±1 |T j (λ�, λX )|2

.

(10.64)

Keeping in mind the parity inversion properties of the irreducible representation
matrices:

D j (Jτ )−λ
−λ′ = (−1)δτ1+1D j (Jτ )λλ′

with the component indices |λ|, |λ′| ≤ j , it is easy to show that

Sμ
�∗(p∗) = − 3SH∗ρ(pH )

2 j( j + 1)

λ′
X=±1
∑

λX=±1

δλXλ′
X
[p∗]μκ

∑
s=±

(

D1/2(Jκ )
sλ′

�
sλ�

D j (Jτ )sλsλ′
)

R(φ∗, θ∗, 0)ρτ
[
T j (λ�, λX )T j (λ′

�, λ′
X )∗

]−1∑λ�=±1/2
λX=±1 |T j (λ�, λX )|2

= − 3SH∗ρ(pH )

j( j + 1)

λ′
X=±1
∑

λX=±1

δλXλ′
X
[p∗]μκ D1/2(Jκ )

λ′
�

λ�
D j (Jκ )λ

λ′R(φ∗, θ∗, 0)ρκ
[
T j (λ�, λX )T j (λ′

�, λ′
X )∗

]−1∑λ�=±1/2
λX=±1 |T j (λ�, λX )|2

= − 3SH∗ρ(pH )

j( j + 1)

(
N j − (N j − N j

3 )δκ3
)

[p∗]μκ R(φ∗, θ∗, 0)ρκ , (10.65)
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where the D j (Jκ) and T j (λ�, λX ) relevant normalization factors are

N j =
√
3

2

∑
λ�=±1/2 T

j (λ�, 1)T j (−λ�, 1)∗
∑λ�=±1/2

λX=±1 |T j (λ�, λX )|2
, N j

3 =
∑

λ�=±1/2

(−1)λ�+ 1
2 (1−λ�)|T j (λ�, 1)|2

∑λ�=±1/2
λX=±1 |T j (λ�, λX )|2

.

(10.66)
Now, we can immediately identify the similarity between (10.56) and (10.65). So
the final results for the MSV of the Daughter and the averaged one in the DRF can
be given directly as

S�o(p∗) = 3

j( j + 1)

[
N jSH∗(pH ) − (N j − N j

3 )SH∗(pH ) · p̂∗p̂∗
]
, (10.67)

〈S�o(p∗)〉 = 2N j + N j
3

j( j + 1)
〈SH∗(pH )〉 (10.68)

by changing the coefficients

PSC
j → N j , C j

3 → N j
3

from (10.62) and (10.63).
For j = 3/2, the formula (10.67) cannot be simplified further in general, as the

transition amplitudes in (10.66) cannot be canceled out. However, fortunately for the
study of� polarization, only the EM decay�0 → �γ is relevant and jη�0 = 1/2+.
Then, we immediately find that N 1/2 = 0 and N 1/2

3 = −1/4 due to the restrictions
|λ|, |λ′| ≤ 1/2 [1], so the MSV and the averaged one are explicitly

S�o(p∗) = −SH∗(pH ) · p̂∗ p̂∗, (10.69)

〈S�o(p∗)〉 = −1

3
〈SH∗(pH )〉. (10.70)

The result is also consistent with that found in Sect. 10.2.

C. Weak Decays

Forweak decays, it is well known that the dynamical transition amplitude is amixture
of parity even and odd modes. Only one kind of weak decay channel is relevant to �

polarization, that is, � → � + π , so we stick to the simple case with jη� = 1/2+.
First of all, due to parity violation, the first term of (10.54) will give rise to a finite
contribution to the MSV of the Daughter [9]. Assuming the dynamical amplitude in
the following form:

T 1/2
w (±1/2, 0) = Te ± To,

this contribution is simply

S′
�∗

μ
(p∗) = αw

2m�

(p∗ημ0 + ε�∗p̂μ
∗ ), αw = 2Re(T ∗

e To)

|Te|2 + |To|2
, (10.71)
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and the corresponding MSV in the DRF is proportional to the three-momentum unit
vector:

S′
�o(p∗) = αw

2
p̂∗. (10.72)

Next, the polarization transfer effect from the Mother can be deduced from (10.55)
as

S′′
�∗

μ
(p∗) = −4SH∗ρ(pH )

[p∗]μκ D1/2(Jκ)
λ′

�

λ�
D1/2(Jτ )λ�

λ′
�

R(φ∗, θ∗, 0)ρτ
[
T j (λ�, 0)T j (λ′

�, 0)∗
]−1∑

λ�=± 1
2
|T j (λ�, 0)|2

= −SH∗ρ(pH )[p∗]μκ
(
(1 − γw)δκ3δτ3 − γwηκτ + εκτ3βw

)
R(φ∗, θ∗, 0)ρτ

(10.73)

with the dynamical parameters

βw = 2Im(T ∗
e To)

|Te|2 + |To|2
, γw = |Te|2 − |To|2

|Te|2 + |To|2
. (10.74)

Again, we can immediately recognize the similarity between the first two terms of
(10.73) and those in the strong decay (10.56), hence simple alternations of the coef-
ficients will give the final results. By noticing Lz(ξ)ντ = δν

τ for τ = 1, 2 in (10.27),
the Lorentz transformation in the last term of (10.73) can be evaluated as

εκτ3[p∗]μκ R(φ∗, θ∗, 0)ρτ = εκτ3R(φ∗, θ∗, 0)μκ R(φ∗, θ∗, 0)ρτ .

As we already know the explicit forms of the involved rotations:

R(φ∗, θ∗, 0)μ1 = (cosφ∗ cos θ∗, sin φ∗ cos θ∗,− sin θ∗),
R(φ∗, θ∗, 0)μ2 = (− sin φ∗, cosφ∗, 0),

the transformation can be shown to be simply

εκτ3R(φ∗, θ∗, 0)μκ R(φ∗, θ∗, 0)ρτ = εμνρ p̂∗ν . (10.75)

So, gathering (10.59), (10.61), and (10.75) all in (10.73), we will find

S′′
�∗

0
(p∗) = 1

m�

SH∗(pH ) · p∗,

S′′
�∗(p∗) = γwSH∗(pH )+ ε�∗−γwm�

m�

SH∗(pH ) · p̂∗p̂∗+βwSH∗(pH ) × p̂∗,

and the MSV in the DRF is

S′′
�o(p∗) = γwSH∗(pH ) + (1 − γw)SH∗(pH ) · p̂∗p̂∗ + βwSH∗(pH ) × p̂∗

= SH∗(pH ) · p̂∗p̂∗ + βwSH∗(pH ) × p̂∗ + γw p̂∗ × (SH∗(pH ) × p̂∗). (10.76)
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Table 10.1 Polarization transfer formulae for the decay H → � + X in the Mother’s rest frame

Decay channels Local polarization P� 〈P�〉/〈PH∗〉
A. Stronga 6

( j+1)

[
PSC jPH∗ − (PSC j − C j

3 )PH∗ · p̂∗p̂∗
]

2(2PSC j+C j
3 )

( j+1)

1/2+ → 1/2+0− −PH∗ + 2PH∗ · p̂∗p̂∗ −1/3

1/2− → 1/2+0− PH∗ 1

3/2+ → 1/2+0− 3
5

[
2PH∗ − PH∗ · p̂∗p̂∗

]
1

3/2− → 1/2+0− 3
5

[−2PH∗ + 3PH∗ · p̂∗p̂∗
] −3/5

B. Electromagneticb 6
( j+1)

[
N jPH∗ − (N j − N j

3 )PH∗ · p̂∗p̂∗
]

2(2N j+N j
3 )

( j+1)

1/2± → 1/2+1− −PH∗ · p̂∗ p̂∗ −1/3

C. Weakc

1/2+ → 1/2+0− (αw + PH∗ · p̂∗)p̂∗ + βwPH∗ × p̂∗ + γwp̂∗ ×
(PH∗ × p̂∗)

1+2γw
3

aPS ≡ ηH (−1) j+ 1
2 ,C1/2 = 1/4,C3/2 = 1/2, and C1/2

3 = C3/2
3 = 1/4

bSee (10.66) for the definitions of N j and N j
3 .

cSee (10.71) and (10.74) for the definitions of αw, βw , and γw

Finally, the total MSV of the Daughter is

S�o(p∗) = S′
�o(p∗) + S′′

�o(p∗),

and the average over the whole solid angle 	∗ gives

〈S�o(p∗)〉 =
[

γw + (1 − γw)
1

2

∫ π

0
dθ∗ sin θ∗ cos2 θ∗

]

〈SH∗(pH )〉

= 1 + 2γw
3

〈SH∗(pH )〉. (10.77)

As expected from the arguments in Sect. 10.2, the spontaneous local polarization
S′

�o(p∗) doesn’t contribute to the global one.
For the convenience of future use, we summarize all the polarization transfers

from the decays of the Mother with polarization vector PH∗ = SH∗(pH )/ j to the
Daughter with polarization vector P� = 2S�o(p∗) in Table 10.1, where explicit
decay channels are also listed. The results are completely consistent with those given
in Ref. [9] to a linear order of the thermal vorticity. We notice that PS = −1 in the
strong decay 1/2+ → 1/2+0−, that is, only the dynamical amplitude with odd parity
is involved. Thus, the polarization transfer result can be alternatively derived from the
more general formula of the weak decay 1/2+ → 1/2+0− by setting αw = βw = 0
and γw = −1 as Te = 0. The results are truly consistent with each other according
to Table 10.1.

.
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Fig. 10.1 The coordinate systems in the QGP frame, with solid axis and vector lines, and the
Mother’s rest frame, with dashed axis and vector lines. pH and p� are the momenta of the Mother
and the Daughter in the QGP frame, respectively. p∗ is the momentum of the Daughter in the
Mother’s rest frame with the azimuthal angle φ∗ and polar angle θ∗

10.5 Average Over theMomentum of theMother

In the previous section, we have established the formulae for the polarization transfer
in two-body decays, where the momentum of the Daughter is given in the Mother’s
rest frame. However, we are more interested in the polarization inherited by the
Daughter as a function of its momentum p� in the QGP frame. In the QGPF, the
Mother is in a momentum distribution which has to be averaged over before useful
results are obtained to compare with experimental measurements. So first of all in
this section, we establish the Mother’s momentum averaged formula for the mean
spin vector of the Daughter with a given momentum in the QGPF. The coordinate
systems are parallel to each other in the QGPF and theMRF; see Fig. 10.1, where the
momenta of the Mother pH and the Daughter p� in the QGPF and the momentum of
theDaughter p∗ in theMRF are also illuminated. Note that thesemomenta are related
to each other through the Lorentz boost from the QGPF to the MRF, rather than the
simple triangle algebra for vectors in a single coordinate system; see Appendix 10.6.

Let n(pH ) be the un-normalized momentum distribution of the Mother in the
QGPF such that

∫
d3pH n(pH ) yields the total number of the Mother; one would
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then define the MSV of the Daughter fed-down from a specific decay as

S�o(p�) =
∫
d3pH n(pH )S�o(p∗)∫

d3pH n(pH )
,

where the MSV of the Daughter in the MRF S�o(p∗) is listed in the second column
of Table 10.1. Since the magnitude of p∗ is fixed in two-body decay, see (10.46),
the three components of pH are not completely independent for a given p�; see the
Lorentz boost relation:

ε�∗ = εH

mH
ε� − 1

mH
pH · p� =

√
p2�∗ + m2

�

with the energy εH/� =
√
p2H/� + m2

H/� in the QGPF. Taking into account this fact,

one should redefine the MSV of the Daughter with momentum p� in the QGPF by
multiplying the integrands by a delta function, that is,

S�o(p�) =
∫
d3pH n(pH )S�o(p∗)δ(p∗ − p�∗)∫

d3pH n(pH )δ(p∗ − p�∗)
. (10.78)

By altering the integration variable from pH to p∗ through the Lorentz boost relation
(see Appendix.1),

pH = 2mH (ε�∗ + ε�)(p� − p∗)

(ε�∗ + ε�)2 − (p� − p∗)2
= mH (ε�∗ + ε�)(p� − p∗)

m2
� + ε�ε�∗ + p� · p∗

=⇒ p̂H = p� − p∗
|p� − p∗| (10.79)

and completing the integrations over the magnitude p∗, only solid angle integrations
are left over:

S�o(p�) =
∫
d	∗ n(pH )

∥
∥
∥

∂pH
∂p∗

∥
∥
∥ S�o(p∗)

∫
d	∗n(pH )

∥
∥
∥ ∂P

∂p∗

∥
∥
∥

. (10.80)

Here and in the following, one should keep in mind that p∗ is fixed to p�∗ and the
absolute value of the determinant of the Jacobian (AVDJ) reads (see Appendix.1)

∥
∥
∥
∥
∂pH

∂p∗

∥
∥
∥
∥ = m3

H (ε�∗ + ε�)2
[
(ε�∗ + ε�)2 − (ε�ε�∗ + p� · p∗ + m2

�)
]

ε�∗(ε�ε�∗ + p� · p∗ + m2
�)3

. (10.81)

The most involved thing in the evaluation of (10.80) is that S�o(p∗) implicitly
depends on φ∗ and θ∗ through SH∗(pH ), besides explicitly through p̂∗. The features
of SH∗(pH ) have been well studied by following the symmetries, associated with
the parity inversion and rotation around the total angular momentum axis, of the
fireball produced in peripheral heavy ion collisions. So the three components of
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SH∗(pH ) can be expanded as Fourier series of the momentum azimuthal angle φH

to the second-order harmonics [3,4,21]:

SH∗x � 2 j( j + 1)

3

[
h1(p

T
H , YH ) sin φH + h2(p

T
H , YH ) sin 2φH

]
,

SH∗y � 2 j( j + 1)

3

[
g0(p

T
H , YH ) + g1(p

T
H , YH ) cosφH + g2(p

T
H , YH ) cos 2φH

]
,

SH∗z � 2 j( j + 1)

3
f2(p

T
H , YH ) sin 2φH , (10.82)

where pTH and YH are the magnitudes of the transverse momentum and the rapidity
of the Mother, respectively. According to the (10.45), the prefactor 2 j( j + 1)/3 is
extracted out from all the functions f , g, and h so that they don’t depend on the
total spin j any more. The aforementioned symmetries imply that h1 and g1 are odd
functions of YH whereas g0, f2, g2, and h2 are even. Furthermore, in a right-handed
reference frame with x-axis on the reaction plane and y-axis in the direction opposite
to the total angular momentum, both the hydrodynamic model [2] and the AMPT
model [4] prediced the magnitudes of all the coefficient functions and particularly
their signs to be

h1(p
T
H , YH > 0) > 0, h2(p

T
H , YH ) < 0, g0(p

T
H , YH ) < 0,

g1(p
T
H , YH > 0) < 0, g2(p

T
H , YH ) > 0, f2(p

T
H , YH ) < 0. (10.83)

For the study of � polarization, the Mother’s masses are at most 24% larger than
that of �, so we can assume f , g, and h to be the same as those for the primary �

according to (10.41).
It’s more convenient to represent pH and p� with cylindrical coordinates and p∗

with the spherical ones as

pH = pTH cosφH e1 + pTH sin φH e2 + pHze3,

p� = pT� cosφ�e1 + pT� sin φ�e2 + p�ze3,

p∗ = p∗ sin θ∗ cosφ∗e1 + p∗ sin θ∗ sin φ∗e2 + p∗ cos θ∗e3. (10.84)

In the following, we stick to the simplest case of midrapidity � with p�z = 0. Then,
the rightmost equality in (10.79) can be used to express the trigonometric functions
of the Mother in terms of the spherical coordinates of the Daughter as

sin 2φH = p2∗ sin2 θ∗ sin 2φ∗ + pT�
2
sin 2φ� − 2p∗pT� sin θ∗ sin(φ∗ + φ�)

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cos(φ∗ − φ�)

= A(θ∗, ψ) sin 2φ� + B(θ∗, ψ) cos 2φ�,

cos 2φH = p2∗ sin2 θ∗ cos 2φ∗ + pT�
2
cos 2φ� − 2p∗pT� sin θ∗ cos(φ∗ + φ�)

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cos(φ∗ − φ�)

= A(θ∗, ψ) cos 2φ� − B(θ∗, ψ) sin 2φ�,
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sin φH = pT� sin φ� − p∗ sin θ∗ sin φ∗
√

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cos(φ∗ − φ�)

= C(θ∗, ψ) sin φ� + D(θ∗, ψ) cosφ�,

cosφH = pT� cosφ� − p∗ sin θ∗ cosφ∗
√

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cos(φ∗ − φ�)

= C(θ∗, ψ) cosφ� − D(θ∗, ψ) sin φ� (10.85)

with the introduced variable ψ = φ∗ − φ� and the auxiliary functions:

A(θ∗, ψ) = p2∗ sin2 θ∗ cos 2ψ − 2p∗pT� sin θ∗ cosψ + pT�
2

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cosψ

,

B(θ∗, ψ) = p2∗ sin2 θ∗ sin 2ψ − 2p∗pT� sin θ∗ sinψ

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cosψ

,

C(θ∗, ψ) = pT� − p∗ sin θ∗ cosψ
√

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cosψ

,

D(θ∗, ψ) = −p∗ sin θ∗ sinψ
√

p2∗ sin2 θ∗ + pT�
2 − 2p∗pT� sin θ∗ cosψ

. (10.86)

One can easily verify the even-odd and normalization features of the auxiliary func-
tions, that is,

A(θ∗,−ψ) = A(θ∗, ψ), B(θ∗,−ψ) = −B(θ∗, ψ),

C(θ∗,−ψ) = C(θ∗, ψ), D(θ∗,−ψ), = −D(θ∗, ψ)

A2(θ∗, ψ)+B2(θ∗, ψ) = 1, C2(θ∗, ψ) + D2(θ∗, ψ) = 1. (10.87)

With the variable transformation φ∗ → ψ , the integration over the solid angle d	∗
in (10.80) can be replaced by another one:

∫

d	∗ =
∫ π

0
dθ∗ sin θ∗

∫ 2π−φ�

−φ�

dψ =
∫ π

0
dθ∗ sin θ∗

∫ π

−π

dψ,

where the last step is owing to the 2π -periodic in ψ of all the functions in the
integrands.

The spectrum function n(pH ) depends on the specific model of the collision, but
it must be even in “cos θH” because of the symmetries of the colliding system and
isotropic in the transverse plane when the usually small elliptic flow is neglected.
So, n(pH ) can be assumed to only depend on the magnitudes of its longitudinal and
transverse momenta pLH and pTH to a very good approximation. In this case, pLH and
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Table 10.2 The even (“+”) and odd (“−”) properties of relevant functions in (10.80) (top row)
with respect to the variables (first column).

Variables h1, g1 h2, g0, g2, f2 A,C B,D n(pH )

∥
∥
∥

∂pH
∂p∗

∥
∥
∥

cos θ∗ − + + + + +
ψ + + + − + +

pTH can be given explicitly with the variables for the Daughter by following (10.79)
as

pLH = mH
(ε�∗ + ε�)|p∗ cos θ∗|

m2
� + εε�∗ + pT�p∗ sin θ∗ cosψ

, (10.88)

pTH = mH
(ε�∗ + ε�)

√

p2∗ sin2 θ∗ + pT�
2 − 2pT�p∗ sin θ∗ cosψ

m2
� + εε�∗ + pT�p∗ sin θ∗ cosψ

, (10.89)

which imply that the Mother’s spectrum function is even in both cos θ∗ andψ . Then,
as the polar angle of the Mother is given by

cos θH ≡ p̂H · e3 = − p∗ cos θ∗
|p� − p∗|

= − p∗ cos θ∗
√

p2∗ + pT�
2 − 2pT�p∗ sin θ∗ cosψ

,

(10.90)
the rapidity YH is found to be an odd function of cos θ∗ and an even function of ψ ,
that is,

mT
H sinh YH = pH · e3 = pTH tan θH ,

where the transverse mass mT
H =

√
(pTH )2 + m2

H . For the convenience of future
discussions, we summarize the even-oddness of all the functions relevant to the
evaluation of (10.80) in Table 10.2.

Now, we can well understand the advantage of introducing the new variable “ψ”:

In this way, pTH and pLH , thus g, f , h, n(pH ) and
∥
∥
∥

∂pH
∂p∗

∥
∥
∥, are all independent of

the observable φ� and the integrations over the new solid angles ψ and θ∗ can be
numerically carried out easily.

We now pay attention to the parity-conservative strong and EM decays first,
which share very similar expressions for the MSV of the Daughter; see Table 10.1.
For brevity, the following general formula will be used:

SPC
�o (p∗) = 3

j( j + 1)

[
A SH∗ + B SH∗ · p̂∗p̂∗

]
, (10.91)

where the strong (EM) decay coefficients A = PSC j (N j ) and B = C j
3 − PSC j

(N j
3 − N j ) are constants solely determined by the helicity properties of the transition
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amplitudes. Then, the integrands for the transverse and longitudinal components of
the MSV of the Daughter can be given with spherical coordinates as

SPC
�x (p∗) = 3

2 j( j + 1)

[
2SH∗x

(
A + B cos2 φ∗ sin2 θ∗

)
+ B

(
SH∗z cosφ∗ sin 2θ∗

+SH∗y sin 2φ∗ sin2 θ∗
)]

,

SPC
�y (p∗) = 3

2 j( j + 1)

[
2SH∗y

(
A + B sin2 φ∗ sin2 θ∗

)
+ B

(
SH∗z sin φ∗ sin 2θ∗

+ + SH∗x sin 2φ∗ sin2 θ∗
)]

,

SPC
�z (p∗) = 3

2 j( j + 1)

[
2SH∗z

(
A + B cos2 θ∗

)
+ B

(
SH∗x cosφ∗ sin 2θ∗

+ + SH∗y sin φ∗ sin 2θ∗
)]

. (10.92)

Inserting (10.82) into these integrands with the help of the trigonometric function
relations (10.85) and using the even-odd properties listed in Table 10.2, only the
following terms are non-vanishing when the integrations over the solid angle are
taken into account (see Appendix.2):

SPC�x (p∗) = [h2FA + Bg0 sin
2 θ∗ cos 2ψ] sin 2φ� + B

2
l+2 F−

2 sin2 θ∗ sin 4φ�,

SPC�y (p∗) =
[

g0F + B

2
l−2 F+

2 sin2 θ∗
]

+
[
g2FA − Bg0 sin

2 θ∗ cos 2ψ
]
cos 2φ�

− B

2
l+2 F−

2 sin2 θ∗ cos 4φ�,

SPC�z (p∗) =
[

2 f2
(
A+B cos2 θ∗

)
A+ B

2
l+1 (C cosψ−D sinψ) sin 2θ∗

]

sin 2φ�, (10.93)

where we define the auxiliary functions as

l±n = hn ± gn, F = 2A + B sin2 θ∗, F ±
n = A cos nψ ± B sin nψ.

So, both the single-φH harmonics in the transverse components of the MSV of the
Mother contribute to the LLP SPC

�z (p∗), while its local feature ∼ sin 2φH is well
inherited by the Daughter with the polarization ∼ sin 2φ�. The decays also give
rise to higher mode of harmonics to the TLPs of the Daughter, that is, sin 4φ� and
cos 4φ�, even though the primary ones of the Mother are only to 2φH harmonics. As
both h1 and g1 vanish for primary � with pz∗ = 0, we arrive at a conclusion: only
even-time harmonics of φ� are relevant to midrapidity � polarizations, even after
collecting the feed-downs from the strong and EM decays of the primary Mothers.

In weak decay, the previous polarization transfer pattern (10.91) remains impor-
tant with the coefficients defined as A = γw/4 and B = (1 − γw)/4 now. However,
more terms are involved inweak decay, that is, the αw- and βw-dependent terms listed
in Table 10.1. The αw term is irrelevant to the initial polarization of the Mother, and
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the contributions to the transverse and longitudinal components of the MSV of the
Daughter can be given directly as

Sαw
�x (p∗) = αw

2
sin θ∗ cosψ cosφ�,

Sαw
�y(p∗) = αw

2
sin θ∗ cosψ sin φ�,

Sαw
�z(p∗) = 0. (10.94)

The explicit forms for the corresponding contributions from the βw term are

Sβw
�x (p∗) = βw

(
SH∗y cos θ∗ − SH∗z sin φ∗ sin θ∗

)
,

Sβw
�y(p∗) = βw

(
SH∗z cosφ∗ sin θ∗ − SH∗x cos θ∗

)
,

Sβw
�z(p∗) = βw

(
SH∗x sin φ∗ sin θ∗ − SH∗y cosφ∗ sin θ∗

)
. (10.95)

Then, by following a similar procedure as that for the strong and EM decays, the
terms giving rise to finite contributions are just

Sβw
�x (p∗) = βw

4

[
(− f2F +

1 sin θ∗ + g1C cos θ∗) cosφ� + f2F −
1 sin θ∗ cos 3φ�

]
,

Sβw
�y(p∗) = βw

4

[
( f2F +

1 sin θ∗ − h1C cos θ∗) sin φ� + f2F −
1 sin θ∗ sin 3φ�

]
,

Sβw
�z(p∗) = βw

4
sin θ∗(l−2 F +

1 cosφ� − l+2 F −
1 cos 3φ�). (10.96)

Notice that αw and βw terms only give rise to odd-time harmonics of φ�, contrary
to the even ones in strong and EM decays.

Thus, by gathering (10.93),(10.94), and (10.96), the most general integrands for
the transverse and longitudinal components of the MSV of the Daughter fed-down
from a single decay in HICs are

S�i (p∗) = SPC
�i (p∗) + Sαw

�i (p∗) + Sβw
�i (p∗), i = x, y, z. (10.97)

For the transverse components of the � polarization, the βw contributions are much
less important than the αw ones because of the smallness of the polarization coef-
ficients h, g, and f , thus, they are suppressed in the following discussions. For
the longitudinal component, the βw term from weak decay breaks the pure sin 2φ�

polarization structure of the Daughter inherited from the strong and EM decays in
principle. However, for the specific case with � polarization, the relevant decay
parameters for �0 and �− are [20]:

α�0

w = −0.347, β�0

w = tan(0.366 ± 0.209)γ �0

w , γ �0

w = 0.85,

α�−
w = −0.392, β�−

w = tan(0.037 ± 0.014)γ �−
w , γ �−

w = 0.89.
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So β�−
w /γ �−

w = 0.037 ± 0.014 is very small and the breaking effect can be safely

neglected for the weak decay of �−; but β�0

w /γ �0

w = 0.158 − 0.648, the breaking
effect might be large for that of �0. If we assume |h2|, g2 � | f2|/2 which is always
true in HICs [2], the magnitudes of the integrated coefficients in front of cosφ�

and cos 3φ� are at least one order smaller than that of sin 2φ� for the largest ratio:
β�0

w /γ �0

w = 0.648. The reason can bewell understood by comparing the prefactors in
the integrands: Keeping only the dominantA-related term inF ±

1 , the ratios between
the prefactors are roughly

β�0

w

γ �0
w + (1 − γ �0

w ) cos2 θ∗
h2 ∓ g2
2 f2

sin θ∗ cosψ.

Then, they are double trigonometric functions suppressed especially by cosψ when
carrying out the integrations, besides the initial suppression by β�0

w /γ �0

w . Similar
comparisons can also be applied to the TLPs, thus, the contributions from βw term
will be neglected for � polarization in the following.

At sufficiently high energy, because of the approximate longitudinal boost invari-
ance, we expect all the functions g, h, and f in (10.82) to be very weakly dependent
on the rapidity YH . As a consequence, compared to the other rapidity-even func-
tions, the rapidity-odd functions h1 and g1 can be safely neglected as they vanish at
midrapidity YH = 0. Finally, by inserting (10.93) and (10.94) into (10.80), the total
transverse and longitudinal components of the MSV of� can be put in simple forms
as

S�x (pT�) = 1

2

(
HTot
1 (pT�) cosφ� + HTot

2 (pT�) sin 2φ� + HTot
4 (pT�) sin 4φ�

)

= 1

2

H∑

M=�

(
HM
1 (pT�) cosφ� + HM

2 (pT�) sin 2φ� + HM
4 (pT�) sin 4φ�

)

≡ 1

2

⎡

⎣R�p h2 sin 2φ�+
∑

H

RH

(
hH1 cosφ�+hH2 sin 2φ�+hH4 sin 4φ�

)
⎤

⎦ ,

hH1 (pT�) = αH
w

NH

∫

d	∗ n(pH )

∥
∥
∥
∥

∂pH
∂p∗

∥
∥
∥
∥ sin θ∗ cosψ,

hH2 (pT�) = 2

NH

∫

d	∗ n(pH )

∥
∥
∥
∥

∂pH
∂p∗

∥
∥
∥
∥

[
h2(p

T
H )FHA + BH g0(p

T
H ) sin2 θ∗ cos 2ψ

]
,

hH4 (pT�) = BH

NH

∫

d	∗ n(pH )

∥
∥
∥
∥

∂pH
∂p∗

∥
∥
∥
∥ l+2 (pTH )F−

2 sin2 θ∗, (10.98)

S�y (p
T
�) = 1

2

(
GTot
0 (pT�) + GTot

1 (pT�) sin φ� + GTot
2 (pT�) cos 2φ� + GTot

4 (pT�) cos 4φ�

)

= 1

2

H∑

M=�

(
GM
0 (pT�)+GM

1 (pT�) sin φ�+GM
2 (pT�) cos 2φ�+GM

4 (pT�) cos 4φ�

)

≡ 1

2

[
R�p (g0 + g2 cos 2φ�) +

∑

H

RH

(
gH0 + hH1 sin φ� + gH2 cos 2φ�

−hH4 cos 4φ�

)]
,

gH0 (pT�) = 1

NH

∫

d	∗ n(pH )

∥
∥
∥
∥

∂pH
∂p∗

∥
∥
∥
∥

[
2g0(p

T
H )FH + BH l−2 (pTH )F+

2 sin2 θ∗
]
,

gH2 (pT�) = 2

NH

∫

d	∗ n(pH )

∥
∥
∥
∥

∂pH
∂p∗

∥
∥
∥
∥

[
g2(p

T
H )FHA − BH g0(p

T
H ) sin2 θ∗ cos 2ψ

]
, (10.99)



10 Connecting Theory to Heavy Ion Experiment 339

S�z (p
T
�) = 1

2
FTot
2 (pT�) sin 2φ� = 1

2

⎡

⎣
H∑

M=�

FM
2 (pT�)

⎤

⎦ sin 2φ�

≡ 1

2

⎡

⎣R�p f2(p
T
�) +

∑

H

RH f H2 (pT�)

⎤

⎦ sin 2φ�,

f H2 (pT�) = 4

NH

∫

d	∗ n(pH )

∥
∥
∥
∥

∂pH
∂p∗

∥
∥
∥
∥ f2(p

T
H )
(
AH +BH cos2 θ∗

)
A (10.100)

with the normalization

NH =
∫

d	∗n(pH )

∥
∥
∥
∥
∂pH

∂p∗

∥
∥
∥
∥ .

Here, hH (pT�), gH (pT�) and f H (pT�) are the polarization transfer coefficients from
the Mother and R’s are the� number fractions from different contribution channels:
R�p primary and RH secondary.Due to the 2π -periodicity of all the componentswith
respect to φ�, we can fold the transverse ones S�x (pT�) once over the region φ� ∈
(−π/2, 3π/2) to (−π/2, π/2) and S�y(pT�) twice over the region φ� ∈ (0, 2π) to
(0, π/2), respectively. Then, all the trivial harmonics of φ� contributed from αH

w
terms will be removed from (10.98) and (10.99), and the even-time harmonics of
φ� can be explored in advance. For cascade decays, the evaluations of the MSV of
the last Daughter should be done step by step, that is, iterating (10.98), (10.99), and
(10.100) over and over until the Daughter we’re interested in. Take the EM decay
�0 → �γ , for example; we should first obtain the total polarization coefficients
for �0 including both the primary contributions and feed-downs from higher lying
resonances. Then, these total polarization coefficients, instead of the primary ones,
are used to evaluate the contribution of �0 decay to � polarization; see [1,9] for
numerical calculations.

10.6 Theoretical Predictions and Sign Puzzles

In this section, we perform numerical calculations by adopting (10.98), (10.99), and
(10.100), and compare the results with experimental measurements if available. In
[8], we just focused on themost important feed-down effects on the LLP of the�, that
is, from the strong and EM decay channels with the Mother H = �∗ and H = �0,
respectively. A more complete study of all decay channels had been performed in
[9] and the conclusion remains the same for LLP. As mentioned before, these two
parity conservative channels correspond to the decay types 3/2+ → 1/2+0− and
1/2+ → 1/2+1−, and the decay coefficients are, respectively,

A�∗ = 1/2, B�∗ = −1/4; A�0 = 0, B�0 = −1/4.

The fractions of primary and secondary� can be estimated bymeans of the statistical
hadronization model. At the hadronization temperature T = 164 MeV and baryon
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Fig. 10.2 Left panel: longitudinal polarization coefficients F2(pT�) of the �. Primary (�p) and
secondary (H = �∗, �0) components, weighted with the production fractions are shown together
with the resulting sum FTot

2 (pT�) (solid line). Right panel: comparison between the total polarization
coefficient FTot

2 (pT�) of the � and the one f2(pT�) of only primary � [3]

chemical potential of 30 MeV for
√
sNN = 200 GeV Au+Au collisions, they turn out

to be [19]:

R�p = 0.243, R�∗ = 0.359, R�0 = 0.275 ∗ 60%, (10.101)

where 60% is the contribution fraction from primary �0 and the left from higher
lying resonance decays is assumed to cancel out for simplicity. At this hadronization
temperature, the quantum statistics effects are negligible for all these particles, so the
Boltzmann distinguishable particle assumption adopted in Sect. 10.3 is an excellent
approximation.

To perform numerical evaluations for the longitudinal component of the MSV of
the Daughter (10.100), two ingredients are still unknown: the primary LLP prefactor
f2(pT ) and the momentum spectrum n(pH ). A precise fit to the data obtained in [1]
for f2(pT�) of the primary � yields

f2(p
T
�) =

[

−7.71
(
pT�
)2 + 3.32

(
pT�
)3 − 0.471

(
pT�
)4
]

× 10−3

with pT�’s unit “GeV”.As far asn(pH ) is concerned, it is plausible that the dependence
on its form is very mild, because it shows in both the numerator and denominator of
f H2 (pT�). For the purpose of approximate calculations, we have assumed a spectrum
of the following form [8]:

n(pH ) ∝ 1

cosh YH
e−mT

H /Ts = mT
H

εH
e−mT

H /Ts , (10.102)

where Ts is a phenomenological parameter describing the slope of the transverse
momentumspectrum. It hadbeen checked that thefinal results are almost independent
of Ts within a realistic range: Ts = 0.2 − 0.8 GeV.

The relevant polarization prefactors FM
2 (pT�) for primary and secondary decay

components and the total FTot
2 (pT�) are shown together in Fig. 10.2, and the associ-

ated LLP features are illuminated in Fig. 10.3 where we choose pT� = 2 GeV as an
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Fig. 10.3 Left panel: the azimuthal angle dependence of the longitudinal polarization Pz =
S�z(pT�)/S = 2S�z(pT�) of the �. Primary (�p) and secondary (H = �∗, �0) components,
weightedwith the production fractions are shown together with the resulting sum (solid line) at fixed
transverse momentum pT� = 2 GeV and slope parameter Ts = 0.3 GeV. Right panel: comparison
between the total polarization profile of the � and that of only primary � [3]

example. As expected from the polarization transfer coefficients list in Table 10.1
and the fractions in (10.101), the strong and EM decays give large positive and small
negative feedbacks to the primary � polarization, respectively; see the left panel in
Fig. 10.2. It happens that FTot

2 (pT�) is close to the primary f2(pT�) and only slightly
suppressed in large pT� region; see the right panel in Fig. 10.2. In principle, there are
also feedbacks from EM decay of secondary �0 and weak decays of �’s (positive),
but their weights in � productions are quite limited and definitely not able to flip the
sign of f2(pT�) in Fig. 10.2; see the results presented in [9]. Compared to the theo-
retical predictions for the LLP profiles in Fig. 10.3, the experimental measurements
nicely verified the sin 2φ� feature but with an opposite sign [6,7]; see Fig. 10.4 for
both � and �̄ polarizations. We’d like to point out that this contradiction is not due
to different conventions of the coordinate system in the theoretical and experimental
studies. It is a real sign puzzle because the experimental measurements follow the
same sign as that given by the differential of elliptic flow: −∂φv2(φ) [6,7] but the
theoretical predictions give opposite sign due to the negative prefactor dT /dτ [3]. Of
course, this statement bases on the fact that the model calculations could well repro-
duce the elliptic flows measured in HICs; see hydrodynamic [23] and AMPT [24]
simulations for example.

For the TLPs, radial component Pr was discovered mainly due to the parity-
violating effect from weak decays [9]. According to (10.98) and (10.99), the
radial polarization of � should be approximately proportional to α�

w R� with
R� ∼ 15% [9]. The results are shown in Fig. 10.5 for pT� = 2 GeV, where the
− cosφ� and − sin φ� features are just inherited from the sign of αw; see [9] for
more realistic calculations. Now getting rid of the spontaneous radial polarization,
we focus on the folded TLPs with the feed-down effect of the form (10.93). First
of all, the folded results for SPC

�x (pT�) are studied and shown in Fig. 10.6, where
very nice 2φ� harmonics can be identified. The higher harmonic ∼ sin 4φ� van-
ishes here because the chosen parameters satisfy h2 + g2 = 0 and we’ve checked
that this contribution is very weak even for g2 = h2 = − f2/4.
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Fig. 10.4 The experimental
measurements of the
longitudinal local
polarizations of � and �̄

hyperons as functions of the
azimuthal angle φ relative to
the second-order event plane
�2 for 20% − 60% centrality
bin in

√
sNN = 200GeV

Au+Au collisions [6,7].
Solid lines show the fit with
the function sin(2(φ − �2))

Fig. 10.5 The radial
polarizations Px

r (red dashed
line) and Py

r (blue dotted
line) of the � as functions of
the azimuthal angle at fixed
transverse momentum
pT� = 2 GeV. Only the
dominate αw term is adopted
for illumination

For the more involved TLP SPC
�y (pT�), the comparison between theoretical predic-

tions for pT� = 2 GeV and experimental measurements is illuminated in Fig. 10.7.
Due to different conventions for the y-axis, the polarization −Py predicted in the
theoretical study corresponds to PH measured in experiments. Then, we immediately
find that the signs of the azimuthal angle averaged−Py and the global PH are consis-
tent with each other, which just follow that of the total angular momentum. However,
the relative magnitudes between the in-plane (φ� = 0) and out-plane (φ� = π/2)
polarizations are opposite in the theoretical and experimental studies. The theoretical
profile originates from the opposite signs between g0 and g2 as discussed in (10.83)
and the feed-down effect from the Mothers would not change that; see also [9]. So,
this is another sign puzzle in � polarization and definitely rules out the naive guess
that the contradictions between theoretical and experimental results are only due to
different conventions of the coordinate system.

As indicated in (10.93), secondary decays can give rise to 4φ� harmonic of
� polarization along the total angular momentum even though only up to 2φH

harmonics of the primary Mother polarizations are considered. Similar to SPC
�x (pT�),

this higher harmonic vanishes in the left panel of Fig. 10.7 because of the choice
h2 + g2 = 0 and this contribution is still very weak even for g2 = h2 = − f2/4. We
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Fig. 10.6 The azimuthal angle dependence of the folded transverse polarization Px = 2S�x (pT�)

of the �. The parameters and denotations are the same as Fig. 10.7

Fig.10.7 Left panel: the azimuthal angle dependence of the folded polarization along total angular
momentum Py = 2S�z(pT�) of the �. The parameters and denotations are the same as Fig. 10.3,
and we choose g0 = −0.004 and g2 = −h2 = − f2/4 according to the simulations in [2]. Right
panel: the experimental measurements of the polarizations of � and �̄ hyperons as functions of
the azimuthal angle φ relative to the first-order event plane � for 20% − −50% centrality bin
in

√
sNN = 200GeV Au+Au collisions [6]. Solid and dotted lines show the fits with even cosine

harmonics up to quadruple and double angles, respectively

give the best fits to the experimental data in the right panel of Fig. 10.7: Though the
fit with up to 4φ� harmonics has more advantage to reproduce the central values,
the fit with up to 2φ� harmonics is also consistent with the data within error bars.

We conclude that while the theoretical predictions and the experimental measure-
ments are consistent with each other for the global polarization of �, the azimuthal
angle dependences for either the longitudinal and transverse polarizations give oppo-
site signs. Though the component SPC

�x (pT�) has not been measured in experiments,
we expect the sign to be also opposite to the theoretical one, which then shares the
same origin as the previous sign puzzles. Taking into account the feed-down effect
of higher lying hyperon decays [8,9], the final amplitudes of the 2φ� harmonics are
almost the same as that given by the primary �. Thus, sign flips are still impossible
even after taking into account the contributions from resonance decays. Compared
to the global polarization, the local polarizations always involve the thermal vortic-
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ity with time component (TVWTC) [2,3], so the answers to the sign puzzles might
be closely related to this component. Actually, several definitions of vorticity [21]
including “thermal”, “kinematic”, and “temperature” ones are compared in [22]:
The kinematic one gives the same signs as the thermal one which indicates the over-
whelming role of VWTC, while the temperature one gives the correct signs as the
experiments because its dependence on temperature is inverse to that of thermal one.
Besides, getting rid of the TVWTC, the sign was found to be consistent with exper-
imental measurements for the LLP of � [5,7]. In this models, the opposite effects
seem to be simply originated from the opposite contributions of�01,�02 (< 0), and
�12 (> 0) to the MSV of the hyperons in the last equality of (10.45). However, even
the hydrodynamic simulations, following the non-relativistic definition of vorticity,
don’t give the same sign as the experimental measurement. Thus, the reason is not so
trivial. We have a better proposal: It might be the higher order derivative corrections
to the commonly adopted thermal vorticity that change the whole features.

Appendix 1 Lorentz Boost and Jacobian Determinant

In this Appendix, we demonstrate details to derive (10.79) and (10.81) shown in
Sect. 10.5. As mentioned in the context, pμ

� = (ε�,p�) and pμ∗ = (ε�∗, p∗) are
the four-momenta of � in the QGP frame and Mother’s rest frame, respectively, and
pμ
H = (εH ,pH ) the four-momentum of theMother in QGPF. The pure Lorentz boost

transforming the momentum of � from QGPF to MRF reads

ε�∗ = γH (ε� − vH · p�), (10.103)

p∗ = p� +
(

γH − 1

v2H
vH · p� − γH ε�

)

vH , (10.104)

where vH = pH/εH is the velocity of theMother and γH = εH/mH the correspond-
ing Lorentz factor. Hence, the explicit forms of (10.103) and (10.104) are

ε�∗ = 1

mH
(εHε� − pH · p�), (10.105)

p∗ = p� +
[

pH · p�

mH (εH + mH )
− ε�

mH

]

pH , (10.106)

then the expression of pH · p� from (10.105) can be substituted into (10.106) to get

p∗ = p� +
[
εHε� − mHε�∗
mH (εH + mH )

− ε�

mH

]

pH = p� − ε�∗ + ε�

εH + mH
pH . (10.107)

Moving p� to the left-hand side of (10.107) and take square of both sides, we have

(p∗ − p�)2 = (ε�∗ + ε�)2

(εH + mH )2
p2H = εH − mH

εH + mH
(ε�∗ + ε�)2, (10.108)
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which then gives the energy of the Mother in terms of the energy-momenta of the
Daughter as

εH = mH
(ε�∗ + ε�)2 + (p∗ − p�)2

(ε�∗ + ε�)2 − (p∗ − p�)2
. (10.109)

By substituting (10.109) back into (10.107), the final expression for the momentum
of the Mother follows directly

pH = 2mH
ε+p−

ε2+ − p2−
with ε+ = ε� + ε�∗, p− = p� − p∗. (10.110)

Now, the above equation (10.110) can be easily adopted to alter the integration
variable involved in (10.78) from pH to p∗ by fixing p�. The Jacobian matrix of the
transformation can be evaluated as

∂pHi

∂p∗ j
= 2mH

ε2+ − p2−

{[

p−,i
p∗ j
ε�∗

− ε+δi j

]

− 2ε+p−,i

ε2+ − p2−

[

ε+
p∗ j
ε�∗

+ p−, j

]}

(10.111)
for i, j = x, y, z, and the determinant follows directly after some algebraic manip-
ulations:

∣
∣
∣
∣
∂pH

∂p∗

∣
∣
∣
∣ = 4m3

Hε2+(ε2+ + p2−)

ε�∗(ε2+ − p2−)3
. (10.112)

Appendix 2 Integrands for the Transverse and Longitudinal
Polarizations

Herein, we work out the integrands for the evaluations of the transverse and lon-
gitudinal components of the mean spin vector, fed down from the strong and EM
decays. Taking the most complicated component SPC

�y (p∗), along the total angular
momentum, for example, inserting (10.82) into the second equation of (10.92) gives

SPC�y (p∗) = 2(g0 + g1 cosφH + g2 cos 2φH )
(
A + B sin2 φ∗ sin2 θ∗

)
+ B

(
f2 sin 2φH

sin φ∗ sin 2θ∗ + (h1 sin φH + h2 sin 2φH ) sin 2φ∗ sin2 θ∗
)
. (10.113)

Because h1(PT , YH ) and g1(PT , YH ) are odd functions of YH thus also of “cos θ∗”
and all the trigonometric functions of the Mother in (10.85) are even functions of
“cos θ∗”, the terms proportional to h1 and g1 do not contribute at all after integrating
over θ∗. Likewise, the term proportional to f2(PT , YH ), which is an even function
of “cos θ∗”, vanishes upon integration over θ∗ because the function sin 2θ∗ is odd.
So we are left with

SPC�y (p∗) = (g0 + g2 cos 2φH )
(
F − B cos 2φ∗ sin2 θ∗

)
+ B h2 sin 2φH sin 2φ∗ sin2 θ∗, (10.114)

where F = 2A + B sin2 θ∗.
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Inserting (10.85) and replacing φ∗ by φ� + ψ , (10.114) becomes explicitly

[g0+g2(A cos 2φ�−B sin 2φ�)]
[
F−B(cos 2φ� cos 2ψ−sin 2φ� sin 2ψ) sin2 θ∗

]

+B h2(A sin 2φ� + B cos 2φ�)(cos 2φ� sin 2ψ + sin 2φ� cos 2ψ) sin2 θ∗. (10.115)

Remember that any terms that are odd functions of “cos θ∗” or ψ vanish after solid
angle integrations. Thus, by taking into account the even-oddness of the relevant
functions listed in Table 10.2, the following terms are left:

(g0+g2A cos 2φ�)(F−B cos 2φ� cos 2ψ sin2 θ∗)−g2BB sin2 2φ� sin 2ψ sin2 θ∗
+Bh2(A sin2 2φ� cos 2ψ + B cos2 2φ� sin 2ψ) sin2 θ∗. (10.116)

Finally, we adopt the double-angle relationships for the trigonometric functions:

cos2 x = 1

2
(cos 2x + 1), sin2 x = 1

2
(− cos 2x + 1)

to put the result (10.116) in harmonics of φ�:

SPC
�y (p∗) =

[

g0F + B

2
(h2 − g2)(A cos 2ψ + B sin 2ψ) sin2 θ∗

]

−(g0B cos 2ψ sin2 θ∗ − g2FA) cos 2φ�

− B

2
(h2 + g2)(A cos 2ψ − B sin 2ψ) sin2 θ∗ cos 4φ�.(10.117)

One finds that h2 and g2 terms give rise to contributions to both global and 4φ�

harmonic modes for the TLP Py .
Similarly, h1, g1 and f2 do not contribute to the TLP Px because the relevant

terms in the integrand SPC
�x (p∗) are also odd functions of “cos θ∗”. So by combining

(10.82) and (10.85) with the first equation in (10.92), the integrand is explicitly

SPC
�x (p∗) = h2(A sin 2φ� + B cos 2φ�)

(
F + B cos 2φ∗ sin2 θ∗

)

+B[g0 + g2(A cos 2φ� − B sin 2φ�)] sin 2φ∗ sin2 θ∗,(10.118)

which becomes

h2

[

A sin 2φ�

(
F + B cos 2ψ cos 2φ� sin2 θ∗

)
− B

2
B sin 2ψ sin 4φ� sin2 θ∗

]

+B

[

(g0 + g2A cos 2φ�) cos 2ψ sin 2φ� − g2
B
2
sin 4φ� sin 2ψ

]

sin2 θ∗(10.119)

after replacing φ∗ by φ� + ψ . And the double-angle relationships give

SPC
�x (p∗) = (h2FA + g0B cos 2ψ sin2 θ∗) sin 2φ�

+ B

2
(h2 + g2)(A cos 2ψ − B sin 2ψ) sin2 θ∗ sin 4φ�,(10.120)
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where we recognize that the coefficient of the 4φ� harmonic is opposite to that of
SPC
�y (p∗).
For the longitudinal component, g0, g2, and h2 do not contribute because the

relevant terms in the integrand SPC
�z (p∗) are also odd functions of “cos θ∗”. So by

combining (10.82) and (10.85) with the third equation in (10.92), the integrand is
explicitly

SPC�z (p∗) = 2 f2(A sin 2φ�+B cos 2φ�)
(
A+B cos2 θ∗

)
+B[h1(C sin φ�+D cosφ�)

cosφ∗ + g1(C cosφ� − D sin φ�) sin φ∗] sin 2θ∗, (10.121)

which becomes

SPC�z (p∗) =
[

2 f2A
(
A+B cos2 θ∗

)
+ B

2
(h1 + g1)(C cosψ−D sinψ) sin 2θ∗

]

sin 2φ� (10.122)

after replacing φ∗ by φ� + ψ . Note that the LLP keeps the same harmonic as the
primary one without any other mixing, that is, ∼ sin 2φ�.

References

1. Becattini, F., Karpenko, I., Lisa, M., Upsal, I., Voloshin, S.: Global hyperon polarization at local
thermodynamic equilibrium with vorticity, magnetic field and feed-down. Phys. Rev. C 95(5),
054902 (2017)

2. Karpenko I., Becattini F.: Studyof�polarization in relativistic nuclear collisions at
√
sNN = 7.7

-200 GeV. Eur. Phys. J. C 77(4), 213 (2017)
3. Becattini, F., Karpenko, I.: Collective longitudinal polarization in relativistic heavy-ion colli-

sions at very high energy. Phys. Rev. Lett. 120(1), 012302 (2018)
4. Xia, X.L., Li, H., Tang, Z.B., Wang, Q.: Probing vorticity structure in heavy-ion collisions by

local � polarization. Phys. Rev. C 98, (2018)
5. Florkowski, W., Kumar, A., Ryblewski, R., Mazeliauskas, A.: Longitudinal spin polarization

in a thermal model. Phys. Rev. C 100, 054907 (2019)
6. Niida, T.: [STAR Collaboration]: Global and local polarization of � hyperons in Au+Au col-

lisions at 200 GeV from STAR. Nucl. Phys. A 982, 511 (2019)
7. Adam, J., et al.: [STARCollaboration]: Polarization of� (�̄) hyperons along the beamdirection

in Au+Au collisions at
√
sNN = 200 GeV. Phys. Rev. Lett. 123, 132301 (2019)

8. Becattini, F., Cao, G., Speranza, E.: Polarization transfer in hyperon decays and its effect in
relativistic nuclear collisions. Eur. Phys. J. C 79(9), 741 (2019)

9. Xia, X.L., Li, H., Huang, X.G., Huang, H.Z: Feed-down effect on � spin polarization. Phys.
Rev. C 100, 014913 (2019)

10. Moussa, P., Stora, R.: Angular analysis of elementary particle reactions. In: Proceedings of
the 1966 International School on Elementary Particles, Hercegnovi. Gordon and Breach, New
York/London (1968)

11. Weinberg, S.: The Quantum Theory of Fields, vol. I. Cambridge University Press, Cambridge
(1995)

12. Tung, W.K.: Group Theory in Physics. World Scientific, Singapore (1985)
13. Chung, S.U.: Spin Formalisms. BNL preprint Report No. BNLQGS- 02-0900. Brookhaven

National Laboratory, Upton, 2008. Updated version of CERN 71-8
14. Cha, M.H., Sucher, J.: Phys. Rev. 140, B668 (1965)
15. Armenteros, R., et al.: Nucl. Phys. B 21, 15 (1970)
16. Lin, Qg, Ka, X.L.: On the correction to an operator formula. Coll. Phys. 21(12) (2002)



348 G.Cao and I. Karpenko

17. Leader, E.: Spin in Particle Physics. Cambridge University Press, Cambridge (2001)
18. Kim, J., Lee, J., Shim, J.S., Song, H.S.: Polarization effects in spin 3/2 hyperon decay. Phys.

Rev. D 46, 1060 (1992)
19. Becattini, F., Steinheimer, J., Stock, R., Bleicher, M.: Hadronization conditions in relativistic

nuclear collisions and the QCD pseudo-critical line. Phys. Lett. B 764, 241 (2017)
20. Tanabashi, M., et al.: [Particle Data Group]: Review of particle physics. Phys. Rev. D 98(3),

030001 (2018)
21. Becattini F., et al.: A study of vorticity formation in high energy nuclear collisions. Eur. Phys.

J. C 75(9), 406 (2015)
22. Wu, H.Z., Pang, L.G., Huang, X.G., Wang, Q.: Local spin polarization in high energy heavy

ion collisions. Phys. Rev. Res. 1, 033058 (2019)
23. Kolb, P.F., Huovinen, P., Heinz, U.W., Heiselberg, H.: Elliptic flow at SPS and RHIC: from

kinetic transport to hydrodynamics. Phys. Lett. B 500, 232 (2001)
24. Lin, Zw, Ko, C.M.: Partonic effects on the elliptic flow at RHIC. Phys. Rev. C 65, 034904

(2002)



11QCDPhase StructureUnder Rotation

Hao-Lei Chen, Xu-Guang Huang and Jinfeng Liao

Abstract

We give an introduction to the phase structure of QCDmatter under rotation based
on effective four-fermion models. The effects of the magnetic field on the rotating
QCD matter are also explored. Recent developments along these directions are
overviewed, with special emphasis on the chiral phase transition. The rotational
effects on pion condensation and color superconductivity are also discussed.

11.1 Introduction

Exploration of the phase structure of quantum chromodynamics (QCD) is one of the
most active researching frontiers of nuclear physics. In the past, most of the attention
has been paid to the phase diagram in the plane of temperature T and baryon den-
sity or baryon chemical potential μB . At low temperature and low baryon chemical
potential, the QCD matter is in a confined hadronic phase where the (approximate)
chiral symmetry of QCD Lagrangian is spontaneously broken. With increasing tem-
perature, QCD undergoes a transition from the hadronic matter to a deconfined and
chirally symmetric state of quarks and gluons usually called the quark–gluon plasma
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Fig.11.1 A schematic phase diagram ofQCDmatter in the 3-dimensional parameter space spanned
by the temperature−baryon chemical potential−rotation axes

(QGP). At zero μB , this transition is not a true phase transition (i.e. without ther-
modynamic singularity) but a rapid crossover with the crossover region determined
roughly by the confinement scale �QCD ∼ 200 MeV. However, at finite μB , many
model studies and theoretical arguments suggest that the restoration of chiral sym-
metry should occur via a first-order phase transition. The experimental search of
the first-order phase transition at finite μB and its end point (i.e. the QCD critical
end point) is one of the main goals of the RHIC beam energy scan program. At
low T but very high μB , QCD is possibly in a color superconducting phase. This
is confirmed at asymptotically high μB where the perturbative calculation shows
that the ground state of QCD is a color–flavor-locking superconducting phase. At
moderate μB , we lack a first-principle calculation and the model studies suggest a
series of possible color superconducting phases as well as other exotic phases. See,
e.g. Ref. [1] for review on QCD phase structure in the T − μB plane, Ref. [2] on
color superconductivity, and Ref. [3] on the QCD critical end point and its exper-
imental search. A schematic phase structure of QCD matter is shown in Fig. 11.1
where, in addition to the usual temperature- and baryon chemical-potential axes, a
new dimension of finite global rotation is introduced. It is the influence of rotation
on the QCD phase structures that is an emerging new direction of study and the main
topic of our discussion.

The effects of the magnetic field on QCD phase structure have attracted a lot of
interest in the past fewdecades.On the one hand, this is because the interplay between
quantum electrodynamics (QED) and QCD proposes novel and interesting theoreti-
cal problems. On the other hand, this is also because strongmagnetic fields do exist in
a wide range of physical systems usually governed by QCD physics, e.g. the neutron
stars and heavy-ion collision experiments. Recent theoretical studies have shown that
the heavy-ion collisions generate the strongest magnetic fields (of the order ofm2

π ) in
the current universe; see reviews [4–6] and references therein. One remarkable con-
sequence of the magnetic field is the magnetic catalysis of chiral condensate at zero
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temperature [7,8]. Namely, the chiral condensate 〈ψ̄ψ〉(B) is generally enhanced
compared with 〈ψ̄ψ〉(0) at T = 0 where B is an external magnetic field. This is
understood as a result of the dimensional reduction of charged-fermion dynamics
in a strong magnetic field. Surprisingly, the lattice QCD simulations revealed that
the critical temperature for chiral phase transition of QCD is not enhanced but sup-
pressed by the magnetic field [9,10]. This abnormal phenomenon is dubbed by the
inverse magnetic catalysis and is not fully understood yet. For reviews about the
magnetic effects on QCD phase structure, see Refs. [11,12].

Recently, various properties of rotating QCD matter have become a new topic
under active investigations. This was first inspired by the analogy between rota-
tion and magnetic field. There is also a strong motivation from the discovery of
extremely strong fluid vorticity structures (i.e. the local angular velocity or rotating
frequency) in heavy-ion collisionswhere both experiments [13–15] and theories (see,
e.g. Refs. [16–19]) find that the typical strength of the vorticity is about 1021 − 1022

s−1 (or tens of MeV) which may strongly influence the QCD matter. Furthermore,
the rapidly rotating pulsars (neutron stars) provide another example of rotating QCD
system, though the angular velocity is much smaller than the vorticity found in
heavy-ion collisions. The rotation or fluid vorticity can polarize spin and thus induce
a number of spin-related quantum phenomena. For example, it can induce a parity
violating current called the chiral vortical effect (CVE) [20–23], which is analogous
to an effect (chiral magnetic effect) induced by magnetic field [24,25]. It can also
lead to detectable global polarization of hadrons with nonzero spin (e.g. � hyperons
and vector mesons) in heavy-ion collisions [26–32].

It is quite natural to ask what are the influences of rotation on the QCD phase
structure. This is, however, a hard question to answer, as the QCD phase transitions
involve non-perturbative dynamics in general and the rotation further complicates the
problem. (A lattice simulation of QCD in the rotating frame was given in Ref. [33],
though the phase structure was not discussed.) In recent years, this question has been
extensively studied by using effective models with quarks or hadrons as dynamic
degrees of freedom [34–51]. It is found that in a uniformly rotating system at finite
temperature, density, and magnetic field, angular velocity plays a role of an effective
chemical potential for the angular momentum and its presence suppresses the spin-0
pairing of quarks [34,35,44]. It is also confirmed that such a uniformly rotational
effect on thermodynamics is invisible at zero temperature and density [36,38,39].
For non-uniform rotation, even the ground state can be affected by the presence of
rotation and exhibit a vortex structure under sufficiently rapid rotation [45].

Another very interesting question is the QCD phase structure when there are both
rotation andmagnetic field. Note that in both the heavy-ion collisions and the neutron
stars, the strong rotation is accompanied by strong magnetic fields. Experimental
measurements, showing a small difference between the hyperon and anti-hyperon
spin polarization, are also indicative of the magnetic field and vorticity in a parallel
configuration [52–54]. With a concurrent magnetic field, the rotation is found to
create an even richer phase structure. For example, by using theNambu–Jona-Lasinio
(NJL) model, it was shown that under strong rotation the chiral condensate decreases
with increasing magnetic field and eventually the chiral symmetry is restored. This
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phenomenon is named the “rotational magnetic inhibition” as it is an analogy to
the magnetic inhibition phenomenon in the finite density system [34]. These studies
suggest a phase diagram of QCD in temperature-baryon chemical potential-rotation
space as illustrated in Fig. 11.1, which we shall explain in the subsequent sections.

In the following, we start with an introduction to the rotating frame and the
thermodynamic potential of the NJL model in the rotating frame with or without the
presence of a parallel magnetic field. We then discuss the effects of the rotation with
or without a parallel magnetic field on chiral condensate as well as on other types of
scalar condensates. We use the natural unit with � = c = kB = 1.

11.2 Rotating Frame

Let us consider a cylindrical system which is rigidly rotating with angular velocity
� (� > 0) in the inertial laboratory frame �′ with the vector basis (∂̂t ′ , ∂̂x ′ , ∂̂y′ , ∂̂z′).
The Minkowski metric is

ημν = ημν = diag(1, −1,−1, −1). (11.1)

We can go to the non-inertial rotating frame� through the coordinate transformation
(we assume the rotating axis is along the z-axis)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x ′ = x cos�t − y sin�t

y′ = x sin�t + y cos�t

z′ = z

t ′ = t

. (11.2)

From the coordinate transformation, it is easy to get the line element in the rotating
frame

ds2 = ημνdx
′μdx ′ν = gμνdx

μdxν = (1 − �2r2)dt2 + 2�ydxdt − 2�xdydt − dx2 − dy2 − dz2,
(11.3)

where r = √x2 + y2. Thus the metric of the rotating frame is

gμν =

⎛

⎜
⎜
⎝

1 − �2r2 �y −�x 0
�y −1 0 0

−�x 0 −1 0
0 0 0 −1

⎞

⎟
⎟
⎠ . (11.4)

The Christoffel symbol is given by


β
μν = 1

2
gβσ (∂μgσν + ∂νgσμ − ∂σ gμν), (11.5)

and the nonzero components are


x
tt = −x�2, 
x

ty = 
x
yt = −�, 


y
tt = −y�2, 


y
tx = 


y
xt = �. (11.6)
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The Riemann curvature is identically zero.
The Lagrangian density of a complex scalar field in curved spacetime1 is

L = √−g[|Dμφ|2 − (m2 + ξ R)|φ|2] = −φ∗
[

1√−g
Dμ(

√−ggμνDνφ) + (m2 + ξ R)φ

]

,

(11.7)
where m is the mass of the field, g is the determinant of gμν , and ξ represents the
coupling of the field with the Ricci curvature R which is 0 in the rotating frame.
Dμ = ∂μ + iq Aμ is the covariant derivative with q the charge and Aμ the U (1)
gauge field. Note that the vector field should transform as Aμ(x)dxμ = A′

μ(x ′)dx ′μ
under coordinate transformation. The Klein–Gordon equation can be derived from
the Lagrangian density by the Euler–Lagrangian equation (for R = 0),

1√−g
Dμ(

√−ggμνDνφ) + m2φ = 0. (11.8)

In order to discuss the spinor field in curved spacetime, it is convenient to use the
vierbein formalism [55,56]. The Dirac equation of free fermion in curved spacetime
is

[iγ μ(∂μ + iq Aμ + 
μ) − m]ψ(x) = 0, (11.9)

where γ μ = eμ
i γ i , eμ

i is the vierbein, which satisfies gμν = eiμe
j
νηi j , and 
μ is the

spin connection given by


μ = − i

4
ωμi jσ

i j ,

ωμi j = gαβe
α
i (∂μe

β
j + 
β

μνe
ν
j ),

σ i j = i

2
[γ i , γ j ].

(11.10)

The Greek and the Latin letters denote the indices in coordinate and tangent (local
Miknowski) spaces, respectively.

In the following, we will adopt

et0 = ex1 = ey2 = ez3 = 1 , ex0 = y� , ey0 = −x� , (11.11)

and other components are zero. From Eq. (11.10), it is straightforward to get the only
nonzero spin connection


t = −i�σ 12. (11.12)

1To specify the terminology, any non-Minkowski metric with either zero or nonzero Riemann
curvature is referred to as a “curved spacetime”.
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11.3 Nambu–Jona-Lasinio Model

The Nambu–Jona-Lasinio (NJL) model is a four-fermion model which is commonly
used as a low-energy effective model of QCD [57–59]. In curved spacetime, the NJL
Lagrangian is

LNJL = ψ̄(iγ μ∇μ − m0)ψ + G

2
[(ψ̄ψ)2 + (ψ̄iγ 5τψ)2], (11.13)

where ψ is the fermion field (representing the quarks), ∇μ = ∂μ + i Q̂ Aμ + 
μ is
the covariant derivative, Q̂ is the charge matrix in the flavor space, G is the coupling
constant, and τ is the generator of the flavor group. For one flavor NJL model, τ is
just 1. For the two-flavor NJLmodel, τ should be the Pauli matrices of isospin SU (2)
group. In case that the quark current mass m0 = 0, the NJL model has also chiral
symmetry so that its symmetry group is SUR(2) ⊗ SUL(2) ⊗UB(1), the same as
that for QCD with two flavor quarks. When m0 
= 0 but small, the NJL model has
an approximate chiral symmetry. Besides, the gauge color SU (Nc) symmetry can
be trivially assigned to Lagrangian (11.13) as an additional global symmetry. The
generating functional of the NJL model (with vanishing sources) is

Z =
∫

D[ψ̄, ψ] exp
(

i
∫

d4x
√−gLNJL

)

=
∫

D[ψ̄, ψ, σ, π ] exp
{

i
∫

d4x
√−g

[

ψ̄(iγ μ∇μ − m − iγ 5π · τ)ψ − σ 2 + π2

2G

]}

,

(11.14)
wherem = m0 + σ . In the second line,wehaveperformed theHubbard–Stratonovich
transformation by introducing an auxiliary scalar field σ and Nπ pseudoscalar fields
π (Nπ is the number of the generators τ of the flavor group, e.g. Nπ = 3 for the
two-flavor case). In the rest of this chapter, unless otherwise stated, we will consider
only the rotating frame so that the metric is given by Eq. (11.4) and g = −1. Under
mean field approximation, the one-loop effective action is


 = 1

i
ln Z = −

∫

d4x
σ 2 + π2

2G
+ 1

i
ln det(iγ μ∇μ − m − iγ 5π · τ ). (11.15)

If we further assume that σ and π are constant, the second term can be evaluated as

1

i
ln det(iγ μ∇μ − m − iγ 5π · τ ) = 1

2i
Tr ln[−(i∂t )

2 + Ĥ2]

=
∫

dt
∫

dp0
2π

∑

{ξ}

1

2i
ln[−p20 + ε2{ξ}]

(11.16)

where

Ĥ = −iγ 0γ x∇x − iγ 0γ y∇y − iγ 0γ z∇z + mγ 0 + iγ 0γ 5π · τ + Q̂ At − i
t ,

(11.17)
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which we assume to be time independent, i.e. [Ĥ , i∂t ] = 0, ε{ξ} is the eigenvalue
of Ĥ with a set of quantum number {ξ}, and p0 is the eigenvalue of i∂t . Then by
employing Matsubara formalism

t → −iτ, p0 → iωn = i2π
1

β

(

n + 1

2

)

,

∫
dp0
2π

→ i

β

∑

n

, (11.18)

where β = 1/T with T the temperature, we can obtain the thermodynamic potential

Veff = −i
1

βV

 = σ 2 + π2

2G
−
∑

{ξ}

[
ε{ξ}
2

+ 1

β
ln(1 + e−βε{ξ})

]

. (11.19)

By minimizing the thermodynamic potential with respect to σ and π , we can get the
gap equations

∂Veff
∂σ

= 0,
∂Veff
∂π

= 0. (11.20)

The stable thermodynamic state is given by the solution of the gap equations asso-
ciated with the global minimum of Veff .

The above procedure can be easily modified to allow the condensates σ and π

to be inhomogeneous in space. But in this case Ĥ is technically very hard to be
diagonalized, so we have to adopt certain approximation or perturbative expansion
during the calculation. One approximation scheme is the local density approximation
which assumes that the derivative of the condensate is negligible compared to the
condensate itself (∂σ � σ 2 or more precisely ∂nσ � σ n+1 with n > 0; similarly
for π ) so that we can treat the condensates as constant in solving the eigenvalue
problem. Then Eq. (11.16) is changed to

1

2i

∫

d4x
∫

dp0
2π

∑

{ξ}
ln[−(p0)

2 + ε2{ξ}(x)]�†
{ξ}�{ξ}, (11.21)

where �{ξ} is the eigenfunction of Ĥ under the local density approximation. The
thermodynamic potential is accordingly changed to

Veff = 1

βV

∫

d4xE

{
σ 2 + π2

2G
−
∑

{ξ}

[
ε{ξ}
2

+ 1

β
ln(1 + e−βε{ξ})

]

�
†
{ξ}�{ξ}

}

,

(11.22)
where xμ

E is the Euclidean coordinate with compact time direction that is used in the
Matsubara formalism. The gap equations are still given by Eq. (11.20).
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11.4 Rotating FermionsWithout Boundary

In this section, we will ignore the background gauge field and focus on the effect of
rotation only. A uniformly rotating system must be finite so that the causality con-
dition �R � 1 (with R the transverse size of the system) is satisfied. This requires
appropriate boundary conditions when solving the eigenvalue problem for Ĥ . How-
ever, if we focus on the region far away from the boundary, we can ignore the
influence of the boundary and take the R → ∞ limit. We will consider this approxi-
mation in this section and examine the influence of the boundary in the next section.
To simplify the discussion, we further assume that π = 0 and σ depends only on the
transverse radius r .

The eigenvalue ε{ξ} of Ĥ is obtained by solving the Dirac equation under the local
density approximation, which is given by (here {ξ} = {l, pz, pt , s} with s = ± and
we abbreviate εl,pz ,pt ,s as εl,s) [35]

εl,± = ±
√

p2z + p2t + σ 2 − �

(

l + 1

2

)

, (11.23)

where pz is the z-momentum, pt is the transverse momentum magnitude, and l =
0,±1, . . . is the quantum number of the orbital angular momentum.We do not show
the lengthy expression of the eigenfunction associated with εl,s ; it is given in, e.g.
Refs. [35,60,61]. From the dispersion relation (11.23), one can observe that rotation
behaves very similar to a chemical potential, which has been noticed for a long time
(see, e.g. Ref. [56]).

It is worthy to compare the effect of rotation with the magnetic field B on the

dispersion relation. The latter gives the Landau levels: εn,± = ±
√
p2z + σ 2 + 2nqB.

In a background magnetic field, the transverse motion is quantized while there is no
transverse-motion quantization in the rotation without boundary. This is because the
existence of the centrifugal force due to rotation prevents the formation of a quantum
mechanical bound-state problem. In the background magnetic field, each Landau
level is highly degenerate with degeneracy N = �qBS/(2π)� with S the transverse
area. As there is no transverse-motion quantization in the rotating case, we do not
have such degeneracy. In fact, as we will show later, the Landau level degeneracy
N counts the number of allowed angular-momentum modes accommodated at each
Landau level, which is lifted when there is a rotation. Thus the rotation behaves quite
differently from the magnetic field.

Following the procedure introduced in the previous section, one can get the ther-
modynamic potential as

Veff =
∫

d3r
{

σ 2

2G
− 2N f Nc

16π2

∑

l

∫

dp2t

∫

dpz

× T ln(1 + eβεl )(1 + e−βεl )[Jl(ptr)2 + Jl+1(ptr)
2]
}

,

(11.24)
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Fig. 11.2 The dependence
of m = σ + m0 on radial
coordinate r� for several
fixed values of � and T .
(Taken from [35])

Fig. 11.3 Dependence of m
at radius r = 0.1 GeV−1 on
� for various fixed values of
T . (Taken from [35])

where εl = εl,+, N f = 2 is the flavor number, Nc = 3 is the color number, and Jl(x)
is the Bessel function of the first kind. The condensate σ is obtained from the gap
equation. The numerical results are shown in Figs. 11.2 and 11.3 with model param-
eters given in [35]. At all values of temperature, the mass gap m (and thus the chiral
condensate σ ) decreases with increasing values of �, which indicates the suppres-
sion effect of rotation on the chiral condensate. Furthermore, at low temperature, the
chiral condensate experiences a first-order transition when� exceeds a critical value
�c, while at high temperature the chiral condensate vanishes with increasing � via
a smooth crossover (it would be a second-order phase transition if m0 = 0).

Figure11.4 is the T − � phase diagramobtained in [35].We can see that the chiral
symmetry is broken at low temperature and slow rotation. Qualitatively speaking,
the rotation will polarize the spin and orbital angular momentum of quarks along
the direction of the angular velocity regardless of its charge, thus this polarization
effect tends to destroy the pairing of the chiral condensate, which is total spin 0. If
� is strong enough, the rotation would tend to forbid the formation of spin-0 pairing
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Fig. 11.4 The phase
diagram on the T − � plane.
(Taken from [35])

condensate and thus leads to a phase transition. For chiral condensate, this is very
similar to the effect of baryon chemical potential μB which breaches the quark and
anti-quark states and finally melts down the chiral condensate when μB is large
enough. Hence, the chiral symmetry will be restored by increasing T and/or �. At
high T and low �, there will be a smooth crossover. While at low T and high �, the
transition is first order. The crossover and the first-order transition are separated by
a critical end point. Figure11.4 is very similar to the T − μB phase diagram, which
could be understood by considering � as a sort of “chemical potential” for angular
momentum.

Besides the chiral condensate, the authors of [35] also considered the diquark two-
flavor superconducting (2SC) condensate at high density by adding the Lagrangian
density (11.13) a chemical potential term and a diquark interaction

Ld = Gd(iψ
TCγ 5ψ)(iψ†Cγ 5ψ∗), (11.25)

where Gd is the diquark coupling constant and C is the charge conjugation operator.
Following a similar procedure discussed in Sect. 11.3, one can get the gap equation
for the diquark condensate �εαβ3εi j = −2Gd〈iψα

i Cγ 5ψ
β
j 〉 under the mean field

approximation: ∂Veff/∂� = 0. Their numerical result is shown in Fig. 11.5. We can
see that the diquark condensate is also suppressed by the rotation simply because
the 2SC pairing is also spin 0. Similarly, increasing � leads to a phase transition
of melting of the diquark condensate, which is first order at low temperature while
second order at high temperature.

Recently, the authors of [44] studied the influence of the rotation on chiral con-
densate with an additional vector channel interaction,

LV = −(GV /2)[(ψ̄γ μψ)2 + (ψ̄γ μγ 5ψ)2], (11.26)
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Fig. 11.5 The diquark
condensate � at r = 0.1
GeV−1 as a function of � for
several values of T and fixed
value of μ = μB/3 = 400
MeV. (Taken from [35])

where GV is the corresponding coupling constant. In the mean field approximation,
the effective action becomes


 = −
∫

d4x

[
σ 2

2G
− (μ − μ̃)2

2GV

]

+ 1

i
ln det[(iγ μ∇μ − σ + μ̃γ 0], (11.27)

where the effective quark chemical potential is defined as μ̃ = μ − GV 〈ψ†ψ〉withμ

the quark chemical potential. The thermodynamic potential is Veff = −i
/(βV ) and
the two gap equations governing σ and μ̃ are ∂Veff/∂σ = ∂Veff/∂μ̃ = 0. Figure11.6
shows the T − � phase diagram with different chemical potentials. An interesting
observation is that the increase of the chemical potential only shifts down the criti-
cal temperature TC and does not change the critical angular velocity much. Similar
behavior happens in T − μ diagram with different �, which again confirm the anal-
ogy between rotation and chemical potential.

Fig.11.6 The phase diagram in the T − � plane with different quark chemical potential μ for two
different values of the vector coupling. (Taken from [44])
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11.5 Boundary Conditions

Aswe stress in the last section, due to the requirement of causality, the absolute value
of velocity v = �r should not exceed the speed of light. Thus, for uniform rotation,
the system size should be limited by

�R � 1. (11.28)

In the previous section, we assume that the system is large enough and the boundary
effects on the bulk condensates can be ignored. In this section, we will discuss the
influence of the boundary by considering two kinds of the boundary conditions, the
no-flux boundary condition [36,62] and the MIT bag boundary condition [62,63];
see Ref. [61] for more discussion on boundary conditions. Again, we consider a
system with cylindrical symmetry so that the angular momentum is a good quantum
number and we ignore the background gauge field. To make the discussions more
transparent, we focus on σ condensate only and take m0 = 0, N f = 1, Nc = 1 in
this section.

The no-flux boundary condition requires no total incoming flux at the spatial
boundary to keep the total charge constant in the cylinder,

∫

dθψ̄γ rψ

∣
∣
∣
r=R

= 0, (11.29)

where γ r = γ 1 cos θ + γ 2 sin θ . One important feature of the no-flux boundary con-
dition is that it can guarantee the Dirac Hamiltonian to be Hermitian. Due to the
boundary condition, the transverse momentum should take discrete values, so we
will denote it as pl,k . Since the condition Eq. (11.29) does not uniquely fix the solu-
tion of the Dirac equation, further requirement should be imposed [62]. For example,

pl,k =
{

ξl,k R
−1 for l = 0, 1, . . .

ξ−l−1,k R
−1 for l = −1,−2, . . .

(11.30)

where ξl,k represents the kth zero of the Bessel function Jl(x). By employing the
local density approximation, the gap equation at T = μ = 0 reads [36]

σ = σ

4G

∫ +∞
−∞

dpz

∞∑

l=−∞

∞∑

k=1

2

[Jl+1(pl,k R)]2R2

Jl (pl,kr)
2 + Jl+1(pl,kr)

2

E
θ(E − |� j |),

(11.31)

where E =
√
p2l,k + p2z + σ 2 and j = l + 1/2. The expression of the gap equation is

very similar to the finite density system; the effect of rotation appears only in the theta
function with |� j | playing a role of an effective chemical potential here. Therefore,
the rotational effect appears only when E < |� j | for some j . If we do not consider
the boundary condition, the transversemomentum pl,k takes continuous value from 0
to+∞. One canfind a region of transversemomentum to satisfy E < |� j |. However,
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Fig. 11.7 Inhomogeneous
chiral condensate σ as a
function of the radial
coordinate r . (Taken from
[36])

once we take the boundary condition (11.29) into account, there is no mode that
satisfies E < |� j |. In fact, E is minimized by setting pz = σ = 0 and k = 1. By
using an inequality for the zeros of the Bessel function [36,64]

ξl,1 > l + 1.855757l1/3 + 0.5l−1/3 for l � 1,

ξ0,1 = 2.40493 > 1/2,
(11.32)

and the causality constraint �R � 1, one has the inequality for l � 0

E − � j � 1

R
(ξl,1 − �R j) � 1

R
(ξl,1 − j) > 0. (11.33)

In the same way, for l < 0, one can also prove that E > |� j |. Thus uniform rotation
has no effect in vacuum with the no-flux boundary condition. We can understand
this fact by comparing it to the finite density system. In the finite density system, the
effect of chemical potential will be visible only when it exceeds the mass threshold,
which is known as the Silver Blaze problem in a finite density system. In a rotating
system, the effective chemical potential |� j | can never exceed the threshold pl,1,
thus the uniform rotation cannot induce a visible effect in vacuum.

Although we do not have any rotational effect at T = μ = 0, it is still worthwhile
to see the finite-size effect with the no-flux boundary condition. By numerically solv-
ing the gap equation (11.31), one can get the result as shown in Fig. 11.7 [36]. One can
observe that the local density approximation is invalid in the vicinity of the boundary.
The oscillation comes from the cutoff �: As the NJL model is not renormalizable,
an ultraviolet cutoff must be introduced. As R increases, the oscillation behavior
becomes milder. The vanishing condensate at the boundary is a consequence of the
condition (11.30).

In [38], the authors adopted another boundary condition, the MIT boundary con-
dition

[iγ μnμ(θ) − 1]ψ
∣
∣
∣
r=R

= 0, (11.34)
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where nμ(θ) = (0, cos θ,− sin θ, 0) is a unit vector normal to the cylinder surface.
It is easy to check that the MIT boundary condition Eq. (11.34) leads to

jμnμ = 0 at r = R, (11.35)

where jμ = ψ̄γ μψ is the current. This also leads to ψ̄ψ = 0 at the boundary. Thus
we have the current vanishing at any point on the surface of the cylinder, a condition
that is stronger than the no-flux boundary condition (11.29).

By solving the Dirac equation (11.9) with m = σ with the MIT boundary condi-
tion, the discrete transverse momentum pl,k is given by the kth positive root of

j2l (pl,k R) + 2σ

pl,k
jl(pl,k R) − 1 = 0, (11.36)

where

jl(x) = Jl(x)

Jl+1(x)
. (11.37)

The lowest energy spectrum ε̃l ≡ εl,1,+(pz = 0)with εl,k,± = ±
√
p2l,k + p2z + σ 2 −

�(l + 1/2) is shown in Fig. 11.8 [38]. It is easy to prove that the change of the orbital
number l → −l − 1 (i.e. j → − j) will not affect the eigenvalue pl,k in Eq. (11.36):

pl,k = p−l−1,k, (11.38)

which is a result of CP symmetry of the non-rotating system. Thus, we can see
that energy spectrum is doubly degenerated in Fig. 11.8 at � = 0. The spectrum
will become asymmetric at � 
= 0 because the rotation will explicitly break the CP
symmetry. However, the spectrum is invariant under the simultaneous flips j → − j
and � → −�.

An interesting observation of Fig. 11.8 is that ε̃l is always positive indicating the
inequality

E > |� j | (11.39)

Fig. 11.8 Lowest energy eigenmodes with k = 1 and pz = 0 versus the angular momentum j =
l + 1/2 for various values of the rotation frequency �. (Taken from [38])
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Fig. 11.9 The ground-state
condensate σ in a
non-rotating cylinder as a
function of the coupling
constant G at various fixed
radii R. Here, � is the
ultraviolet cutoff for the NJL
model. (Taken from [38])

to hold also for the MIT boundary condition. In fact, this inequality can be proven
similarly for the no-flux boundary condition. Thus, one again confirms that the uni-
form rotation has no effect on the chiral condensate in the vacuum. In other words,
the cold vacuum does not rotate [38].

Then let’s have a look at how the MIT boundary condition affects the chiral
condensate at zero temperature and chemical potential. In [38], the authors assumed
σ to be homogeneous and computed σ as a function of the coupling constant, as
shown in Fig. 11.9. We can see that the negative condensate is favored which has
multiple step-like discontinuities, similar to the Shubnikov–De Haas oscillation, due
to the discretization of the excitation levels. If we take R → ∞, the discontinuities
will disappear. It should be mentioned that the MIT boundary condition explicitly
breaks the chiral symmetry. Thus at small R, the boundary effect is strong and we
have large σ . While at large R, the boundary effect becomes weak, and the explicit
breaking of chiral symmetry can be ignored.

At finite temperature, the rotational effect becomes visible. The phase diagram
in the T − � plane is obtained in [38] and shown in Fig. 11.10. The rotation in a
finite cylinder tends to restore the chiral symmetry which is in agreement with the
result in the previous section. However, the chiral phase transition is first order and
is step-like due to the boundary condition. We note that in the restored phase, the

Fig. 11.10 The phase
diagram of the rotating
fermionic matter in the
T − � plane with MIT
boundary condition. (Taken
from [38])
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condensate is still nonzero but has a small value due to the explicit breaking of the
chiral symmetry by the MIT boundary condition.

The MIT boundary condition can be generalized to [39]

[iγ μnμ(θ) − e−i�γ 5]ψ
∣
∣
∣
r=R

= 0, (11.40)

where � is a chiral angle which parametrizes the chiral boundary condition. Then
Eq. (11.36) becomes

j2l (pl,k R) + 2σ

pl,k
jl(pl,k R) cos� − 1 = 0. (11.41)

The usual MIT boundary condition corresponds to � = 0. One special choice of
the chiral angle is � = π , which only flip the sign of the mass term, σ → −σ in
Eq. (11.36). Thus one can get all the previous results of the MIT boundary condition
only with the sign flip in the condensate σ → −σ . Another special choice is � =
π/2. In this case, the values of pl,k are independent of the mass. Since the spectrum
is affected by the choice of the chiral angle�, one can expect that the phase diagram
will exhibit a certain dependence on �. It is easy to prove that the thermodynamic
potential has the following properties:

Veff(σ, �) = Veff(−σ, π − �) = Veff(σ, 2π − �). (11.42)

Thus one only need to consider the interval � ∈ [0, π/2] while other values of �

can be restored from Eq. (11.42). In Fig. 11.11 [39], we can see how the boundary
condition (11.40) affects the chiral condensate in a non-rotating cylinder at finite
temperature. At low values of the boundary angle �, the system resides in a phase
with a dynamically unbroken chiral symmetry in which a weak, explicit, violation
of the chiral symmetry occurs. The explicit breaking is caused by the fact that the
boundary conditions are not invariant under the chiral transformation as mentioned
above. At � = �c ≈ 5π/24, the chiral condensate suddenly changes from a small
negative value to a larger negative value, i.e. a first-order transition occurs.

Fig. 11.11 The condensate
σ in vacuum in the
non-rotating cylinder as a
function of the chiral angle
�. The cylinder radius is
R = 20/� and the coupling
G = 42�2. (Taken from
[39])
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Fig. 11.12 Phase diagram of
the rotating fermionic matter
in (T , �) plane at different
angles �. The symmetry
breaking phase is at the
lower part of the diagram.
(Taken from [39])

The phase diagram in the temperature-rotation (T , �) plane for various angles of
the boundary chiral angle � is shown in Fig. 11.12. From the similarity of all these
phase lines, one can infer that the effect of rotation always tends to restore the chiral
symmetry. On the other hand, the critical temperature of the chiral phase transition
depends substantially on the boundary condition.

We note that besides the real solutions, Eq. (11.36) also has purely imaginary
solutions [40]. These solutions are corresponding to the “edge states” because their
wave functions are localized at the boundary.

11.6 Rotating Fermions with BackgroundMagnetic Field

In this section, we will take into account the background magnetic field. And we will
see that there will be some interesting effects caused by the combination of rotation
and magnetic field. We consider the chiral limit m0 = 0 in this section.

For simplicity, we introduce a constant magnetic field in the inertial lab frame �′
along the z′-axis (which coincides with the z-axis in the rotating frame) and assume
qB · � > 0. To preserve the rotational symmetry, we choose the symmetric gauge

A′
μ =

(

0,
1

2
By′, −1

2
Bx ′, 0

)

. (11.43)

Making a coordinate transformation to the rotating frame, we obtain the gauge vector
in the rotating frame:

Aμ =
(

−1

2
B�r2,

1

2
By, −1

2
Bx, 0

)

. (11.44)

From theKlein–Gordon equation (11.8) and theDirac equation (11.9), the dispersion
relation is given by [34,65]

[ε + �(l + sz)]2 = p2z + (2λ + 1 − 2sz)qB + m2, (11.45)
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for both the bosons and fermions, where l and sz are the quantum number of the
orbit and spin angular momentum, respectively. For an unbounded system, λ is a
non-negative integer and for a finite system λ depends on the boundary condition.
Let us first focus on the unbounded case. The right-hand side of Eq. (11.45) is the
well-known Landau-level quantization. Rotation enters the dispersion relation by a
shift of the energy in the left-hand side, which is expected from the discussion in
previous sections that rotation has a similar effect with the chemical potential.

At � = 0, each Landau level is degenerate with the degeneracy factor

N =
⌊qBS

2π

⌋
, (11.46)

where S is the area of the xy-plane of the system. Thus for the λth Landau level, l
takes integer values in

− λ � l � N − λ, (11.47)

and labels the degenerate angular modes of the Landau level λ. At finite �, each
Landau level is splitted to N non-degenerate levels separated by �. Precisely speak-
ing, l should run up to N − λ − 1, but we consider sufficiently strong magnetic field
or large S so that N � 1, thus we can approximate the upper bound to be N − λ.

Although here we don’t impose any boundary condition on the wave function for
the unbounded case, we still have to limit the system size by R� � 1 to preserve
the causality. On the other hand, in order to discuss the Landau quantization in the
cylindrical system, the radius R should be larger than the magnetic length 1/

√
qB.

Therefore, our treatment here is legitimate if R is large enough to ignore the boundary
effect on the Landau quantization, but not too large to maintain the causality. That
is, the following condition should be imposed:

1/
√
qB � R � 1/�. (11.48)

For simplicity we first assume that the condensate is spatially homogeneous.
Following the standard procedure, one can get the thermodynamic potential at zero
temperature and chemical potential (for m0 = 0) [34]

Veff = σ 2

2G
− qB

2π

∞∑

λ=0

αλ

∫ ∞

−∞
dpz
2π

√

p2z + m2
λ + V�, (11.49)

where the rotational contribution is

V� = − 1

S

∞∑

λ=0

αλ

N−λ∑

l=−λ

θ(�| j | − mλ)

∫ kλ j

−kλ j

dpz
2π

[

�| j | −
√

p2z + m2
λ

]

(11.50)
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Fig. 11.13 Chiral
condensate as a function of
� and qB at weak coupling,
where σdyn is the condensate
at qB = 0.2�2 and � = 0.
(Taken from [34])

with αλ = 2 − δλ0, m2
λ = 2λqB + σ 2, and kλ j =

√

(� j)2 − m2
λ. The gap equation

reads

σ

G
= σ

qB

2π

∞∑

λ=0

αλ

[∫ ∞

−∞
dpz
2π

− 1

N

N−λ∑

l=−λ

θ(�| j | − mλ)

∫ kλ j

−kλ j

dpz
2π

]
1

√

p2z + m2
λ

.

(11.51)
Since the integrand on the right-hand side (RHS) is positive, we observe that the
presence of a nonzero � always gives a negative contribution to the RHS, and this
requires a smaller σ (compared to the � = 0 case) to balance the left-hand side
(LHS). This is consistent with the results in previous sections that the rotation tends
to suppress the chiral condensate. Another interesting observation is that the �-
related terms in gap equation (11.51) are very similar to the gap equation at finite
chemical potential, supporting the analogy between the rotational and density effects
as we discussed before.

It is worthwhile to look at the pure magnetic-field effect on the chiral condensate.
For simplicity, we consider the strongmagnetic-field limit so that the lowest-Landau-
level (LLL) approximation can apply. Under LLL approximation, the gap equation
becomes

σ

G
= σ

qB

2π

∫ ∞

−∞
dpz
2π

1
√
p2z + σ 2

≈ σ
qB

2π2 ln

(
2�

σ

)

+ O
( σ

�

)0
, (11.52)

where � is a ultraviolet cutoff for pz . The non-trivial solution to the above equation
is σ ≈ 2� exp[−Gc�

2/(GqB)] with Gc = 2π2/�2 the critical coupling for the
onset of chiral condensate at B = 0. This shows that in the presence of a strong
magnetic field, nomatter how small the couplingG is, there is always a nonzero chiral
condensate. This phenomenon is called themagnetic catalysis of chiral condensate [7,
8].

Let us discuss the following two cases separately: (A) G < Gc and (B) G > Gc.
In the weak coupling case (G < Gc), the 3-dimensional plot for the chiral conden-
sate σ as a function of � and qB is shown in Fig. 11.13 [34] where σdyn is the
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Fig. 11.14 Chiral
condensate as a function of
� and qB at strong coupling.
For large �, chiral symmetry
is restored by increasing qB,
which manifests the
rotational magnetic
inhibition. (Taken from [34])

value of the condensate at qB = 0.2�2 and � = 0. From Fig. 11.13, we again see
that the rotation can restore the chiral symmetry. We note that the numerical results
in [34] are obtained using a smoothed cutoff function in regularizing the pz inte-

gral [66]: f (pz,�) = sinh(�/δ�)/[cosh(
√
p2z + 2λqB/δ�) + cosh(�/δ�)]with

δ� = 0.05�. In the strong coupling case (G > Gc), the 3-dimensional plot of σ on
� and qB is shown in Fig. 11.14. For small angular velocity, the chiral condensate is
almost independent of � and qB. With increasing � the chiral condensate is even-
tually suppressed by a larger magnetic field, i.e. a counterpart of the finite-density
inversemagnetic catalysis [67] is manifested. This phenomenon is named “rotational
magnetic inhibition” [34]. Similar observation was made also in Ref. [41].

The difference between the weak and strong coupling cases can be explained by
the contribution from the higher Landau levels. In the weak coupling case, only a
small number of the Landau levels contribute to the gap equation, while many more
Landau levels get involved as the coupling constant becomes larger. This is essential
for the realization of the rotational magnetic inhibition as well as of the inverse
magnetic catalysis at finite density.

One can go further by taking into account the boundary condition. In Ref. [68], the
authors adopt the no-flux boundary condition (11.29) and discuss the pure boundary
effect with magnetic field but without rotation. With the no-flux boundary condition,
λ cannot be an integer any more, and depends on l, which we will denote it as λl,k .
As discussed in Sect. 11.5, the no-flux boundary condition cannot uniquely fix the
solution, so we adopt a subsidiary condition [68],

λl,k =
{

ξl,k for l = 0, 1, . . .

ξ−l−1,k − l for l = −1, −2, . . .
(11.53)

where ξl,k denotes the kth zero of the confluent hypergeometric function 1F1(−ξ, l +
1, α), and α is the dimensionless parameter defined by

α ≡ 1

2
qBR2. (11.54)
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Fig. 11.15 Lowest
transverse momentum
pl,1 = √2qBλl,1 as a
function of the angular
momentum l for various α’s.
(Taken from [68])

Note that without the magnetic field, the system has charge-conjugation (C) and CP
symmetries, and it is natural to adopt such subsidiary condition which preserves C
and CP symmetries, while in the present case B 
= 0, C , and CP symmetries are
explicitly broken by the magnetic fleld. Thus we choose Eq. (11.53) for the sake of
convenience to connect to the B = 0 limit smoothly.

In Fig. 11.15 [68], we show the lowest transverse momentum pl,1 = √2qBλl,1
(this can be viewed as the finite-size modification to the LLL energy) as a function of
the angular momentum l for various α. In the B = 0 case (purple triangular points),
positive l modes and negative (−l − 1)modes have a degenerated pl,1 due to theCP
invariance which implies j ↔ − j symmetry. At finite magnetic field, however, the
momenta for the l > 0 branch are more suppressed than the l < 0 branch because the
magnetic field violates CP symmetry and thus a particular direction of the angular
momentum is favored.Asα increases (i.e. either B or R increases),more l > 0modes
will be suppressed and finally, we recover the usual Landau zero modes (λ0,1 = 0
for l � 0) at α → ∞.

The wave functions with larger l peak at larger r due to the centrifugal force.
In the presence of the magnetic field, the wave functions of spin-up and spin-down
modes behave differently: with an increasing magnetic field, the spin-down modes
are repelled outward further than the spin-up modes and are eventually accumu-
lated at the boundary. (Note that in the unbounded system, the strong magnetic field
would repel the spin-down-mode wave functions to infinity and leave the whole sys-
tem spin-polarized; this is how the LLL dominates at a strong magnetic field.) In
such a way, the low-energy phenomena closer to the boundary are more prominently
affected by the strong magnetic field. One example is the chiral condensate which is
a condensate of spin-aligned (but total angular momentum zero) quark–anti-quark
pairs. In Fig. 11.16, the chiral condensate solved from the gap equation (Eq. (11.28)
in Ref. [68]) in the local density approximation is shown. In a small magnetic field,
α = 4.5, we observe a situation similar to the zero-magnetic field case in compari-
son with Fig. 11.7. In contrast to α = 4.5, the chiral condensate behavior for stronger
magnetic fields (α = 22.5 and 45 in Fig. 11.16) is qualitatively different. Away from
the boundary, there is almost no difference. But near the boundary, the chiral con-
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Fig. 11.16 Inhomogeneous
chiral condensate as a
function of the radial
coordinate r for the choice of
R = 30�−1. (Taken from
[68])

Fig. 11.17 Inhomogeneous
chiral condensate as a
function of the radial
coordinate r for different
angular velocity at α = 45

densate is pushed up and its value increases with α. This abnormal enhancement is
named “surface magnetic catalysis” in Ref. [68].

Then let us take rotation into account; the result is shown in Fig. 11.17.We can see
that the rotational inhibition first occurs near the boundary. The inhibition effect gets
closer to the center with the increase in the angular velocity. Due to the restriction of
casuality, the angular velocity cannot be very large, thus the condensate at the center
of the cylinder will not be inhibited. We can also observe that there is a competition
between rotational magnetic inhibition and surface magnetic catalysis at the region
very close to the boundary [47]. (Because the chiral condensate in the immediate
vicinity of the boundary is strongly inhomogeneous, the local density approximation
could break down. But the surface magnetic catalysis is expected to be qualitatively
unchanged as it comes from a number of accumulating modes at r ≈ R; see Refs.
[47,68] for more discussions.)
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Fig. 11.18 Chiral
condensate profile σ(r)
(solid lines) at different
temperatures under rotation
� = 0.06M0[exp(rM0 −
10) + 1]−1 (dashed line).
Here M0 is the chiral
condensate in infinite system
at T = � = 0. (Taken from
[45])

11.7 Inhomogeneity of Chiral Condensate: A BdGTreatment

During the above discussion, the local density approximation is adopted to deal with
inhomogeneous condensate, which assumes that the condensate varies slowly with
position, i.e. ∂σ � σ 2. As we can see from Figs. 11.7, 11.16, and 11.17, the local
density approximation breaks down in the vicinity of the boundary. A more realistic
way to handle the inhomogeneous condensate is to solve the Bogoliubov–de Gennes
(BdG) equation, which has been utilized in [45,46] in the discussion of vortex in
chiral condensate and also of the non-uniform rotation.

The BdG method amounts to solve the mean-field gap equations and the eigen-
value problem of the Hamiltonian self-consistently. Let us recall the Dirac Hamil-
tonian Ĥ [σ(x), π(x)] (see Eq.11.17; the authors of [45,46] considered the case
with one flavor and no background gauge field) and the thermodynamic potential
Veff [σ(x), π(x)] (see Eq.11.22). The BdG equation is just the eigenequation of Ĥ
with appropriate boundary conditions: Ĥ�{ξ}(x) = ε{ξ}�{ξ}(x) where �{ξ}(x) and
ε{ξ} depend on the profile of σ(x) and π(x). Supplemented by the gap equations
δVeff/δσ (x) = δVeff/δπ(x) = 0, the BdG equation determines the condensates and
the corresponding wave functions.

In Ref. [45], the authors studied the 2+1D NJL model rather than 3+1D, since
the NJL model is renormalizable in 2+1D. The authors studied the chiral conden-
sate under non-uniform rotation. Choosing a Woods–Saxon-shaped rotation profile
�(r) = �0/[exp(r − r0) + 1], the BdG method gives the transverse profile of the
chiral condensate as shown in Fig. 11.18. Since the angular velocity �0 shown in
Fig. 11.18 is small, the rotational suppression effect is not evident. Instead, the chiral
condensate σ increases slowly in the range of the rotation plateau and falls back to
σ(� = 0) rapidly beyond the rotational region. A bump structure appears around
r0 which reflects the large gradient of �0 around r0. Physically, the bump struc-
ture may be due to the rotational energy shift�E(r) = −�(r)Jz which results in an
angular-momentum-dependent radial force F(x) = −∂r�E(r) = ∂r�(r)Jz playing
an analogous role as the centrifugal force.



372 H.-L. Chen et al.

Fig. 11.19 Chiral
condensate with a vortex
excitation of κ = 1 for
different values of R and T
at � = 0. (Taken from [46])

It is natural to consider the possible vortex structure induced by rotation by
employing the BdG method. In Ref. [46], the authors studied the one flavor NJL
model in 2+1D rotating spacetime with a constant angular velocity �. Due to the
U (1) chiral symmetry of the system, one can define a complex order parameter

�(x) = σ(x) + iπ(x) = M(x)eiφ(x), (11.55)

where M and φ are set to be real. The phase φ(x) is chosen to be

φ = iκθ, κ ∈ Z, (11.56)

with θ the azimuthal angle. Our previous discussions only cover the case with κ = 0.
The case with κ 
= 0 corresponds to the quantized vortex state. Solving the BdG
equationwith the vortex ansatz can give us the vortex structure. If the condensatewith
such a vortex provides lower thermodynamic potential than the onewithout the vortex
(i.e. for the case of κ = 0), it means that the vortex structure is thermodynamically
favored.

The vortex core structure with κ = 1 is shown in Fig. 11.19 [46]. The structure
is expected to be qualitatively similar for finite �. For the � = 0 case, the vortex
corresponds to an excited state and is not thermodynamically stable. But since the
vortex carries a finite angular momentum, it is more favorable when the system
is rotating. Indeed, one can examine the difference in thermodynamic potential,
δVeff = Vκ=0 − Vκ=1 to determine the favored thermodynamical state, and when �

exceeds a critical value �c, δVeff becomes positive meaning that the vortex state
becomes more stable. For large system size, the critical angular velocity exceeds
the causality bound (i.e. �c R > 1), thus it is impossible for a vortex state to stably
exist [46].
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11.8 Mesonic Superfluidity

We have focused on the chiral condensate in the previous sections. In this section, we
discuss the condensation of other types of pairings, particularly the pions. Such con-
densate usually triggers a superfluidity at finite density, so in the following we will
not distinguish the term “condensate” and the term “superfluid”. As pions are J = 0
mesons, it is clear that the pion condensation would not be favored by uniform rota-
tion. On the other hand, as J = 1 meson, the rho condensation would be favored by
uniform rotation [43,51]. InRef. [43], the authors took into account the isospin chem-
ical potential in the NJL model and considered the rotational effect on the pion and
rho condensates. The Lagrangian is the sum of two-flavor NJL Lagrangian (11.13)
(with Aμ = 0), LI = (μI /2)ψ̄γ 0τ3ψ , and Lρ = −(Gρ/2)(ψ̄γμτψ)2. Consider-
ing the unbounded case and the local density approximation to the condensates
σ = −G〈ψ̄ψ〉, π = −G〈ψ̄iγ5τ3ψ〉, and ρ = −Gρ〈ψ̄iγ0τ3ψ〉, the thermodynamic
potential can be derived in a similar manner as described in Sect. 11.4. The result is
Veff = ∫ d3rVeff(r) with

Veff(r) = σ 2 + π2

2G
− ρ2

2Gρ

− N f Nc

16π2

∑

a=±

∑

l

∫

dp2t

∫

dpz

× [Jl(ptr)2 + Jl+1(ptr)
2]T ln(1 + eβεal )(1 + e−βεal ),

(11.57)

where ε±
l =

√

π2 + (

√

m2 + p2t + p2z ± μ̃I /2)2 − �(l + 1/2),m = m0 + σ , μ̃I =
μI + Gρρ, and N f = 2, Nc = 3. The thermodynamically equilibrium state is spec-
ified by the minimum of Veff . As � and μI vary, the true equilibrium state would
vary as well leading to phase transitions. The phase diagram so obtained is plot-
ted in Fig. 11.20 (see Ref. [43] for the parameter setup) which is characterized by
three distinctive regions: a vacuum-like sigma-dominated phase in the low isospin
chemical potential and the slow rotation region, a pion-superfluid phase in the mid-
to-high isospin density with moderate rotation, and a rho-superfluid phase in the
high isospin and rapid rotation region. A second-order transition line separates the
sigma-dominant and the pion-dominant regions while a first-order transition line
separates the pion-dominant and the rho-dominant regions, with a tri-critical point
(TCP) connecting them. Note that without electromagnetic interactions, there is no
distinction among the isospin-1 triplet states π0,± or among the ρ0,± and one is free
to choose the condensation to be in any direction of the isospin space.

In the above discussion we considered rotating isospin matter. Adding baryon
charges into such isospinmatter would induce intriguing phenomenon through chiral
anomaly. The underlying mechanism can be understood through the delicate chiral
vortical effect (CVE) for axial current jaμ

5 = 〈ψ̄γ μγ5τ
a〉. Consider the case of a = 3

for two-flavor quarks at T = 0. The CVE current is given by

j35 = μBμI

π2 �. (11.58)
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Fig. 11.20 Phase diagram
on the � − μI plane for
mesonic superfluidity in
isospin matter under
rotation. (Taken from [43])

This current is protected by chiral anomaly and is thus exact regardless of the energy
scale. Therefore, we can write down a low-energy effective Hamiltonian for the CVE
current (11.58) in terms of pion field [37]:

HCVE = − μBμI

2π2 fπ
∇π0 · �, (11.59)

where fπ is the pion decay constant. Adding the kinetic terms for π0 field, we get the
total effective Hamiltonian as H = ∫ d3xH with H being (suppose � to be along
the z-axis)

H = 1

2

[

(∂rπ0)
2 + 1 − (�r)2

r2
(∂θπ0)

2 + (∂zπ0)
2
]

+ m2
π f 2π

(

1 − cos
π0

fπ

)

− μBμI

2π2 fπ
�∂zπ0,

(11.60)
wheremπ is pion mass. The ground state must minimize H which is specified by the
equations of motion for π0: ∂rπ0 = ∂θπ0 = 0 and ∂2z π0 = m2

π fπ sin(π0/ fπ ). The
solution to the equations of motion is given by [37]

cos
π0(z̄)

2 fπ
= sn(z̄, k), (11.61)

where sn(z̄, k) is the Jacobi elliptic function of modulus k ∈ [0, 1] and z̄ = mπ z/k.
This solution describes an interesting chiral soliton lattice structure of π0 condensate
along the� direction. In each lattice cell, the angularmomentum, baryon, and isospin
charges are topological quantities (namely, independent of the shape of π0(z)). Sim-
ilar chiral-anomaly-induced neutral pion condensate occurs also in parallel electric
and magnetic fields [69,70] and in external magnetic field with high baryon chem-
ical potentials in which the chiral soliton lattice can also appear [71]. Also, similar
chiral soliton lattice structure can also be realized in η′ condensate in rotating bary-
onic matter [72]. We note that substituting solution (11.61) into H one can find that
only when � exceeds a critical value �c = 8πmπ f 2π /(μB |μI |), the chiral soliton
lattice corresponds to the lowest energy and is the true ground state of QCD. On the
other hand, � must be much smaller that the QCD scale to guarantee the availability
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of the effective theory (which also guarantees that the rotational suppression of π0
condensate is negligible); see more discussions in Ref. [37].

We have discussed the novel effects of rotation on the neutral pion condensate at
finite isospin and baryon chemical potentials. In the following, we discuss the effect
of a magnetic field on the rotating pionic matter which is related to charged pion
superfluid. This was first considered in Refs. [41,42]. By solving the Klein–Gordon
equation (11.8), one can get the dispersion relation for charged pion π±

E =
√

|qB|(2n + 1) + p2z + m2
π − sgn(q)�l, (11.62)

where q = e > 0 for positively charged pions and q = −e for negatively charged
pions. It is easy to see that the degeneracy of each Landau level is lifted. In particular,
the π+ in the LLL splits down, and the π− in the LLL splits up. Thus effectively the
�l plays the role of an isospin chemical potential μl = �l for π+ and −μl = −�l
for π−. Therefore, whenμN = N� (N = �|qBS|/(2π)� is the Landau degeneracy)
exceeds the effectivemass ofπ+ in theLLL,m0 = √eB + m2

π , but it is still below the
π+ effective mass in the first LL, the LLL π+ may Bose-condense. As � increased,
higher Landau-level π+ may Bose-condense sequentially. Again, we emphasize
that we are considering an unbounded system with the constraint � � 1/R � √

eB
implicitly assumed: the first inequality is due to the causality and the second one is
to make the Landau quantization sensible.

Recently, such possible charged pion condensation was re-examined by using the
NJL model [47,48]. This is important because π+ comprises a u quark and a d̄ anti-
quark with their angular momenta (both the spin and the orbital one) antiparallel to
each other. Thus, both the magnetic field and rotation would tend to suppress the π+
condensate. In addition, the rotational magnetic inhibition discussed in Sect. 11.6
would take place which may also influence the charged pion condensate. So we
need to re-consider the charged pion condensate from the quark-level dynamics. The
Lagrangian is Eq. (11.13). Since the SU (2) isospin symmetry is explicitly broken
to U (1)I3 by the background magnetic field, it is very difficult to diagonalize the
Hamiltonian Eq. (11.17) with nonzero charged π± = π1 ∓ π2 condensates. One
can instead consider a Ginzburg–Landau approach for the π± fields but with the
σ field taken into account self-consistently through gap equation. This amounts to
examine the stability of the σ -condensed phase against the onset of charged pion
condensate. For this purpose, we expand the thermodynamic potential in π ,

Veff = V (0)
eff + V (2)

eff + · · · ,

V (0)
eff = 1

βV

∫

d4xE
σ 2

2G
− 1

βV
Tr ln(i/∇ + μBγ 0 − σ) ,

V (2)
eff = 1

βV

∫

d4xE
π2

2G
− 1

2βV
Tr[(i/∇ + μBγ 0 − σ)−1γ 5π · τ ]2 ,

(11.63)

where a baryon chemical potential μB is introduced. Note that we set π0 = 0 since
we only focus on the charged pion fields.
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In Eq. (11.63), V (0)
eff has been discussed plentifully in previous sections. What we

are interested in is V (2)
eff which is quadratic in π . If we write

V (2)
eff =

∫

d4x ′
Ed

4xE π+(x ′) C (2)(x ′, x) π−(x), (11.64)

whereC (2)(x ′, x) is the inverse pion propagator at one-quark-loop level. The charged
pion condensation would be favored if C (2)(x ′, x) is not semi-positive definite (as a
matrix). In Refs. [47,48], the sign of C (2)(x ′, x) is examined by taking the following
ansatz to simplify V (2)

eff :

π+(x ′)π−(x) = eie
∫ x
x ′ Aμdzμπ̃+π̃−, (11.65)

where π̃+ and π̃− are gauge-independent condensates which are assumed to be
constants and the exponential factor is the Wilson line which connects x ′ and
x . This Wilson line should be so chosen that the Schwinger phase in the quark
propagator entering C (2)(x ′, x) is canceled and hence V (2)

eff = C (2)π̃+π̃− is gauge

invariant with the constant C (2) = ∫ d4x ′
Ed

4xE C (2)(x ′, x)eie
∫ x
x ′ Aμdzμ playing the

role of the Ginzburg–Landau coefficient. The Schwinger phase �(x, x ′) is the
gauge-dependent factor in the quark propagator, S(x, x ′) = ei�(x,x ′)Sinv(x, x ′) so
that �(x, x) = 0 is satisfied and Sinv is gauge invariant. For constant electromag-
netic field in rotating frame, it can be shown that the Schwinger phase is given by

�(x, x ′) = −q
∫ x ′
x Aμ(z)dzμ (q: the quark charge) along the geodesic between x

and x ′. The numerical study in Ref. [47] shows that under reasonable parameter
choice, the Ginzburg–Landau coefficient is positive at μB = 0 disfavoring the onset
of charged pion condensate. But once a large negative μB is supplied, there can
indeed be a region in � and B so that the charged pion condensation is favored. On
the other hand, if one insists using another integral path away from the geodesic, one
can indeed find charged pion condensate even at μB = 0 [47,48]. Finally, we want
to emphasize that even one can rule out the possibility of homogeneous charged pion
condensates π̃± as given in the ansatz (11.65), it remains still the possibility of an
inhomogeneous condensates to be favored. Besides, as the charged pion condensate
triggers an electric superconductivity, the Meissner effect would repel the magnetic
field from the bulk superconductor and only allow inhomogeneousmagnetic vortices.
These new possibilities demand future study.

11.9 Summary

In this articlewe have presented an overviewof the recent progress on the understand-
ing of the QCD phase structure under rotation. The rotation plays a role in polarizing
the spin (and orbital motion) of underlying microscopic particles and in turn induces
a number of novel effects on various condensates of quark–(anti-)quark pairs. An
enriched phase diagram in the T -μB-� space is sketched in Fig. 11.1. At low T , μB ,
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and �, we have the usual hadronic matter with the spontaneous chiral symmetry
breaking. At high T , either for small or large �, the quarks and gluons are expected
to be liberated from the hadrons and form a deconfined quark–gluon plasma phase
with restored chiral symmetry. At small T and � but asymptotically high μB , QCD
is in the color superconducting phase with merely spin-0 quark–quark pairings while
at moderate μB the ground state of QCD is to a large content unknown. At high μB

with increasing �, it is plausible to expect that QCD possibly undergoes a transition
from spin-0 to spin-1 color superconductor. Now with a new dimension of rotation,
the QCD phase diagram becomes even more interesting and rich. The rotation is
found to considerably influence the chiral condensate. Adding a magnetic field or
isospin chemical potential would lead to additional structures through condensations
in various mesonic channels. We have discussed recent results on these effects in
great detail by using effective models in a rotating frame. To summarize, the prop-
erties and phase structures of QCD matter under rotation is an interesting emerging
direction with many new theoretical questions still to be explored and answered. It
is also important to investigate potential implications and observable effects for the
QCD systemwith large vorticity in heavy-ion collisions as well as the nuclear matter
inside fast rotating compact stars. One would anticipate a lot of exciting progress to
be made in the near future.
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12RelativisticDecompositionof the
Orbital and the SpinAngular
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Feynman’sAngularMomentum
Paradox
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Abstract

Over recent years we havewitnessed tremendous progress in our understanding of
the angular momentum decomposition. In the context of the proton spin problem
in high-energy processes, the angular momentum decomposition by Jaffe and
Manohar, which is based on the canonical definition, and the alternative by Ji,
which is based on the Belinfante improved one, have been revisited under light
shed by Chen et al. leading to seminal works by Hatta, Wakamatsu, Leader, etc.
In chiral physics as exemplified by the chiral vortical effect and applications to
the relativistic nucleus–nucleus collisions, sometimes referred to as a relativistic
extension of the Barnett and the Einstein–de Haas effects, such arguments of the
angular momentum decomposition would be of crucial importance. We pay our
special attention to the fermionic part in the canonical and the Belinfante conven-
tions and discuss a difference between them, which is reminiscent of a classical
example of Feynman’s angular momentum paradox. We point out its possible
relevance to early-time dynamics in the nucleus–nucleus collisions, resulting in
excess by the electromagnetic angular momentum.
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12.1 Prologue

Some time agowe, Fukushima and Pu, together with our bright colleague, ZebinQiu,
published a paper [1] on a relativistic extension of the Barnett effect [2] in the context
of chiral materials. Our results are beautiful and robust, we believe, but at the same
time, we had to overcome many conceptual confusions. We are 100% sure about our
calculations, results, and conclusions, but we were unable to find 100% unshakable
justification for our spin identification. We could not remove theoretical uncertainty
to extract the orbital angular momentum (OAM) and the spin angular momentum
(SAM) out of the total angular momentum that is conserved. We adopted the most
natural assumption, meanwhile, we studied many preceding works; for example,
we found Ref. [3] that makes a surprising assertion of the existence of individually
conserved OAM and SAM derived from the Dirac equation. The more we studied,
the more confusion we were falling into. The present contribution is not an answer
to controversies, but more like a note of what we have understood so far, and some of
our own thoughts based on them.Actually, in Ref. [1]we posed an important question
of how to represent the Barnett effect in chiral hydrodynamics, but in the present
article we will not mention this. We will report our progress on hydrodynamics with
OAM and SAM somewhere else hopefully soon, and the present article is focused
on the field’s theoretical descriptions.

12.2 Basics—Angular Momenta in an Abelian GaugeTheory

In non-relativistic and classical theories, the spin is not a dynamical variable; spin-up
and spin-down electrons are treated as distinct species and the total spin is conserved
unless interactions allow for spin unbalanced processes. Dirac successfully general-
ized an equation proposed by Pauli, who first postulated such internal doubling, into
a fully relativistic formulation. Eventually, Majorana and other physicists realized
the usage of Cartan’s spinors. Today, even undergraduate students are familiar with
tensors and spinors according to the representation theory of Lorentz symmetry. In
contemporary physics, symmetries and associated conserved quantities play essen-
tial roles. This article mainly addresses the angular momentum and the spin. Readers
interested in the history of the spin are invited to consult a very nice book, The Story
of Spin, by Sin-itiro Tomonaga (see Ref. [4] for an English translated version).

To begin with, we shall summarize some textbook knowledge about various
assignments of angular momenta. Lorentz symmetry is characterized by the fol-
lowing transformation:

xμ → x ′μ = �μ
νx

ν = (δμ
ν + εμ

ν)x
ν , (12.1)

where �μν and infinitesimal εμν are antisymmetric tensors. Let us take a simple
Abelian gauge theory defined by the following Lagrangian density:

L = ψ̄(iγ μDμ − m)ψ − 1

4
FμνFμν (12.2)
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with the covariant derivative, Dμ ≡ ∂μ + ieAμ, and the field strength tensor, Fμν ≡
∂μAν − ∂ν Aμ. This theory involves vector and spinor fields which transform
together with Eq. (12.1) as

Aμ(x) → A′μ(x) = �μ
ν A

ν(�−1x) , (12.3)

ψ(x) → ψ ′(x) = � 1
2
ψ(�−1x) , (12.4)

where� 1
2

= 1 − i
2εμν	

μν with	μν ≡ i
4 [γ μ, γ ν]. Thus, for an infinitesimal trans-

formation, the fields change as Aα(x) → Aα(x) + 1
2εμν�Aμνα(x) and ψ(x) →

ψ(x) + 1
2εμν�ψμν(x) (where we put 1

2 for antisymmetrization) with

�Aμνα(x) =
[
(xμ∂ν − xν∂μ)gαβ + (gμαgνβ − gναgμβ)

]
Aβ(x) , (12.5)

�ψμν(x) = (
xμ∂ν − xν∂μ − i	μν

)
ψ(x) . (12.6)

Now we can compute the Nöther current. From the gauge part, we find

Jλμν
A = ∂L

∂(∂λAα)
�Aμνα = −Fλ

α(xμ∂ν − xν∂μ)Aα − FλμAν + Fλν Aμ . (12.7)

In the same way, we go on to obtain the fermionic contribution,

Jλμν
ψ = ∂L

∂(∂λψ)
�ψμν = ψ̄iγ λ

(
xμ∂ν − xν∂μ − i	μν

)
ψ . (12.8)

They satisfy ∂λ(J
λμν
A + Jλμν

ψ ) = 0, and the conserved charge (i.e., λ = 0 compo-
nent) is the total angular momentum. From these expressions, it would be a natural
choice for us to define the “canonical” OAM and SAM as follows:

Lμν
A,can ≡ −F0

α(xμ∂ν − xν∂μ)Aα , Sμν
A,can ≡ −F0μAν + F0ν Aμ . (12.9)

Lμν
ψ,can ≡ iψ†(xμ∂ν − xν∂μ)ψ , Sμν

ψ,can ≡ ψ†	μνψ . (12.10)

This is simply our choice for themoment, and onemay say that the spin can be identi-
fied as the remaining operator in the homogeneous limit where all spatial derivatives
drop.1 These are not separately conserved quantities but only the sums, the total angu-
lar momenta, are conserved. We point out that the above decomposition has been
long known in the context of the proton spin problem (see Refs. [5,6] for reviews). In
the language of quantum chromodynamics (QCD), if the gauge field is extended to
the non-Abelian gluon field and the temporal index is changed to + in the light-cone

1The spin identification in such a frame to drop spatial derivatives is emphasized by Yoshi-
masa Hidaka. Another physical constraint is the commutation relation, and this prescription would
always give the correct commutation relation of the spin.
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coordinates, Sμν
ψ,can and Sμν

A,can correspond to
1
2�	 and �G, respectively, in what is

called the Jaffe–Manohar decomposition.
Such expressions have been known by all QCD physicists; they look firmly

founded, but not very undoubted yet, for they are obviously gauge dependent. Among
quantum field theoreticians, a common folklore is that non-gauge-invariant objects
may well be unphysical. This story would remind readers of a famous problem
that the canonical energy–momentum tensor is not gauge invariant, while the sym-
metrized one is. Interestingly, rotation and translational shift are coupled together,
so that the angular momenta and the energy–momentum tensor (EMT) are linked.
The canonical EMT for the Abelian gauge theory is derived as

Tμν
A,can = ∂L

∂(∂μAα)
∂ν Aα − gμνLA = −Fμ

α∂ν Aα + 1

4
gμνFαβFαβ (12.11)

for the gauge part, which is clearly gauge dependent, and

Tμν
ψ,can = ∂L

∂(∂μψ)
∂νψ − gμνLψ = ψ̄iγ μ∂νψ − gμνψ̄(iγ αDα − m)ψ (12.12)

for the fermion part. From now on, we impose onshellness and utilize the equations
of motion. We would recall that the derivation of Nöther’s theorem already requires
the equations ofmotion. Then, we can safely drop the last term in Tμν

ψ,can, thanks to the
Dirac equation. Then, for spatial μ and ν (denoted by i and j), it is straightforward
to confirm the relation between the OAM and the EMT,

Li j
A/ψ,can = xi T 0 j

A/ψ,can − x j T 0i
A/ψ,can . (12.13)

So far, apart from the gauge invariance, all these relations perfectly fit in with our
intuition.

Now, let us shift gears to discussions on the symmetrized version of the EMT. To
consider the physical meaning of the symmetric and the antisymmetric parts of the
EMT, the above relation (12.13) is quite useful. For the gauge and the fermion parts,
generally, we immediately see that the following relation holds:

0 = ∂λ J
λμν = ∂λ

(
xμT λν

can − xνT λμ
can + Sλμν

can

) ⇒ Tμν
can − T νμ

can = −∂λS
λμν
can ,

(12.14)

where Tμν
can ≡ Tμν

A,can + Tμν
ψ,can and Sλμν

can ≡ Sλμν
A,can + Sλμν

ψ,can. Therefore, the antisym-
metric part of the canonical EMT is the source of the spin current. The EMT as
conserved currents is not unique, but can be added by ∂λK λμν satisfying K λμν =
−Kμλν , which would not change the conservation laws. One of the most interesting
and important choices of K λμν is

K λμν
Bel = 1

2

(
Sλμν
can − Sμλν

can + Sνμλ
can

)

= −FλμAν + i

4
ψ̄

(−iελμνργ5γρ + 2gμνγ λ − 2gλνγ μ
)
ψ , (12.15)
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which gives the Belinfante–Rosenfeld form of the EMT, i.e., Tμν
Bel ≡ Tμν

can + ∂λK
λμν
Bel .

In the above, we used {γ λ, γ μγ ν} = 2gμνγ λ − 2iελμνργ5γρ to reach the second line
(with the conventional definition of γ5 ≡ iγ 0γ 1γ 2γ 3). We can show that if Tμν

Bel is
plugged into Eq. (12.14), the source is exactly canceled and Tμν

Bel − T νμ
Bel = 0 follows,

which means that Tμν
Bel is symmetric. (This is exactly the point where many people

are puzzled especially when they want to formulate the spin hydrodynamics that
seems to require antisymmetric components of the EMT, but in this article we will
not go into this issue. Interested readers can consult a review [7].)

Now, we proceed to concrete expressions of the Belinfante EMT in the Abelian
gauge theory. After several lines of calculations, one can find, for the gauge part,

T̃μν
A,Bel = −Fμ

αF
να − ψ̄γ μeAνψ + 1

4
gμνFαβFαβ , (12.16)

where the second term appears from the equations of motion, ∂μFμν = ψ̄iγ νψ . The
fermionic part needs a bit more labor to sort expressions out. From the definition, it
is almost instant to get

T̃μν
ψ,Bel = ψ̄iγ μ←→

∂ νψ + 1

4
εμνλρ∂λ(ψ̄γ5γρψ) . (12.17)

It would be more appropriate to redefine these forms to move one term from T̃μν
A,Bel

to T̃μν
ψ,Bel (which unchanges the sum, i.e., T̃μν

A,Bel + T̃μν
ψ,Bel = Tμν

A,Bel + Tμν
ψ,Bel), then

the gauge invariance is manifested as

Tμν
A,Bel ≡ −Fμ

αF
να + 1

4
gμνFαβFαβ , (12.18)

Tμν
ψ,Bel ≡ ψ̄iγ μ←→

D νψ + 1

4
εμνλρ∂λ(ψ̄γ5γρψ) . (12.19)

These are very desirable expressions and all the terms are manifestly gauge invariant,
thus corresponding to physical observables in principle. At this point, onemight have
thought that Tμν

ψ,Bel does not look symmetric with respect to μ and ν. In a quite non-
trivial way, one can prove that the above fermionic part is alternatively expressed as
Tμν

ψ,Bel = ψ̄iγ (μ←→
D ν)ψ , which is obviously symmetric.

Coming back to the angular momentum, we can introduce the Belinfante
“improved” form for the angular momentum, i.e.,

Jλμν
Bel ≡ Jλμν + ∂ρ

(
xμK ρλν

Bel − xνK ρλμ
Bel

)
. (12.20)

Because of the antisymmetric property of K ρλμ
Bel , obviously, ∂λ J

λμν
Bel = 0 follows as

long as ∂λ Jλμν = 0 holds. Therefore, this newly defined Jλμν
Bel may well be qualified

as a conserved physical observable. These definitions lead us to extremely interesting
expressions, namely,

Jλμν
A/ψ,Bel = xμT̃ λν

A/ψ,Bel − xν T̃ λμ
A/ψ,Bel . (12.21)
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Such relations imply that the total angular momentum is given by something that
looks like the OAM alone if we use the Belinfante improved forms. We sometimes
hear people saying that the spin is identically vanishing in the Belinfante form, but
this statement should be taken carefully. The spin part is simply unseen and the
total angular momentum seemingly appears like the OAM even though the spin is
already included. In the analogy to the QCD spin physics, the angular momentum
identification as in Eq. (12.21) is known as the Ji decomposition.

12.3 Dirac Fermions and Physical and Pure Gauge Potentials

Discussions on the gauge part are a little cumbersome, and in this article we will
mainly focus on the fermion part only, which, however, does not mean we drop the
gauge fields. Let us reiterate basic definitions from the previous overview. In the
canonical identification, in Eq. (12.10), the OAM and the SAM are given, respec-
tively, by

Lψ,can ≡ −iψ†x × ∇ψ , Sψ,can ≡ −1

2
ψ̄γ5γψ , (12.22)

where we defined Li ≡ 1
2ε

i jk L jk and Si ≡ 1
2ε

i jk S jk . As we already discussed,
Lψ,can is not gauge invariant, thus it cannot be a physical observable suppos-
edly. Then, what about the Belinfante form? We can make a decomposition using
Eq. (12.19). The latter term may well be called the spin part, with which we can
compute Jλμν

ψ,Bel according to Eq. (12.21), and subtract added terms in Eq. (12.20).
Some calculations yield

S̃ψ,Bel = −1

2
ψ̄γ5γψ − 1

2
ix × ∇(ψ†ψ) . (12.23)

This expression is not gauge invariant, thuswe shall redefine the spin to the same form
as the canonical one which is manifestly gauge invariant and move unwanted terms
to the orbital part. Thus, in this convention, we can reasonably adopt the following
definitions:

Lψ,Bel ≡ −iψ†x × Dψ , Sψ,Bel ≡ Sψ,can . (12.24)

In the high-energy physics context, the above identification is called Ji’s orbital and
spin angular momenta of quarks. Again, we make a caution remark; the Belinfante
form has the total angular momentum that looks like the OAM, but this does not
mean that the spin vanishes. Some people may say that the latter in Eq. (12.24)
cannot be true since the Belinfante EMT has no antisymmetric part. This kind of
criticism is meaningful when we need to construct the angular momentum in terms
of theEMT,which is the case in the spin hydrodynamics, for example, [7,8].2 See also

2K. F. thanks Wojciech Florkowski and Hidetoshi Taya for simulating conversations on this point
which seem not to be very consistent to each other, and thus we just refer to their review and original
literature here.
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Table 12.1 Breakdown of the total angular momentum J from various contributions in the canon-
ical (Jaffe–Manohar) decomposition (upper) and the Belinfante (Ji) decomposition (lower)

Canonical J = −1

2
ψ̄γ5γψ

︸ ︷︷ ︸
1
2 �	

+ E × A︸ ︷︷ ︸
�G

−iψ†(x × ∇)ψ︸ ︷︷ ︸
Lq
can

+ E(x × ∇)A︸ ︷︷ ︸
Lg
can

Belinfante J = −1

2
ψ̄γ5γψ

︸ ︷︷ ︸
1
2 �	

−iψ†(x × D)ψ︸ ︷︷ ︸
Lq
Ji

+ x × (E × B)︸ ︷︷ ︸
J gJi

Refs. [9,10] for observable effects of different spin tensors, which may be significant
especially in nonequilibrium [11]. Probably one way to define the spin part out from
the Belinfante symmetrized form of the EMT is the Gordon decomposition (as Berry
defined the gauge-invariant optical spin [12]) which is also applicable to massless
theories. In any case, if we do not have to refer to the EMT, Eq. (12.24) is just a
natural way of defining Sψ,Bel, satisfying the correct commutation relation. Now we
symbolically summarize the decomposition and the correspondingQCD terminology
in Table 12.1.

Now, in this convention, the spin part has no ambiguity; it is gauge invariant
as it should be, representing a physical observable for sure. The subtle (and thus
interesting) point is the orbital part, and then onemay be tempted to conclude that the
canonical onemakes no physical sense, and this conclusion seems to be unbreakable.
An intriguing possibility has been suggested, however, in the high-energy physics
context [13] inspired by QED studies and photon experiments (see, for example,
Ref. [14] for very inspiring but a little mystical discussions including Lipkin’s Zilch
which is a “useless” conserved charge inQED), which invoked interesting theoretical
discussions; see Ref. [15], for example. In fact, this canonical form can be promoted
to be a gauge-invariant canonical (gic) one (using the terminology of Ref. [16]) as

Lψ,can → Lψ,gic ≡ −iψ†x × Dpureψ , (12.25)

where Dpure ≡ ∇ − ieApure. Here, the vector potential is decomposed into two
pieces, namely, A = Aphys + Apure with Aphys extracted as a gauge invariant part
and Apure makes the field strength tensor vanishing; ∇ × Apure = 0. More specif-
ically, under a gauge transformation, A is changed as A → A + ∇α, and then, by
definition, Aphys → Aphys and Apure → Apure + ∇α. One simplest decomposition
satisfying these requirements is obtained from the Helmholtz decomposition, i.e.,
any vector can be represented as a sum of divergence free (transverse) and rotation
free (longitudinal) vectors. For a more concrete demonstration, let us write down an
explicit form as

Aphys = ∇ × a , Apure = −∇ϕ , (12.26)
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where

a(x) = 1

4π

∫

V
dx′ ∇′ × A(x′)

|x − x′| − 1

4π

∫

S
dS′ × A(x′)

|x − x′| , (12.27)

ϕ(x) = 1

4π

∫

V
dx′ ∇′ · A(x′)

|x − x′| − 1

4π

∫

S
dS′ · A(x′)

|x − x′| . (12.28)

In principle, now, all the terms involving A can be made gauge invariant. Then, a
finite difference between the canonical and the Belinfante OAM is also a gauge-
invariant quantity, which is often called the “potential” orbital angular momentum,
i.e.,

Lψ,Bel = Lψ,gic − eψ†x × Aphysψ . (12.29)

Here, wemake a commentwhich is not crucial in the present discussions but essential
for phenomenological applications and particularly for measurability. Even though
the Helmholtz decomposition is unique, such a gauge-invariant decomposition itself
is not unique. As discussed in Ref. [17], for example, a different choice could be
possible and even preferable in the high-energy processes.

We note that Eq. (12.28) is highly non-local in space, and such “physical” photon
should have a space-like extension. For static electromagnetic background fields, for
example, photons are virtual and off shell, so that space-like components are experi-
mentally accessible (or even the vector potentials are controlled from the beginning).
In contrast, in the parton model at high energy, the gauge particles are on shell and
travel at the speed of light (or speed of “gluon” so to speak). Then, for such propa-
gating modes along the light-cone, the space-like profiles as in Eq. (12.28) are not
to be probed by scatterings. In this case of the light-cone propagation, as prescribed
in Ref. [17], the light-cone decomposition would be more physical. In the Abelian
gauge theory, the alternative decomposition is as simple as

Ai
phys(x

−) ≡ 1

∂+ F+i =
∫

dy− K(x− − y−) F+i (y−) , (12.30)

where K(x−) is chosen according to the boundary condition at x− = ±∞ in the
light-cone gauge A+ = 0; it is θ(x−) for the retarded boundary condition,−θ(−x−)

for the advanced one, and 1
2 [θ(x−) − θ(−x−)] for the mixed boundary condition.

We would point out that not only in high-energy physics but also in the laser optics
the spatially non-local decomposition in Eq. (12.28) may not be appropriate if the
propagating lights (such as the monochromatic waves) are concerned. The analogy
between physical contents in high-energy physics and optics has been sometimes
emphasized in the literature (see Ref. [16], for example), but this important question
of what would be the “natural” choice is frequently missing. Along these lines of
the natural choice, a mathematical argument in connection to the geodesic in tangent
space is found in Ref. [18]. In this article, the existence of Aphys suffices for our
discussions at present.
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12.4 Potential Angular Momentum and Physical Interpretation

One might have a feeling that such classification of slightly different OAMs (while
the SAM is common in our convention) may be an academic problem, but we recall
that each term represents some physical observable and the lack of correct under-
standing would cause paradoxical confusions. For instance, if one is interested in
the Einstein–de Haas effect and/or the Barnett effect within a relativistic frame-
work, an interplay between the OAM provided by mechanical rotation and the spin
polarization measured by the magnetization underlies observable phenomena. We
had discussed this issue with knowledgeable researchers, some of whom told us that
such a relativistic extension of these effectsmay not exist after all... such a conclusion
is typically drawn based on the proper knowledge of knowledgeable researchers that
the covariant derivative makes the theoretical formulation manifestly gauge invari-
ant and the derivative and the vector potential are inseparable then. In the previous
section, however, we have already seen that we can evade this problem by introduc-
ing Dpure. Now, in this section, we would like to address a difference between D
and Dpure.

This question would be highly reminiscent of a more familiar and classic problem
of the kinetic and the canonical momenta of a charged particle under electromagnetic
background. That is, in our convention of the covariant derivative, ∂μ + ieAμ (i.e.,
e is taken to be negative), the canonical momentum should be pcan = m ẋ + eA,
while the kinetic one is pkin = m ẋ = pcan − eA in a non-relativistic system. Since
the canonical momentum should fullfil the commutation relation, we should identify
pcan = −i�∇ in the x-representation and pkin corresponds to the covariant deriva-
tive. For the gauge-invariant definition of pcan, we can replace∇ with Dpure. In other
words, the translational symmetry is generated by not the covariant derivative but
the derivative, so that pcan is the momentum that can be conserved for the symmetry
reason. The difference can be easily understood in the simplest physical example; if a
charged particle is placed in a constant and homogeneous electric field, then the elec-
tric field accelerates the charged particle. Therefore, on the one hand, pkin should
increase by the impulse, eEt . On the other hand, the vector potential A = −Et
gives the electric field, and obviously, pcan = pkin + eA is time independent and
conserved. In summary, it is important to note the following differences:

D ↔ pkin (non-conserved) ,

Dpure ↔ pcan (conserved) . (12.31)

It might be a little counter-intuitive that D whose definition involves the gauge
potential corresponds to the momentum carried by the charged particle only and
Dpure gives the total conserved momentum. Physically speaking, however, such
a correspondence is quite reasonable. In most cases, only the particle’s pkin can
be directly measured, and this readily measurable quantity just corresponds to the
covariant derivative. In reality, sometimes, pcan does matter as well especially when
the conservation law accounts for observable phenomena.
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In exactly the same way as pkin and pcan of the charged particle, we can classify
two orbital angular momenta as

x × D ↔ Lkin ∼ Lψ,Bel (non-conserved) ,

x × Dpure ↔ Lcan ∼ Lψ,gic (conserved) . (12.32)

The difference between Lkin and Lcan is often called the “potential” angular momen-
tum (see Ref. [19] for a recent analysis of this difference). Unlike the above trivial
example of pkin and pcan with a constant E, it could be often very non-trivial to
imagine what physically causes the potential angular momentum. To see this more,
armed with these general basics, let us turn to a concrete problem now. We shall take
a very instructive example of Ref. [20] which is entitled, “Is the Angular Momen-
tum of an Electron Conserved in a Uniform Magnetic Field?” and this title already
explains the contents by itself. The authors of Ref. [20] considered the time evolution
of the radial width ρ of an electron motion in a uniform magnetic field B using the
Schrödinger equation. The Hamiltonian of such a (non-relativistic) system is given
by

H = −�
2∇2

2m
+ 1

2
mω2

Lρ2 − i�ωL
∂

∂ϕ
, (12.33)

whereωL = |eB|/(2m) (i.e., theLarmor frequency). In classical physics, the charged
particlewith electric charge e andmassm receives theLorentz force tomake a circular
rotation with the cyclotron frequency ωc = 2ωL = |eB|/m. It is easy to write down
the Heisenberg equation of motion for 〈ρ2〉 to find that its time evolution solves
as [20]

〈ρ2〉(t) = ρ̃2 + (〈ρ2〉(0) − ρ̃2
)
cos(ωct) . (12.34)

Because the kinetic orbital angularmomentumalong themagnetic direction (which is
taken to be the z axis, as is the convention in the following discussions too) depends
on the moment of inertia, and the moment of inertia is a function of the radial
width, they are related to each other as 〈(Lkin)z〉 = (conserved canonical OAM) +
mωL〈ρ2〉. Thus, these calculations explicitly show that 〈Lkin〉 is not conserved but
has time oscillatory behavior∝ 〈ρ2〉. This is an interesting observation that illustrates
qualitative differences between the classical and the quantummotions of an electron,
but not such an unexpected one; in a general case, it is not Lkin but Lcan that is
conserved. The question worth thinking is what kind of physics fills in this gap by
mωL〈ρ2〉.

The answer is explicated in Ref. [20]—this gap turns out to be exactly the angular
momentum of the electromagnetic field. As we listed up in Table 12.1, the electro-
magnetic angular momentum in the Belinfante form reads

Jfieldz =
∫

d3x [x × (E × B)]z . (12.35)

This is an integration of x times the electromagnetic momentum represented by the
Poynting vector, which might have looked more like the OAM, but this is the total
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angular momentum as we derived in our previous discussions of this article. As
argued in Ref. [20], if the electromagnetic fields are static and ∇ × E = 0 holds,
this electromagnetic angular momentum can be rewritten into a convenient form as

Jfieldz =
∫

d3x (∇ · E)(x × Aphys)z . (12.36)

Here, we note that the integration by parts with B = ∇ × A = ∇ × Aphys in
Eq. (12.35) would lead to an expression similar to the canonical one in Table 12.1 but
not Eq. (12.36). Only when ∇ × E = 0 and ∇ · Aphys = 0 (which is the definition
in the Helmholtz decomposition) both hold, we can prove the above simplifica-
tion (12.36).

For a uniform magnetic field, A = B
2 (−y, x, 0) in the symmetric gauge gives

B along the z axis, and this already satisfies ∇ · A = 0. Then, the explicit form of
(x × A)z is B

2 ρ2 with ρ2 = x2 + y2. Since ∇ · E is nothing but the electric charge
density, Eq. (12.36) under a uniform magnetic field eventually becomes

Jfieldz = eB

2
〈ρ2〉 = mωL〈ρ2〉 . (12.37)

This is precisely the potential angular momentum! There is a plain explanation of
why Jfieldz should appear to make the conserved angular momentum. Figure 12.1 is a
corresponding illustration of a charged object placed in a uniformmagnetic field. The
red blob represents a charged particle distribution (i.e., charge density in classical
physics and probability distribution in quantummechanics). Such a charged object is
a source resulting in Coulomb electric fields E, and E × B goes around the charged
object. In this illustration, the charge is taken to be positive, but for an electron as
we assumed in this section, the electric field should be directed oppositely and the
Poynting vector goes in the other way around. Because of this circular structure of
the Poynting vector, the electromagnetic fields have a nonzero angular momentum,
which was found to be Eq. (12.37).

Still, the physical interpretation is quite non-trivial, we must say. Literally speak-
ing, Jfieldz is a purely electromagnetic contribution, and nevertheless, E extends from
the charge source and in this sense we may well say that E is rather attributed to
the matter property. If we are interested in the mechanical rotation as is the case in

Fig. 12.1 A charged object
placed in a uniform magnetic
field is surrounded by the
Poynting vector E × B
which carries an
electromagnetic angular
momentum contained in the
conserved canonical angular
momentum
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the Barnett and the Einstein–de Haas effects, however, we should count the kinetic
angular momentum. Even in that case, this extra electromagnetic contribution could
affect the kinetic angular momentum through the angular momentum conservation
law.

12.5 Feynman’s Angular Momentum Paradox and Possible
Relevance to the Relativistic Nucleus–Nucleus Collision

Careful readers might have realized that the argument about Jfieldz is essentially
rooted in Feynman’s angular momentum paradox in classical physics. The paradox is
articulated inTheFeynmanLectures and the original setup is composedof a conductor
disk with a solenoid that controls the magnetic strength. For a detailed analysis of
the original version of Feynman’s angular momentum paradox, see Ref. [21], for
example. Here, let us discuss a simplified version of Feynman’s angular momentum
paradox.

We suppose that a thin sphere is uniformly charged (whose total amount is denoted
by Q), and a finite magnetic moment m is fixed at the center of the sphere (see
Fig. 12.2). The electric (outside of the sphere) and the magnetic profiles are, respec-
tively,

E = Q

4π

x
r3

, B = 1

4πr3

(
3m · xx

r2
− m

)
. (12.38)

If m changes as a function of time, the magnetic field changes as well, which also
results in an induction electric field due to Ampère’s law. Then, the charged sphere
feels a moment of force under this induced electric field, Eind, and the sphere is
accelerated for rotation. The space integrated moment of force is, after some patient
calculations, found to take the form

N =
∫

dS · x × QEind

4πR2 = − Qṁ
6πR

, (12.39)

where R denotes the radius of the sphere. Therefore, ifm decreases, the sphere takes
a positivemoment of force to acquire amechanical angularmomentum. The question
is: how can the angular momentum conservation law be satisfied? This phenomenon
may sound similar to the Einstein–deHaas effect, but one should recall two important

Fig. 12.2 A charged thin
sphere (red circle) and a
magnetic moment at the
center of the sphere. The
dipolar magnetic fields and
the Coulomb electric fields
make circulating Poynting
vectors



12 Relativistic Decomposition of the Orbital … 393

differences. One is that the object should be charge neutral in the Einstein–de Haas
effect, and another is that in this classical example there is no magnetization at all.
There are many variants of Feynman’s paradox, and they usually belong to classical
physics (no spin effects).

Readers should be already aware of the resolution. As indicated in Fig. 12.2, the
electromagnetic field generates circulating Poynting vectors. Actually, from explicit
expressions of Eq. (12.38), we can obtain the angular momentum distribution as

x × (E × B) = Q

(4π)2r6
(r2m − xx · m) . (12.40)

Therefore, the total angular momentum integrated in space outside of the sphere
turns out to be

Jfield = Qm
6πR

. (12.41)

It is obvious that the angular momentum in mechanical rotation originates from the
loss in Jfield, so that the total angular momentum is surely conserved. See Ref. [22]
for related discussions on the Poynting vector contributions in classical electromag-
netism. Interestingly, this result of Eq. (12.41) was extended to the one-loop QED
level which turned out to be free from a short-distance cutoff [23].

In this classical example of Feynman’s paradox, the essential point is that either
E or B changes to make a finite difference in x × (E × B) from which the mechan-
ical rotation is induced. The novelty in the quantum mechanical example seen in the
previous section is that quantum oscillations exhibit time dependence even for con-
stant E and B. In both cases the important lesson is that as long as we prefer to use
the Belinfante improved form for the EMT and the angular momenta, the covariant
derivative in the matter sector makes all the expressions manifestly gauge invariant,
and then we can access the kinetic angular momentum of the matter which is not
necessarily conserved.

So far, we have been having general discussions not specifying any experimental
realizations at all. Let us now consider some possible applications to the high-energy
nucleus–nucleus collisions. It is known that the OAM in the non-central nucleus–
nucleus collision can reach a gigantic value as large as ∼ 105� as evaluated in the
AMPTmodel [24], supported by experimental data [25]. Here, we canmake an order
of magnitude estimate of extra angular momentum from the decay of the magnetic
field using Eq. (12.37). Our following discussions may look different from Ref. [26]
which addresses a possibility of the spin polarization by the induced electric fields.
There are some discrepancies from spatial inhomogeneity as well as temporally
decaying magnetic properties and also from hydrodynamic treatments, but we note
that microscopically underlying physics is common.

The magnetic field created right after the collision is of order eB ∼ GeV2 at
largest, and 〈ρ2〉 in the collision geometry is around ∼ 10 fm2. Therefore, if the
magnetic field quickly decays whose time scale is ∼ 0.1 fm/c, this field angular
momentum, Jfieldz ∼ 10GeV2 ·fm2 ∼ 100�, is transferred to the angular momentum
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Fig.12.3 A net induced angular momentum with faster rotating positively and negatively charged
particles. There aremore positively chargedparticles in a plasmabecause of protons in the participant
particles

of a single particle. The net charge is 0.1Z ∼ Z depending on the impact param-
eter and the baryon stopping, where Z ∼ 100 is the atomic number of the heavy
nucleus, and so the net angular momentum is of order 103 ∼ 104�. Here, we would
emphasize that the time scale is irrelevant. This angular momentum arises as a con-
sequence of the conservation law, and it is just there for any fast decaying B (except
loss by polarized photon emissions). From this simple estimate, we can conclude
that the net induced angular momentum is significantly smaller than the primarily
produced angular momentum ∼ 105�. This is, however, not yet the end of the story.
In the reality of the nucleus–nucleus collision, a plasma state consists of positively
and negatively charged particles and the net charge is only its small fraction. Then,
we can anticipate at least an order of magnitude larger angular momenta for posi-
tively and negatively charged components in the opposite directions which mostly
cancel to lead to the net angular momentum (see Fig. 12.3). If this two-component
model is a good approximation (which is dictated by the interaction strength between
two components), each charged sector could carry the induced angular momentum
∼ 104 ∼ 105�, comparable to the primarily produced angular momentum. Interest-
ingly, such a two-component picture with opposite rotation has been confirmed in the
numerical simulation for the Einstein–de Haas effect in cold atomic systems [27,28].

We have some more ideas [say, the global polarization should be also associated
with the field angularmomentum byEq. (12.41) whose effect has never been studied]
and have in mind applications to the local polarization measurements, but we shall
stop our stories here. Such ideas aswell asmore detailed and quantitative calculations
will be reported in a separate publication.

12.6 Epilogue

The interplay between theOAMand SAM is an old subject, but its entanglement with
chirality in a relativistic framework is a quite new research field. The ultra-relativistic
nucleus–nucleus collision experiments have been offering inspiring data, and high-
energy nuclear physicists have become wiser and wiser over decades. Some people,
especially researchers close to but not directly in our field, might have assumed that
the physics of the relativistic nucleus–nucleus collision passed a peak. We must say,
such an assumption is nothing but a hasty conclusion. The nucleus–nucleus collision
still continues to provide us with surprises one after another.
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Recent investigations on the OAM and SAMdecomposition and their interactions
are motivated by the � and �̄ polarization measurements, but we should emphasize
that this is not a hip excitement. Theoretically speaking, this is an extremely profound
subject, and there are still many things that nobody has understood. One common
criticism against such kind of theory problem would be what you call “profound” is
just what I would call “academic”, or give me any measurable observable? Indeed it
is not easy to make a new proposal for the nucleus–nucleus collision. Nevertheless,
we can export our ideas inspired by the nucleus–nucleus collision to other physics
fields such as cold atomic systems and laser optics. Still, even if exported ideas are
adapted in a different shape,we can proudly say that this is a tremendous achievement
from the high-energy nuclear physics!

We also emphasize that the OAM/SAM decomposition and also the EMT mea-
surements are of central interest to the future coming electron-ion collider (EIC)
physics. At least three pretty independent communities, the heavy-ion collision, the
proton spin, and the laser optics, have worked on very similar physics, and now is
the time to put all our wisdom together toward the next generation breakthrough.
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