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Preface

Regardless of our technical ability in general, it is imperative to have some degree
of competency in relation to cybersecurity—if we are online, we are all potential
victims of a cybersecurity attack. However, as with any skill, we all have varying
ability to exploit this competency. The extent to which any of us needs to be
cybersecurity-aware varies depending on the role we play in the online world, and
the position we fill in relation to a network and its supported systems and services.
Those who are closer to the design and development of a network system will have
different needs to those who are maintaining systems, selling systems, and using
systems.

There are a variety of frameworks in place which support users and organi-
zations in applying security techniques to protect themselves, their systems and
applications, and their networks. The Object Management Group as one example
has produced a series of cybersecurity standards. The European Commission,
which is involved in working towards a cybersecurity initiative is another example.
Nonetheless, despite all of these efforts, the cost of cyberattacks is continuing to
grow. A report by Accenture in 2020 describes that the number of organizations
spending more than 20% of their IT budget on cybersecurity has doubled in the last
3 years. Furthermore, 69% of organizations say that the cost of staying ahead of the
attacks is unsustainable.

A gap therefore continues to exist in relation to the consideration of cybersecurity
provisioning. The contents of Advances in Cybersecurity Management book
contribute to international cybersecurity initiatives. It is relevant that the authors
contributing chapters to this book come from a variety of backgrounds and
experiences, helping to provide a range of perspectives with regard to the cyberse-
curity challenge. Furthermore, this book contains chapters from an internationally
distributed author base, another important point to make, given that our perceptions
and experiences in relation to cybersecurity vary based on our location worldwide.

This book is organized into three parts: The first part involves Network and
Systems Security Management, the second concerns Vulnerability Management,
and the third deals with Identity Management and Security Operations. Below, we
present a brief overview of the book chapters.
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Relevant to the nature of attacks in our networks today, an overview of a range
of SQL injection attacks, with specific attention given to the focus on mitigation
strategies, is provided. Identity management is the focus in another chapter. A
framework to visualize cyberattacks, referred to as VizAttack, is further discussed.

In terms of cyberattacks to which organizations are exposed, a chapter
communicates an important message that security awareness needs to be prevalent
across an organization. In response to this, a gamification strategy is considered as
an approach to prepare an organization for attacks. Further chapter considers the
management of cybersecurity challenges in an organization, specifically from the
perspective of industry.

In relation to modern day applications, a search engine is presented, which is
applicable on a domain-specific approach, in recognition of the fact that cybersecu-
rity information will have variable importance depending on the domain in which it
is applied. Other authors consider techniques to exploit an online app, with a view to
understanding the ways that they need to be made more secure. Recommendation of
a social network analyzer is made in another chapter, with the goal of understanding
if a friend is actually a friend, or if they have a more fraudulent intention when
making the friend request. Further chapters consider the security metrics needed
to support vehicular networks, and a protocol to support the operations of remote
health monitoring applications.

Risk identification and management is an important part of dealing with cyber-
attacks. A number of authors contributed chapters to cover this area including the
management of risk in relation to cybersecurity attacks, the use of biometrics to
support risk mitigation in enterprises, a framework for managing risks in enterprises,
and investigating the cycle of managing risks. Given the cost of security breaches,
effective risk management is seen as critical, and opportunities for pre-emptive
detection of the occurrence of risks is seen as being critical. Related to this, a chapter
provides a history of security attacks, with a view to highlighting that it is important
to analyze the traffic in the network in addition to the user behavior. In parallel
with this concept, further chapter recognizes that the detection of security attacks
from traffic flows will take place once the network begins to be compromised.
Pre-emptive identification could be helpful, and the authors subsequently make a
proposal to use the common characteristics of the people who attack to predict
where problems may occur in the network.

While approaches can be made to manage risks, these will not be guaranteed,
and the attacks themselves need to be managed. An author presents a recommender
system to manage security using a rating approach, and a different author discusses
agent-based modelling of entity behavior in cybersecurity.

Cyberattacks have become more prevalent recently, in the period of Covid-19.
Related to this, some book chapters consider cybersecurity attacks during Covid-19.
Going beyond this, other chapter discusses the cybersecurity challenges in the cloud
after Covid-19, in recognition of rapid uptake in the number of cloud users and value
of operating in the cloud. Furthermore, an argument is presented in relation to the
need to plan cybersecurity techniques to be efficient due to the limited processing
capabilities of hardware to respond to demand.
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Based on the historical evidence that we are aware of in relation to cybersecurity
attacks to date, the goalposts of security attacks will continue to move, and we
will continue to require novel ways to both identify and response to cyberattacks.
We hope that this book will provide valuable ideas on the “whats” and “whys” of
cyberattacks, and that it supports readers in their knowledge and understanding of
this complex field.

Detroit, MI, USA Kevin Daimi
Newtownabbey, UK Cathryn Peoples



Acknowledgments

The Advances in Cybersecurity Management book would not have been possible
without the teamwork, encouragement, and support of many people. We would like
to first acknowledge the authors of all chapters in this book, who contributed their
knowledge and expertise in Cybersecurity Management. We are also grateful to the
hard work of all chapter reviewers, who are listed below. Finally, we would like to
express our gratitude to Mary James, Zoe Kennedy, and Brian Halm at Springer for
their kindness, courtesy, professionalism, and support.

Jacques Bou Abdo, University of Nebraska at Kearney, USA
Mohammed Akour, Yarmouk University, Jordan

Abeer Alsadoon, Charles Sturt University, Australia

Roberto O. Andrade, Escuela Politécnica Nacional, Ecuador,
Allen Ashourian, ZRD Technology, USA

Sumitra Binu, Christ University, India

Khalil Challita, Notre Dame University-Louaize, Lebanon
Ralf Luis de Moura, Operational Technology Architecture, Brazil
Kevin Daimi, University of Detroit Mercy, USA

Toanna Dionysiou, University of Nicosia, Cyprus

Guillermo Francia III, University of West Florida, USA
Mikhail Gofman, California State University of Fullerton, USA
Diala Abi Haidar, Jeddah International College, Saudi Arabia
Mary Ann Hoppa, Norfolk State University, USA

Gurdip Kaur, University of New Brunswick, Canada

Irene Kopaliani, Princeton University, USA

Arash Habibi lashkari, University of New Brunswick, Canada
Edison Loza-Aguirre, Escuela Politécnica Nacional, Ecuador
Doug Millward, University of Essex, UK

Esmiralda Moradian, Stockholm University, Sweden

Renita Murimi, University of Dallas, USA

Mais Nijim, Texas A&M University-Kingsville, USA
Kendall E. Nygard, North Dakota State University, USA

ix



Acknowledgments

Nkaepe Olaniyi, Kaplan Open Learning, UK

Saibal K Pal, Defense R&D Organization, India

Cathryn Peoples, Ulster University, UK

Daniela Pohn, Universitit der Bundeswehr Miinchen, Germany
Karpoor Shashidhar, Sam Houston State University, USA
Nicolas Sklavos, University of Patras, Greece



Contents

PartI Network and Systems Security Management

1  Agent-Based Modeling of Entity Behavior in Cybersecurity .......... 3
Guillermo A. Francia III, Xavier P. Francia, and Cedric Bridges

2 A Secure Bio-Hash-Based Multiparty Mutual
Authentication Protocol for Remote Health Monitoring
Applications ....... ... 19
Sumitra Binu

3 Cybersecurity Attacks During COVID-19: An Analysis
of the Behavior of the Human Factors and a Proposal of
Hardening Strategies..................oooiiiiiiiiiiiii e 37
Roberto O. Andrade, Maria Cazares, and Walter Fuertes

4  Vehicle Network Security Metrics .................ccoiiiiiiiiiiiiin., 55
Guillermo A. Francia IIT

5  VizAttack: An Extensible Open-Source Visualization
Framework for Cyberattacks ...............................ll. 75
Savvas Karasavvas, Ioanna Dionysiou, and Harald Gjermundrgd

6  Geographically Dispersed Supply Chains: A Strategy
to Manage Cybersecurity in Industrial Networks Integration ........ 97
Ralf Luis de Moura, Alexandre Gonzalez, Virginia N. L. Franqueira,
Antonio Lemos Maia Neto, and Gustavo Pessin

7  The Impact of Blockchain on Cybersecurity Management ............ 117
Rayane El Sibai, Khalil Challita, Jacques Bou Abdo,
and Jacques Demerjian

8 A Framework for Enterprise Cybersecurity Risk Management ...... 139
Samir Jarjoui and Renita Murimi

xi



xii

9

Contents

Biometrics for Enterprise Security Risk Mitigation .................... 163
Mikhail Gofman, Sinjini Mitra, Berhanu Tadesse, and Maria Villa

Part II Vulnerability Management

10

11

12

13

14

15

16

17

18

SQL Injection Attacks and Mitigation Strategies: The Latest
Comprehension ... 199
Neelima Bayyapu

Managing Cybersecurity Events Using Service-Level

Agreements (SLAs) by Profiling the People Who Attack .............. 221
Cathryn Peoples, Joseph Rafferty, Adrian Moore,

and Mohammad Zoualfaghari

Recent Techniques Supporting Vulnerabilities Management
for Secure Online ApPps ...........cooiiiiiiiiii e 245
Tun Myat Aung and Ni Ni Hla

Information Technology Risk Management ............................. 269
Gurdip Kaur and Arash Habibi Lashkari

From Lessons Learned to Improvements Implemented:
Some Roles for Gaming in Cybersecurity Risk Management ......... 289
Mary Ann Hoppa

Applications of Social Network Analysis to Managing the

Investigation of Suspicious Activities in Social Media

Platforms ...... ... o 315
Romil Rawat, Vinod Mahor, Sachin Chirgaiya,

and Abhishek Singh Rathore

SIREN: A Fine Grained Approach to Develop Information
Security Search Engine ... 337
Lalit Mohan Sanagavarapu, Y. Raghu Reddy, and Shriyansh Agrawal

Dimensions of Cybersecurity Risk Management........................ 369
Kendall E. Nygard, Aakanksha Rastogi, Mostofa Ahsan,
and Rashmi Satyal

The New Normal: Cybersecurity and Associated Drivers for
aPost-COVID-19Cloud ............ooiiiiiiiiiiiiiiiii e 397
Douglas J. Millward, Nkaepe Olaniyi, and Cathryn Peoples

Part III Identity Management and Security Operations

19

Proven and Modern Approaches to Identity Management ............ 421
Daniela Pohn and Wolfgang Hommel



Contents xiii

20 A Hybrid Recommender for Cybersecurity Based on Rating
APProach ... 445
Carlos Ayala, Kevin Jiménez, Edison Loza-Aguirre,
and Roberto O. Andrade

21 An Introduction to Security Operations ................................. 463
Gurdip Kaur and Arash Habibi Lashkari



About the Editors

Kevin Daimi received his Ph.D. from the University of
Cranfield, England. He has a long academic and indus-
try experience. His research interests include Computer
and Network Security with an emphasis on vehicle
network security, Software Engineering, Data Science,
and Computer Science and Software Engineering Edu-
cation. He has published a number of papers on vehicle
security. He is the editor of Computer and Network
Security Essentials, and Innovations in Cybersecurity
Education books, which were published by Springer.
He has been chairing the annual International Con-
ference on Security and Management (SAM) since
2012. Kevin is a Senior Member of the Association for
Computing Machinery (ACM), a Senior Member of the
Institute of Electrical and Electronic Engineers (IEEE),
and a Fellow of the British Computer Society (BCS).
He is the recipient of the Outstanding Achievement
Award from the 2010 World Congress in Computer Sci-
ence, Computer Engineering, and Applied Computing
(WORLDCOMP’10) in Recognition and Appreciation
of his Leadership, Service, and Research Contributions
to the Field of Network Security. He is currently Pro-
fessor Emeritus of Computer Science and Software
Engineering at the University of Detroit Mercy.

XV



XVi About the Editors

Cathryn Peoples received her Ph.D. from Ulster Uni-
versity, Northern Ireland in 2009 and has published a
number of articles, book chapters, and reviews since
2006. Her research interests include delay-tolerant net-
working, smart cities, green IT, Quality of Service,
and network management. She is currently a co-Editor-
in-Chief of the EAI Endorsed Transactions on Cloud
Systems. Cathryn received an achievement award in
% ! recognition and appreciation of service contributions
in the field of network security for the 2013 World
Congress in Computer Science, Computer Engineering,
and Applied Computing, and the Best Paper award
at the 3rd International Conference on Advances in
Computing, Communications, and Informatics in 2014.
She is a member of the Institute of Electrical and
Electronics Engineers, the British Computing Society,
the Institution of Engineering and Technology, and
the Association for Computing Machinery. Cathryn
achieved Fellowship of the Higher Education Academy
in March 2018 and the Cisco Certified Entry Level
Technician accreditation in November 2018. She is
currently employed at Ulster University and The Open
University in both teaching and researching roles.




Part I
Network and Systems Security
Management



Chapter 1 ®
Agent-Based Modeling of Entity oo
Behavior in Cybersecurity

Guillermo A. Francia III, Xavier P. Francia, and Cedric Bridges

1.1 Introduction

Social scientists have long recognized that personal choice and decision-making
in various domains defy the assumption of a rationally behaving agent [1]. Such
domains include cybersecurity and, consequently, cyber trust and cyber economics.
Goodman and Lin [2], for example, have suggested how the availability heuristic
can be exploited to increase cybersecurity concerns among users, thus improving
cyber safety. Similarly, Farahmand et al. [3] have constructed a behavioral economic
model to account for perceived risks to information security. Kesan and Shah [4]
have described how status quo bias can explain and help improve the users’ choice
of security settings. Finally, Bolton et al. [5] have provided an account of the
psychology of trust that is informed by behavioral economics. Specifically, they
argued that buyer and seller trust in anonymous online markets is a function of
the interaction between social preferences (e.g., fairness) and feedback mechanisms
(e.g., reputation statistics) [1]. These key efforts led to improved understanding
and the development of more optimal intervention strategies in cybersecurity.
Further, as Borrill and Testfatsion [6] have pointed out, it is difficult to predict the
universal outcomes of social systems that are strongly interactive and sensitive to
initial conditions and random events. Indeed, there is always a strong demand for
computational simulation models to augment empirical studies on risky behavior in
cyberspace [1].

G. A. Francia III (<)
Center for Cybersecurity, University of West Florida, Pensacola, FL, USA
e-mail: gfranciaiii @uwf.edu
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Social affinity is the feeling of kinship between two individuals. When dealing
with information security, social affinity is closely related to trust and is an important
factor to consider. However, social affinity has always been difficult to account
for [7]. This is due to the fact that it is not something that can be determined
beforehand. A modeling approach known as agent-based modeling (ABM) helps to
solve this issue. ABM can be used to give an idea of the effect of social affinity
through a series of trial runs [7]. This approach is effective because it employs
agents that can simulate other entities, which are used within the simulation. Agents
in this modeling structure often have properties that determine their actions in
the simulation. Social affinity and trust are highly relevant to phishing. Many
cyberattacks are either the direct cause of or indirectly influenced by phishing.
Oftentimes, a hacker or individual with malicious intent will send phishing emails
to gain information that can be used for a larger attack.

The remainder of this chapter is organized as follows: Sect. 1.2 provides a com-
prehensive literature review on the modeling of both human and system behavior.
It also introduces the concept of agent-based modeling. While Sect. 1.3 focuses
on the implementation details and the simulation results, Sect. 1.4 provides the
implications of the agent-based modeling concepts on cybersecurity management.
In as much as this is an on-going research project, Sect. 1.5 describes the limitations
of the current study. Finally, Sect. 1.6 provides concluding remarks and suggests
invigorating the exploration and the application of agent-based modeling and
simulation to cybersecurity issues.

1.2 Background

1.2.1 Modeling of Human Behavior

There is no question that people are always the weakest link on the cybersecurity
chain. The issue is that people make mistakes, either inadvertent or intentional,
and are prone to make reckless decisions when under duress. Lessons learned
on cybersecurity training appear to disappear when confronted with stressful
circumstances. In cyber space, it is paramount that we provide and account for, not
only the security of devices and systems but also, the human factor. Understanding
human behavior is a step toward securing the human layer, and that understanding
starts with the modeling of human behavior.

Models of human behavior for various applications such as crowd evacuation
Pelechanoi and Badler [34], mobile computing virus propagation Gao and Liu
[35], and plan recognition Mao, Gratch, and Li [36] have been proposed and
studied. Ustun [37] described a closely related work on the modeling and simulation
of physical security in light of human behavior [1]. Meshkat et al. present an
elaboration of key actors in the cyber world and the utilization of a Bayesian Belief
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Networks to emulate the causal and probabilistic relationships between the various
elements that affect an actor with adverse consequences [8].

Human activity can be modeled as Poisson processes, where an individual (agent)
engages in a specific action with a probability gdt, i.e., with time interval df and
frequency ¢ of the monitored activity [9]. The result is an exponential distribution
of the time interval between two consecutive actions by the same individual,
called the interevent time or waiting time. Along the same vein, the distribution
is found to be better approximated by a heavy tailed or Pareto distribution, whose
distribution follows a slowly decaying process with very long periods of inactivity
and separate bursts of intense activity as shown by Barabasi et al. [9]. In that study,
the authors conclude that “whenever an individual is presented with multiple tasks
and chooses among them based on some perceived priority parameter, the waiting
time of the various tasks will be Pareto distributed. In contrast, first come-first-serve
and random task execution, common in most service oriented or computer driven
environments, lead to a uniform Poisson like dynamics” [9].

‘We next turn our attention to trust a major factor in cybersecurity. Computational
Trust and Reputation (CTR) systems collect trust information about candidate
partners and compute the trust scores for each of these candidates. These systems
are useful in virtual marketplaces, such as eBay.com or Amazon.com, because
they provide a means to discourage deceptive behavior of suppliers and business
partners. Danek et al. analyze and compare two aggregation engines that back CTR.
The first aggregation approach considers properties of the dynamics of trust in
the process of trust building. The three different properties of trust dynamics are
asymmetric, maturity, and distinguishability. Unlike the aforementioned approaches
where dynamics of trust is used, the second group of approaches is based on a
weighted mean of a number of past trust evidences [10].

Xu et al. [11] model the threat of personal data leakage and develop a systematic
approach for computing the likelihood that an adversary learns private data of a
target. In that study, the authors create a game in which participants answer multiple-
choice questions concerning email correspondence between their colleagues. The
participants are allowed to use the Internet, including social networking sites, to
answer the questions. In their experiment, the authors want to investigate which
factors contribute to privacy leak. Factors investigated include:

* type of relation between the target and the adversary

 duration of relation between the target and the adversary

e communication frequency between the target and adversary

* entropy of the target’s email regularity, specifically based on the probability
distribution of the target’s email frequency to and from the target’s contacts; and

¢ collusion among adversaries

Using regression and correlation analyses, the authors conclude that duration of
relation and communication frequency are strong predictors for information leak.

A conceptual framework, FraudFind, whose purpose is to detect financial fraud
by analyzing human behavior, is presented by Sanchez et al. [12]. FraudFind works
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by continuously collecting information from agents in users’ computing devices.
The information gathered are analyzed using data mining techniques to detect
patterns of fraudulent behavior.

Baluta et al. proposed the SecurelnT [13], a discrete event simulation model
that models the cybersecurity risk due to unintentional insider threats. The model
utilized two parameters: user vulnerability and user interaction. The work tapped
the notion of social engineering as an avenue for exploiting user vulnerability. The
three social behaviors that were studied are the following: lack of attention, lack
of awareness, and personality. The user interaction parameter encodes the notion of
security leakage due to credential sharing. The proposed model is applied to a two-
user scenario to demonstrate the increase in cybersecurity risk in face of a combined
user vulnerability and leakage conditions.

The modeling and characterization of a cyber-terrorist are the foci of a study
by Schudel & Wood. In this study, the Information Design Assurance Red Team
(IDART) modeled the cyber-terrorist based on the following assumptions [14]:

* The level of sophistication of the cyber-terrorist varies from that of a sophisti-
cated hacker to state-sponsored professional.

* The adversary has access to all commercial resources and limited funding.

* The adversary has access to all publicly available information and is capable of
exfiltrating controlled information.

* The ability to influence the life cycle of a particular product is likely.

* The risk aversion aptitude of the adversary is high.

* The adversary has specific targets or goals.

* The cyber-terrorist is professional, creative, and very intelligent.

1.2.2 Modeling of System Behavior

With regard to system behavior modeling, there are notable works on multi-
Unmanned Aerial Vehicle (UAV) surveillance systems [15], the assessment of
various financing scenarios in highway infrastructure systems [16], and the effects
of human factors on the smart grid system of systems [17]. In a recent work by Silva
and Braga, a systematic review is made on how agent-based modeling techniques
have been applied for simulating systems-of-systems domains [18]. The work
concludes with an identification of the most utilized application domains together
with methods, approaches, and tools for the simulation of systems of systems.

Modeling Economic Systems utilizing the Agent-based Computational Eco-
nomics (ACE) modeling principles and objectives is found in a published work
by Tesfatsion [19]. The research study highlights the application of the ACE
system in constructing various computational models that include labor markets as
evolutionary sequential games, anticipatory learning of macroeconomic systems,
coupled natural and human systems, and critical infrastructure systems.
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An agent-based system model conceptualizing and extracting explicit and latent
structure of a complex enterprise system with human interactions is presented by
Ashiku and Dagli [20]. The study derived the rate of attacks on a business entity by
utilizing a risk-based approach to modeling cybersecurity.

As power distribution system infrastructures become more dependent on cyber
systems, cybersecurity becomes even more imperative. A study by Choi, Hing
& Kim proposes a cybersecurity enhanced distribution automation system with
multi-agent system [21]. The multi-agent-based intrusion detection and mitigation
algorithms are used to identify abnormal behaviors and operations of the distribution
system.

1.2.3 Agent-Based Modeling (ABM)

An agent-based modeling (ABM) system consists of autonomous, interacting agents
with predefined relationships [22]. These agents have programmed behaviors that
allow them to make the capability to decide or act within the context of a simulated
environment and the situation in which they find themselves [22]. ABM has been
extensively used in system modeling for various applications. In a notable work by
Nguyen et al., multiagent-based modeling is used to analyze urban transportation
policies [23]. The goal of the study is to analyze the behavior of transportation
users in urban transportation systems. ABM was used to simulate and assess crisis
scenarios in connection with the study of emergency plans in the published work of
Piccione and Pellegrini [24]. In Butt et al. [25], the suitability of ABM to model the
communication aspects of road traffic management with Internet of Things (IoT)
on both coordinated and uncoordinated scenarios is investigated. Closely akin to
this study is the work of Sibley and Crooks [26] that utilized an agent-based model
to simulate the macro-level effects of online social network link recommendations.
The results of their study indicate the fragmentation of society into clustered and
dispersed communities due to recommendation-based links.

Recursive Porous Agent Simulation Toolkit (RePAST) is an agent modeling
toolkit that focuses on modeling social behavior and was created at the University
of Chicago in closed collaboration with Argonne National Laboratory. Example
applications of RePAST include modeling economic production and consumption
systems, modeling of biological evolution in an artificial system, modeling the
acceptance of social norms by individuals, etc. [27].

Danek et al. [10] use RePAST to simulate a virtual marketplace to test the
above-mentioned models’ capabilities in distinguishing between different types of
suppliers by picking up more good suppliers while avoiding bad suppliers. Their
simulated marketplace consisted of customers and populations of suppliers that
vary by type. The capability of a supplier in fulfilling a contract is modeled by a
Markovian process with two states: contract fulfillment and contract violation and
some transition probability [10].
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1.3 Modeling and Simulation

To better understand the modeling and simulation that we employ in this study, we
need to revisit the following properties and attributes of agents [22]:

e They are autonomous, self-directed, and independently function in their own
environment.

* They are self-contained; each with a set of attributes, behaviors, and decision-
making capability.

» They are social and able to interact with other agents.

* Each has a state that varies over time.

1.3.1 Implementation

We adopted, reconfigured, and enhanced the zombie apocalypse model that simu-
lates the possible outcomes of a zombie invasion in a major city [28]. Essentially,
we retraced the process of the development of an agent-based model, given the fact
that the zombie apocalypse model is already existing. In an attempt to measure
the effectiveness of a cyberattack, we look closely at the spread of the computer
virus, which is the most common instrument in launching an attack. The goal
is to understand the propagation of a cyber-attack, given certain user, system,
adversary attributes, and behaviors encoded as agent parameters utilizing agent-
based modeling and simulations. These simulations are performed with varying
values of agent parameters. These parameters included the adversary sophistication,
trust level, level or quality of user training, and strength of cyber defense. In this
modeling scheme, we regard non-infected systems as normal human or system agent
and infected systems as zombie agents. This agent-based model is inspired by the
classical epidemiology model: the Susceptible-Infectious-Susceptible (SIS) model.

This SIS model states that a node is only represented in one of two states:
susceptible and infectious [29]. Formally, in the continuous-time Markovian SIS
model, at any time ¢ an agent is either infected or susceptible and that each infected
agent infects each of its susceptible neighbors at an infection rate 8 and a recovery
rate 6 [30]. Given these rates, the ratio T = /6 is the effective infection rate. Further,
it should be noted that both processes, infection and recovery, are independent
Poisson processes. As a matter of reference, we created a simulation of the SIS
model and depict the results on Fig. 1.1.

1.3.2 Simulation Results

In this section, we present the results of the agent-based simulation on varying
agent parameters. With each parameter, we choose to compare the growth rate of
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Fig. 1.1 Rate of infection using the SIS model

system infection at both ends of the spectrum, i.e., the best-case and the worst-case
conditions. We should point out, for the astute reader, that the recovery aspect after
infection is not considered in this study for two reasons. First, we want to focus on
the rate of infection on four cybersecurity scenarios. Second, we assume that the
system infection goes unnoticed and unabated for a long period of time. The second
assumption frequently occurs in the real world and has been heavily documented in
the literature (e.g. [31-33]).

1.3.2.1 Adversary Attack Sophistication

Adversary attack sophistication, a measure of the capability of the adversary in
mounting a successful attack, is the first parameter that we investigated. The greater
the capability of the adversary in crafting a sophisticated attack, the more likely
the attack succeeds, and consequently, the growth rate of infection is much steeper
compared to that with low sophistication. This can be surmised in Fig. 1.2.

The manner with which we implemented the high sophistication attribute is to
create more intelligent zombie agents having the capability to seek out a locality that
has the most human agent population. In contrast, the low sophistication attribute is
implemented by giving the zombie agent the proclivity to seek and attack a locality
that has the least human agent population.
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Fig. 1.2 Infection rate with attack sophistication

1.3.2.2 Trust Level

The next parameter we investigated is the trust level. The trust level refers to
the degree of confidence users put into the system. We augmented the zombie
agent with a reputation attribute that represents the trust level that is assumed by
the zombie agent. Users tend to have more confidence on what they perceive as
reputable sources such as those personnel from social circles, work, families, or law
enforcement. Thus, phishing attacks tend to be successful when impersonating these
reputable personnel. In the simulation process, these personnel are represented by
zombie agents with high trust levels. The issue we want to explore in this scenario is
whether trust can have an impact on the growth rate of system infection. The results
of the simulation are depicted in Fig. 1.3. Without belaboring the obvious, it can be
observed that a blind trust on a system, an adversary or not, could exacerbate the
growth of infection. In reality, not all trusted systems could turn to be malevolent,
and users, especially those who undergo regular training, may not put a high level
of trust on some of the reputable personnel. However, what we want to illustrate
in this simulation is the effect of trust on system integrity that could subsequently
stimulate the efforts toward the design of trusted systems.
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Fig. 1.3 Infection rate with trust level

1.3.2.3 Quality or Level of Training

User training is indispensable in cybersecurity. As previously stated, the human
link is the weakest in the cybersecurity chain. In the real world, new exploits are
discovered everyday, so it is important for users to stay updated through regular
training. The quality of user training is implemented as an additional attribute on
the human agent. We assign two levels of training quality: high and low. The better
quality or the higher level of training the user gets, the better is the user agent in
evading the zombie agents. The results of the simulation are depicted in Fig. 1.4. The
results clearly show the impact of user training on the growth of system infection.

1.3.2.4 Quality of Cyber Defense

Cyber defense is a collection of tools, processes, and capabilities necessary for
the protection of information assets from malicious activities. Among its various
components are intrusion detection systems, firewalls, antivirus applications, access
control mechanisms, security audits, continuous monitoring, threat intelligence, etc.

The level of cyber defense is encoded on the human agent as the energy attribute.
In the simulation, we regard the user (human agent) and the system as a single
entity. To simulate a strong cyber defense, the initial energy level of the human
agent is set to a high value and decremented at every iteration of the simulation. A
high human agent energy value provides protection against zombie infection. At a
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Fig. 1.4 Infection rate with training level

certain threshold value of the energy level, the human agent is prone to infection.
The scenario reflects the dynamic nature of the sophistication of cyber incursions
and the deterioration in a static cyber defense over time. For instance, systems need
to be patched every so often; firewalls need to be upgraded; antivirus applications
need to be updated; and threat intelligence data need constant and real-time update.
The results of the simulation are depicted in Fig. 1.5. In the chart, the steep growth
rate of the weak cyber defense is quite noticeable.

1.3.2.5 Comparison of Slow Growth Rates

In order to gain a better appreciation of the impact of the four agent parameters
that resulted in slow growth rate of infection, we grouped them into a single visual
display as depicted in Fig. 1.6. Among the four parameters, the strong defense
parameter appears to provide the best protection against system infection. Because
of the lack of empirical data, we can only surmise that a strong defense, consisting
of various protection mechanisms, provides the best deterrent against cyberattacks.

1.3.2.6 Comparison of Fast Growth Rates

Likewise, we superimposed the results of the fast growth rate on each of the four
parameters as shown on Fig. 1.7. Although not quite noticeable, the high trust level
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Fig. 1.5 Infection rate with cyber defense level
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Fig. 1.6 Slow infection rates
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Fig. 1.7 Fast infection rates

yielded the fastest growth rate of infection. One justifiable inference is that assigning
a high trust level on an entity opens up the flood gate to the system and compromises
all defense mechanisms. Some typical scenarios are sharing passwords, falling
victim to a phishing attack, and enabling social engineering to occur.

1.4 Cybersecurity Management Implications

Cybersecurity management involves the administration and governance of processes
and resources necessary for the security of information systems and infrastructure.
Among these processes and resources include, but not limited to, infrastructure and
network components, policies and procedures, human resources, strategic planning
and requirements, security tools, policy and compliance enforcements, training and
workforce development, and continuous improvement processes.

This study has multiple and significant contributions toward the enhancement of
cybersecurity management. These are illustrated in the following:

* It provides a basis with which sound decision-making on cybersecurity resource
allocation can be made.

» It facilitates the adoption of effective strategic plans related to cybersecurity
management.
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e It provides the justification for security awareness training and workforce
development.

 Itenables the creation of efficient tools and processes for policy enforcement and
regulatory compliance.

1.5 Limitations of the Study

This study is a work in progress. It should not be construed as an end product of
Agent-Based Modeling and Simulation. The authors would like to caution the reader
on the following limitations of the study:

e There is a need for empirical data to validate the results of the model and its
simulations. However, it should be carefully noted that the use of statistical
data alone cannot accurately predict scenarios involving several entities that act
independently of each other [7].

¢ The formal underpinnings of the ABM need to be verified.

1.6 Conclusions and Future Directions

When thinking of the effects of behavior of entities in cyberspace, one might assume
that an entity’s action has no repercussion other than its intended goal. Because
of the intricate interconnectivity of computing systems, the rise in cyber hackers,
and the proliferation of social networks, every action made on cyber space has far-
reaching consequences. Decisions made on firewalls, patches, antivirus software,
emails, social networks, and even trusts could make or break a system.

In this study, we present a method that encodes and simulates these behaviors
using an Agent-Based Modeling and Simulation system. We study the behavior of
the user, the adversary, and the system on four cyber scenarios: adversary attack
sophistication, trust relationship, cyber defense protection, and user training. By
creating agent-based models to represent these entities, enabling the four scenarios
using agent parameters, and running simulations, we arrive at results that validate
our initial propositions.

The contributions of this research work are embodied in the following:

* It provides the groundwork for future applications of ABM on social behavior in
cyber space.

¢ It provides an understanding of the impact of four major parameters on cyberse-
curity.

* It provides a glimpse on how entity behavior can be managed towards the optimal
allocation of cybersecurity resources.

* It offers additional insights into cybersecurity and future research directions
worthy of vigorous investigations.
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Recognizing the richness and practicality of this research area, we offer the

following research directions:

Validate the results of the simulations by gathering and analyzing empirical data
apply machine learning systems to augment the ABM system

derive mathematical models that will support the credibility of the ABM system;
and

expand the four parameters with other pertinent factors that defines the security
of cyberspace
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