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Viale delle Scienze, Palermo, Italy
d.bauso@rug.nl

Abstract. This paper casts coordination of a team of robots within
the framework of game theoretic learning algorithms. In particular a
novel variant of fictitious play is proposed, by considering multi-model
adaptive filters as a method to estimate other players’ strategies. The
proposed algorithm can be used as a coordination mechanism between
players when they should take decisions under uncertainty. Each player
chooses an action after taking into account the actions of the other play-
ers and also the uncertainty. Uncertainty can occur either in terms of
noisy observations or various types of other players. In addition, in con-
trast to other game-theoretic and heuristic algorithms for distributed
optimisation, it is not necessary to find the optimal parameters a priori.
Various parameter values can be used initially as inputs to different mod-
els. Therefore, the resulting decisions will be aggregate results of all the
parameter values. Simulations are used to test the performance of the
proposed methodology against other game-theoretic learning algorithms.

Keywords: Game-theoretic learning · Distributed optimisation ·
Multi-model adaptive filters · Robot teams coordination · Fictitious
play · Bayesian games · Potential games · State based games ·
Stochastic games

1 Introduction

Teams of robots can be used in many domains such as mine detection [69], med-
ication delivery in medical facilities [16], formation control [45,58] and explo-
ration of unknown environments [31,55]. A common feature shared by these
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applications is that robots should either minimise a cost function or maximise
a utility function in a distributed fashion. Thus, the resulting problem can be
formulated as an distributed optimization one. Distributed optimisation arises
also in several applications such as in smart grids [2,66], disaster management
[25,57], robot team coordination [51,52], sensor networks [23,24,32,68], water
distribution system optimisation [2,66] and scheduling problems [61].

In each of the aforementioned applications, the agents need to coordinate to
achieve a common goal. If the desired task requires distributed optimisation of
a utility or cost function, then the resulting problem turns into a game where
each agent optimizes a portion of the common objective function based on local
information. In such a scenario, game theory provides formal tools to assess the
quality of the solution obtained.

As in [59], in this paper we address two kinds of uncertainty that can be arise
in a game theoretic learning process that can be applied in robotic scenarios. The
first one is related to uncertainty of measurements. Consider the case where, the
robots do not have access to the other robots’ states, or if the communication
channel is noisy or involves faulty sensors, we say that the game has imperfect
information, and the robots have to make a decision under uncertainty. Uncer-
tainty can lead to wrong decision. For example, wrong decisions could be made
when the positions of other robots are inferred by noisy odometry or noisy cam-
era input. Another example in which noisy observation can have impact on the
coordination process of a robot team is the case of a fleet of Unmaned Aerial
Vehicles (UAVs) that need to take images of an area in order to identify the
growth of the crops. The images should be taken from various angles. However,
it is not always possible for a UAV to know the exact position and bearing of
the other UAVs, and therefore, to make correct decisions about when to change
photo-shooting angles.

The second form of uncertainty is related with various states or types that
the environment or other robots can be. This uncertainty can be in the form
of incomplete information. A team of UAVs can know the weather conditions
for their tasks, “good” or “bad” weather for example, up to a certain proba-
bility. Consider also the case where, each member of a robotic team can be in
various possible states regarding its battery life, affecting the possible choices
they have. On another setup the choices robots are making in a current snap-
shot of their mission could affect their future choices.Stochastic, state based and
Bayesian games are two categories of games which can be used in order to model
distributed optimisation task under those types of uncertainty.

In this paper, we propose a novel game-theoretic learning algorithm, which
can be used as a coordination mechanism among robots playing either com-
plete information games with noisy observations or Bayesian games or Markov
games. In detail, it is a synchronous algorithm, where Extended Kalman Fil-
ters Fictitious Play (EKFFP) [60] is combined with multi-model adaptive filters
(MMAFs) [9]. The novelty of our algorithm is that the joint distribution of
the uncertainty and the observed actions of other players’ action are used to
make decisions. Robots use multiple models to solve their optimisation task.
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Each model is either a probabilistic representation of the noisy observations
model of the other players’ states or of the state of the world. Each model of
MMAF represents a part of uncertainty and the final decision making is based
on a weighted average over all the models.

Note here that a sequence of Bayesian games can also be used to describe
partially observable games and decentralised partial observable Markov decision
process (dec-POMDPs) [15]. Thus the proposed methodology can be used as
a coordination mechanism for each individual Bayesian game (sub-tasks) till a
solution to the dec-POMDP is found.

Another advantage of our algorithm, is that in contrast to EKFFP and var-
ious heuristic distributed optimisation algorithms, there is no need to tune any
parameters. Therefore, there is no need to decide in advance the value of the
EKFFP parameters. Instead, random valuations of these parameters can be used
simultaneously. Each valuation predicts other robots’ strategy from a different
angle, which is represented by different models. Therefore, it is easier to adapt
to evolution of other robots’ strategy.

This article is an extended version of [59]. This version considers more types of
uncertainty which are related with two new categories of games, namely stochas-
tic and state based games. In addition, the basic game theoretic definitions and
learning algorithms were explained in more detail. Also, additional information
is provided regarding the implementation details of the proposed algorithm.

The rest of the paper is organised as follows. Next section contains a brief
description of related work. In Sect. 3, a brief description of the game-theoretic
notions that will be used in the rest of the paper are presented. In Sect. 4, the
learning algorithm EKFFP is presented. Section 5 describes our fictitious play
based algorithm, which integrates multi-model adaptive filters and extended
Kalman filter. Section 6 discusses some implementation details of our algorithm
and game-theoretic learning algorithms in general. In Sect. 7, we evaluate our
algorithm in several case studies. In Sect. 8, we summarise our findings and
present our future work.

2 Related Work

Distributed learning under noisy observation was considered in [27]. Particle
swarm algorithms subjected to intrinsic noise was applied in [42] and [13]. In
[21], noisy observations in a different context from this work were investigated,
as no directly any knowledge about the noisy observation was used, such as
their probability distribution. In [11], the uncertainty was dealt within a game
theoretic framework under a simplified assumption that players use the same
strategy through the iterations of the game.

Various approaches have been adopted to solve Bayesian games including:
Bayesian action graph games [22], Multi-agent influence diagrams [26] and New-
ton method [19]. The difference between these approaches and the proposed
algorithm is that their goal is to find the optimal strategy. However, the search
for an optimal solution in cooperative Bayesian games is an NP-hard problem
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[65], and thus, is not tractable. On the other hand, in our algorithm players take
into account the other players’ actions and their possible types when updating
their desired action until they reach to a commonly accepted solution, which is
usually an equilibrium point to the problem. In [15], an approximate solution
was proposed based on an alternating maximisation algorithm, but this is not
applicable when robots choose their actions simultaneously. Smooth fictitious
play [43] and a variant of fictitious play for Bayesian games with continuous
states [44] have been used to solve auctions in a competitive environment, which
is not applicable in cooperative games on which this work is focused.

Various reinforcement learning techniques have been proposed as solutions to
stochastic games. Examples include minimax Q and Q-learning in [30], decentral-
ized Q-learning, distributed Q-learning, hysteretic Q-learning, and WOLF PHC
in [34]. In [54] Classic fictitious play has also been used in order to solve a Markov
games that used in order to model robotic arm manipulators. In [33] a log-linear
process was proposed to solve state based games. When in [29] a two-memory
better reply algorithm was proposed. In contrast, the proposed algorithm since a
different model is used for each possible state of the game. Moreover, the model
of each state is updated only when the state is active which allows to have a
more accurate estimate of opponents’ strategies in each state.

3 Game-Theoretic Definitions

This section contains a brief description of some game theoretic definitions that
will be used in the rest of the paper.

3.1 Normal Form Games

A game Γ in normal form is defined as a tuple

Γ = 〈I, {Ai}i∈I , {ri}i∈I〉,
where

– I is the set of indices of all players;
– Ai is the set of all possible actions of player i and the set product A = ×i∈IAi

is the set of all joint actions;
– ri : A → R is the utility (reward) function of player i, which computes the

reward that the player gains after a joint action is selected.

Joint action a, can be written as a = (ai, a−i), where a−i is the joint action of all
players but i. A strategy of player i is a probability distribution over its action
space, and let Δi denote the set of all the probability distributions over Ai. Each
player uses a strategy σi ∈ Δi to choose its action. Similarly to actions, a joint
strategy σ ∈ Δ is defined as an element of the set product Δ = ×i∈IΔi, and
σ−i is a joint strategy of all players but i.

In this paper we consider iterative games. In these games, a game is repeat-
edly played along a discrete sequence of time instances called rounds or iterations
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when each player chooses their actions based on their strategies, the history of
the observed joint actions in the played iterations of the game and the rewardse
allocated to them.

A player uses a pure strategy when it deterministically chooses actions, there-
fore it puts all its mass function in a single action ai ∈ Ai such that σi(ai) = 1.
When this is not the case, we call such a strategy, mixed strategy. The expected
reward of player i, given its opponents’ strategies σ−i, is denoted by ri(σi, σ−i).
If σi is a pure strategy with σi(ai) = 1, the expected reward can be written as
ri(ai, σ−i).

The most common deterministic decision rule in game theory is the so-called
best response (BR) by which players choose the actions which maximise their
expected rewards. Formally, the action that a player i will choose, given its
opponents strategies σ−i, is

BRi(σ−i) = argmax
ai∈Ai

ri(ai, σ−i). (1)

A normal form game Γ can be either a competitive or a coordination game,
depending on its utility function. In competitive games, players have conflicted
interests, while in coordination games, they maximise their reward when a com-
mon goal is achieved. Table 1 depicts the players’ rewards of a zero-sum game,
which is an canonical example of competitive games. There are two players in
this game: the row player playing actions b1 and b2 and the column player play-
ing a1 and a2. Each entry in the table represents the reward they receive when
the corresponding joint action is played. For example, entry 1,−1 means that the
row player receives 1 and the column player receives −1 when they play joint
action (b1, a1). Therefore, the reward a player gains is what the other player
looses. Similarly, Table 2 presents the rewards of a coordination game where
both players receive the same reward.

Table 1. Zero sum game.

a1 a2

b1 1,−1 −1,1

b2 −1,1 1,−1

Table 2. Coordination game.

a1 a2

b1 1,1 0,0

b2 0,0 2,2
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A joint strategy σ̃ = (σ̃i, σ̃−i) that satisfies

ri(σ̃i, σ̃−i) ≥ ri(σi, σ−i) ∀i ∈ I,∀σi ∈ Δi

is a Nash equilibrium [38]. Nash in [38] showed that every game has at least one
equilibrium, i.e., there is at least one strategy σ̃ where players do not benefit
from deviating from it unilaterally. A Nash equilibrium can be either mixed or
pure if the strategy σ̃ is a mixed or a pure strategy respectively.

A class of games of particular interest is potential games. In [36], it was shown
that distributed optimisation tasks can be cast as potential games. Hence, the
search of an optimal solution in a distributed optimisation problem can be seen
as searching for a Nash equilibrium in a potential game. A game Γ is a potential
game if the rewards of all players can be replaced by a potential function φ such
that ∀a = (ai, a−i) ∈ A and ∀ā = (āi, ā−i) ∈ A:

ri(ai, a−i) − ri(āi, ā−i) = φ(ai, a−i) − φ(āi, ā−i).

[36] showed that every potential game has at least one pure Nash equilibrium.

3.2 Bayesian Games

A Bayesian game, or game of incomplete information, is defined as a tuple

G = 〈I, {Θi}i∈I , {Ai}i∈I , {p(θi)}θi∈Θ,i∈I , {ri}i∈I〉,

where

– I is the set of player indices;
– Θi is the set of types belonging to player i and Θ = ×i∈IΘi;
– Ai is set of possible actions of player i;
– ri : A → R is the utility function of player i.

Each type of a player represents a possible internal state of the player. At any
time, a player can only be in one of its types. The type of a player constitutes
its private information, in the sense that each player i knows the type that it
is in. In contrast, the other players only know the probability that player i can
be in a certain type at that moment. If θi ∈ Θi is considered as the state of the
environment, i.e., the type of a player is the state of the environment (world),
then all players have the same types and thus Θi = Θj , ∀i, j ∈ I. The expected
reward of a player in a Bayesian game is then estimated as:

ri(σi, θi) =
∑

θ−i∈Θ−i

p(θ−i)ri(σi, θi, σ−i, θ−i). (2)

A Bayesian Nash equilibrium is defined as

σi ∈ argmax
ai∈A

p(θi|θ−i)ri(σi, θi, σ−i, θ−i)
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Hence a Bayesian Nash equilibrium is a Nash equilibrium of the expanded
game in which each player action space of pure strategies is the set of maps from
Θi to Ai.

As an example, consider a task allocation scenario: two robots 1 and 2 need
to collaborate to finish two tasks: easy and difficult. The difficult task can be
performed efficiently only if both robots work together on it. Robot 1 can do
both tasks at the same efficiency, and hence it has only one type. Robot 2
has two types A and B. In type A, robot 2 can do the easy task with greater
efficiency than the difficult task, while in type B, it performs both tasks with
the same efficiency. Furthermore, robot 2 always knows its type, while robot 1
only knows that with probability p robot 2 is in type A, and with probability
1 − p is in type B. In this game, the world has a unique state and thus does not
affect robots’ types. Table 3 illustrates an example of the utility function in this
Bayesian game.

Table 3. Reward matrices of a two players Bayesian game.

Type A

task difficult easy

difficult 10,6 5,10

easy 8,5 6,8

Type B

task difficult easy

difficult 9,10 5,4

easy 8,6 7,5

Each matrix of Table 3 represents the rewards that robots receive. The single
type robot is the row player of the game, and the other robot is the column
player. If robot 2 is in type A, then both robots receive the rewards in the left
matrix, while when it is type B, they receive the reward in the right matrix. For
example, the entry 5, 10 of the left matrix means that when robot 1 performs
the difficult task and robot 2 does the easy task and is in type A. In this case,
robot 1 receives 5 unit of reward and robot 2 receives 10 units. We reinforce here
that at any time of game playing, robot 2 knows exactly which reward matrix
is used, while robot 1 makes decisions based on the probability distribution of
types of robot 2: p and 1 − p for the left and right matrix respectively.

3.3 Stochastic Games

Stochastic games [53] is considering as a multi-agent extension of Markov Deci-
sion Processes. In these games the joint actions of the players can change the
game that is played. Consider the following case which describes a stochastic
game. Two players play repeatedly the zero sum game that is depicted in Table 1,
but when the joint actions b1, a1 or b2, a2 is played then the game that the two
players will play will change with probability p to the coordination game that is
described in Table 2 and will play this game for the remaining repetitions of the
game that should be played.



80 M. Smyrnakis et al.

More formally a stochastic game G is defined as a tuple G = (Q, I, A,
P, {ri}i∈I), where

– Q is a finite set of states
– I is a finite set of players
– A = ×i∈IAi is a finite set of joint actions available for each state in Q.
– P is a |Q| × |A| × |Q| transition probabilities matrix with |Q| and |A| denot-

ing the cardinality of Q and A respectively. Thus, P (q, a, q̃) will denote the
probability that a state q̃ will be visited from state q when the joint action a
will be played.

– ri : Q×A → R is the utility function of player i, with ri(q, {ai}i∈I) denoting
the reward that a player will gain if a joint action is played while the game
is in state q.

The expected reward that players try to maximise in a stochastic game given
a discount factor β ∈ [0, 1) and a mixed strategy σ is defined as:

r̃i(q, σ) =
∞∑

t=0

βt
E

(
ri(q, a)|q0 = q

)
.

The Nash equilibrium in the case of the stochastic games is defined as a joint
strategy σ̃i such as:

r̃i(q, σ̃) ≥ r̃i(q, (σi, σ̃−i)∀σi ∈ Δi∀i ∈ I.

As an example consider a simple scenario where two UAVs that will have to
choose between two areas to monitor, area A and area B. Area A is a narrow
and if both robots choose to monitor it there is a chance to crash. Therefore,
it is possible that the robots wont be able to monitor any area for the rest of
their mission. This problem can be formulated as a stochastic game with the
following elements: Q = x, y, where state x represents the state that UAVs are
functioning and y the state that the UAVs have crashed. The actions that the
UAVs have in state x are A and B and they have no action in state y since they
have crashed. The rewards of the robots are presented in Tables 4 and 5 for the
states x and y respectively.

The transition probabilities when the game is in state x for each possible
joint action is given by

Px =

⎡

⎢⎢⎣

x y

(A,A)
2
3

1
3

(A,B) 1 0
(B,A) 1 0
(B,B) 1 0

⎤

⎥⎥⎦.
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Table 4. Reward of both players in state x. The left number of each tuple represents
the rewards of the first robot (row player), and the second the rewards of the second
robot (column player).

A B

A (10,9) (6,5)

B (1,7) (3,8)

Table 5. Reward of both players in state y.

No action

No action (0,0)

Each row of Px represents a joint action and each column represents the
possible new state of the game either x or y. When the game is on state y
will remain in that state for ever. Under this set up this stochastic game has a
pure strategy Markov equilibrium the joint action (A,B) which wouldn’t be the
equilibrium of the game if the game had only a single state state x.

State-Based Games. State-based games [33] are a simplified version of
stochastic games. Similarly to stochastic games are defined as G = (Q, I, A,
P, {ri}i∈I), but the players are myopic and thus they aim to maximise their cur-
rent expected reward instead of discounted future rewards. Another important
difference between stochastic and state-based games is that the in state based
games the players are expected to have the same action in all the different states
of the game. In these games the notion of recurrent state equilibrium have been
proposed [33], which is defined as the tuple of joint action and state (a∗, q∗) such
as:

– q∗ ∈ Q(a∗|q)∀q ∈ Q(a∗|q∗), where Q(a∗|q) ⊆ Q is the set of reachable states
from initial state q when the joint action a is always selected.

– ri(q, a∗) ≥ ri(q, aia∗,−i)∀ai ∈ Ai,∀q ∈ Q(a∗|q∗),∀i ∈ I.

Consider the case where they should choose to cooperate or not in order to
perform a task. Each time that they choose an action the state of the game can
change. An example is the a state-based game presented in [29]. There are three
states x, y and z and in each of them corresponds a different game, namely coor-
dination game, prissoners’ dielemma and maching pennies. The reward functions
of these games are depicted in Tables.
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Table 6. Reward of both players for the coordination game. The left number of each
tuple represents the rewards of the first robot (row player), and the second the rewards
of the second robot (column player).

Cooperate Not cooperate

Cooperate (4,4) (1,3)

Not cooperate (3,1) (2,2)

Table 7. Reward of both players for prisoners’ dilemma. The left number of each tuple
represents the rewards of the first robot (row player), and the second the rewards of
the second robot (column player).

Cooperate Not cooperate

Cooperate (2,2) (0,3)

Not cooperate (3,0) (1,1)

Table 8. Reward of both players for matching pennies game. The left number of each
tuple represents the rewards of the first robot (row player), and the second the rewards
of the second robot (column player).

Cooperate Not cooperate

Cooperate (−1,1) (1,−1)

Not cooperate (1,−1) (−1,1)

The transition probabilities from each state are given by the following transition
matrices:

Px =

⎡

⎢⎢⎣

x y z

(A,A) 0 1
3

2
3

(A,B) 0 0 1
(B,A) 0 1

2
1
2

(B,B)
1
2

1
2 0

⎤

⎥⎥⎦, Py =

⎡

⎢⎢⎣

x y z

(A,A) 0 1 0
(A,B) 0 1

4
3
4

(B,A) 0 1 0
(B,B)

3
5

2
5 0

⎤

⎥⎥⎦, Pz =

⎡

⎢⎢⎣

x y z

(A,A) 0 0 1
(A,B) 0 0 1
(B,A) 0 1 0
(B,B) 0 1 0

⎤

⎥⎥⎦ (3)

where action A and B correspond to actions cooperate and not cooperate
respectively. The recurrent equilibria for this state-based game are the action
state pairs (BB, x) and (BB, y)

4 Learning Algorithms

A distributed optimisation task can be cast as a game [67]. However, the formu-
lation of the optimisation task as a game does not directly provide a solution to
the game. A coordination mechanism between the robots is needed especially in
cases where autonomy is a desirable property of the robot team. Game-theoretic
learning algorithms can be used by robots to choose a joint action to solve the
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Fig. 1. General procedure of game-theoretic learning algorithms.

game. The canonical example of game-theoretic learning algorithms is fictitious
play (FP). Fictitious play is an iterative learning algorithm. Figure 1 illustrates
the general procedure of game-theoretic learning algorithms.

In each iteration t, each player estimates other players’ strategies, and based
on these estimates, chooses an action using the best response decision rule. At
the initial iteration, i.e., t = 0, every player i maintains some arbitrary, non-
negative weights κi→j

t for each other player j as the estimation of their strategy.
In particular, κi→j

t (aj) is the weight for action aj ∈ Aj of player j. At successive
iterations, players update their weight functions based on other players’ chosen
actions. The update of player i’s weight function for player j is computed as
follows [18]:

κi→j
t (aj) = κi→j

t−1 (aj) +
{

1 if aj = aj
t−1

0 otherwise
(4)

where aj
t−1 is the action that player j chooses at iteration t − 1. Based on these

weights, player i then estimates player j’s strategy using the following equation:

σj
t (a

j) =
κi→j

t (aj)
∑

aj∈Aj κi→j
t (aj)

. (5)
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Fictitious play converges to the Nash equilibrium in many classes of games,
such as 2 ×2 games with generic payoffs [35], zero sum games [46], games that can
be solved using iterative dominance [37], 2 × n games [4] and potential games
[36]. However, this convergence can be very slow [18] because of the implicit
assumption that all players use the same strategy throughout the game. In [56]
and [60], variants of fictitious play were proposed, which were based on particle
filters and extended Kalman filters respectively. These algorithms assume that
players adapt their strategies through the iterations of the game. In both vari-
ants, the fictitious play process is described as a hidden Markov model (HMM).
Each player maintains some unconstrained propensities1, which are responsible
for their strategies. In each iteration of game playing, each player aims to predict
other players’ propensities, i.e., hidden layer of the HMM, by using the history
of other players’ actions, i.e., observations layer of the HMM. Figure 2 illustrates
the evolution of propensities of player i through the iterations of the game and
how they are related to strategies and actions.

Fig. 2. Propensities propagation throughout the game. The propensity xi
t at time t

depends only on the propensity at time t − 1. Moreover, the strategy σi
t of player i at

time t depends only on the propensity of the same iteration, and the action ai
t that the

player chooses depends only on its strategy at the same iteration as well.

More formally, let xi(ai) denote the propensity of player i to play action ai,
and ai

t the action of player i at the t-th iteration of the fictitious play process.
The probability at which each player estimates about the propensity of other
players is

p(xj(aj)|aj
0, a

j
1, . . . , a

j
t ) ∀j ∈ I \ {i},∀aj ∈ Aj . (6)

This probability was evaluated using particle filters in [56] and extended
Kalman filters in [60]. In this paper, we only consider the variant of fictitious
1 The strategies are probability distributions. Thus, when a dynamical model is used

to propagate them, new estimates are not necessary to lay in the probability distri-
butions space. For that reason, the intentions of players to choose an action, namely
propensities, which are not bounded to probability distribution spaces, are used [56].
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play based on extended Kalman filters. But the same methodology can be easily
applied to the variant with particle filters. As each player estimates the propen-
sity of every other individual player separately, only inference over a single “oppo-
nent” player, say player j, will be presented in the rest of the paper.

4.1 Extended Kalman Filter Fictitious Play (EKFFP)

This variant of fictitious play is based on the assumption that players have
no prior knowledge about other players’ strategies, and thus, an autoregressive
model can be used to propagate the propensities [56]. In addition, inspired from
the sigmoid functions that are used in neural networks to connect the weights
and the observations, a Boltzman formula is used to relate the propensities with
other players’ strategies [5]. The following state space model is used to describe
EKFFP:

xj
t (a

j) = xj
t−1(a

j) + ξj
t−1

Iaj
t=aj (aj) = h(xj

t (a
j)) + ζj

t (7)

where Iaj
t=aj (aj) is the measurement equation, which relates the propensities to

the actions of the players. The noise of the propensity process, ξj
t−1 ∼ N(0, Ξ),

which comprises the internal states, has zero mean and covariance matrix Ξ. The
error, ζt ∼ N(0, Z), of the observations has zero mean and covariance matrix Z.
This error occurs because a discrete 0–1 process, such as the best response in
Eq. (1) is represented through the continuous Boltzmann formula h(·) in which
τ is a “temperature parameter”. The components of the vector h, are evaluated
as:

h(xj(aj)) =
exp(xj(aj)/τ)∑

ak∈Aj exp(xj(ak)/τ)
. (8)

The behaviour of the EKFFP algorithm at the t-th iteration of a game can be
described as follows. At first, player i uses the EKF process, which is based on
the state space in Eq. (7), to predict other players’ propensities. Player i then
using these estimates, evaluates player j’s strategy of choosing an action aj ∈ Aj ,
σj

t (aj), as follows:

σj
t (a

j) =
exp(x̄j

t (ak)/τ)
∑

ak∈Aj exp(x̄j
t (ak)/τ)

, (9)

where x̄j
t (ak) is player i’s prediction of the propensities of player j in order

to choose action ak ∈ Aj based on the state equations in Eq. (7) and using
observations up to time t − 1. Player i then uses the estimates in Eq. (9) to
choose an action using best response in Eq. (1). After all players have chosen an
action, they use the EKF update process to correct their estimates about other
players’ strategies in the light of the recently observed actions. Then, the next
iteration of EKFFP starts with t = t+1. The EKF estimations can be computed
by any standard textbook procedure, such as in [49]. Algorithm 1 summarises
the fictitious play algorithm when EKF is to predict other robots’ strategies.
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Algorithm 1. Extended Kalman filter fictitious play [60].

1: while t < max iterations do
2: for all j ∈ I \ {i} do
3: Predict other players’ propensities for the next iteration t + 1 using the state

equations in Equation (7).
4: Use the beliefs about other players’ strategies in Equation (9) and choose an

action using BR in Equation (1).
5: Observe other players’ actions
6: for all j ∈ I \ {i} do
7: Update estimates of player j’s propensities using extended Kalman Filtering

to obtain x̄j
t(a

k).
8: t = t + 1

5 Multi-model Adaptive Filter EKFFP (Source: [59])

5.1 Multi-model Adaptive Filters

The EKFFP process requires the definition of the covariance matrices Ξ and Z
for the random variables ξ and ζ respectively. The performance of the learning
algorithm is affected by the values of these covariance matrices. In [60] specific
values were proposed for those covariance matrices, although these values are
not optimal for all games. In this work, we propose a new approach that uses
many models, each of which represents a pair of covariance matrices Ξ and Z.
This approach then uses a weighted sum of these models in order to obtain an
estimate of other players’ propensities, instead of estimating the propensities
from a single pair of covariance matrices. For Bayesian games, players can have
a propensity estimate for each state of the nature or each type of other players.

The framework that allows many models to be considered under the EKFFP
process is multiple model adaptive filters [6,9,10]. Let L be the set of all models
that are used. Instead of estimating the propensity in Eq. (6), each player should
estimate

p(xj(aj), l|aj
0, a

j
1, . . . , a

j
t ), (10)

where l ∈ L is one of the possible models, each of which either refers to a pair
of covariance matrices for potential games, or the state of the nature or another
player’s type Θi in Bayesian games.

To simplify notations, we use ãj
t to denote (aj

0, a
j
1, . . . , a

j
t ). The estimate of

other players’ propensities in Eq. (10) can be written as:

p(xj(aj), l|ãj
t ) = p(l|ãj

t )p(xj(aj)|l, ãj
t ), (11)

where p(xj(aj)|l, ãj
t ) for a given l is the standard EKF estimate of other player’s

propensity and p(l|ãj
t ) can be seen as the weight factor of each model.
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Using Bayes rule, the probability p(l|ãj
t ) can be written as:

p(l|ãj
t ) =

p(ãj
t |l)p(l)

∑
l∈L p(ãj

t |l)p(l)
, (12)

where p(l) is the prior distribution of the model l. The probability p(ãj
t |l) can

be written as

rlp(ãj
t |l) = p(aj

t , a
j
t−1, . . . , a

j
0|l) (13)

= p(aj
t , a

j
t−1, . . . , a

j
1|aj

0, l)p(aj
0|l)

...
= p(aj

t |ãj
t−1, l)p(aj

t−1|ãj
t−2, l) · · · p(aj

0|l).

The propensities are described by the hidden Markov model, so they are condi-
tionally independent, and thus, Eq. (13) can be written as:

p(ãj
t |l) =

q=t∏

q=0

p(aj
q|l). (14)

5.2 Multi-model Adaptive Filters EKFFP (MMAF-EKFFP)

Let |L| denote the cardinality of set L, and xj
t,l(a

j) the propensity of player j,
playing action aj at the tth iteration under model l. In the multi-model adaptive
filters EKFFP process, each player uses |L| models for the propensity of each
other player. In particular, each model is a state model:

xj
t,l(a

j) = xj
t−1,l(a

j) + ξj
t−1,l

I l
aj
t=aj (a

j) = h(xj
t,l(a

j)) + ζj
t,l. (15)

For each of these models, player i uses the EKF process to predict player j’s
propensity, i.e., x̃j

t,l(a
k), in order to choose an action ak ∈ Aj under model l.

This prediction is weighted using Eq. (12). The estimate of player j’s propensity
to choose action ak ∈ Aj is then the sum of the weighted estimates of each
model:

x̄j
t,ak =

∑

l∈L

p(l|ak)x̃j
t,l(a

k), (16)

where p(l|ak) is evaluated using Eq. (12) and (14). Then Eq. (9) can be applied to
evaluate player j’s strategy. Each model of the estimates of player j’s propensity
are updated using the standard EKF process under the light of the new action
player j has chosen. Algorithm 2 and Fig. 3 summarise the MMAF-EKFFP
algorithm.
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Algorithm 2. MMAF-EKFFP, [59].

1: while t < max iterations do
2: for all j ∈ I \ {i} do
3: for all l ∈ L do
4: For each model l predict other players’ propensities for the next iteration

t + 1, using Equation (15).
5: Evaluate x̄j

t(a
k) using Equation (16)

6: Compute the beliefs about other players’ strategies using Equation (9), and
choose an action using BR in Equation (1)

7: Observe other players’ actions
8: for all j ∈ I \ {i} do
9: for all l ∈ L do

10: Update each model’s estimate of other players’ propensities using extended
Kalman filter to obtain x̄j

t(a
k)

11: t = t + 1

6 Implementation Details

In this section, we discuss some implementation details in robotics of the MMAF-
EKFFP algorithm and of game-theoretic learning algorithms in general.

6.1 Utility Functions

Utility functions have been used in robotics as a metric of robots’ performance
in various applications such as [8,40,62–64,70]. Utility functions can incorporate
various aspects of a coordination task such as the cost a robot pays to perform
an action, the reward that will be produced if a task is completed successfully,
and the aptness of a robot to perform a specific task. In Sect. 7.1, an example of
a utility function for a task allocation problem [1] is presented.

Methodologies for designing a utility function is out of the scope of this
paper. Nonetheless, we mention here that wonderful life utility (WLU) [67] is
a methodology for constructing a utility function, which allows coordination
tasks to be cast as potential games. An important property of potential games,
especially useful in robotic applications, is that they have at least one pure Nash
equilibrium. Therefore, there is at least one optimum joint action where robots
will not deviate from it unilaterally.

6.2 Robots’ Decisions

As any iterative learning algorithm, our algorithm assumes that a specific game
can be iteratively be played and a final decision is reached either when the algo-
rithm converges to an equilibrium or when the maximum number of iterations
is reached. In robotics, this can be seen as the following coordination mecha-
nism. The robots in each iteration choose an action which they intent to play
and makes aware the other robots for its intentions, i.e., by communicating this
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Fig. 3. The MMAF EKFP process [59].

intention to the other robots. Based on this information, they update their esti-
mates about other players strategies and update the action they are intended to
choose. The action that the team of robots will execute will be the joint action
of the final iteration of the learning algorithm.

6.3 Complexity

The computational complexity of the EKF algorithm is upper bounded by the
complexity of inverting a matrix O(n3) [7], where n is the rank of the inverted
matrix. Therefore the additional computational complexity of EKFFP when it is
compared with classic FP is upper bounded by O((|I|−1)|Ak|3), where Ak (k ∈
I) is the largest set of actions among all players. Similarly, for MMAF-EKFFP
it is O(|M|(|I| − 1)|Ak|3), where |M| denotes the number of models which are
used. The difference of the two algorithms is of a multiplicative magnitude of
M. This computational difference can be vanished if the computations of each
model m ∈ M are executed in parallel.

6.4 Stopping Criteria

A general and crucial issue with learning algorithms is about stopping criteria,
namely, the criteria for which the robots stop the iterative game playing stage
(coordination stage) and make a decision. An obvious choice is when a maximum
number of iterations is reached. This number should depend on the size of the
game, number of robots and their available actions, the problem of interest and
constraints which arise from it. For example, in cases where the communication
is expensive or robots should make decisions in real time, the maximum number
of iterations cannot be arbitrarily large.
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If the optimal solutions for the task of interest, and therefore the Nash equi-
libria, are known, then the coordination state can be terminated before the
maximum number of iterations is reached. It can be stopped when the joint
action is one of the Nash equilibria or the reward of the selected joint action is
not less than a constant ε from the equilibrium reward.

Even in cases where no Nash equilibria of the game are known, it is still
possible to have a stopping criterion before the maximum number of iterations is
reached. Coordination can be established if the learning algorithm has converged
to a specific joint action. Convergence to a specific joint action can be defined as
the repeated choice for c iterations of his particular joint action. Note here that
there is no fixed c which can be used for all games. The size of the game and its
nature should be taken into account when c is defined.

Depending on the application and the need to converge to a Nash equilibrium,
different combinations of the aforementioned criteria can be used.

6.5 Example of a Sequence of Bayesian Games

In [14], it was shown that dec-POMDPs can be cast as a sequence of Bayesian
games. In this section, we present a process of implementing a sequence of
Bayesian games to solve a coordination task. Consider the task allocation prob-
lem between two robots with rewards shown in Table 3 in Sect. 3. Depending to
the type of robot 2, there are two pure Nash equilibria where robots can converge.
The first one is (easy, easy) when robot 2 is of type A and (difficult, difficult)
when robot 2 is of type B. In order to accomplish their mission robots should
finish both the easy and the difficult task. Independently of the action the robots
will choose for this game, they will have accomplish only half of the necessary
tasks. Therefore the players will have to play a sequence of games in order to
finish both tasks, easy and difficult. The first game is the one with rewards
depicted in Table 3. Another game should be defined in order to complete the
unselected task, after making a decision based on the first game. An example of
such a game is defined in Table 9. There the robots should choose if they will
both try to finish the remaining task or only one should try or none of them
should try. Note here that the game depicted in Table 9 makes the two robots
coordinate and choose to do the remaining task together. Nonetheless, depend-
ing on the nature of the problem another reward matrix can be used in order to
allow robots having different behaviours.

Table 9. Reward matrices of the Bayesian game for the remaining action.

Type A

do not do

do 10,10 −5,0

not do −5,0 0,0

Type B

do not do

do 10,5 −5,0

not do 0,−10 0,0
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7 Simulation Results

7.1 Results in Potential Games (Source: [59])

In this section the performance of the proposed algorithm, MMAF-EKFFP, is
compared against the one of EKFFP in a resource allocation task. This is the
vehicle-target assignment game which was introduced in [1]. In this potential
game, N robots and M targets are placed in an area. The goal of each robot is
to engage a target in order to destroy it. The actions of each robot are simply the
choice of a target to engage. Each robot can choose only one target to engage, but
a target can be engaged by many robots. The probability robot i has to destroy
a target m is assumed to be independent of the probability another robot j has
to destroy the same target. The probability that a target m will be destroyed is
computed as:

1 −
∏

i:ai=m

(1 − pim),

where pim is the probability at which the robot i can destroy target m.
The reward that robots will share is the sum of the rewards each target m

will produce if a specific joint action a is selected:

rglobal(a) =
∑

m∈M

rm(a), (17)

where rm(a), is defined as the product of target’s m value Vm and the probability
it can be destroyed by the robots which engage it. More formally, we can express
the utility that is produced by target m as follows.

rm(a) = Vm(1 −
∏

i∈I:ai=m

(1 − pim)). (18)

Multiple cases of the vehicle target assignment game were considered, with
varying number of robots. In particular 20 targets and N = {20, 30, 40, 50, 60}
robots were considered. The simulations were run in a computer with dual Intel
Xeon E5-2643 v2 processors (3.50 GHz, 6 cores) and 384 GB memory. The
probability that each robot i can destroy a target m was set to be proportional
to their euclidean distance. For each case, we run MMAF-EKFFP with six and
twelve models respectively. Each model represents a pair of covariance matrices
Ξ and Z. In all cases, the values of Ξ and Z were uniformly sampled from the
interval (0, 0.1]. Comparisons are also made with the classic EKFFP with Ξ
and Z defined as in [60]. We reinforce here that there does not exist a universal
combination of Ξ and Z which maximises the performance of EKFFP for all
games [60]. The parameters which are reported in [60] are suggestive. Therefore,
the question which arises is which pair of parameters Ξ and Z maximise the
performance of EKFFP for the games of interest. MMAF-EKFFP provides a
solution to this problem, since many combinations of Ξ and Z can be used
as part of different models. Then the players will select actions based on the
weighted sum of these models. The results presented in this paper are averaged
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over 200 runs for each case. In each run, target values Vm were uniformly chosen
from (0, 10]. The target and the robot positions were uniformly chosen from [0, 1].
This results in different scales of reward function. In order to make comparison
feasible, the following normalised version of the global utility was used:

rtotal =
rglobal∑

m Vm
.

As it is depicted in Fig. 4, MMAF-EKFFP with multiple models performs
better than the classic EKFFP, which uses only a single model.

Fig. 4. Average reward over 200 runs of the vehicle target assignment game, [59].

In addition, MMAF-EKFFP with 6 and 12 models perform similarly when
cases with up to 40 robots are considered. When more players are considered,
having more models improves the results of the algorithm.

It is expected that MMAF-EKFFP has heavier computational cost than
EKFFP as the number of models is increased. Nonetheless as it is shown in
Table 10, the running time of MMAF-EKFFP is in the same level as EKFFP
because it is implemented using parallel computing, taking advantage of the
multiple cores which many development platforms already have in robotics. In
this experiment, each model is processed by an individual thread, which then
runs in an individual physical computation core.

Remark. This game can be also solved by message passing algorithms like max-
sum [17]. However, the size of search table and the size of the messages that
need to be exchanged between agents render the application of these methods
prohibitive complex in real time applications. In particular, if each robot were
using maxsum algorithm, then it should update and transmit 2050 messages. This
is because a robot can engage any of the 20 available targets and the reward of
a robot i depends on the joint action a−i of all the other robots.
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Table 10. Time in seconds that 20 iterations needed for various number of models
EKF fictitious play, from [59].

20 robots 30 robots 40 robots 50 robots

EKFFP 0.0649 ± 0.0042 0.1133 ± 0.0130 0.1548 ± 0.0109 0.2321 ± 0.0227

MMAF-EKFFP (6 models

sequential)

0.3243 ± 0.0263 0.5909 ± 0.2247 1.1428 ± 0.1618 1.6509 ± 0.3116

MMAF-EKFFP (12 models

sequential)

0.7773 ± 0.0327 1.3294 ± 0.1102 2.2283 ± 0.2177 3.0378 ± 0.2063

MMAF-EKFFP (6 models

parallel)

0.0568 ± 0.0013 0.0906 ± 0.0034 0.1326 ± 0.0059 0.1918 ± 0.0105

MMAF-EKFFP (12 models

parallel)

0.0616 ± 0.0030 0.1091 ± 0.0065 0.1619 ± 0.0071 0.2326 ± 0.0192

7.2 Games with Noisy Rewards (Source: [59])

This section contains the simulation results in a scenario where the robots receive
noisy observations of the other robots’ actions. Noisy observations denote obser-
vations which for some reason is incorrect. Consider the case where two UAVs
monitor a part of a field in order to decide if fertilisation is needed. The best
results are obtained when one UAV flies at the top of the area and the other flies
at the sides of the area. This scenario can be modelled as a two player game,
which is depicted in Table 11. If both UAVs choose to go at the top of the area
of interest, they will collide and they will receive some negative rewards. On the
other hand, if they both choose to fly at the side of the area, then they will gain
no reward because the quality of the images they gather will be poor. Finally,
some positive reward is generated only if the two UAvs make different decisions.
Note that the natural choice of the two UAVs is to choose to fly at the side of
the area. They change their decision only when they believe with probability
greater than 0.8 that the other UAV will choose to go at the side of the area of
interest. In addition, each UAV can observe correctly the intention of the other
UAV with probability p in every iteration of the coordination process.

Remark. In this paper, we assume that each robot knows the probability dis-
tribution of noisy observations, either by having some prior knowledge about its
sensors’ specification or using some methods to estimate that distribution as the
one proposed in [47] to estimate this distribution.

Table 11. UAVs’ rewards for the game with noisy observations.

Top Sideways

Top −4,−4 0,1

Sideways 1,0 0,0

Figure 5 shows the results of MMAF-EKFFP and EKFFP for the game with
rewards depicted in Table 11. As it is shown here the percentage of times that
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MMAF-EKFFP converged to a Nash equilibrium is always greater than 50%.
This is significantly better than the results reported in [11], where the results of
Generalised Weakened fictitious play (GWFP) [28] and Filtered Fictitious Play
(FFP) [11]. The probability of converging to a Nash equilibrium reached zero
when the 50% or more of the observations were faulty for FFP. For the case of
GWFP the probability of converging to a Nash equilibrium reached zero when
the 30% or more of the observations were faulty. Note here that even EKFFP
performs better than FFP and GWFP since the probability of converging to a
Nash equilibrium reached zero when the 80% or more of the observations were
faulty.

The minimum probability of convergence to a Nash equilibrium for the
MMAF-EKFFP algorithm is observed when the 50% of the observations were
faulty. This is because the observations had exactly the same chance to be cor-
rect or faulty. When players know that the probability of a faulty observation is
greater than a correct one, they use this information and increase their chances
to converge to an equilibrium point.

Fig. 5. Probability to converge to Nash equilibrium as a function of the percentage of
the correctly observed opponents’ actions, [59].

7.3 Results in Bayesian Games (Source: [59])

The majority of the methods that are used to solve Bayesian games, such as
Agent Security via Approximate Policies (ASAP) [41], Mixed Integer Program-
ming Nash (MIP Nash) [50], brute force search methods [39] or Multiple Lin-
ear Programs [12] tries to find the Bayes Nash equilibrium with the highest
reward. In order to solve the Bayesian game in Table 3, we can transform it into
a strategic form game using Harsanyi’s transformation [20], and search for the
Nash equilibrium of this new game. An example of Harsanyi’s transformation
is depicted in Table 12, where the Bayesian game of Table 3 has been cast as a
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strategic form game, with probabilities p and 1 − p of the second player being
of type A or B. In this game, robot 1 is the row player and robot 2 the column
player.

Note here that as the second robot can be of any of the two types in the
strategic form game, its actions consist of all the possible combinations of its
actions in the two games. Therefore, in the strategic form representation of
Table 3, the second robot has four possible actions EADB , EAEB ,DADB ,DAEB ,
where EADB denotes selecting the easy task if it is of type A and the difficult
task if it is of type B etc.

The game with rewards in Table 12 have three Bayes-Nash equilibria. Two
pure Bayes-Nash equilibria and one mixed. The joint actions (difficult,DADB)
and (easy,DAEB) are pure Bayes-Nash equilibria. The mixed Bayes-Nash equi-
librium exists when p > 1

5 : robot 1 chooses the difficult task with probability
5p−1
5−p and robot 2 chooses DADB with probability 2

3 . Nonetheless, even find-
ing the Bayes-Nash equilibria does not answer to the question which action the
robots should choose if they are playing any of the two games. For example if
the type of robot 2 is A, then the equilibrium of the actual game which will be
played is easy;easy, as it can be seen from Table 3. On the other hand, if the
type of the robot 2 is of type B then the equilibrium of the actual game which
will be played is difficult, difficult.

Table 12. Strategic form game’s rewards, of the Bayesian game of Table 3 as a function
of p.

Robot 2

EADB EAEB DADB DAEB

Robot 1 Difficult 9 + p, 10 − 4p 5 + 5p, 4 + 2p 9 − 4p, 10 5, 4 + 6p

Easy 8, 6 − p 7 + p, 5 8 + 2p, 6 − 2p 7 − p, 5 + 3p

On the other hand, the proposed algorithm allows robots to learn what the
other robots are doing, and evaluate the probability of choosing a particular
sequence of actions given that they are of a specific type. Then based on this
knowledge, they choose the action that maximises their expected reward condi-
tional to the possible types of the other players.

Now we study the performance of MMAF-EKFFP in two games with incom-
plete information. The first game had at least one pure strategy Nash equilib-
rium, and the second has only a mixed strategy Nash equilibrium.

The first game is the one depicted in Tables 3 and 9. MMAF-EKFFP always
converged to the pure Nash equilibrium of the game, and therefore, the two
robots always chose to work on the same task (easy or difficult) jointly.

The second example which is considered comes from a security problem [41].
In security games, a group of security robots try to secure some areas of interest
and an attacker robot tries to invade these areas. In [3,48], the security robots
cannot be physically present in all the areas of interest at the same time. Instead,
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they can choose among various patrol routes. Security robots choose the route
and the areas they will patrol based on the importance of the areas or the
likelihood at which an attacker robot will be appear etc. The security problem
can be cast as a two player game [41]. If there are M areas of interest, then the
action of the security robots will be the d-tuple (d ≤ m) of the areas which the
robots will patrol. The order by which the robots visit the areas is also taking
into account. For instance, in the case of three areas {1, 2, 3}, each petrol order,
e.g., 1 ← 2 ← 3 or 1 ← 3 ← 2, is a different action. The attacker robot can
choose any of the M available areas to invade. Assume that the security robots
can choose from K patrolling routes. The reward of the security robots ri(k)
(k ∈ K) and that of attacking robot rj(m) (m ∈ M) are estimated respectively
as follows.

ri(k) =
{−ui(ai) if aj �∈ ai

paici + (1 − pai)(−ui) if aj ∈ ai,
(19)

where ui(ai) is the value of area ai to the security robots, pai is the probability
that the security robots can catch the attacker in the ai area, ci is the reward
to the security robots if the attacker is caught:

rj =
{

uj if aj �∈ ai

−pajcj + (1 − paj )(uj) if aj ∈ ai,
(20)

where ui(aj) is the value of area aj to the attacker robot, paj is the probability
that the security robots can catch the attacker when patrolling area aj , and cj

is the cost to the attacker robot if it is caught.
Consider the case where two areas are available and the actions available to

security robot are 1 ← 2 and 2 ← 1 respectively. In addition, assume that the
attacking robot can be of two types A and B. The above reward function, when
similar parameters to [41] are used, can be modelled as a Bayesian game as it is
depicted in Table 13.

Table 13. Reward matrices of the attacking and security robot for two different types
of attacking robot. The top table is the game played when the attacking robot is of
type A.

Areas 1,2 Areas 2,1

Area 1 −1,0.5 −0.125,−0.125

Area 2 −0.375,0.125 −1,0.5

Areas 1,2 Areas 2,1

Area 1 −1.2,0.4 −0.025,−0.025

Area 2 −0.275,0.125 −1.2,0.4
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When the attacker is type A, the optimal policy for the security robots, which
leads to a Nash equilibrium, is to choose a mixed strategy and play action 1 ← 2
with probability 0.58 and 2 ← 1 with probability 0.42. The mixed strategy for
the attacking robot is to choose area 1 with probability 0.375 and area 2 with
probability 0.625. If attacker is of type B, the security robots’ optimal policy
is to choose a mixed strategy by playing action 1 ← 2 with probability 0.35
and 2 ← 1 with probability 0.65. The mixed strategy for the attacking robot
is to choose area 1 with probability 0.39 and area 2 with probability 0.61. The
security robots assume that the attacking robot is of type A with probability 0.9
and of type B with probability 0.1. Figure 6 illustrates the probability with which
the attacking robot, chose Area 1 when it was of type A. The performance of
MMAF-EKFFP was compared with EKFFP and the asynchronous best response
algorithm which proposed in [15] in order to solve Bayesian games. As it can
be seen from Fig. 6, MMAF-EKFP converged to the Nash equilibrium of the
game while the two other algorithms failed to converged to a value close to
the Nash equilibrium. Similarly, Fig. 7 depicts the probability with which the
security robot chose action 2 ← 1. As it can be observed from Fig. 6, MMAF-
EKFP converged to the Nash equilibrium, while the other algorithms failed to
converged to a value close to the Nash equilibrium. Similar results were obtained
for various combinations of the probabilities with which the attacking robot could
be of type A or B. In particular, the differences in the results between the case
where the attacking robot is of type A with probability 0.9 and the case when
it is of type B with probability 0.1, are less than 0.01 from the reported results
in Figs. 6 and 7.

Fig. 6. Probability of the attacking robot to choose area 1 when it is of type A as a
function of the number of iterations. The solid line represents the Nash equilibrium,
the squared-line the MMAF-EKFFP algorithm, the dashed line the Asynchronous Best
response and the dotted line the EKFFP algorithm, [59].
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Fig. 7. Probability of the security robot to choose action 2 ← 1 when the attacking
robot is of type B as a function of the number of iterations. The solid line represents
the Nash equilibrium, the squared-line the MMAF-EKFFP algorithm, the dashed line
the Asynchronous Best response and the dotted line the EKFFP algorithm, [59].

7.4 Results on Stochastic and State-Based Games

In this section the results obtained for two scenarios of state based games are
presented. The first is the game that was described in Tables 6, 7 and 8, with the
corresponding transition probabilities of Eq. 3. This state space game was played
for 100 replications and in each replication 100 iterations of the state-based
game where played. In this game, the players that used EKFMMAF fictitious
play, where playing the recurrent equilibrium of the game. In particular, 57% of
the times they were selecting the (Not cooperate, Not cooperate) action of the
coordination game, and 43% of times they were selecting the (Not cooperate,
Not cooperate) of the prisoners’ dilemma game.

Consider the game that it is depicted in Fig. 8. In this game two robots
located in squares 1 and 3 respectively should reach the square with number 8
where their target is. When a robot is in a particular square this represents a
specific state. Even though the available actions of the players are the same in
all states, different behaviours can emerge when a robots are in different squares.

The robots can move either one square forward, or one square backwards, or
one square at the left or one square at the right. If they both choose to move
to the same square, case of possible collision, then only one is can go to the
new square with probability 1

2 , while the other one stays at its current cell. In
addition, the robots can transition from squares 1 and 3 to squares 4 and 6
respectively with probability p. One iteration of the game finishes when at least
one robot reaches the square number 8.
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Fig. 8. State-based game of two robots. The robots (brown square and blue cycle)
should reach their target on square number eight (orange triangle). (Color figure online)

Fig. 9. Sequence of actions when probability p = 0.4. (Color figure online)

Table 14. Percentage of times that each robot reached its target.

p % of times only robot 1
reached cell #8

% of times only robot 2
reached cell #8

% of times both robots
reached cell #8

0.4 0.54 0.46 0

0.5 0.44 0.56 0

0.6 0.48 0.04 0.48

0.7 0.22 0.02 0.76

0.8 0.02 0.04 0.94
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Table 14 shows the percentage of times that either only a single robot or
both robots managed to reach their target. As expected better coordination
achieved when p ≥ 0.6. In particular, as it is depicted to Figs. 9 and 10, both
players where choosing to towards the square number two, since it would give
them better chances to reach their target. When p ≥ 0.6 the robots manage to
coordinate and one of was selecting as its first action square 2 while the other
was choosing squares 4 and 6 respectively, Figs. 11, 12 and 13.

Fig. 10. Sequence of actions when probability p = 0.5. (Color figure online)

Fig. 11. Sequence of actions when probability p = 0.6. (Color figure online)
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Fig. 12. Sequence of actions when probability p = 0.7. (Color figure online)

Fig. 13. Sequence of actions when probability p = 0.8. (Color figure online)

8 Conclusions and Future Works

A new game-theoretic learning algorithm based on EKFFP and multi-model
adaptive filters has been proposed. This new algorithm can take into account
various forms of uncertainty.

The performance of the proposed algorithm was tested in various games, that
are related to robotic applications. The experimental results showed that it can
provide better solution than the classic EKFFP algorithm and can be run as
fast as the latter if implemented using parallel computing.

As future work the proposed algorithm will be applied in robotic platforms
with various computing capabilities, in scenarios that can be formulated as
games. This will to test the applicability of the proposed methodology in real
life scenarios.
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