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Abstract. During live events the organizers often would want to deploy audi-
ence engagement systems to analyze people behaviour, perform user profiling
or modify the show according to the participant feedback. Such systems usually
need computer vision algorithms whose performance are severely affected by
constraints such as illumination and cameras position. In this paper we present
a fully automatic audience engagement system, optimized for live music events
with rapidly changing illumination conditions. The system uses a multi-modal
approach which combines wireless-based person detection together with com-
puter vision algorithms for pose and face analysis. We show that such hybrid
approach, while running in real-time, performs better than standard approaches
that only employ computer vision techniques. The system has been tested both in
a laboratory environment as well as in a concert hall and it will be deployed in
distributed live events.

Keywords: Multi-modal analysis ·Wireless detection · Computer vision ·
Audience engagement

1 Introduction

The rapid evolution of broadband and streaming technologies in the last few years has
had a profound impact on the entertainment industry, which has seen a strong increase
in revenues coming from internet deployed services. Such implementations have given
the opportunity to reach even more customers [11], and increase exponentially the data
collected from the customers, using these services to boost the user engagement. The
data collected is used not only to increase the revenue through direct advertising [16],
but also to understand users’ behaviour, feedback and preferences to improve the gen-
eral experience.

The development of new technologies is obviously a key component for industry
growth, but especially in the entertainment sector this is a crucial factor as it has allowed
to reach wider audiences and to make shows more appealing, interactive and enjoyable.
It wasn’t until very recently, for example, that live events could also be experience by
an online audience in an active way.

In online events such as e-sports the organizers collect a huge amount of data from
the audience, such as the number of people connected at every second, location data, or
the average amount of time watching the streams.
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This kind of data is currently not collected in traditional live events [32]. People in
charge of organizing live events (concerts, festivals, sport events) are becoming more
and more interested in obtaining users’ data, due to its intrinsic value and the insights
that can be extracted from it, but in this case in the real world, as the data obtained can
be even more important.

In this paper, we describe a passive, non-invasive system for measuring audience
engagement in live events. The data collected by the system allows us to identify when
and where the users are the most involved in the show, as well as what are they most
interested in. As the metrics normally used to measure engagement (as movement detec-
tion, person recognition, gaze detection and emotion detection) require to accurately
detect and track the different body parts of the people attending the event, the system
developed include methods for performing these tasks in the challenging illumination
conditions typical of live events, where off-the-shelf implementations fail.

Standard techniques for person and body keypoint detection usually feed the camera
stream to a convolutional neural network (CNN) [37]. CNNs are very powerful but they
also require a lot of training data to provide meaningful results. Collecting and labeling
data is usually expensive and time-consuming but it is often necessary, as the detection
accuracy of CNNs typically plummets when they are used to analyse data coming from
different distributions.

A relevant example where standard CNN based techniques do not return good
results is in live events. CNN architectures trained on existing datasets are able to accu-
rately detect faces position or the pose and movements of the people, but in settings with
constantly changing illumination conditions, such as concerts, such systems perform
very poorly. A system relying only on video data would require extensive fine-tuning,
performing training on additional data with abrupt changes in illumination. A further
issue with such approaches is that most of the times different regions of the image to
analyze contain both bright and dark spots, making it very hard for the CNN to properly
generalize and detect all the people in the scene.

A more sensible way to deal with those issues is to preprocess the images captured
by the cameras in order to eliminate or at least reduce the factors affecting the perfor-
mances of the CNN. The preprocessing step varies depending on the input and thus it
requires information from other sources, for example localization data estimated from
the wireless signals emitted by the users’ smartphones.

The main contribution of this paper is the description of a hybrid system which uses
both computer vision and wireless signal analysis techniques for detection and tracking
of people in live events and, from that, derives audience engagement measures. The
use of a hybrid approach, apart from providing more user information, allows higher
detection and tracking accuracy than using the two methods separately. Furthermore,
the system is robust to sudden illumination changes and noisy environments without
requiring additional training, making it useful for a wide range of applications.

This works improves the system described in [42] and describes in detail the devel-
opment and deployment process of a complete solution for obtaining the engagement
in live shows.
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The code of the system and the data used during the experiments are available on
Github1. The rest of the paper is organized as follows, Sect. 2 will cover the related
work with the two techniques used for the hybridization, engagement and multi-modal
systems, in Sect. 3 a comparison of the capabilities and possible obtainable metrics
between different systems that perform engagement detection is done, in Sect. 4 a expla-
nation of each method and the hybridization characteristics is explained, including the
improvements and extra functionalities added, and in Sect. 5 a comparison between the
results of the hybrid method, the computer vision method and the computer vision with
the improvements implemented.

2 Related Work

2.1 Vision-Based Human Analysis

The detection of people in still images and video has long been one of the most studied
problems in computer vision. Prior to the advent of deep learning based techniques, the
standard approach was to create a human model using image keypoints and descrip-
tors, for example Haar cascades methods [26], Support Vector Machines [5,29] or His-
togram of oriented gradients [9]. In recent years, thanks to the availability of datasets
such as ImageNet [12] or Microsoft COCO (Common Objects in COntext) [27] and the
increase of computational CPU and GPU power, convolutional neural networks became
the standard tool used for objects detection and tracking. The architectures most com-
monly used for this task are R-CNN and its evolutions [13,14,40], You Only Look
Once (YOLO) [38,39] or Single Shot multibox Detector (SSD) [28]. More advanced
architectures can provide a pixel-level segmentation of the person detected [19], while
others detect the position of the joints in order to estimate the person pose [6,8,46,47].
Such algorithms rely on datasets specifically created for the task such as MPII Human
Pose [2] and Leeds Sports Pose [21].

2.2 Wireless-Based Human Analysis

The standard approach for detecting and tracking people using wireless signals is to rely
on the Wi-Fi and Bluetooth signals provided by a smartphone or other wireless capable
devices carried by the user. One of the possible approaches relies on Received Signal
Strength Indicator (RSSI) fingerprinting [49], where the communication signal strength
is used to determine the distance of the device from the receptor. In order to obtain a
reliable position trilateration must be used, combining the data from several receptors
[33]. Other approaches rely on wireless time of flight [25], which uses the time between
the emission and reception to determine the distance between the devices and from that
infer the persons position. Another technique is the wireless angle of arrival [17,35],
where an antenna array measures the angle of arrival of the signal instead of the ToF.
In this case the angle from the device to the receptor is calculated by having an antenna
array as receptor and with the difference on the reception time between each of the
antennas the angle of the signal can be calculated, and with trilateration the position

1 Indoor person localization hybrid system in live events https://bit.ly/3cYmvz2.

https://bit.ly/3cYmvz2
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can be approximated. A technique that does not need the person to carry a device is
the ones used in WI-SEE and WI-VI [24], where the shape of objects in the room is
computed by analyzing the reflection of the Wi-Fi waves, and uses those to detect the
position of the persons.

2.3 Audience Engagement Systems

As mentioned in Sect. 1 most of the engagement systems are designed for online events
because in those cases the infrastructure necessary is already available. Systems for
online learning [23,31], social media [43] or news [4] already implement tools for mea-
suring user engagement. In the case of live events the infrastructure and the system have
to be built separately, although some interactions can be created with electronic devices
such as lights or screens. Most current engagement systems depends on the usage of
an external device to provide the information about the engagement. One example of
engagement system is the glisser app [15], in which the event manager can implement
questionnaires, slide sharing or a Twitter wall. In this case only the information that
the person writes in the app is considered as engagement. Another approach to have a
more truthful information has been the usage of electroencephalograms to measure the
signals produced in the brain as in the engageMeter [18]. Such systems are not very
suitable to be used in events such as concerts where multiple people are moving and
user engagement has to be measured in an indirect way.

2.4 Multi-modal Systems

The usage of different techniques and methods together has been used for many years in
the development of new systems to improve the final results. In the detection field this
type of systems has been used in recent years for autonomous vehicles [3], combining
a CNN and Lidar, person detection systems [45], which uses laser and camera data, and
some datasets has been created for this type of systems such as a fall detection [30],
which combines information from video and wearable sensors.

3 Engagement Measurement Systems

As the system is meant to be installed in the entertainment industry in order to measure
the engagement of the people to a determined show, we are going to compare theo-
retically all the methods that could have useful metrics related to the engagement as
number of people in the room, movements of the people or emotions. The analysis is
portrayed in order to chose the methods to take part in the hybridization and it will be
taken into account the accuracy, performance, hardware used and possibility to be used
at distance and with crowds.

CNN. There are several networks that perform this type of detection but the technique
that gives better results is the ones using pose detection, in which it detects several joints
as in some cases some face points in order to locate a person, this techniques is a good
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candidate to be one of the bases of the hybrid system that is explained and from which
results are analysed in this paper. This technique has good result when the conditions
of the environment are previously known and are included in the training data, in other
case the result is not as good as expected. The computing power out of the box of this
type of techniques is quite high, having several GPUs to be able to perform the detection
on 720p footage at real time. If we take into account the improvements included in the
technique described in this paper the main problem is the conditions, that if one is not
present in the preprocessing data it will not be good, so the preprocessing would need
to be dependable on the conditions, reason that our system has the hybrid method. The
main metrics obtained directly when this system is working in good conditions are the
position of the different joints, which from that several variables such as movement or
person localization can be obtained.

WiFi/Bluetooth Localization. In this case the localization of the person has huge
dependency on carrying a device, as this is the thing located, and the performance is
only average, having only an approximate position. Another drawback of this system
is the number of devices that are detected, reason to use the filter, but the main draw-
back is the time between probes, that depending on the device to be tracked can change
from twenty seconds to several minutes, as well as the necessity of having one of those
signals activated in the devices. This method allow us to obtain the approximate loca-
lization of a device, that is normally attached to a person, so with this the number of
people in a determined zone can be approximated, although the accuracy will decrease
as the area of the zone decrease. The main metric obtained is the number of people
inside a zone, so it could be used in cope with the CNN in order to refine the results and
lower the number of false detections and people no detected.

RFID. This technique is more a barrier detector than a locator, which means that it
detects when a person or an object goes through some point but it can not detect the
number of people at some distance. It also requires special hardware to be in both the
detected and detector devices. This technique is more suitable to maintain an stock list
rather than a person locator. The main metric obtained from this method is the number
of people that has crossed an invisible barrier, data that is less accurate than any of
the previous methods and this even needs more specialised hardware, being in both the
tracker and the detected person, than in the case of the CNN is not necessary and in the
wireless is so common that is virtually not necessary.

Accelerometers. This technique can be used to measure the movement and it can per-
form well detecting movement and direction of movement, but the main problem with
this technique is the calibration as to have reliable lectures of position we need to have
an initial point. It requires to have specialized hardware in the person to be detected.
The main metrics obtained from this method are in reverse as in the CNN, while in this
we obtain the movement directly and the position can be computed from that data, in the
CNN we obtain the position and with the historic data the movement can be computed,
the main difference from those technique is the necessity of specialised hardware in the
detected person to perform the detection, than also needs to be calibrated to obtain a
reliable detection.
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Emotion Detection by Camera. This technique make use of the detection of facial
landmarks, as eye borders or lips borders, as the detection of other facial points, such
as eyes or ears, this will mean that at least 100 points in the face are obtained, all
this points are introduced in a neural network that has been trained with faces related
to several emotions from several people, in order to reduce the bias of only having few
people data, the results of this neural network are two variables, the valence and arousal,
depending on the values of this two variables an emotion between the six primal ones
(Happiness, sadness, fear, disgust, anger and surprise) can be obtained, the relation of
the arousal and valence with the primal emotions is done by using different models
as Bayesian networks, Gaussian models or Markov models and with that the emotion
can be obtained. Nowadays this method can not be used with a high number of people
as it needs both huge computing power and a good view of the faces to perform well.
Another problem is the reliability of the data as the primal emotions are very different in
each person, as well as needing to have very exaggerated expressions to be able to read
the emotion. Although the metrics of this method is very unique and very related to the
engagement, but the problems to the implementation surpass the increase in accuracy,
the improvements of this technology has to be taken into account but nowadays the
implementation in this system is not worth it.

Emotion Detection by Body Signals. This method is very related to the previous one
as it is also based on obtaining the emotion of the people out of one of the primal
ones from the valence and arousal, which is done the same way, the difference between
this methods is the way that the variables are obtained, while in the previous one was
done reading the facial points with a camera, in this case some of the body signals are
measured, which normally several are taken into account to have a higher accuracy.
Some of the signals that could be taken into account are the temperature, hearth rate or
breath rate, in this case the reliability is greater, and technically could analyse several
people at the same time, but the main drawback is the hardware that is needed, that in
most of the cases needs to be in direct contact with the body. As before the metrics of
this method is very unique and very related to the engagement, but the problems to the
implementation surpass the increase in accuracy.

Our Hybrid Approach. As the analysis has shown the methods to be implemented in
the hybrid approach are the CNN, as this is the most used technique to locate people
and the metrics obtained are numerous, and the wireless detection, as the reliability is
high with the localization metric. In order to obtain other metrics some additions could
be done, as obtaining the gaze direction of a person, but the main additions to be done
to each of the techniques is to try to reduce the drawbacks explained in this section with
the hybridization, as the lightning condition of the CNN or the number of devices in the
wireless method, which will be explained in the Sect. 4.1 and 4.2, while the way both
methods communicate to make a real hybrid method is placed in the Sect. 4.3.

4 Methods

4.1 CNN-Based Detection and Tracking

CNN architectures are the de facto standard for tasks like people detection and tracking.
Usually, one or more cameras are used as input source for the CNN, while the output
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consists of a vector of bounding boxes describing the people position or, depending
on the architecture, the position of specific joints. The reference technique used in this
work is the one described in [34], a technique for person detection that detects the
person position as well as that of different body parts such as face, shoulders or hips.
This technique provides average accuracy in densely packed scenes (with more than 30
people in the same scene). The base implementation used in this project is based on
[48] and in order to improve its detection accuracy we implemented new functionalities
related to preprocessing of the input, tracking additional keypoints and improving the
performance.

The addition of a preprocessing step is the contribution that improved the detec-
tion accuracy the most. Using this module, we were able to accurately detect people
and their body parts without fine-tuning the architecture using a dedicated training set.
The preprocessing is done in three steps. First, the input frame is sliced into several
rectangular area. Each area is then processed separately (and in parallel) to the others.
Then, the contrast of each area is improved by applying the CLAHE (Contrast Limited
Adaptive Histogram Equalization) algorithm, to make the borders of the objects more
noticeable. Finally, gamma correction and normalization is applied to each image slice.
This helps in cases where some slices are illuminated while others are not, as it is often
the case during concerts or other live events. The results of preprocessing can be appre-
ciated in Fig. 1, where while in the first part the illumination is on the low-right part of
the frame the preprocessing intensifies the borders and regulate the light in the overall
picture.

Fig. 1. Preprocessing of input frames.

Apart from the position of the person and its keypoint, our system detects gaze and
movement. The gaze detection tool infers approximately the gaze direction (front, right
or left) from the position of the eyes and nose detected by the CNN. It is calculated
analysing the angle formed by the segments connecting the two eyes and the nose with
the midpoint between the eyes. Movement data, on the other hand, is computed by
performing tracking of the different keypoints so that we could evaluate average and
maximum speed of a person over time.

Changes in performance has been implemented to reduce the processing of all the
parts that are nor necessary as reducing the number of joints to detect, in cases that
is impossible to see them as the knees in crowded concerts. This project also allows
to eliminate zones from the image that are impossible to contain people as ceilings.
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The part that improves the performance more is the implementation of tracking which
puts a tracker in the detected people, this allow the system to only perform the detection
in one out of several frames instead of on everyone.

The dataset used for training this CNN is COCO, which contains more than 200K
labeled images although not all of them are fully annotated. The images are usually
taken with good to excellent illumination conditions and no preprocessing (except for
the standard data augmentation procedures) was applied during training.

The implementation in [48] shows a steep decline in the accuracy of detections
when the illumination conditions of the scene are not represented in the training set.
An example of such performance decay can be seen in Fig. 2, where the detection
is perfect in the upper figure, while in the bottom image a very small percentage of
the people gets detected. This is caused by not having the network trained with all the
possible illumination conditions, making it almost unusable without the aforementioned
preprocessing step.

(a) Good illumination and positioning

(b) Illumination changing and strange positioning

Fig. 2. Pose and person detection under different illumination conditions [42].

Comparing the two images in Fig. 2 we can easily appreciate that the main dif-
ference between them is the illumination conditions as the image on top has higher
brightness and contrast than the one on the bottom. In audience monitoring applica-
tions (such as during live events) it is highly likely that the illumination conditions
change over time, and often different parts of the scene have different brightness and
contrast. In this case any person detection algorithm is doomed to fail unless the input
frames are preprocessed so that they provide the same illumination conditions across
the whole image as well as over time. Section 4.3 describes in detail how our imple-
mentation chooses the parameters used to preprocess the input frames before feeding
them to the neural network.
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4.2 Wireless Data

Nowadays almost every person carries at least one device capable of receiving wireless
signals such as Wi-Fi or Bluetooth. These types of signals have already been used to
perform device localization tasks [1,10,24] because they offer several advantages com-
pared to computer vision based applications, as they require much less computation
capability and they are not affected by problems like occlusions.

A device can be localized even though it is not connected to a network, the only
requirement is that it is in the range of the router. This occurs because the devices peri-
odically scan the environment to check for available networks, while at the same time
the access points (APs) send broadcast messages to make their network discoverable.
When a device detects that it is in the range of an available network, it exchanges with
the AP the MAC addresses and the connection properties. By analysing such proper-
ties and the intensities of the signal received by the AP, we can estimate the distance
between them.

Knowing the distance between the device and the detector is not enough to locate
the device in a room, but with trilateration (using three or more detectors) the position
of the object can be calculated. The process for the localization can be seen in Fig. 3a,
where the persons position is approximated by four trackers (in our case the APs). Our
implementation is based on Find3 [44], with some modifications allowing us to perform
device filtering and to deal with devices performing MAC randomization.

(a) Wireless signals method (b) Computer vision method

Fig. 3. Device positioning and communication diagram [42].

We modified the original implementation of Find3, adding two new functionalities
to make its adoption more suitable for usage in live events settings. The first add-on is
device filtering and it was developed to improve the performances of the system, while
the second is zone differentiation, which allows us to know in which part of the room
each person is located.

As we mentioned before, the number of wireless capable devices has dramatically
increased in the last few years, so when an AP looks for available devices, it could detect
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not only mobile phones or smartwatches, but also other device types such as printers,
TVs, smart balances etc. This is a problem as we are only interested in a device if it’s
being carried by a person, otherwise the estimation of the number of people would be
skewed. For this reason we filter the list of available devices twice. First, by removing
all the device that are not detected by all the APs, as we assume that such devices lie
outside our region of interest (as we show in Fig. 4).

Then, we filter a second time according to the device manufacturer. This infor-
mation is encoded in the MAC address of the device, since the Organization Unique
Identifier (OUI) is a 24-bit identifier encoded in the first three octets of a MAC address.
By using the company ID list provided on the IEEE website [20], we filter the results
by excluding all the devices not associated with companies producing smartphones or
smartwatches.

This filtering based onMAC address could pose an issue though, as in recent version
of the Android and iOS operating systems the devices implement MAC randomization.
For security reasons, before a connection to the network is established, the devices
share with the AP a random MAC address, and communicate the real one only once
the habdshake is completed and the connection to the network is established. In Apple
devices running iOS 8 or above the MAC address is completely random and changes
periodically, thus making MAC filtering uneffective. For devices running Android 10
(currently the most recent OS version), device filtering still works since the randomized
MAC addresses are chosen from a known range bought by Google and available in the
IEEE list.

Fig. 4. Filter zone of interest.

We implemented the two filters both in the server and on the detectors. We first
developed a Python version of the filters and then, to improve the performances, we also
ported the code to Go. Table 1, summarizes the results obtained where, unsurprisingly,
the fastest implementation of the filters is the one written in Go and running on the
server. The results of the table are the average between 20 detections with an average
of 35 MACs in the input and 10 when the filtering is done.
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Table 1. Time (s) spent in the MAC comparison.

Server with python Server with Go Scanner with python Scanner with Go

0.16454 0.03668 28.36 2.5

Another addition introduced over the original implementation is the possibility to
classify the position of the devices into different areas (customizable by the end user).
The classification can be performed in three different ways:

– Manual: this method is based on having the RSSI measured in the room by one
device before the detection then with that having a map of the RSSI in the room,
and compare the measurements of each device with that map to position each of the
devices. This method has low computational requirements, but changes in the envi-
ronment, such as moving obstacles or reflections, can severely affect its accuracy.

– Weighted: this method tries to improve the precision by using a group of measure-
ments instead of only the most recent. We tried several weighting strategies and we
found out that logarithmic weight averaging offered the best accuracy. This method
improves the results but also the computing power needed.

– Automatic: the main focus of this method is to make the zone differentiation non
dependable on the conditions of the room. This is achieved by using reference
devices in selected locations of the room to obtain the measurements of known posi-
tions and compare them with the ones of unknown devices. Reference devices can
be distinguished by their MAC address as long as they remain connected to the net-
work. This method outperforms both the manual and weighted approach in terms of
accuracy and it can even be combined with the weighted method for a further boost
in accuracy.

4.3 Hybridization

Once the results from vision and wireless based detection systems are available, the
hybridization step is responsible for processing and combining them in order to obtain
a higher accuracy. The main idea is that the data provided by the wireless person detec-
tion system can represent a rough estimation of the number of people in the scene and,
comparing it with the previous result from the vision system, it can steer the preprocess-
ing of the frames to improve the subsequent vision-based detection and tracking results
of the system.

Consider for example the image in Fig. 2. In this case the wireless detection system
could estimate that there are more than 30 people in the range of the router, while the
vision-based system only detects 3 people (due to poor illumination condition, varying
image contrast in different region of the image, etc.). The work-flow of the hybridization
is summed up in Fig. 5.

Apart from the detection and the tracking data from both systems, the hybridization
system takes as input a function which maps the 3D regions in which the wireless detec-
tion splits the room and the 2D regions in the camera frames where the preprocessing
will be applied.
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Fig. 5.Workflow for the hybrid system.

Preprocessing. The aim of the preprocessing is twofold, as it should both speed-up the
detection times and modify the input images with the aim of maximizing the detection
accuracy.

The preprocessing performed is composed by several steps. First, the image is
cropped to remove the parts of the frame where no person could appear (see Fig. 6
for an example). The cropping process is performed manually, as it depends on the
camera positioning, and it is a one-time operation which is then applied to every frame
of the video. This improves the performance since there is a lower quantity of pixels to
evaluate and the neural network is able to process more frames in a single pass. Then,
the input frame is divided into different slices. Figure 7 shows an example where the
input frame, after cropping, is split into six parts. Each slice will be then preprocessed
separately by applying different brightness and contrast changes. In this way the system
is able to cope with the fact that different parts of the frame may have different color

Fig. 6. Elimination of non-person parts of the frame [42].
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Fig. 7. Preprocessing slicing of the frame [42].

and brightness statistics. There is a 5% overlap between each slice (represented by the
orange lines in Fig. 7) to counter the fact that people moving in the scene from one
slice to the adjacent one may be lost when crossing from one slice to the other. The way
the frame is split into different slices depends on the camera position as well as on the
geometry of the regions identified by the wireless detection system.

The processing of each slice is done by applying contrast stretching using the
CLAHE transformation [36], followed later by Gamma correction [41] to reduce or
increase the number of bits of luminance and so dynamically increase or decrease the
processing power needed. The parameters used for performing CLAHE and gamma
correction are dynamically chosen by comparing the detection results of the wireless
and vision-based system.

Tracking Strategies. In order to speed-up the processing times of the vision system,
the detection step is performed once every 10 frames, while in the remaining frames
people are only tracked using MedianFlow [22].

To avoid tracking false detections indefinitely, the tracking is periodically reset,
while correct assignments keep being tracked by performing a simple nearest-neighbor
assignment from previous frames. Figure 8 shows a visualization of the tracking of a
person’s face: the green rectangle shows the current position of the face, while a curve
shows the path followed by the face center. The most recent positions (the latest 20
frames) are drawn in blue, while older positions are shown in green and, for positions
older than 50 frames, in red.

The wireless detection system does not implement a tracking mechanism, but data
from previous measurement is used to increase the robustness of the detection mecha-
nisms. Previous measurements are exponentially weighted, with a higher weight asso-
ciated to more recent measures.
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Fig. 8. Tracking path drawing in the frame [42]. (Color figure online)

Zone Relation. The wireless method divides the room in several zones, while the
computer vision method divides the frame in several slices. In the tests we performed,
we used three zones for the wireless system and six for the computer vision one. Before
the processing starts, a function maps the zones from the camera to a zone in the 3D
space. The mapping is not perfect but, as the precision of the wireless technique is in
the range of centimeters, the relation does not need to be exact.

The number of zones in the wireless method depend on the accuracy needed and the
conditions of the room, such as size and shape. It is possible to have a different number
of zones and trackers: in our tests we used 2 trackers for classifying into 3 zones.

Depending on how the image is split, it may happen that if the person is very close to
the camera, or the person does not wear his device, the computer vision system detects
one person in one zone while the wireless method detects it in another. Some of that
issues can be avoided with a good camera positioning, which is at a medium distance
from the people and at a height of 2.5m approximately. If the camera cannot be moved,
the detection difference between the methods can be changed. This difference compares
the total detections between the methods and in the case that is greater than a threshold
the preprocessing conditions (gamma and contrast), are changed.

4.4 Engagement

The information collected from the combination of computer vision and wireless sig-
nals techniques can be used to measure the engagement of the people attending the live
event. We are aware that the information available is only a proxy of the user engage-
ment and that our measurements are not perfect. For this reason we are more interested
in average user behaviour patterns and we decided to analyze the results also from a
qualitative point of view. Below is a list of the parameters used to estimate the user
engagement:

– Number of people in the room: This is the simplest metric we collect. It is computed
by averaging the estimation from the vision and wireless based system, and gives
a rough indication of how successful a specific event has been. It is useful when
compared with data from previous events or for events happening in other rooms or
venues.
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– Number of people in each zone: As explained in Sect. 4.3, we can also estimate the
number of people in specific areas. Analyzing the change of population per area over
time (for example, the ratio of people close to the stage vs. people in the bar area)
can provide information about what parts of the show were the most engaging.

– Movement patterns: since people can be tracked, we can analyze their movement
patterns and study the dynamic of people movements in the venue over time.

– Movement of a person thought the entire session: This is related to the previous met-
ric, but in this case we focus on a single person instead of checking group dynamics.
This metric can provide detailed information about the engagement of the user, espe-
cially when comparing it with the information about the event (lists of songs played,
performers etc.)

– Movement of the different limbs: This metric is a proxy indicator for how much
a person has been dancing. In many cases when people are dancing we noticed a
small movement across the venue but a high movements of the joints detected by
the system.

– Direction where a person is looking to: Gaze information, especially its variation
over time, is also very relevant for determining the user engagement. By analyzing
when the people change their gaze direction towards the stage we could detect the
most interesting moment of the event.

5 Results

We conducted fifteen tests in a controlled environment, changing the following vari-
ables:

Number of people on camera: controls the number of people that can be seen in the
image retrieved from the camera. This variable can take the values from four to eleven
in the test. It has been included to see if the system loses precision when increasing the
number of people in the room.

Separation between the people: controls the distance between the people in the
room. It is treated as a binary variable as people could be either close (distance is
less than 30 cm) or separated (distance is greater than 70 cm). This variable has been
included to see the impact of occlusions in the vision-based system and to measure the
reliability of the tracking system.

Wi-Fi connection: controls if the mobile device of the people are connected to the
same network as the scanning devices, allowing the system to know the real MAC
address of the device and to retrieve more data from it.

Illumination: controls the state of the lights on the room, either turned on or chang-
ing over time. This variable has been included to see if both the preprocessing with
segmentation and the hybrid approach can reduce the effect of the change of illumina-
tion in the computer vision techniques.

Number of people moving: controls the quantity of people moving from one zone
to another. This variable is expressed in percentage of the total people in the image.

Table 2 shows the different conditions under which the fifteen tests were ran.
In order to simplify the testing and the further proving of results, we ran the test in

offline mode, that is we first recorded the electromagnetic environment and the room
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Table 2. Test variables [42].

Test People Separation Wi-Fi Lights People moving

1 11 30 cm ✗ Turn on 3

2 11 30 cm ✗ Turn on 5

3 11 30 cm ✗ Changing 5

4 11 70 cm ✗ Changing 3

5 6 70 cm ✗ Turn on 2

6 11 30 cm � Changing 5

7 11 30 cm � Turn on 3

8 11 70 cm � Changing 3

9 6 30 cm � Changing 2

10 11 30 cm � Turn on 5

11 11 70 cm � Changing 7

12 11 70 cm � Turn on 4

13 6 70 cm � Changing 1

14 6 70 cm � Turn on 1

15 11 30 cm � Turn on 11

with the camera, and then later we processed the data. The video was taken in two
modalities, a low-quality one (360p resolution, 10 fps and 400 kbps bitrate) and a high-
quality one (1080p, 10 fps and 5 Mbps) to compare security camera quality to con-
sumer grade cameras. Each test lasted five minutes, both for video and recording of the
electromagnetic environment. As expected, using low quality videos the detection rate
decreases, having more false detections and less people detected. Strangely, we noticed
that double detections, person being detected two times in the same frame were more
probable with the high quality video. This double detections happens when the system
does not detect that two detected joints are from the same person and attributes them
to different people, by supposing that the rest of the person is not detected because is
being covered.

In the tests we compare, when possible, the out of the box computer vision algorithm
without any of the improvements that has been exposed in this text, the computer vision
algorithm with all the improvements that has been covered and the hybrid method with
also the improvements exposed. In the case of analysing the tracking we only use the
computer vision with the improvements, as this is the only one that implements the
tracking mechanism.

The tests measured the following:

– True positive detections: measures the number of persons correctly detected at each
frame. This variable is related to the maximum number of people that the system is
able to track.
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– Number of false detections: measures false detection at each frame. This variable
will take into account both the false negatives (missing detections) and the false
positives (detecting a person when it is not there, or detecting the same person twice).

– Tracking: This variable takes into account the movement of the people across dif-
ferent zones in the room and their location. This variable will measure if the system
can track the movement of a person through the time.

– Processing time: This variable analyses the average time that is necessary for the
processing of a frame in the video.

(a) Low-quality video (b) High-quality video

Fig. 9. Average person detection rate.

In Fig. 9 we show the average (per frame) percentage of people detected on the
videos in each of the tests, while in Fig. 10 we report the average number of false
detections, both for the low and high bit-rate videos.

Figure 9a shows that, for the low-quality video, the hybrid approach in most cases
performs better than the vision-only system (and in two cases correctly detects all the
people in the scene), while in three cases it shows the same performance. Figure 10a
shows a strong improvement in terms of false detections across almost every test, and
no false detections at all in one case. In both cases it can be seen that the performance
with computer vision is worse when the improvements and add-ons mentioned in this
paper are not included, although the conditions of the test were not as changing as
in the entertainment shows both detection rates, for low and high quality videos, has
increased.

Similar conclusions can be drawn when analyzing the results on the high-quality
video. Figure 9b shows that the hybrid system improves over the vision-only method
and in 11 cases, reaching 100% detection rate. Figure 10b shows a similar trend: with
the exceptions of tests #4 and #15 (where one of the participants is detected twice by
the system), the false detections are lower when using the hybrid approach. In this case
the difference of the computer vision before and after the improvements are notice-
able, reducing the double detection in more than half in the majority of the cases and
improving the detection rate by 10%.
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(a) Low-quality video (b) High-quality video

Fig. 10. Average false detections.

We measure the quality of the tracking using the tracking length metric [7]. In Fig.
11 we show the tracking length when using the hybrid approach (red) and the vision-
only based system. The tracking length is fairly consistent across the different tests,
and the results clearly show that the hybrid approach improves over the vision-only
system, with an approximate gain of 25%. As the tracking is an addition included in
the computer vision there is no data for the computer vision without improvements or
add-ons.

Figure 12 and Fig. 13b show some examples of the difference in detection and track-
ing quality between the vision-only system and the hybrid one according to different
metrics:

– Tracking performance - Fig. 12a shows that the movement of the person is recorded
for much longer time when using the hybrid approach.

– Number of detections - Fig. 12b shows how the hybrid approach is able to detect
more people and how the vision-only approach may fail, by detecting a group of
people as a single person.

– False and double detections - Fig. 13a shows that the double detection of the person
does not take place on the hybrid method.

– Body parts detections - Fig. 13b shows that, even if both methods fail to detect the
person, the hybrid method is able to detect at least some body parts

We measured the difference in processing time between the hybrid system and the
computer vision with and without improvements techniques. The results, displayed in
the Table 3, show that the hybrid approach is marginally slower than the vision-only
based method when it has the improvements added, but without them it is many times
better, this is due to the tracking functionality, which reduces the number of complete
frames that has to be analysed completely. Performance were measured on an Intel i5
PC with 16 GB of RAM and a Nvidia 1080 GPU, taking the average over 20 runs.
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Fig. 11. Average tracking length across all tests. (Color figure online)

(a) Tracking comparison (b) Detection comparison

Fig. 12. Comparison between computer vision technique (Left) and hybrid approach (Right) [42].

Table 3. Average processing times over 20 runs.

Quality CV-only (fps) CV-improved (fps) Hybrid (fps)

High 0.46 2.73 2.51

Low 0.67 3.79 3.70
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(a) Body parts detection comparison (b) False detection com-
parison

Fig. 13. Comparison between CV (Left) and hybrid approach (Right) [42].

Finally, we also measured the ability of the system to determine the location of the
people in the different zones of the room. We measured the average number of people in
each zone across every test video, and compared it to the localization results when using
only the vision system with and without the improvements, only the Wi-Fi method, or
the hybrid approach. As detailed in Table 4, the hybrid approach is the one that matches
the ground truth data more closely.

Table 4.Average number of people detected per zone, using CV-only, Wi-Fi only, hybrid methods
and ground truth [42].

Zone CV CV improved Wi-Fi Hybrid GT

1 3.2 3.4 3.6 3.7 3.9

2 0.7 1.0 1.4 1.1 1.2

3 2.8 2.9 3.3 3.2 3.2

6 Conclusions and Future Work

In this work we presented an out of the box solution for person detection, tracking and
counting based on computer vision and WiFi signal analysis techniques. The system
presented improves over a previous prototype [42] by modifying the preprocessing of
the data in the computer vision based task. We have compared the hybrid solution, using
both CV and WiFi signal techniques, with the improved CV-only and the WiFi-only
implementations.
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The comparison demonstrates that the hybrid method presented here performs better
than the other methods, as it provides higher detection and tracking accuracy with only
a small detriment in processing times. We also applied the improved preprocessing step
to the hybrid solution. In this case we noticed a negligible improvement when testing
the system in lab conditions, and slightly improved tracking accuracy in complex setups
such as live shows with many people and poor lighting conditions.

In the future we plan to improve the hybrid system in terms of both performance
and functionalities. Performance-wise, gains could be obtained by switching to newer,
better models or implementing improved methods for localization via wireless signals.
Tracking could improve using face-identification techniques which allow to resume
tracking after occlusions. We believe that is possible to achieve real-time (25 fps or
better) without compromising the detection accuracy. Regarding functionalities, one
obvious improvement is to increase the amount of information extracted, for example
running emotion analysis (which correlates directly with user engagement) or action
recognition. More interestingly, new functionalities can be added by strengthening the
interaction between the vision and wireless systems: for example, the hybrid imple-
mentation could use the data from the camera to tweak the parameters used to perform
wireless localization, or to reshape the zones of interest based on people movements.
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