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Preface

It gives us great pleasure to introduce this collection of papers that were presented at
the following international conferences: Scientific Computing (CSC 2020); Parallel
& Distributed Processing Techniques and Applications (PDPTA 2020); Modeling,
Simulation & Visualization Methods (MSV 2020); and Grid, Cloud, & Cluster
Computing (GCC 2020). These four conferences were held simultaneously (same
location and dates) at Luxor Hotel (MGM Resorts International), Las Vegas, USA,
July 27–30, 2020. This international event was held using a hybrid approach, that
is, “in-person” and “virtual/online” presentations and discussions.

This book is composed of ten Parts. Parts I through IV (composed of 27
chapters) include articles that address various challenges in the area of scientific
computing (CSC). Parts V through VII (composed of 31 chapters) include articles
that discuss advances in the area of parallel and distributed processing (PDPTA).
Recent progress in the fields of modeling, simulation, and visualization methods
(MSV) appear in Parts VIII through IX (composed of 17 chapters). Lastly, Part V
(composed of 10 chapters) presents advances in grid, cloud, and cluster computing
(GCC).

An important mission of the World Congress in Computer Science, Computer
Engineering, and Applied Computing, CSCE (a federated congress to which this
event is affiliated with), includes “Providing a unique platform for a diverse com-
munity of constituents composed of scholars, researchers, developers, educators,
and practitioners. The Congress makes concerted effort to reach out to participants
affiliated with diverse entities (such as: universities, institutions, corporations,
government agencies, and research centers/labs) from all over the world. The
congress also attempts to connect participants from institutions that have teaching
as their main mission with those who are affiliated with institutions that have
research as their main mission. The congress uses a quota system to achieve its
institution and geography diversity objectives.” By any definition of diversity, this
congress is among the most diverse scientific meeting in the USA. We are proud
to report that this federated congress had authors and participants from 54 different
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vi Preface

nations representing variety of personal and scientific experiences that arise from
differences in culture and values.

The program committees (refer to subsequent pages for the list of the members of
committees) would like to thank all those who submitted papers for consideration.
About 50% of the submissions were from outside the USA. Each submitted paper
was peer reviewed by two experts in the field for originality, significance, clarity,
impact, and soundness. In cases of contradictory recommendations, a member of the
conference program committee was charged to make the final decision; often, this
involved seeking help from additional referees. In addition, papers whose authors
included a member of the conference program committee were evaluated using
the double-blind review process. One exception to the above evaluation process
was for papers that were submitted directly to chairs/organizers of pre-approved
sessions/workshops; in these cases, the chairs/organizers were responsible for the
evaluation of such submissions. The overall paper acceptance rate for regular papers
was 20%; 18% of the remaining papers were accepted as short and/or poster papers.

We are grateful to the many colleagues who offered their services in preparing
this book. In particular, we would like to thank the members of the Program
Committees of individual research tracks as well as the members of the Steering
Committees of CSC 2020, PDPTA 2020, MSV 2020, and GCC 2020; their names
appear in the subsequent pages. We would also like to extend our appreciation to
over 500 referees.

As sponsors-at-large, partners, and/or organizers, each of the followings (sepa-
rated by semicolons) provided help for at least one research track: Computer Science
Research, Education, and Applications (CSREA); US Chapter of World Academy
of Science; American Council on Science and Education & Federated Research
council; and Colorado Engineering Inc. In addition, a number of university faculty
members and their staff, several publishers of computer science and computer
engineering books and journals, chapters and/or task forces of computer science
associations/organizations from three regions, and developers of high-performance
machines and systems provided significant help in organizing the event as well as
providing some resources. We are grateful to them all.

We express our gratitude to all authors of the articles published in this book and
the speakers who delivered their research results at the congress. We would also
like to thank the followings: UCMSS (Universal Conference Management Systems
& Support, California, USA) for managing all aspects of the conference; Dr. Tim
Field of APC for coordinating and managing the printing of the programs; the staff
of Luxor Hotel (MGM Convention) for the professional service they provided; and
Ashu M. G. Solo for his help in publicizing the congress. Last but not least, we
would like to thank Ms. Mary James (Springer Senior Editor in New York) and
Arun Pandian KJ (Springer Production Editor) for the excellent professional service
they provided for this book project.



Preface vii

Hamid R. Arabnia, Leonidas Deligiannidis, Fernando G. Tinetti, Quoc-Nam
Tran, Ray Hashemi, Azita Bahrami

Book Co-Editors, Chapter Co-Editors & Vice-Chairs: FECS 2020, FCS 2020,
SERP 2020, EEE 2020

Athens, GA, USA Hamid R. Arabnia

Boston, MA, USA Leonidas Deligiannidis

La Plata, Argentina Fernando G. Tinetti

Hammond, LA, USA Quoc-Nam Tran



Frontiers in Education: Computer
Science & Computer Engineering

FECS 2020 – Program Committee

• Prof. Afrand Agah; Department of Computer Science, West Chester University of
Pennsylvania, West Chester, PA, USA

• Prof. Abbas M. Al-Bakry (Congress Steering Committee); University President,
University of IT and Communications, Baghdad, Iraq

• Prof. Emeritus Nizar Al-Holou (Congress Steering Committee); Vice Chair,
IEEE/SEM-Computer Chapter; University of Detroit Mercy, Detroit, Michigan,
USA

• Prof. Emeritus Hamid R. Arabnia (Congress Steering Committee); The Univer-
sity of Georgia, USA; Editor-in-Chief, Journal of Supercomputing (Springer);
Fellow, Center of Excellence in Terrorism, Resilience, Intelligence & Organized
Crime Research (CENTRIC).

• Prof. Mehran Asadi; Department of Business and Entrepreneurial Studies, The
Lincoln University, Pennsylvania, USA

• Dr. Azita Bahrami (Vice-Chair); President, IT Consult, USA
• Prof. Dr. Juan-Vicente Capella-Hernandez; Universitat Politecnica de Valencia

(UPV), Department of Computer Engineering (DISCA), Valencia, Spain
• Prof. Juan Jose Martinez Castillo; Director, The Acantelys Alan Turing Nikola

Tesla Research Group and GIPEB, Universidad Nacional Abierta, Venezuela
• Prof. Emeritus Kevin Daimi (Congress Steering Committee); Department of

Mathematics, Computer Science and Software Engineering, University of Detroit
Mercy, Detroit, Michigan, USA

• Prof. Zhangisina Gulnur Davletzhanovna; Vice-rector of the Science, Central-
Asian University, Kazakhstan, Almaty, Republic of Kazakhstan; Vice President
of International Academy of Informatization, Kazskhstan, Almaty, Republic of
Kazakhstan

• Prof. Leonidas Deligiannidis (Congress Steering Committee); Department of
Computer Information Systems, Wentworth Institute of Technology, Boston,
Massachusetts, USA

ix



x Frontiers in Education: Computer Science & Computer Engineering

• Prof. Mary Mehrnoosh Eshaghian-Wilner (Congress Steering Committee); Pro-
fessor of Engineering Practice, University of Southern California, California,
USA; Adjunct Professor, Electrical Engineering, University of California Los
Angeles, Los Angeles (UCLA), California, USA

• Prof. George A. Gravvanis (Congress Steering Committee); Director, Physics
Laboratory & Head of Advanced Scientific Computing, Applied Math & Appli-
cations Research Group; Professor of Applied Mathematics and Numerical
Computing and Department of ECE, School of Engineering, Democritus Uni-
versity of Thrace, Xanthi, Greece

• Prof. Ray Hashemi (Vice-Chair); College of Engineering and Computing, Geor-
gia Southern University, Georgia, USA

• Prof. Houcine Hassan; Department of Computer Engineering (Systems Data
Processing and Computers), Universitat Politecnica de Valencia, Spain

• Prof. George Jandieri (Congress Steering Committee); Georgian Technical Uni-
versity, Tbilisi, Georgia; Chief Scientist, The Institute of Cybernetics, Georgian
Academy of Science, Georgia; Ed. Member, International Journal of Microwaves
and Optical Technology, The Open Atmospheric Science Journal, American
Journal of Remote Sensing, Georgia

• Prof. Byung-Gyu Kim (Congress Steering Committee); Multimedia Processing
Communications Lab.(MPCL), Department of Computer Science and Engineer-
ing, College of Engineering, SunMoon University, South Korea

• Prof. Tai-hoon Kim; School of Information and Computing Science, University
of Tasmania, Australia

• Prof. Louie Lolong Lacatan; Chairperson, Computer Engineerig Department,
College of Engineering, Adamson University, Manila, Philippines; Senior Mem-
ber, International Association of Computer Science and Information Technology
(IACSIT), Singapore; Member, International Association of Online Engineering
(IAOE), Austria

• Prof. Dr. Guoming Lai; Computer Science and Technology, Sun Yat-Sen Univer-
sity, Guangzhou, P. R. China

• Dr. Andrew Marsh (Congress Steering Committee); CEO, HoIP Telecom Ltd
(Healthcare over Internet Protocol), UK; Secretary General of World Academy
of BioMedical Sciences and Technologies (WABT) a UNESCO NGO, The United
Nations

• Prof. Dr., Eng. Robert Ehimen Okonigene (Congress Steering Committee);
Department of Electrical & Electronics Engineering, Faculty of Engineering and
Technology, Ambrose Alli University, Nigeria

• Prof. James J. (Jong Hyuk) Park (Congress Steering Committee); Department
of Computer Science and Engineering (DCSE), SeoulTech, Korea; President,
FTRA, EiC, HCIS Springer, JoC, IJITCC; Head of DCSE, SeoulTech, Korea

• Dr. Akash Singh (Congress Steering Committee); IBM Corporation, Sacramento,
California, USA; Chartered Scientist, Science Council, UK; Fellow, British Com-
puter Society; Member, Senior IEEE, AACR, AAAS, and AAAI; IBM Corporation,
USA



Frontiers in Education: Computer Science & Computer Engineering xi

• Chiranjibi Sitaula; Head, Department of Computer Science and IT, Ambition
College, Kathmandu, Nepal

• Ashu M. G. Solo (Publicity), Fellow of British Computer Society, Principal/R&D
Engineer, Maverick Technologies America Inc.

• Prof. Dr. Ir. Sim Kok Swee; Fellow, IEM; Senior Member, IEEE; Faculty of
Engineering and Technology, Multimedia University, Melaka, Malaysia

• Prof. Fernando G. Tinetti (Congress Steering Committee); School of Computer
Science, Universidad Nacional de La Plata, La Plata, Argentina; also at
Comision Investigaciones Cientificas de la Prov. de Bs. As., Argentina

• Prof. Quoc-Nam Tran (Congress Steering Committee); Department of Computer
Science, Southeastern Louisiana University, Louisiana, USA

• Prof. Hahanov Vladimir (Congress Steering Committee); Vice Rector, and
Dean of the Computer Engineering Faculty, Kharkov National University of
Radio Electronics, Ukraine and Professor of Design Automation Department,
Computer Engineering Faculty, Kharkov; IEEE Computer Society Golden Core
Member; National University of Radio Electronics, Ukraine

• Prof. Shiuh-Jeng Wang (Congress Steering Committee); Director of Information
Cryptology and Construction Laboratory (ICCL) and Director of Chinese
Cryptology and Information Security Association (CCISA); Department of Infor-
mation Management, Central Police University, Taoyuan, Taiwan; Guest Ed.,
IEEE Journal on Selected Areas in Communications

• Prof. Layne T. Watson (Congress Steering Committee); Fellow of IEEE; Fellow
of The National Institute of Aerospace; Professor of Computer Science, Mathe-
matics, and Aerospace and Ocean Engineering, Virginia Polytechnic Institute &
State University, Blacksburg, Virginia, USA

• Prof. Jane You (Congress Steering Committee); Associate Head, Department of
Computing, The Hong Kong Polytechnic University, Kowloon, Hong Kong



Foundations of Computer Science

FCS 2020 – Program Committee

• Prof. Emeritus Hamid R. Arabnia (Congress Steering Committee); The
University of Georgia, USA; Editor-in-Chief, Journal of Supercomputing
(Springer);Fellow, Center of Excellence in Terrorism, Resilience, Intelligence
& Organized Crime Research (CENTRIC).

• Prof. Juan Jose Martinez Castillo; Director, The Acantelys Alan Turing Nikola
Tesla Research Group and GIPEB, Universidad Nacional Abierta, Venezuela

• Prof. Emeritus Kevin Daimi (Congress Steering Committee); Department of
Mathematics, Computer Science & Software Engineering, University of Detroit
Mercy, Detroit, Michigan, USA

• Prof. Zhangisina Gulnur Davletzhanovna; Vice-rector of the Science, Central-
Asian University, Kazakhstan, Almaty, Republic of Kazakhstan; Vice President
of International Academy of Informatization, Kazskhstan, Almaty, Republic of
Kazakhstan

• Prof. Leonidas Deligiannidis (Congress Steering Committee); Department of
Computer Information Systems, Wentworth Institute of Technology, Boston,
Massachusetts, USA

• Prof. Tai-hoon Kim; School of Information and Computing Science, University
of Tasmania, Australia

• Prof. Dr. Guoming Lai; Computer Science and Technology, Sun Yat-Sen Univer-
sity, Guangzhou, P. R. China

• Dr. Vitus S. W. Lam; Senior IT Manager, Information Technology Services, The
University of Hong Kong, Kennedy Town, Hong Kong; Chartered Member of The
British Computer Society, UK; Former Vice Chairman of the British Computer
Society (Hong Kong Section); Chartered Engineer & Fellow of the Institution of
Analysts and Programmers

• Prof. Dr., Eng. Robert Ehimen Okonigene (Congress Steering Committee);
Department of Electrical & Electronics Engineering, Faculty of Engineering and
Tech., Ambrose Alli University, Edo State, Nigeria

xiii



xiv Foundations of Computer Science

• Chiranjibi Sitaula; Head, Department of Computer Science and IT, Ambition
College, Kathmandu, Nepal

• Ashu M. G. Solo (Publicity), Fellow of British Computer Society, Principal/R&D
Engineer, Maverick Technologies America Inc.

• Dr. Tse Guan Tan; Faculty of Creative Technology and Heritage, Universiti
Malaysia Kelantan, Kelantan, Malaysia

• Prof. Fernando G. Tinetti (Congress Steering Committee); School of Computer
Science, Universidad Nacional de La Plata, La Plata, Argentina; also at
Comision Investigaciones Cientificas de la Prov. de Bs. As., Argentina

• Varun Vohra; Certified Information Security Manager (CISM); Certified Infor-
mation Systems Auditor (CISA); Associate Director (IT Audit), Merck, New
Jersey, USA

• Prof. Layne T. Watson (Congress Steering Committee); Fellow of IEEE; Fellow
of The National Institute of Aerospace; Professor of Computer Science, Mathe-
matics, and Aerospace and Ocean Engineering, Virginia Polytechnic Institute &
State University, Blacksburg, Virginia, USA

• Prof. Jane You (Congress Steering Committee); Associate Head, Department of
Computing, The Hong Kong Polytechnic University, Kowloon, Hong Kong



Software Engineering Research and
Practice

SERP 2020 – Program Committee

• Prof. Emeritus Nizar Al-Holou (Congress Steering Committee); Electrical &
Computer Engineering Department; Vice Chair, IEEE/SEM-Computer Chapter;
University of Detroit Mercy, Michigan, USA

• Prof. Emeritus Hamid R. Arabnia (Congress Steering Committee); The Univer-
sity of Georgia, USA; Editor-in-Chief, Journal of Supercomputing (Springer);
Fellow, Center of Excellence in Terrorism, Resilience, Intelligence & Organized
Crime Research (CENTRIC).

• Dr. Travis Atkison; Director, Digital Forensics and Control Systems Security Lab,
Department of Computer Science, College of Engineering, The University of
Alabama, Tuscaloosa, Alabama, USA

• Dr. Azita Bahrami (Vice-Chair); President, IT Consult, USA
• Prof. Dr. Juan-Vicente Capella-Hernandez; Universitat Politecnica de Valencia

(UPV), Department of Computer Engineering (DISCA), Valencia, Spain
• Prof. Emeritus Kevin Daimi (Congress Steering Committee); Department of

Mathematics, Computer Science and Software Engineering, University of Detroit
Mercy, Detroit, Michigan, USA

• Prof. Zhangisina Gulnur Davletzhanovna; Vice-rector of the Science, Central-
Asian University, Kazakhstan, Almaty, Republic of Kazakhstan; Vice President
of International Academy of Informatization, Kazskhstan, Almaty, Republic of
Kazakhstan

• Prof. Leonidas Deligiannidis (Congress Steering Committee); Department of
Computer Information Systems, Wentworth Institute of Technology, Boston,
Massachusetts, USA

• Dr. Lamia Atma Djoudi (Chair, Doctoral Colloquium & Demos Sessions);
France

• Prof. Mary Mehrnoosh Eshaghian-Wilner (Congress Steering Committee); Pro-
fessor of Engineering Practice, University of Southern California, California,

xv



xvi Software Engineering Research and Practice

USA; Adjunct Professor, Electrical Engineering, University of California Los
Angeles, Los Angeles (UCLA), California, USA

• Prof. Ray Hashemi (Vice-Chair); College of Engineering and Computing, Geor-
gia Southern University, Georgia, USA

• Prof. Byung-Gyu Kim (Congress Steering Committee); Multimedia Processing
Communications Lab.(MPCL), Department of Computer Science and Engineer-
ing, College of Engineering, SunMoon University, South Korea

• Prof. Louie Lolong Lacatan; Chairperson, CE Department, College of Engi-
neering, Adamson University, Manila, Philippines; Senior Member, International
Association of Computer Science and Information Technology (IACSIT), Singa-
pore; Member, International Association of Online Engineering (IAOE), Austria

• Dr. Vitus S. W. Lam; Senior IT Manager, Information Technology Services, The
University of Hong Kong, Kennedy Town, Hong Kong; Chartered Member of The
British Computer Society, UK; Former Vice Chairman of the British Computer
Society (Hong Kong Section); Chartered Engineer & Fellow of the Institution of
Analysts and Programmers

• Dr. Andrew Marsh (Congress Steering Committee); CEO, HoIP Telecom Ltd
(Healthcare over Internet Protocol), UK; Secretary General of World Academy
of BioMedical Sciences and Technologies (WABT) a UNESCO NGO, The United
Nations

• Prof. Dr., Eng. Robert Ehimen Okonigene (Congress Steering Committee);
Department of Electrical & Electronics Engineering, Faculty of Engineering and
Technology, Ambrose Alli University, Nigeria

• Prof. James J. (Jong Hyuk) Park (Congress Steering Committee); Department
of Computer Science and Engineering (DCSE), SeoulTech, Korea; President,
FTRA, EiC, HCIS Springer, JoC, IJITCC; Head of DCSE, SeoulTech, Korea

• Prof. Dr. R. Ponalagusamy; Department of Mathematics, National Institute of
Technology, India

• Prof. Abd-El-Kader Sahraoui; Toulouse University and LAAS CNRS, Toulouse,
France

• Dr. Akash Singh (Congress Steering Committee); IBM Corporation, Sacramento,
California, USA; Chartered Scientist, Science Council, UK; Fellow, British Com-
puter Society; Member, Senior IEEE, AACR, AAAS, and AAAI; IBM Corporation,
USA

• Chiranjibi Sitaula; Head, Department of Computer Science and IT, Ambition
College, Kathmandu, Nepal

• Ashu M. G. Solo (Publicity), Fellow of British Computer Society, Principal/R&D
Engineer, Maverick Technologies America Inc.

• Prof. Fernando G. Tinetti (Congress Steering Committee); School of CS, Univer-
sidad Nacional de La Plata, La Plata, Argentina; also at Comision Investiga-
ciones Cientificas de la Prov. de Bs. As., Argentina

• Prof. Hahanov Vladimir (Congress Steering Committee); Vice Rector, and
Dean of the Computer Engineering Faculty, Kharkov National University of
Radio Electronics, Ukraine and Professor of Design Automation Department,



Software Engineering Research and Practice xvii

Computer Engineering Faculty, Kharkov; IEEE Computer Society Golden Core
Member; National University of Radio Electronics, Ukraine

• Varun Vohra; Certified Information Security Manager (CISM); Certified Infor-
mation Systems Auditor (CISA); Associate Director (IT Audit), Merck, New
Jersey, USA

• Dr. Haoxiang Harry Wang (CSCE); Cornell University, Ithaca, New York, USA;
Founder and Director, GoPerception Laboratory, New York, USA

• Prof. Shiuh-Jeng Wang (Congress Steering Committee); Director of Information
Cryptology and Construction Laboratory (ICCL) and Director of Chinese
Cryptology and Information Security Association (CCISA); Department of Infor-
mation Management, Central Police University, Taoyuan, Taiwan; Guest Ed.,
IEEE Journal on Selected Areas in Communications.

• Prof. Layne T. Watson (Congress Steering Committee); Fellow of IEEE; Fellow
of The National Institute of Aerospace; Professor of Computer Science, Mathe-
matics, and Aerospace and Ocean Engineering, Virginia Polytechnic Institute &
State University, Blacksburg, Virginia, USA

• Prof. Jane You (Congress Steering Committee); Associate Head, Department of
Computing, The Hong Kong Polytechnic University, Kowloon, Hong Kong



e-Learning, e-Business, Enterprise
Information Systems, & e-Government

EEE 2020 – Program Committee

• Prof. Abbas M. Al-Bakry (Congress Steering Committee); University President,
University of IT and Communications, Baghdad, Iraq

• Prof. Emeritus Nizar Al-Holou (Congress Steering Committee); ECE Depart-
ment; Vice Chair, IEEE/SEM-Computer Chapter; University of Detroit Mercy,
Detroit, Michigan, USA

• Prof. Emeritus Hamid R. Arabnia (Congress Steering Committee); The Univer-
sity of Georgia, USA; Editor-in-Chief, Journal of Supercomputing (Springer);
Fellow, Center of Excellence in Terrorism, Resilience, Intelligence & Organized
Crime Research (CENTRIC).

• Dr. Azita Bahrami (Vice-Chair); President, IT Consult, USA
• Prof. Dr. Juan-Vicente Capella-Hernandez; Universitat Politecnica de Valencia

(UPV), Department of Computer Engineering (DISCA), Valencia, Spain
• Prof. Emeritus Kevin Daimi (Congress Steering Committee); Department of

Mathematics, Computer Science and Software Engineering, University of Detroit
Mercy, Detroit, Michigan, USA

• Prof. Zhangisina Gulnur Davletzhanovna; Vice-rector of the Science, Central-
Asian University, Kazakhstan, Almaty, Republic of Kazakhstan; Vice President
of International Academy of Informatization, Kazskhstan, Almaty, Republic of
Kazakhstan

• Prof. Leonidas Deligiannidis (Congress Steering Committee); Department of
Computer Information Systems, Wentworth Institute of Technology, Boston,
Massachusetts, USA

• Prof. Mary Mehrnoosh Eshaghian-Wilner (Congress Steering Committee); Pro-
fessor of Engineering Practice, University of Southern California, California,
USA; Adjunct Professor, Electrical Engineering, University of California Los
Angeles, Los Angeles (UCLA), California, USA

• Prof. George A. Gravvanis (Congress Steering Committee); Director, Physics
Laboratory & Head of Advanced Scientific Computing, Applied Math & Appli-

xix



xx e-Learning, e-Business, Enterprise Information Systems, & e-Government

cations Research Group; Professor of Applied Mathematics and Numerical
Computing and Department of ECE, School of Engineering, Democritus Uni-
versity of Thrace, Xanthi, Greece.

• Prof. Houcine Hassan; Department of Computer Engineering (Systems Data
Processing and Computers), Universitat Politecnica de Valencia, Spain

• Prof. George Jandieri (Congress Steering Committee); Georgian Technical Uni-
versity, Tbilisi, Georgia; Chief Scientist, The Institute of Cybernetics, Georgian
Academy of Science, Georgia; Ed. Member, International Journal of Microwaves
and Optical Technology, The Open Atmospheric Science Journal, American
Journal of Remote Sensing, Georgia

• Prof. Dr. Abdeldjalil Khelassi; CS Department, Abou beker Belkaid University
of Tlemcen, Algeria; Editor-in-Chief, Medical Tech. Journal; Assoc. Editor,
Electronic Physician Journal (EPJ) - Pub Med Central

• Prof. Byung-Gyu Kim (Congress Steering Committee); Multimedia Processing
Communications Lab.(MPCL), Department of CSE, College of Engineering,
SunMoon University, South Korea

• Prof. Louie Lolong Lacatan; Chairperson, Computer Engineerig Department,
College of Engineering, Adamson University, Manila, Philippines; Senior Mem-
ber, International Association of Computer Science and Information Technology
(IACSIT), Singapore; Member, IAOE, Austria

• Dr. Andrew Marsh (Congress Steering Committee); CEO, HoIP Telecom Ltd
(Healthcare over Internet Protocol), UK; Secretary General of World Academy
of BioMedical Sciences and Technologies (WABT) a UNESCO NGO, The United
Nations

• Dr. Ali Mostafaeipour; Industrial Engineering Department, Yazd University,
Yazd, Iran

• Dr. Houssem Eddine Nouri; Informatics Applied in Management, Institut
Superieur de Gestion de Tunis, University of Tunis, Tunisia

• Prof. Dr., Eng. Robert Ehimen Okonigene (Congress Steering Committee);
Department of Electrical & Electronics Engineering, Faculty of Engineering and
Tech., Ambrose Alli University, Edo State, Nigeria

• Prof. James J. (Jong Hyuk) Park (Congress Steering Committee); Department
of Computer Science and Engineering (DCSE), SeoulTech, Korea; President,
FTRA, EiC, HCIS Springer, JoC, IJITCC; Head of DCSE, SeoulTech, Korea

• Ashu M. G. Solo (Publicity), Fellow of British Computer Society, Principal/R&D
Engineer, Maverick Technologies America Inc.

• Dr. Vivian Saltan, California State University, Los Angeles, California, USA
• Prof. Fernando G. Tinetti (Congress Steering Committee); School of Computer

Science, Universidad Nacional de La Plata, La Plata, Argentina; also at
Comision Investigaciones Cientificas de la Prov. de Bs. As., Argentina

• Prof. Hahanov Vladimir (Congress Steering Committee); Vice Rector, and
Dean of the Computer Engineering Faculty, Kharkov National University of
Radio Electronics, Ukraine and Professor of Design Automation Department,
Computer Engineering Faculty, Kharkov; IEEE Computer Society Golden Core
Member; National University of Radio Electronics, Ukraine



e-Learning, e-Business, Enterprise Information Systems, & e-Government xxi

• Prof. Shiuh-Jeng Wang (Congress Steering Committee); Director of Information
Cryptology and Construction Laboratory (ICCL) and Director of Chinese
Cryptology and Information Security Association (CCISA); Department of Infor-
mation Management, Central Police University, Taoyuan, Taiwan; Guest Ed.,
IEEE Journal on Selected Areas in Communications.

• Prof. Layne T. Watson (Congress Steering Committee); Fellow of IEEE; Fellow
of The National Institute of Aerospace; Professor of Computer Science, Mathe-
matics, and Aerospace and Ocean Engineering, Virginia Polytechnic Institute &
State University, Blacksburg, Virginia, USA



Contents

Part I Curriculum Design, Academic Content, and Learning
Objectives

Empirical Analysis of Strategies Employed Within an ICT
Curriculum to Increase the Quantity of Graduates . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Nicole Herbert, Erik Wapstra, David Herbert, Kristy de Salas,
and Tina Acuña

Incorporating Computer Programming into Mathematics
Curricula to Enhance Learning for Low-Performing,
Underserved Students . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Alan Shaw and William Crombie

Examining the Influence of Participating in a Cyber Defense
Track on Students’ Cybersecurity Knowledge, Awareness,
and Career Choices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Michelle Peters, T. Andrew Yang, Wei Wei, Kewei Sha, and Sadegh Davari

Team-Based Online Multidisciplinary Education on Big Data +
High-Performance Computing + Atmospheric Sciences . . . . . . . . . . . . . . . . . . . . . 43
Jianwu Wang, Matthias K. Gobbert, Zhibo Zhang,
and Aryya Gangopadhyay

Integrating the Development of Professional Skills Throughout
an ICT Curriculum Improves a Graduate’s Competency . . . . . . . . . . . . . . . . . . . 55
Nicole Herbert, David Herbert, Erik Wapstra, Kristy de Salas, and Tina
Acuña

Preparing Computing Graduates for the Workplace: An
Assessment of Relevance of Curricula to Industry . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Ioana Chan Mow, Elisapeta Mauai, Vaisualua Okesene, and Ioana Sinclair

xxiii



xxiv Contents

Benchmarking the Software Engineering Undergraduate
Program Curriculum at Jordan University of Science
and Technology with the IEEE Software Engineering Body
of Knowledge (SWE Knowledge Areas #6 –10) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Moh’d A. Radaideh

Part II Educational Tools, Novel Teaching Methods and Learning
Strategies

Design for Empathy and Accessibility: A Technology Solution for
Deaf Curling Athletes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Marcia R. Friesen, Ryan Dion, and Robert D. McLeod

An Investigation on the Use of WhatsApp Groups as a Mobile
Learning System to Improve Undergraduate Performance . . . . . . . . . . . . . . . . . 117
A. Rushane Jones and B. Sherrene Bogle

Using Dear Data Project to Introduce Data Literacy
and Information Literacy to Undergraduates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Vetria L. Byrd

An Educational Tool for Exploring the Pumping Lemma
Property for Regular Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Josue N. Rivera and Haiping Xu

An Educational Guide to Creating Your Own Cryptocurrency . . . . . . . . . . . . 163
Paul Medeiros and Leonidas Deligiannidis

Peer Assistant Role Models in a Graduate Computer Science Course . . . . . 179
Evava Pietri, Leslie Ashburn-Nardo, and Snehasis Mukhopadhyay

A Project-Based Approach to Teaching IoT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
Varick L. Erickson, Pragya Varshney, and Levent Ertaul

Computational Thinking and Flipped Classroom Model for
Upper-Division Computer Science Majors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Antonio-Angel L. Medel, Anthony C. Bianchi, and Alberto C. Cruz

A Dynamic Teaching Learning Methodology Enabling Fresh
Graduates Starting Career at Mid-level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
Abubokor Hanip and Mohammad Shahadat Hossain

Innovative Methods of Teaching the Basic Control Course . . . . . . . . . . . . . . . . . 249
L. Keviczky, T. Vámos, A. Benedek, R. Bars, J. Hetthéssy, Cs. Bányász,
and D. Sik



Contents xxv

Part III Frontiers in Education – Methodologies, Student
Academic Preparation and Related Findings

Towards Equitable Hiring Practices for Engineering Education
Institutions: An Individual-Based Simulation Model . . . . . . . . . . . . . . . . . . . . . . . . 265
Marcia R. Friesen and Robert D. McLeod

Developing a Scalable Platform and Analytics Dashboard for
Manual Physical Therapy Practices Using Pressure Sensing Fabric . . . . . . . 277
Tyler V. Rimaldi, Daniel R. Grossmann, and Donald R. Schwartz

Tracking Changing Perceptions of Students Through a Cyber
Ethics Course on Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
Zeenath Reza Khan, Swathi Venugopal, and Farhad Oroumchian

Predicting the Academic Performance of Undergraduate
Computer Science Students Using Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
Faiza Khan, Gary M. Weiss, and Daniel D. Leeds

An Algorithm for Determining if a BST Node’s Value Can Be
Changed in Place . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
Daniel S. Spiegel

Class Time of Day: Impact on Academic Performance . . . . . . . . . . . . . . . . . . . . . . 327
Suzanne C. Wagner, Sheryl J. Garippo, and Petter Lovaas

A Framework for Computerization of Punjab Technical
Education System for Financial Assistance
to Underrepresented Students . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337
Harinder Pal Singh and Harpreet Singh

Parent-Teacher Portal (PTP): A Communication Tool . . . . . . . . . . . . . . . . . . . . . . 351
Mudasser F. Wyne, Matthew Hunter, Joshua Moran, and Babita Patil

Part IV Foundations of Computer Science: Architectures,
Algorithms, and Frameworks

Exact Floating Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
Alan A. Jorgensen and Andrew C. Masters

Random Self-modifiable Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
Michael Stephen Fiske

ECM Factorization with QRT Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395
Andrew N.W. Hone

What Have Google’s Random Quantum Circuit Simulation
Experiments Demonstrated About Quantum Supremacy? . . . . . . . . . . . . . . . . . 411
Jack K. Horner and John F. Symons



xxvi Contents

Chess Is Primitive Recursive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421
Vladimir A. Kulyukin

How to Extend Single-Processor Approach to Explicitly
Many-Processor Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435
János Végh

Formal Specification and Verification of Timing Behavior
in Safety-Critical IoT Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
Yangli Jia, Zhenling Zhang, Xinyu Cao, and Haitao Wang

Introducing Temporal Behavior to Computing Science . . . . . . . . . . . . . . . . . . . . . 471
János Végh

Evaluation of Classical Data Structures in the Java Collections
Framework. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 493
Anil L. Pereira

Part V Software Engineering, Dependability, Optimization,
Testing, and Requirement Engineering

Securing a Dependability Improvement Mechanism
for Cyber-Physical Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511
Gilbert Regan, Fergal Mc Caffery, Pangkaj Chandra Paul, Ioannis Sorokos,
Jan Reich, Eric Armengaud, and Marc Zeller

A Preliminary Study of Transactive Memory System and Shared
Temporal Cognition in the Collaborative Software Process Tailoring . . . . . 523
Pei-Chi Chen, Jung-Chieh Lee, and Chung-Yang Chen

Mixed-Integer Linear Programming Model for the Simultaneous
Unloading and Loading Processes in a Maritime Port . . . . . . . . . . . . . . . . . . . . . . . 533
Ali Skaf, Sid Lamrous, Zakaria Hammoudan, and Marie-Ange Manier

How to Test Interoperability of Different Implementations
of a Complex Military Standard. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 545
Andre Schöbel, Philipp Klotz, Christian Zaschke, and Barbara Essendorfer

Overall Scheduling Requirements for Scheduling Synthesis
in Automotive Cooperative Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557
Arthur Strasser, Christoph Knieke, and Andreas Rausch

Extracting Supplementary Requirements for Energy Flexibility
Marketplace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 567
Tommi Aihkisalo, Kristiina Valtanen, and Klaus Känsälä

A Dynamic Scaling Methodology for Improving Performance
of Data-Intensive Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 577
Nashmiah Alhamdawi and Yi Liu



Contents xxvii

Part VI Software Engineering Research, Practice, and Novel
Applications

Technical Personality as Related to Intrinsic Personality Traits . . . . . . . . . . . . 597
Marwan Shaban, Craig Tidwell, Janell Robinson, and Adam J. Rocke

Melody-Based Pitch Correction Model for a Voice-Driven
Musical Instrument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 609
John Carelli

Analysis of Bug Types of Textbook Code with Open-Source Software . . . . 629
Young Lee and Jeong Yang

Implications of Blockchain Technology in the Health Domain. . . . . . . . . . . . . . 641
Merve Vildan Baysal, Özden Özcan-Top, and Aysu Betin Can

A Framework for Developing Custom Live Streaming Multimedia Apps . 657
Abdul-Rahman Mawlood-Yunis

Change Request Prediction in an Evolving Legacy System:
A Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 671
Lamees Alhazzaa and Anneliese Amschler Andrews

Using Clients to Support Extract Class Refactoring . . . . . . . . . . . . . . . . . . . . . . . . . 695
Musaad Alzahrani

Analyzing Technical Debt of a CRM Application by Categorizing
Ambiguous Issue Statements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 705
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Curriculum Design, Academic Content,

and Learning Objectives



Empirical Analysis of Strategies
Employed Within an ICT Curriculum
to Increase the Quantity of Graduates

Nicole Herbert, Erik Wapstra, David Herbert, Kristy de Salas,
and Tina Acuña

1 Introduction

The University of Tasmania (UTAS) commenced a curriculum renewal process in
2012. At the time, there was concern both within the information and communica-
tion technology (ICT) industry and within government agencies about the number
of the ICT graduates [1, 2]. Potential students had incorrect perceptions of the field
of ICT [3], and this resulted in low commencement rates for ICT higher education
courses in comparison to other disciplines [4]. High attrition rates in ICT courses,
caused by a number of factors mostly relating to a lack of student engagement [5],
motivation [6], and academic success [7, 8] were also impacting on the number of
graduates.

This chapter reports on a broad and deep ICT curriculum change and uses data
collected over a 9-year time period to conduct an empirical evaluation of the changes
to the quantity of graduates. This chapter contributes to the field of ICT curriculum
design as it provides implementation techniques for strategies that can have positive
long-term outcomes. The research question explored is: What is the impact of
strategies designed to amend misconceptions and improve perceptions, motivation,
engagement, and academic success on the quantity of graduates?
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2 Related Work

Rapidly evolving technology has resulted in a continuous demand for competent
ICT graduates. In 2019, the Australian Computer Society (ACS) released figures
forecasting that Australia will require an additional 100,000 ICT specialist workers
by 2024 [9]. A potential source of these workers is tertiary ICT graduates.

While the ACS reported that domestic undergraduate enrolments rose from a
low of around 19,000 in 2010 to 30,000 in 2017 [9], this growth is not large enough
to meet the forecasted demand, and it is further degraded by a high attrition rate.
Even though there has been steady growth in completions since 2012, there were
only 4400 domestic undergraduate completions in 2017 [9]. It is imperative that
domestic completion rates in ICT courses improve for the growth of the ICT sector.

International students that graduate from ICT courses in Australia are also a
potential source of skilled employees. In 2012, the growth in international student
commencements in ICT courses had stagnated and started to decline [4], though
since then, there has been significant growth, with international students comprising
39% of the national ICT undergraduate student population [9]. Similar to domestic
graduates, there has been steady growth in completions since 2012, with 4000
international undergraduate completions in 2017 [9]. Even with this growth in total
graduates, the supply of ICT employees from domestic and international graduates
is much smaller than the predicted increase in the size of Australia’s technology
workforce over the next decade [9].

It is well recognized that students choose not to study ICT due to their
perceptions of the field [3, 10–13]. A career in ICT is perceived as male-dominated,
repetitive, isolated, and focused on the technical rather than the professional [3].
While this perception was valid in the past, the industry has transformed, and
potential applicants need to be aware of how fulfilling an ICT career can be and
how diverse the opportunities are.

To increase the quantity of ICT graduates, it is necessary to not only increase
the commencements in ICT courses but also reduce the rate of course attrition.
National attrition across all disciplines was around 17% in 2012 [4], in comparison
to a national attrition rate of 43% for ICT courses [1]. There have been a number of
studies identifying the causes of this high course attrition.

Poor course choice due to student misconceptions of what ICT is and what is
involved in studying ICT is a leading cause of course attrition [3, 10–13]. Beaubouef
et al. [11] summarized a number of misconceptions that can impact on both course
commencements and attrition:

Nature of the field – ICT is much wider than producing reports and collating data
and infiltrates a wide range of industries.

ICT is easy – ICT requires maths and problem-solving skills and a disciplined
approach to solve complicated problems.

Social issues and communication skills – ICT careers are not solitary positions and
require written and oral communication skills to convey ideas and concepts to
develop systems that meet user requirements.
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Programming – while it is essential that all ICT personnel have some ability to
program, it is only one of the many important skills required. Biggers et al. [12]
found that, although the primary reason students gave for leaving was allegedly a
loss of interest, the underlying explanation was often related to the undesirability
of a programming-only career.

One difference between students who complete and students who leave is their
motivation to study [6, 14]. Providing evidence that the course can result in a secure,
satisfying, and financially rewarding career can influence the decision to continue
[14, 15]. Smith et al. [8] found that a lack of academic success is also a major
factor in the decision to withdraw and ICT students who pass subjects were more
likely to continue. A lack of student engagement in ICT courses was also found
to be a leading cause of course attrition, particularly for first-year students [5, 16].
This was often a result of poor course design: poor quality teaching, feedback, or
course structure [7, 10, 13, 14, 16–19], poorly related practical work to professional
practice [10, 13, 14, 17–19], and low levels of interaction with peers and staff [6,
12–14, 18, 20].

3 The UTAS Situation

The University of Tasmania (UTAS) is responsible for developing competent
graduates for a broad local ICT industry. In 2014, the Tasmanian ICT sector
employed over 4500 people and generated industry value add of around $640
million, representing less than 1.6% of the Australian ICT sector’s total [21]. The
Tasmanian ICT sector had been constrained by skills shortages for a decade [21].

As had been the case for ICT courses nationally, the student numbers had
stagnated, and the attrition rates were high, as shown in Table 1. As Tasmania is
an island state with a small population, there is a very limited domestic market of
tertiary applicants. There was reliance on international student enrolments, but these
were in decline – down to 22% in 2012 [4]. 11% of the students were enrolled in
the Bachelor of Information Systems (BIS), while the rest were in the Bachelor of
Computing (BComp). The attrition rate in the UTAS ICT courses prior to 2013 was
57%, much higher than the national ICT course average of 43% in 2012 [1].

Table 1 Student data for the
BComp/BIS

2010 2011 2012 2013

Commencing students 131 137 135 167
Domestic student ratio 73% 69% 78% 78%
Attrition rate 55% 54% 63% 74%



6 N. Herbert et al.

4 The Case Study Curriculum

It was a recommendation of a course review panel that the current two undergraduate
courses be discontinued and a single course be created in the belief a new course
would attract and retain more students. The curriculum renewal design process
commenced in 2012, and the resultant curriculum, the Bachelor of Information and
Communication Technology (BICT), was first offered in 2014 [22]. The curriculum
was aligned with the Association for Computing Machinery (ACM) information
technology (IT) curriculum, but included aspects from the ACM information
systems (IS) and ACM computer science (CS) curricula [23] to encompass study
across ICT disciplines to ensure coverage of complementary knowledge.

Discussions with more than 30 local ICT industry members revealed that they
were satisfied with the ICT graduate’s technical skills but concerned by the weaker
professional skills, such as communication and collaboration [22]. This led to
the design of an ICT curriculum that integrated the development of professional
skills alongside the development of the technical skills (such as programming, net-
working, security, and databases) and nontechnical ICT skills (project management
and business analysis) to create graduates with a strong employability skill set
for an identified range of career outcomes [22]. It was essential that as well as
increasing the number of graduates that the technical skill competency levels were
maintained and professional skill competency improved. There was no desire to
improve graduation rates by lowering standards. A concurrent longitudinal study
analyzed cohorts of students from 2012 to 2018 and concluded that this case study
curriculum had improved the students’ competency with professional skills without
having a detrimental impact on their competency with technical skills [24].

This case study ICT curriculum also employed strategies to increase the number
of ICT graduates. These strategies were based on recommendations from prior
research which were often untested or evaluated over only a few subjects or
short trial periods. Strategies were employed curriculum-wide to amend student
misconceptions of ICT, improve student perceptions of ICT, and improve student
motivation, engagement, and academic success. This study contributes to the field
of ICT curriculum design as it provides implementation techniques for the strategies
and conducts an empirical evaluation over an extended time period to ascertain the
changes to the quantity of graduates.

4.1 Amending Misconceptions and Improving Perceptions
and Motivation

The main strategy to increase course commencements for the case study curriculum
centered on using the transformation of graduate ICT career outcomes that resulted
from the rapidly changing nature of the ICT industry to improve student perceptions
of ICT careers. There were concerns that potential students lacked awareness of the
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wide range of career possibilities in ICT [12]. There were also concerns for the low
enrolments in years 11 and 12 in ICT-related subjects [2] and the flow on effect this
was having at the tertiary level. To increase commencements, there was a need for
ICT higher education courses to appeal to students who did and who did not have
prior learning in ICT.

To identify a set of relevant graduate career outcomes, discussions were held
with local industry members [25]. To facilitate multiple career outcomes, the Skills
Framework for the Information Age (SFIA) was used throughout the design process
to identify the technical and nontechnical skills for the graduate employability skill
set [25]. The skill development was then integrated throughout the curriculum [22].
The careers included not just programmers but modelers, developers, designers,
analysts, administrators, and managers; 30 different ICT career outcomes were
identified to improve perceptions [25]. As well as attracting a broader range of
applicants, it was hoped this approach would also assist in retaining students who
found programming to be challenging or unengaging by correcting misconceptions
and motivating them toward another ICT career.

To attract more students, a course structure was chosen that ensured all graduates
received a compulsory core that developed skills for a broad range of careers
but gave students flexibility to choose a pathway that enabled them to develop
deeper skills for their chosen ICT career outcome [22]. The renewed curriculum
included a compulsory ICT Professional major (eight units of integrated study
across 3 years – a unit is a subject) structured to amend misconceptions by
including foundational technical knowledge (in the areas of programming and
mathematics) with nontechnical business skills and culminating in an authentic
capstone experience where students designed and developed software for industry
clients. The ICT Professional major sat alongside the IT minor (four units of
integrated study across 2 years) that provided technical skills in databases, web
systems, networks, and operating systems with cybersecurity integrated within each
unit. To motivate students, they chose their second major from either a Games and
Creative Technology (GCT) major or a Software Development (SD) major. Both
majors provided depth in programming and system design, though the GCT major
used programming languages and development processes suitable for game-related
career outcomes such as games developer/designer. The SD major was broader,
aiming for career outcomes ranging from software designer/developer to system
administrator to business analyst. The course structure also included 4 elective units,
for a total of 24 units.

To improve the student perceptions about ICT, a module was included in a first-
year unit to motivate the students to complete their course by exploring the available
careers [5, 6, 15], demonstrating that an ICT career was more than coding [12].
The students identified when and where their knowledge and skills for each career
outcome would be developed within the course [26].

To attract more students and to correct misconceptions and improve student
perceptions and motivation, the course was given a workplace and professional
focus [15, 18]. To strengthen the student’s sense of relevance about their course,
a balance between the technical and nontechnical focus was created, alongside a
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balance between practical application and theory [18, 22]. Each semester had at
least one unit that had a nontechnical or professional focus, to give the curriculum
a workplace or business focus, allowing students to make the connections with
professional practice [24].

4.2 Improving Engagement

It has been identified by many researchers that a lack of student engagement
leads to course attrition [5, 13, 16]. To improve student engagement with the
renewed curriculum, new teaching practices and technology-enhanced delivery were
incorporated throughout the course, allowing a student-centered learning experience
which has been shown to reduce course attrition [16]. All units involved online
materials to allow self-paced learning. While a few units went completely online,
most units retained practical hands-on tutorials of at least 2 hours per week to
enable active learning with tutor support. Tutorial exercises and assignments were
related to professional practice using real-world scenarios [13, 18, 19]. Most units
reduced face-to-face lectures to 1 to 2 hours per week, and these were also recorded
and included in the online materials. Some removed lectures entirely to adopt a
flipped classroom delivery style where students learn by applying the theoretical
content, obtained via online materials prior to the tutorial, in a variety of cooperative
activities in small classes [26].

Social integration and establishing relationships and having student-student
interactions have been shown to impact student engagement and are an influencing
factor in the decision to persist toward completion [6, 12–14, 18, 20]. Group work
was introduced throughout the curriculum to foster the development of relationships
and community at all levels [12]; at least one unit each semester involved significant
groupwork [24]. A core unit undertaken by most students in their first semester
used a flipped-classroom style of delivery and focused on group work, with the
students placed in many random groups, but also some they formed themselves [26].
Students established supportive peer groups in their first semester, which increased
confidence and reduced feelings of isolation to encourage them to continue [14].

4.3 Improving Academic Success

A number of prior studies have shown that academic success is a major factor
in the decision to withdraw, particularly in the first year [7, 8, 27]. To allow
students to achieve some academic success and identify areas of ICT in which
they have aptitude to motivate them toward an ICT career, the course structure
was arranged so that the students would engage with a broad range of topics
each semester [12]. Rather than four units focused on developing programming
skills, students would have one programming unit, one IT-related technical unit,
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one professional/business-focused unit, and one elective each semester in the first
2 years. In particular, students undertook a range of ICT-related topics in the first
year, to increase not only the level of academic success and motivation to complete
but also the level of engagement. In addition to programming, operating systems,
and databases, five new units were created for the first year, covering a range of
relevant topics: mathematics, emerging technology, ICT professionalism, games,
and artificial intelligence.

The correlation between prior programming experience and the level of academic
success in introductory programming has been widely studied [20]. Research has
shown that when both novice and experienced programmers are enrolled in the same
introductory programming subject, the novice programmers are negatively impacted
due to a lack of confidence [12], and a lack of confidence is a core factor in the
decision to withdraw [14, 27]. In the previous curriculum, all students commenced
with a foundational programming unit, and if they passed, they advanced to
a second introductory programming unit. This resulted in some highly skilled
students performing poorly or withdrawing due to lack of engagement, as they had
already acquired this foundational level programming knowledge. Within the new
curriculum, the students that were entering the course with strong prior program-
ming knowledge (evaluated by their grade in pre-tertiary programming subjects),
were allowed to replace the foundational programming unit by an ICT elective
and advance directly to the second introductory programming unit. This allowed
the students that did not have this prior experience the opportunity to develop
foundational programming skills. A strong foundation leads to higher marks, thus
increasing their satisfaction with the course [18, 27], and their confidence was not
eroded as they were only working with peers of similar ability [12].

During the early years of the renewed curriculum, the foundational programming
skills unit had a high failure rate. In 2017, a change was made to the teaching
and assessment style in this unit to help students achieve the learning outcomes.
Rather than a significantly weighted end-of-unit exam, continuous assessment was
introduced. Students were required to complete programming tasks on an almost
weekly basis, with regular formative feedback (re-submission was allowed) to
improve the development of their skills. The students were also required to pass two
supervised individual short tests held toward the middle and end of the semester.
The learning outcomes remained consistent; students still had to achieve the same
level of competency with programming over the same period of time [24].

5 Method

It is difficult to perform a controlled study, even within one institution, over such
a substantial period of time. During this time, the School at UTAS responsible
for the ICT courses has undergone many personnel, management, and structural
changes, the institution has had three Vice Chancellors, and there have been many
government higher education policy and practice changes.
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Controlling as much as possible, this study evaluates the overall change on the
quantity of ICT graduates over an extended period; it examines both domestic and
international student populations.

A chi-squared test was used on the categorical data to test for differences between
implementation periods of the previous and renewed curriculum. This study used
data from 2010 to 2013, the final years of the previous curriculum, and compared it
to data from 2014 to 2018, the years of the renewed curriculum. The student data is
summarized in Table 1 (BComp/BIS) and Table 2 (BICT).

6 Results

Figure 1 illustrates the ICT student commencements as well as the rate of course
attrition over the timeframe of the study.

While Fig. 1 makes it appear that commencement rates improved in 2014, this
is due to double counting caused by 52 students who transferred from the previous
ICT courses to the BICT in 2014. This transfer was encouraged, so that students
could experience the new content for their remaining years of study. There were also
another 22 students who transferred from the previous courses from 2015 to 2018.
This means that from 2010 to 2013, 570 new students commenced a BComp/BIS
course, and from 2014 to 2017, only 562 new students commenced the BICT course.

Table 2 Student data for the
BICT

2014 2015 2016 2017 2018

Commencing students 186 178 115 155 170
Domestic student ratio 74% 56% 70% 54% 44%
Attrition rate 61% 61% 45% 26% 22%
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Fig. 1 Yearly student outcomes: (a) Domestic students. (b) International students
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There was a significant difference in the course attrition rates between 2010 and
2012 when it was 57% and 2017 and 2018 when it was 24% (χ2(1) = 80.193, p-
value <0.00001). Between 2017 and 2018, students have not had as much time to
withdraw.

To evaluate changes in academic success, the overall pass rate for the first
year was examined. There was a significant difference in the number of students
that passed all their first-year units from 2010 to 2012 when 33% of students
passed all units and from 2017 to 2018 when 49% of students passed all units
(χ2(1) = 37.834, p-value <0.00001). This corresponded with the changes to
foundational programming and also the range of content in first-year units.

The first-attempt pass rate for the foundational programming unit in the previous
curriculum was 53%. In the renewed curriculum, it was also 53% (but it is worth
reiterating that now the students with substantial prior learning in programming
no longer undertake the foundational programming unit). There was a significant
difference in the first-attempt pass rate for foundational programming between 2014
and 2016 when it was 43% and 2017 and 2018 when it rose to 66% (χ2(1)= 31.772,
p-value <0.00001). This change corresponded to the period when there was a change
in the assessment method in foundational programming.

The alternative entry point was a strategy to retain students that were already
skilled in the area of programming. 107 BICT students have taken the direct route to
the second introductory programming unit between 2014 and 2018; 70% passed on
their first attempt. Of those students, 43% have graduated, and 36% are continuing.
There is a significant difference between the students who have used this entry point,
with only 21% of these students withdrawing, compared to the 44% of students
overall that have withdrawn from the BICT (χ2(1) = 14.35, p-value = 0.00015).

6.1 Domestic Students

Figure 1(a) illustrates the number of commencing ICT domestic students as well as
the rate of course attrition over the time span of this study. 2014 is an anomaly as
it includes the students who commenced a previous ICT course and transferred to
the new course, 49 of whom were domestic. If all students who transferred from the
previous course are excluded, the total from 2010 to 2013 is 412 and from 2014 to
2017 (a similar 4-year period) minus the students that transferred is 322.

The domestic course attrition has significantly decreased with the total domestic
withdrawn students from 2010 to 2012 at 64%, and from 2014 to 2016 (a similar
3-year period), it was 55% (χ2(1) = 19.445, p-value = 0.00006). This decline has
continued for 2017 and 2018, with attrition rates of 38% and 20%, respectively.

There was a significant difference in the academic success of domestic students
as shown by those that passed all their first-year units. From 2010 to 2012,
24% of domestic students passed all units compared to 49% for 2017–2018
(χ2(1) = 23.562, p-value <0.00001).
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Many commencing domestic students have completed an ICT-related subject at
year 11 or 12. These subjects are mostly computer science, information technology,
or information systems. Of the 171 domestic students whose entry subjects are
known in the BICT, 15% of them have not studied an ICT-related entry subject.
It is not possible to do a comparison with the previous ICT courses, as the academic
history of those students is not recorded in the current system. Of the students that
entered the BICT without an ICT background, 48% have withdrawn, 12% have
graduated, and the rest are continuing with their BICT. In comparison, of those that
did have a year 11 or 12 ICT background, 30% have withdrawn, and 20% have
graduated, with the remaining 50% still continuing.

The GCT major has been particularly attractive to domestic students, with 34%
of domestic students enrolling in this major. For domestic students, both the GCT
and SD majors have equivalent withdrawal rates of 22% and 24%, respectively
(χ2(1) = 0.327, p-value = 0.547). They also have equivalent completion rates of
40% and 36%, respectively (χ2(1) = 0.162, p-value = 0.688).

6.2 International Students

Figure 1(b) illustrates the number of commencing ICT international students as
well as the rate of course attrition. From 2010 to 2014, the commencing cohort
was mostly domestic. The 2015 cohort was relatively balanced with 44% interna-
tional students. Unfortunately, the qualifications of many of those students proved
substandard to the entry requirements, and a large proportion of them withdrew
by the end of their first semester. This had an impact on the 2016 international
commencements as new entry evaluation procedures had to be established. By 2018,
international students outnumbered domestic students. Removing the students that
transferred from a previous course, there is a significant difference in the number of
international students commencing from 2014 to 2017 in comparison to 2010–2013
(χ2(1) = 29.7698, p-value <0.00001).

7 Discussion

This study provided evidence that the careers-focused strategy to attract more
domestic students had merit, as evidenced by the addition of a games-career-focused
major that attracted 34% of the domestic students. Had this option not been available
and if these gamers opted to pursue their interest in games elsewhere, the impact on
domestic commencements could have been catastrophic for UTAS and the local ICT
industry.

One major concern is that overall Tasmanian ICT domestic commencements have
dramatically declined. Some non-ICT students were attracted to the course but not
enough to increase overall commencements to the required level to meet industry
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demand for ICT graduates. Nationally there was a 126% increase between those
two periods of time for commencing domestic ICT students [4]. So Tasmanian
commencements are not following the national trend, possibly as an outcome of
low enrolments in ICT year 11 or 12 subjects in Tasmania [2] or as a result of the
size of the ICT industry in Tasmania [21].

There was a statistically significant difference in international student com-
mencements, but it is important to consider what was happening nationally with
international student commencements and acknowledge that UTAS is classed as a
regional university and this has permanent residency visa implications which also
influence an international student’s choice of location. The BICT at UTAS has seen
a 160% growth in international students from 2014 to 2017 compared to 2010–2013,
while nationally there has only been a 120% growth between those two time periods
[4], indicating the growth is above the national average over the evaluation period.
Thus, while the new curriculum was not associated with better ICT domestic student
commencement rates, there is an association with better ICT international student
commencement rates.

Further research into the influence of career-based pathways is warranted based
on the results for the games-career-focused major. To attract more students, the
career approach was utilized again as part of a 2018 ICT curriculum review
undertaken at the University of Tasmania. After extensive consultation with the local
ICT industry, more specialist career outcomes were identified; there was significant
demand for security specialists, data scientists, and software designer/developers.
There was enough demand to retain the game designer/developer and business
analyst roles. The skill sets for these roles were identified using SFIA, and five
career-focused majors were offered in 2019. An empirical evaluation of this revised
curricula will be conducted in a few years to analyze the changes. The total domestic
student commencements for 2019 have improved on 2018, but as there will be yearly
fluctuations, a longer-term study is required before drawing any conclusions.

There has been a significant improvement in the academic success of both
domestic and international students. There were a few changes that could have
influenced the first-year pass rates, foundational programming pass rates, and
graduation rates:

• The broader first-year curriculum
• The change to the teaching and assessment style for foundational programming
• The alternative entry point for students with prior programming experience

The fact that a student passes foundational and/or introductory programming
is a huge incentive to persist with the course, though 33% of domestic students
compared to 6% of international students with prior programming withdrew. In a
separate study, an investigation into when the students were withdrawing found that
domestic students were more likely to withdraw in the latter years of their degree
than international students [28]. It was theorized that domestic students have more
freedom to find employment, and this leads to students changing to part-time or
even withdrawing when they have enough skills to find employment [28]; this theory
needs further investigation.
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This study provided statistically significant evidence of a decline in domestic
course attrition from 2010 to 2013 in comparison to 2014–2018. An adverse intake
of international students in 2015 is confusing the analysis of the overall changes
to international student course attrition rates though they too are tending toward an
improvement. Key changes during this period were the strategies to improve student
perceptions, motivation, engagement, and academic success which have arguably
created this difference. However, as already discussed in the methods section, during
the same period, there were also a number of uncontrolled changes. As the course
changes were not independent of each other or independent from these uncontrolled
changes, it is not possible to identify if one change was more successful than another
in reducing course attrition.

8 Conclusion and Future Work

The purpose of this chapter was to address the research question: What is the
impact of strategies designed to amend misconceptions and improve perceptions,
motivation, engagement, and academic success on the quantity of graduates? This
chapter has provided a comprehensive evaluation over a significant time period
of various strategies that were employed throughout a curriculum and impacted
on a student’s entire learning experience. There was evidence to support the
assertion that a career-focused approach to curriculum design could increase course
commencements. There was strong evidence to support the assertion that employing
strategies curriculum-wide to amend misconceptions and improve perceptions,
motivation, engagement, and academic success can significantly reduce course
attrition. This chapter contributes to the field of ICT curriculum design as it provides
practical implementation techniques for strategies that have been shown to have
positive long-term outcomes.

When combined with the concurrent study that provides strong evidence that the
technical skills have been maintained, and that the professional skills have improved
[24], these studies have shown it is possible to increase the quantity of competent
graduates which will positively impact on the growth of the ICT industry.
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Incorporating Computer Programming
into Mathematics Curricula to Enhance
Learning for Low-Performing,
Underserved Students

Alan Shaw and William Crombie

1 Introduction

By some estimates, as many as two thirds of American adults currently suffer from
some type of math phobia due to bad educational experiences with mathematics
[1]. Our work with students performing in the bottom quartile in mathematics tests
has demonstrated some ways that adding technologies like mobile apps with a
particular pedagogical approach can help. Many studies have shown that targeted
use of multimedia technologies can make a significant impact on a student’s sense of
ownership and engagement [2–6], and yet the lowest-performing students are often
the most disengaged, while they are often in a resource-poor environment, with less
frequent access to rich interactive technologies. The low cost, the prevalence, and
the social appeal of tablets in the classroom can help.

In four schools in Atlanta where our research was conducted, more than 95% of
the students are eligible for free and reduced cost lunch, and they only had access
to computer labs on the average of once a week, instead of the daily access that is
available in more affluent schools. And yet, most of the students we worked with
either owned or had some type of access to cellphones. With this in mind, we applied
for and received an NSF Early-Concept Grant for Exploratory Research (EAGER) in
which we examined the feasibility of combining mathematics curricula with simple
mobile app development [7].

Throughout the fall of 2016, and the spring and summer of 2017, we have
undertaken to develop a new approach to using mobile apps for introducing
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educational mathematics simulations in a set of middle-school math classes in a
way that blends computing ideas with math instruction. The curricular material
involved was developed specifically for students in the lower quartile by the Algebra
Project, to further enhance these students’ conceptual and procedural knowledge
of mathematics content and to strengthen students’ mathematical practices. The
Algebra Project curriculum is based on an experiential mathematics pedagogy and
a curricular process with extensive past documentation and research and evidence
that it assists the low-performing students that we were targeting [8–13].

2 Study Design

The experientially based curriculum of the Algebra Project engages students in
concrete events and activities that are then examined reflectively to analyze them
mathematically. This reflection and exploration happens during the following five-
step curricular process that occurs during the many different units of the Algebra
Project curriculum:

Step 1: Experience a physical event as a group.
Step 2: Represent that event through drawings or by creating models.
Step 3: Describe the event informally and intuitively, using natural and idiomatic

language.
Step 4: Translate the idiomatic description into a structured, formal, feature-rich

description.
Step 5: Create a symbolic representation of the event using mathematical for-

malisms.

For our EAGER grant, we proposed integrating basic programming experiences
involved in developing mobile apps into these five steps in the following way:

Step 1: Experience a simulation of the physical event.
Step 2: Represent that simulation through drawings or by creating models.
Step 3: Describe the simulation informally and intuitively, using natural and

idiomatic language.
Step 4: Translate the idiomatic description into a structured set of visual program

blocks that represent functional units.
Step 5: Connect the functional programming units to recreate the simulated

experience as a mobile app.

Two units of the Algebra Project curriculum were chosen for this intervention:
the Road Coloring module and the Race Against Time module.
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3 The Curricular Units

The first unit of study in this research was the Road Coloring module. In this unit,
functions are modeled as simultaneous physical movements by groups of students,
and students use ordered pairs and point on a coordinate plane and arrow diagrams to
represent the functional transitions. The notions of domain and range are developed
and have easily accessible, concrete interpretations.

Along with the conceptual underpinning of the function concept, students are
introduced to the Road Coloring challenge based on a famous problem in theoretical
computer science first stated in a paper by Adler, Goodwyn, and Weiss [14] that
remained unsolved for over 30 years. The original problem asks if all strongly con-
nected, aperiodic, directed graphs have an edge labeling for which a synchronizing
instruction exists. In this unit, the directed graphs become “cities” that students
represent with the points on the floor (the vertices) serving as “buildings” with
numbered “addresses” (building 1, building 2, etc.). And the paths between the
points serve as the edges and as one-way roads. The students then attempt to find
a set of directions that will get everyone from their different vertices to the same
building at the same time.

Once the students physically experience the concept of functions in this manner,
multiple representations are introduced. As an example, below are arrow diagrams
the students produce of a city with three buildings, with one red road and one
blue road leading away from each building (this representation constitutes an edge-
colored directed graph with three vertices) (Fig. 1).

Other standard representations are also introduced to the students, and included
are representations of 0–1 stochastic matrices (such as permutation matrices)
and one-out directed graphs. The last two representations represent important
innovations for function representations in the high school curriculum and were
particularly important in the mathematics research that led to the eventual solution
of the original Road Coloring problem [15–17].

The second unit of study in this research was the Race Against Time module.
This module uses relay races as the shared concrete event, and through this event,
students are introduced to the concept of linear equations that ultimately lead to the
form ax + b = c. Linear equations are developed within the context of “detective
work” to determine the locations a team has visited in the course of a race. The
concept of slope is introduced and analyzed, as students graph relay race trajectories

Fig. 1 Road Coloring task
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as “distance traveled” versus time elapsed. The “average velocity” of a relay race
leg allows the natural introduction of slope.

The relay races are not outdoor foot races. Students race by stacking plastic
cubes on top of one another in a fixed amount of time. The cubes are then laid
out in a direction determined by a flip of a coin from a starting point, or from
the last endpoint achieved by a previous student racing for the same team. As
each team member adds a new displacement during the race to a set of previous
displacements, a new distance from the origin is produced. Students produce tables,
arrow diagrams, graphs, and equations of the resulting displacements and use these
to explore various linear transformations involved in their analyses (Fig. 2):

This specific development of linear equations makes direct contact with the
more general development of the concept of function in the Algebra Project Road
Coloring module. The two approaches, from Road Coloring to Race Against Time,
provide students with a binocular and complementary perspective on these central
concepts of early algebra.

3.1 Developing the Simulated Units: Road Coloring

The Road Coloring mobile app was designed in the fall semester of the 2016–
2017 school year to simulate the creation of Road Coloring “cities” made up of
a directed graph of vertices called “buildings” connected with edges called red
and blue “roads.” The app was originally developed using MIT App Inventor and
its Visual Blocks system, and it was tested in Algebra Project classrooms in San
Francisco in the fall of 2016, and then it was further developed and tested in the
four Algebra Project classrooms in Atlanta in the spring and summer of 2017.

Without the app, constructing cities of more than four buildings (vertices) was
very difficult for the students, but with the app, students were able to come up
with synchronizing instructions for cities of more than ten buildings. The following
shows cities of three buildings, four buildings, and ten buildings, respectively
(Fig. 3):

Initially the students used the visual programming block system from MIT App
Inventor, to create the apps, but it ran much too slowly when a class of 20+ students
were using the web-based program at the same time. Because of this, we developed
a scaled down version of the same visual programming block system that worked
with blocks that were specific to only the Road Coloring and the Race Against Time

Fig. 2 Various Race Against Time representations
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Fig. 3 Road Coloring cities and synchronizing instructions

Fig. 4 Road Coloring
program blocks

units, unlike App Inventor which allows students to create blocks for more general
purposes. The blocks for a three-building city appeared as follows (Fig. 4):

3.2 Developing the Simulated Units: Race Against Time

The Race Against Time app was designed in the spring semester of the 2016–2017
school year to simulate the relay races that make up the Algebra Project’s Race
Against Time unit. The app is also an Android app, and it was tested in Algebra
Project classrooms in Atlanta in the spring and summer of 2017.
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The Relay Race simulation consisted of students dragging cubes that were
scrolling along in a box at the top of the screen and stacking them in vertical line.
The challenge had different levels of difficulty because of different time constraints
placed on them that the students were able to control programmatically (Fig. 5):

After finishing the race, the arrow diagrams produced by the app look the same
as the textbook arrow diagrams that the students are familiar with in the classroom.
Yet in the app, the students can modify the magnitude and direction of the vectors
in real time. In the following diagram is a set of visual programming blocks the
students could have constructed to create the simulation shown above (Fig. 6):

Using the app, students determine how many legs they will have in their race,
which can be any number from 2 to 10, and they also determine how many seconds
they will have to stack cubes during each leg, which can be some number from 2
to 25. The students run a simulation where a group of cubes moves along the top
of the screen horizontally, and the students must drag them one by one down onto
a stack that they are creating. When a leg ends, their stack has a certain amount of
cubes which represents a magnitude. And the students press a button that randomly
assigns a left or right direction for their stack, which gives it both a magnitude and
a direction, making it a vector.

Once a student has finished all of their legs, they have a set of consecutive vectors
that have a total set of magnitudes (called the “total distance”) and a resulting
displacement from the origin (called the “total displacement”). The total distance
concept involves adding the absolute value of the distance traveled during each leg,

Fig. 5 Race Against Time
simulation

Fig. 6 Race Against Time
programming blocks
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but it also just represents how many cubes the students stacked during all of the legs
combined. The total displacement represents the final distance and direction from
the origin, so it represents a new vector that is the result of adding up all of the
vectors from each leg of the race.

After finishing all of the legs, students calculate the total distance and the total
displacement, and then the students examine tables and arrow diagrams representing
the details of their race in different ways. Then the students use the app to solve
linear equations that involve the resulting displacements that occur when legs of
their race are modified using various linear transformations.

4 Theoretical Underpinnings

The five-step curricular process that we have adapted for this research exploits
an experiential learning cycle that begins with the students working through a
concrete event and moving progressively to an abstract symbolic and mathematical
representation of that event. During this process, the students reflect upon the event
by identifying important features captured in informal language (called people-talk)
and formal representations (called feature-talk) of the event to figure out how the
features are related with symbolic representations (Fig. 7).

The multiple representations of the event that are constructed as students move
through the experiential learning cycle are described by W. V. Quine’s notion of the
language foundations of mathematics as a circular curricular process [18]. Quine
saw mathematics as a conceptual language that has its beginnings in the structuring
and regimentation of ordinary discourse. In the curricular process, this structuring
occurs with the students in their discussions about their exploration of the important

Fig. 7 Experiential learning
cycle
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features of the event. In this discourse, students try to make sense of abstract
symbolic representations of conventional mathematics. Students work to gain the
ability to read algebraic sentences in a meaningful and interpretive fashion. This
ability to interpret the symbols of mathematics enables students to affect a shift from
algorithms and computation to logic and reasoning as the basis for problem-solving
in mathematics.

Our research has allowed us to extend that process of reflection through the
interaction with simulations and computing. By developing apps which produce
simulations of the concrete experiences being used in the Algebra Project curricu-
lum, students acquire an additional dimension to the experiential learning process
they are engaged in. There are both cognitive and affective dimensions to the use of
app-based simulations.

The work of Jerome Bruner is particularly relevant here. Bruner has asserted the
importance of representation in the learning of knowledge domains in general and of
mathematics in particular. In this work, Toward a Theory of Instruction [19], Bruner
describes the structure of a knowledge domain in terms of the representations that
are used to capture its content. This representational view captures the structure
in terms of the modes of representation (enactive, iconic/graphic, or symbolic),
the economy of the representation (the cognitive load that students are required to
carry), and the power of the representation (descriptive, explanatory, and predictive),
and we would add to Bruner’s list the scope of the representation (the degree to
which it facilitates near transfer to problems/questions within its defining context or
far transfer to problems/questions outside of its original/defining context).

For example, students only used the Road Coloring app simulation after they
had built a model city in their classroom. The app’s simulation was always a rep-
resentation for the students of the real event. The app’s simulation also introduced
a hybridization of Bruner’s modes of representations. In traditional mathematics,
classroom students typically use enactive representations of mathematical concepts.
We call them manipulatives. And students construct iconic representations of math-
ematics concepts: pictures, graphs, and diagrams. The app simulations provided
students with enactive-iconic representations of the mathematical concepts they
were engaged with. This type of enactive-iconic representation created a space of
possibilities for different types of student engagement and understanding in the
classroom. The enactive-iconic representation gave students capability to rapidly
construct and manipulate cities of greater complexity than could easily be made of
real materials or from paper and pencil.

We also note that in the case of the Relay Race app simulation, the enactive-
iconic representation provided by the app gave students the cognitive space to apply
visual reasoning and logic to the solution of linear equations. This suggests that the
traditional learning progression that takes students through one-step, two-step, to
multi-step linear equations may be more a consequence of a didactic choice than a
requirement of the cognitive stages that students must go through to achieve mastery
of the subject.

One final point is worth making. The concrete events of the Algebra Project’s
Curricular Process are in stark contrast to the “hands-on” paradigm employed in
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many math curricula. In many of these curricula, every lesson can have its own
hands-on component, each one separate and distinct, characterizing the particular
lesson. Over the years, the Algebra Project has targeted what they consider to
be a few foundational events/experiences which meet the representational criteria
given above of having broad scope. These experiences embody representations of
concepts that apply to broad swaths of the mathematical landscape primarily at
the level of introductory algebra. These events and their representations thus act as
grounding metaphors for the construction of the foundational concepts of algebra.

Our work with app simulations for two of these grounding metaphors suggests
that by providing students, particularly “low-performing” students, with enactive-
iconic representations, we create a space for them to apply cognitive abilities that
do not normally present in the traditional mathematics classroom. We have yet
to see, given the time and the affordances which this technology provides, if the
traditional learning progressions will need to be re-written especially for what are
now considered “low-performing” students.

These considerations are what lead us to develop our app simulations according
to a three-dimensional approach. We sought to design them to include (1) a
physical experience that could be shared as a social activity with mathematical
implications; (2) enactive-iconic representational objects that can connect naturally
to a discourse about the experience and activity; and (3) mathematics knowledge and
computational logic that is involved in specific learning unit/learning progression
currently in the classroom. Our design goals for app simulations of this nature are
thus given by the following image (Fig. 8):

5 Initial Results

Over 200 students participated in some aspect of this intervention. Initially, we had
intended to focus on just four schools in the Atlanta area (Brown, Bunche, Harper

Fig. 8 Three-dimensional
design of app simulations Representations
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Iconic
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Language Mathematical Knowledge
and Practice
Learning Progressions

Physical and Social Experience
Cognitive and Affective Development
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Archer, and Long), but due to administrative problems, we were not able to begin
the work in the Atlanta schools until the spring of 2017. So in the fall of 2016, we
worked with approximately 50 students from the June Jordan School for Equity in
San Francisco. During the spring of 2017, we finally began work with about 140
students from the four Atlanta schools. And during the summer of 2017, we worked
with about 15 more students as part of a summer school program at the Harper
Archer Middle School in Atlanta.

In our work during the fall and spring, our instructional material and our modified
visual programming block system were going through an incremental development
process, whereby we would try a particular version of the material and then make
modifications based on student and teacher feedback or our own analysis. This led
to our having a well-defined set of materials and a working version of our own
modified visual programming block system by the summer of 2017.

The difference between the work in the summer and the work in that occurred
earlier in the fall and spring was that during the fall and spring, our materials were
going through constant revision, making it difficult to evaluate formally the impact
of any one set of materials. In the summer, however, our materials development
process was finished, and so we worked with a stable set of materials during the
entire 4 weeks of the summer school. It was during this time that we were able
to implement a set of pre- and post-test to begin to evaluate how the work we did
contributed to a sense of ownership, engagement, and comprehension within the
students.

Our students who participated in the work and the pre- and post-tests over the
summer were a very small sample, only 15 students. But all 15 of the students said
in one-on-one interviews we conducted that they enjoyed working with the apps, and
some explained that they thought of it as a “hands-on” way of doing math. Some
went on to say that they felt a true sense of accomplishment when they were able
to solve difficult problems using the simulations that would have been much more
difficult with only pencil and paper. In many cases, we recorded students showing
other students the solutions they came up with displaying a sense of accomplishment
in their work, and one student said he was doing this to prove to the other students
how “smart” he was.

The summer students were all rising sixth graders, entering the seventh grade,
and none of them had been in an algebra class yet. Therefore, on the pre- and post-
test, we had the students work on algebraic problems before and after they worked
on the curricular material involving the apps. The students spent 2 weeks working
on the Road Coloring unit and 2 weeks working on the Race Against Time unit.

The Road Coloring unit dealt with how Red and Blue functions (enactively and
iconically represented by the roads) which take inputs and produce an output, and
how a sequence of those functions, which is function composition, can be used to
produce a particular output. In the pre- and post-tests, students were asked to analyze
a set of connected cell towers and how phone calls are routed between them to get to
a particular target. Before the unit, only 1 of the 15 could correctly draw composed
sequence of routes and solve problems to achieve a correct route for certain calls.
After the unit, eight students could accomplish the same tasks.
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The Race Against Time unit dealt with representing vectors with arrow diagrams
and using the arrow diagrams to solve linear equations. In the pre- and post-tests,
students were asked to represent trips on the Marta (Atlanta’s tramline) using arrow
diagrams and, when given a sequence of trips, to determine the total distance
traveled and the ultimate displacement (the final distance from the beginning of the
trip to the end of the trip). On these tasks, only three students could draw an accurate
arrow diagram representing a complex trip, only seven students could calculate the
correct total distance traveled, and only two calculated the correct displacement.
After the unit, 11 students were able to draw an accurate arrow diagram, ten were
able to calculate the correct distance, and eight were able to calculate the correct
displacement.

Our tests were designed to show increases in conceptual understanding, visual
reasoning, and representational logic, not just the ability to manipulating math
symbols when solving linear equations. And the majority of the students in both
units did improve in these areas. However, we also did do some tests of the ability of
students to manipulate mathematical symbols as well after the second unit. Students
were shown the following arrow diagram, which was similar to the ones they dealt
with in the app simulation (Fig. 9):

And without any instruction in algebra, students were then shown the following
equation and asked to solve for X:

4+X + 4 = 13

Fourteen of the students were able to answer the question correctly. Then a
diagram was shown for the equation 4 + X + 4 = −13, and only ten of the students
were still able to solve for X. Then the following was shown with the equation
4 + 2X + 4 = −2, and still ten students (67%) solved this expression for X, again
using non-algebraic processes (Fig. 10).

This indicated that for those ten students, the conceptual understanding of what
that equation represents was grounded in visual reasoning and representational
logic. From many indicators, we saw obvious improvements in ownership, engage-
ment, and increased comprehension.

Fig. 9 Displacement arrow
diagram
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Fig. 10 Another
displacement arrow diagram

6 Conclusion and Future Directions

Because our research was part of an EAGER grant, which involves early-concept
exploratory research, our work was primarily focused on demonstrating that a fuller
study is warranted. Although about 200 students participated in some aspect of the
research, only 15 students in the summer were part of the sample that dealt with the
actual pre- and post-test. The others helped in our exploratory and developmental
effort that the EAGER grant is designed for. However, the summer students didn’t
have a traditional math class context where we could spend more time with them
and see how they performed on traditional mathematics materials before and after
our intervention. We see this as the logical next step for our research, as well as to
expand on the number of curricular units that we develop simulations for using our
three-dimensional design criteria.

And finally, we also see the potential for expanding this intervention into science
curricula as well. The Algebra Project was a great fit for this intervention because
simulations and experiential learning can be aligned by identifying an appropriate
simulation for the concrete experiences in their curriculum. Other math curricula
may not always have easily identified concrete experiences that are enactive-iconic
and reasonable to simulate. However, we believe that science classes are often
focused on physical phenomena that would satisfy this criterion and be reasonable
to simulate, and therefore this presents us with another area for future research.
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Examining the Influence of Participating
in a Cyber Defense Track on Students’
Cybersecurity Knowledge, Awareness,
and Career Choices

Michelle Peters, T. Andrew Yang, Wei Wei, Kewei Sha, and Sadegh Davari

1 Introduction

Countering cyber threats and protecting the cyber space are considered daunting
tasks by most organizations and businesses. The constantly evolving nature of cyber
threats makes traditional, passive control mechanisms such as checklists ineffective;
an organization’s successful compliance to cybersecurity regulations and guidelines
may actually create a false sense of security. Furthermore, the proliferation of
various cyber defense devices such as firewalls and security appliances may result
in a complicated infrastructure, which reduces network visibility and may actually
harm an organization’s effort in effectively detecting and mitigating cyber threats.

According to the Center for Cyber Safety and Education, unfilled cybersecurity
jobs are expected to reach 1.8 million by 2022 [3]. “68% of workers in North
America believe this workforce shortage is due to a lack of qualified personnel”
[3]. Similar to the challenges the nation has faced in the past, threats to the
cyber space and the necessary steps to mitigate those threats present both a crisis
and an opportunity. Lack of skills and technical knowledge has been identified
as the biggest barrier to successfully implementing cyber defense; this applies
to both organizations and the nation as a whole. Higher-education institutions
across the nation ought to take this new challenge and opportunity to modernize
their computing degree programs in order to help the nation’s response to these
challenges, by preparing cyber-aware professionals to meet the nation’s increasing
demand for cybersecurity talents.

As suggested in the Federal Cybersecurity Workforce Strategy by the White
House [1], one of the key initiatives was to “ . . . collaborate with academic insti-
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tutions to develop guidance for cybersecurity core curriculum and allow colleges
and universities to expand their course offerings.” What is left to be identified is
what courses are to be offered at colleges and universities to prepare our graduates
effectively based on what the market really needs. In a radio talk given by Allan
Paller [5], founder and research director of the SANS Institute, he took a long-term
view of our cybersecurity preparedness and pointed out that all sectors, especially
government, are in desperate needs of cybersecurity professionals who can “do the
technical things” such as security coding, penetration testing, and network forensics;
those programs that only offer survey courses can only produce “admirers” rather
than “fixers” of our problems.

What we need in our cybersecurity education programs are solid foundation
knowledge and advanced hands-on skills. A competent cybersecurity practitioner
should have fundamental understanding of computing and mathematics, and they
should also be proficient with programming and problem-solving, all of which
are already addressed in a Computer Science undergraduate program with quality.
However, as reported in Forbes Innovation, out of the top 50 undergraduate CS
programs in the USA, only 42% offer three or more information security-specific
courses [4]. The percentage of programs that offer any specialization or track related
to cybersecurity is even smaller. Therefore, a question left for us educators to answer
is how we can strengthen existing CS programs to make substantial contribution to
solving the cybersecurity talent crisis.

At University of Houston-Clear Lake (UHCL), we proposed to revamp the
existing CS program to house a potential cybersecurity program. The advantages
of this approach are as follows: (a) leverage existing curricular components to
reduce the cost; (b) increase potential enrollment to the new program because
CS students are the ones who are most likely to be interested in and qualified
for it; and (c) make it possible for students to graduate from the new program
within the credit hour limits mandated by the State, by weaving new program
components with existing ones. The new courses and course modules are to be added
to the existing CS curriculum, aiming to (a) compensate current deficiencies, (b)
streamline cybersecurity-related content and offering, and (c) augment the program
with more labs.

Our ultimate goal of revamping the Computer Science (CS) curriculum is
to incorporate cybersecurity throughout the core courses, starting from CS1, in
an organized way, so that the components in subsequent courses are built on
the knowledge and training acquired in the previous courses. By continuously
incorporating new findings into the existing cybersecurity components, we will be
producing cybersecurity-aware CS graduates in the foreseeable future. The result
could become a model for other institutions to follow.

In order to reach that goal, our near-term objective was to create a Cyber
Defense Track in the existent Computer Science undergraduate degree program, by
using the National Center of Academic Excellence in Cyber Defense in Four-Year
Baccalaureate Education (CAE-CDE 4Y) as the model framework. The CAE-
CDE is a program co-sponsored by the National Security Agency (NSA) and the
Department of Homeland Security (DHS); its goal is to reduce vulnerability in
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our national information infrastructure by promoting higher education and research
in cyber defense and producing professionals with cyber defense expertise for the
nation. Earning this designation is a rigorous process, and the requirements have
been clearly stated.

In a preliminary self-study, we had identified gaps between our Computer
Science undergraduate curriculum and the CAE-CDE 4Y requirements, including
missing knowledge units (KUs) that need to be integrated into our existing CS
degree program. To close the identified gaps in our CS curriculum, we have
developed three brand new courses: Cyber Attack and Defense (CAD), Network
Defense (ND), and Network Forensics (NF). Those courses were developed and
offered in the 2017–2019 academic semesters. As a result, the focus of this chapter
is to share the findings in regard to these recently developed courses.

2 Development of New Courses for the Cyber Defense Track

As stated above, in order to close the identified gaps in the existent Computer
Science program, we developed three new courses, including Cyber Attacks and
Defense, Network Defense, and Network Forensics. The course design of each of
the courses is summarized in Tables 1, 2, and 3, respectively. Detailed discussion of
the rationale and the process of developing those courses can be found in another
published article [6].

The content of each course is organized in a modular fashion, as modules and
submodules, which are grouped into a new course, or can be plugged into existing
course for the purpose of augmentation. Each submodule may contain one or
more instructional units (either lecture or lab). A central repository is created to
accommodate all implemented courseware units that are annotated and labeled. This
not only helps organize the efforts of applying for the designation in the future
but also makes the created content searchable and discoverable. As an introductory
course, the Cyber Attacks and Defense course covers a wide range of topics but
at rather shallow depth. For instance, many of the network-related topics will be
revisited with much more details down the course path. In Tables 1 and 2, we list
some sample instructional units to demonstrate the content of the other two new
courses, Network Defense and Network Forensics. Both courses are organized in
the module ➔ Submodule ➔ Instructional Units structure.

The respective prerequisites of each of the new courses are shown in Fig. 1, which
also illustrates how the new courses are integrated into the existent CS curriculum.
Hands-on labs were integrated into each of the courses. In addition to utilizing
existing labs such as those from the SEED project [2], we developed three sets of
labs for the Network Forensics course, including data acquisition labs, data analysis
labs, and attack analysis labs.
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Table 1 Course design of Cyber Attacks and Defense

Module 1. Security fundamentals

• Submodule 1: Security concepts and principles
• Submodule 2: Security management
• Submodule 3: The cybersecurity profession and careers
Module 2. Security threats and countermeasures

• Submodule 1: Security threats
• Submodule 2: Cyber crimes
• Submodule 3: Countermeasures
• Submodule 4: Safeguard the IT infrastructure
• Submodule 5: Introduction to cryptography
Module 3. Network security

• Submodule 1: Networking basics
• Submodule 2: Network protocols
• Submodule 3: Network administration basics
• Submodule 4: Network security basics
Module 4. Software security

• Submodule 1: Software vulnerabilities and security
• Submodule 2: Low-level attacks and defense
• Submodule 3: Secure programming
• Submodule 4: Web-based system security
Module 5. Cloud security

• Submodule 1: Cloud computing fundamentals
• Submodule 2: Cloud security basics

Table 2 Instructional units of Network Defense

Submodule: Network defense mechanisms

• Network access control
• DMZs/proxy servers
• Implementing firewalls and VPNs
• Application-layer security: HTTPS
• Network-layer security: IPSec
Submodule: Network defense hands-on labs

• Network sniffing using Wireshark
• Implementing IPSec
• Setting up honeypots
• Securing a web server

3 Method

3.1 Participants

Table 4 displays the student demographics per CDT course. Overall, the majority
of students enrolled in the three new CDT courses were Caucasian males in their
senior year of a computer science undergraduate program.
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Table 3 Instructional units of Network Forensics

Submodule: Network technique and forensics

• Proxies and forensics
• Firewalls and forensics
• NIDS & NIPS and forensics
• VPN and forensics
• Router and forensics
Submodule: Network forensics hands-on labs

• Tcpdumping with the libpcap library
• Sniffing wireless traffic with Wireshark
• Packet sniffing and analysis with NetworkMiner
• Malware identifying with YARA
• Evidence acquisition with SNORT
• Collect and analyze log file with Splunk

Fig. 1 Integrating the three new courses into the CS curriculum

3.2 Instrumentation

For each of the CDT courses, a researcher-constructed survey was developed
and validated by an expert in cybersecurity and computer science to measure
cybersecurity awareness, interest in cybersecurity coursework/careers, and attitudes
toward active learning. All 27 items were measured via a 4-point Likert scale
(Strongly Disagree; Strongly Agree). To assess student knowledge and application
of each of the three new CDT courses, a researcher-constructed 20-item multiple-
choice pre-/post-assessment, aligned to the objectives of the instructed curriculum,
was developed for each course. Each assessment was validated by an expert in
cybersecurity and computer science prior to administration.
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Table 4 Student demographics

Cyber attacks and defensea Network defense Network forensics
n % n % n %

1. Gender

• Male 9 81.8 10 90.9 8 88.9
Female 2 18.2 1 9.1 1 11.1

2. Race/ethnicity

Asian 0 0.0 1 9.1 2 22.2
Caucasian 5 50.0 5 45.5 6 66.7
Hispanic or

Latino
3 30.0 1 9.1 1 11.1

Indian 1 10.0 0 0.0 0 0.0
Two or more

races
1 10.0 3 27.2 0 0.0

Other 0 0.0 1 9.1 0 0.0
3. Grade level

Sophomore 0 0.0 1 9.1 0 0.0
Junior 2 18.2 2 18.2 0 0.0
Senior 9 81.8 8 72.7 8 88.9
Fifth year 0 0.0 0 0.0 1 11.1

4. College major

Computer Eng. 1 9.1 1 9.1 0 0.0
Computer

information
systems (CIS)

2 18.2 2 18.2 1 11.1

Computer
science

7 63.6 7 63.6 8 88.9

Information
technology

1 9.1 1 9.1 0 0.0

aOne respondent chose not to provide his/her race/ethnicity

3.3 Data Collection and Analysis

Quantitative and qualitative methods were utilized to collect data using surveys,
assessments, and focus groups. Prior to exposure to the CDT curriculum, all
students completed a pre-/post-survey to assess interest in cybersecurity-related
coursework/careers, cybersecurity awareness, and attitudes toward the use of hands-
on learning. A pre-assessment was also administered at the beginning and again
at the end of each new course to measure student knowledge and application of
cybersecurity. Comparisons between pre- and post-data pointed to the nature of
changes in perceptions and knowledge. At the completion of each CDT course,
focus groups were conducted to assess student perceptions. All focus groups
consisted of 6–9 students and lasted 30–45 minutes. Quantitative data were analyzed
using descriptive (frequencies, percentages, averages) and inferential (paired t-tests)
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statistics, while qualitative data were analyzed using a constant comparative method.
To increase the validity of the results, we triangulated data across all data sources,
along with using member checking and peer debriefing.

4 Results

4.1 Knowledge of Cybersecurity

Cyber attacks and defense The results of the two-tailed paired t-test indicated that
there was not a statistically significant mean difference between the pre- and post-
test scores (t(8) = −1.417, p = 0.194). Although a statistically significant mean
different was not found, student test scores, however, did increase from before taking
the course (M = 68.5%) to the end of the course (M = 75.0%), indicating students
did leave the course with increased knowledge (9.5% increase).

Network defense The results of the two-tailed paired t-test indicated that there
was a statistically significant mean difference between the pre- and post-test scores
(t(6) = −3.732, p = 0.01, d = 1.17 (large effect), r2 = 0.254). Average student
test scores increased from before taking the course (M = 50.7%) to the end of the
course (M = 70.0%), indicating students left the course with increased knowledge
(38.1% increase). The Network Defense course had a large effect on the students’
knowledge, and 25.4% of the variance in the students’ post-test scores can be
attributed to the course.

Network forensics The results of the two-tailed paired t-test indicated that there
was a statistically significant mean difference between the pre- and post-test scores
(t(8)=−12.618, p < 0.001, d= 2.83 (large effect), r2 = 0.666). Average student test
scores increased from before taking the course (M = 50.0%) to the end of the course
(M = 80.6%), indicating students did leave the course with increased knowledge
of network forensics (61.2% increase). The Network Forensics course had a large
effect on the students’ knowledge, and 66.6% of the variation in test scores can be
attributed to the course.

Table 5 presents the results of the paired t-tests. The student comments gathered
from all of the focus group sessions confirmed these findings. All of the students
agreed that the course increased their knowledge in cybersecurity, even those
students who admitted to having some foundational knowledge prior to taking the
course. One student elaborated further by stating, “In Operating Systems, we just
went over the security of the operating system. In Operating Systems, we just
touched on the names of SQL injection and the risk factors. In this class, we got
a greater understanding of what it actually was. First course we only got the terms
and this one we got the definitions, explanations, and examples”.
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Table 5 Paired t-test results per CDT course

CDT course N M SD t-value df p-value d-value

1. Cyber attacks and defense
Pre-scores 9 68.5 11.1 −1.417 8 0.194 –
Post-scores 9 75.0 14.1

2. Network defense

Pre-scores 7 50.7 19.9 −3.732 6 0.01a 1.17
Post-scores 7 70.0 12.2

3. Network forensics

Pre-scores 9 50.0 10.0 −12.618 8 <0.001a 2.83
Post-scores 9 80.6 11.6

aStatistically significant (p < 0.05)

4.2 Awareness of Cybersecurity Practices

Cyber attacks and defense By the end of the semester, 100% of the students felt
they could explain cybersecurity-related key concepts and principles, were aware
of the common practice in secure programming, understood the fundamentals of
networking, were knowledgeable about the ethical issues in cybersecurity, and could
illustrate how privacy is tied to cybersecurity. The largest percent difference from the
beginning of the semester to the end was in the students’ abilities to generate a list
of security countermeasures. By the end of the semester, 91.0% of the students felt
they had the ability to generate a list of security countermeasures in comparison to
45.4% at the start of the semester (100.4% increase), and 36.0% more of the students
completed the course believing they were capable of using tools to enhance network
security, were aware of cybersecurity-related laws and regulations, and understood
cybersecurity in an enterprise setting. When the focus group students were prompted
as to whether this course increased their level of cybersecurity awareness, all of
them nodded their heads and said aloud, “Yes.” Students commented on how there
were no cybersecurity assignments or training aspects to the other courses they
had completed. The cybersecurity topics were discussed in those courses, but the
students did not actually “do” them. One student elaborated further by stating, “This
class provided us with the ‘know how’ of cybersecurity not just the concepts of
cybersecurity. Other classes tell you what to do, but not cover the real ‘how to’ and
this class did just that.”

Network defense By the end of the semester, 100% of the students felt they could
explain key security principles, were aware of the common practice in securing a
computer system, and understood the fundamentals of the ISO/OSI 7-layer network
model, 72.7% more of the students felt they could generate a list of security
countermeasures against attacks at networks, and 63.6% more of the students felt
they could enumerate various types of cyber-attacks against a networked system.
The largest percent difference from the beginning of the semester to the end was
in explaining how the IPSec works. At the start of the semester, 0% of the students
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felt they had the ability to explain how the IPSec works in comparison to 90.9%
at the end of the semester. When the focus group students were prompted as to
whether this course increased their level of cybersecurity awareness, all of them
agreed it had. One student elaborated further by stating, “I currently work in web
development and I was always kind of interested in cyber-security stuff, but this is
the first class I’ve taken in cyber-security and it definitely increased my interest. I
do want to do more and it gave me a positive outlook on the work that can be done
in this industry.”

Network forensics By the end of the semester, 100% of the students felt they
could explain how forensics works and explain key forensics principles, were
aware of the common practice in investigating a cyber incident, and understood
the difference between network defense and network forensics. 66.7% more of
the students completed the course believing they were capable of understanding
the analysis algorithms used for network forensics and capable of using tools
for network forensics to investigate cyber incidents, while 56.5% more of the
students completed the course feeling capable of generating a list of security
countermeasures against attacks toward a networked system. The largest percent
difference from the beginning of the semester to the end was in the students’ abilities
to produce a network forensics report. By the end of the semester, 100.0% of the
students felt they had the ability to produce a network forensics report in comparison
to 0.0% at the start of the semester. When the focus group students were prompted
as to whether this course increased their level of cybersecurity awareness, all of
them responded, “Yes!” One student commented on how this course increased his
awareness of cybersecurity by expanding on previous knowledge, “Before taking
the course, I had some knowledge of cybersecurity and the need for it after talking
to people in the field both locally and online. This course helped to reinforce how
crucial it is to be very disciplined and active.”

4.3 Interest in a Cybersecurity Career

Cyber attacks and defense Prior to taking this course, only 54.6% of the students
reported having fundamental knowledge of what cybersecurity entailed as a profes-
sion, 63.6% felt they were applying security best practices in all of their computing
activities, and 63.7% claimed their future career goal was cybersecurity related.
By the end of the semester, 100% of the students reported having fundamental
knowledge of what cybersecurity entailed as a profession (83.2% increase), 45.4%
realized they were applying security best practices in all of their computing activities
(28.6% decrease), and 72.8% claimed their future career goal was cybersecurity
related (14.3% increase). When asked whether the course increased their interest
to pursue a career in cybersecurity, several of the students commented that it had.
One student replied, “Initially I was curious, but this course has definitely increased
my interest in pursuing it as a career.” Another student commented, “My increased
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knowledge on the level of escalating and evolving threats and vulnerabilities to
computers and networks helped me understand that the job market will always be
there - job security.” One student even took his cybersecurity career interest a step
further, “I joined the Air National Guard and picked a job in cybersecurity. This
class helped me make that choice.”

All of the students were very much in agreement as to the importance and real-
world relevance of the hands-on labs. The survey responses shifted from pre to post
to 18.2% agreed and 81.8% strongly agreed (18.2% increase) suggesting students’
attitudes toward the importance of the hands-on activities had increased by the
end of the semester. Students even commented on the appeal of taking the course
based on it included hands-on experience, “The main appeal of taking this class was
because of the labs because I had covered the concepts in other courses. I wanted
the hands-on experience of actually ‘doing’ the concepts.” Once again, the students
reinforced the idea of how this course gave them the “how to” of cybersecurity,
“Although we are not tested on the labs, that’s the part you wanted to learn because
by ‘doing’ it you will not forget it – it will stick in your mind.”

Network defense Prior to taking this course, 9.1% of the students reported only
being interested in the operation aspect of network security, 54.6% felt they
were applying security best practices in all of their computing activities, 36.4%
claimed they wished they had majored in cybersecurity, and 72.7% are interested
in pursuing cybersecurity and/or network security certifications in order to prove to
future employers their readiness for real-world challenges in protecting computing
systems. By the end of the semester, 36.4% of the students reported only being
interested in the operation aspect of network security (300% increase), 81.8%
realized they were applying security best practices in all of their computing activities
(49.8% increase), 63.6% claimed they wished they had majored in cybersecurity
(74.7% increase), and 81.8% are interested in pursuing cybersecurity and/or network
security certifications in order to prove to future employers their readiness for real-
world challenges in protecting computing systems (12.5% increase).

When asked whether the course increased their interest to pursue a career in
cybersecurity, several of the students commented that it did. One of the students
commented, “I would rather spend my time doing cyber-stuff than writing programs
and developing software.” Another student elaborated further by stating, “I am a
computer science major and this course made me realize I have other job options
besides being a programmer. I would much rather play with command prompts and
set-up firewalls than write code. When looking for a job, I will definitely prioritize
looking for an IT job over a programing job.” Students even commented on the
impact the labs had on their interest and engagement in cybersecurity, “My interest
in the class has come from having to do the hands-on labs and having to figure
it out. Seeing it in ‘action’ has built my appreciation. The final product ‘peaked’
my interest; you can see where it works, what it’s actually doing, and what it’s
accomplishing.” One student went as far as to comment on the impact the labs had
on his career choice, “Doing the labs made me appreciate the IT department more
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and what they do. It makes me not terrified of being in IT because it’s not just a turn
it off then turn it on, unplug then re-plug sort of thing. There is so much more to it.”

Network forensics Prior to taking this course, only 33.3% of the students reported
having fundamental knowledge of what network forensics entailed as a profession,
44.4% wished they had majored in cybersecurity, and 55.6% were interested in
pursuing cybersecurity and/or network security certifications or an advanced degree
in order to prove to future employers their readiness for real-world challenges in
protecting computing systems. By the end of the semester, 100% of the students
reported having fundamental knowledge of what network forensics entailed as a
profession (200.3% increase), 66.7% wished they had majored in cybersecurity
(50.2% increase), and 77.8% were interested in pursuing cybersecurity and/or
network security certifications or an advanced degree in order to prove to future
employers their readiness for real-world challenges in protecting computing systems
(39.9% increase).

When asked whether the course increased their interest to pursue a career in
cybersecurity, all of the students nodded their heads and said, “Yes! For sure.” One
student replied, “The cybersecurity courses have exposed us to the types of attacks
out there and what is going on in the news reports. In the future, it appears there
will be a heightened awareness of cybersecurity, especially in the U.S. There will be
plenty of jobs.” Both the pre- and post-survey responses indicated that 100% agreed
that the hands-on activities in cybersecurity-related courses were very important.
All of the focus group students were in agreement as to the importance and benefit
of participating in the labs. Students commented on the usefulness of the labs
to the field, “I found the lab experiences to be particularly useful to the field of
cybersecurity. I now know that a lot of the tools used to gather data such as Snort
you can just download for free yourself.”

5 Discussion

The cybersecurity hiring crisis is directly attributed to the shortage of effective
training and education programs, especially in areas that require cyber operations.
Traditional computer science undergraduate programs, if augmented with well-
designed cybersecurity curricular components, can be a potential remedy to this
epidemic problem. In this 3-year-long exploratory project, with the necessary aca-
demic rigor, we designed, implemented, and experimented with network security-
focused content in our CS curriculum. Assessments discussed in the paper reveal
some interesting findings that can be very informative to other institutions with
similar agenda and needs:

1. Upper-level traditional CS students may have some cybersecurity knowledge
already, but often the knowledge is vague, incomplete, and unsystematic.
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2. Explicitly organizing and developing cybersecurity content into meaningful
pedagogical tools greatly help students acquire the desired knowledge and skills.

3. Promoting awareness of the profession is as equally important as teaching
domain knowledge and skills. This practice helps build the pipeline of future
cybersecurity workforce.

4. CS students, with existing computing background, deeply appreciate the hands-
on nature of the content. Seeing security in action is exciting and inspirational.

6 Conclusion

In this chapter, we discuss the development and assessment of the three new courses
that we developed, in order to create a Cyber Defense Track for our Computer
Science undergraduate bachelor program. To promote easy adoption of the new
courseware, each course is composed of modules, submodules, and hands-on labs.
To assess the effectiveness of the newly developed courseware, we collected data
on all the three courses when they were delivered. Both quantitative and qualitative
methods were utilized to collect data using surveys, assessments, and focus groups.
A survey was developed and administered to measure the students’ cybersecurity
awareness, interest in cybersecurity careers, and attitudes toward active learning.
The survey was administered both before and after the course, in order to compare
the students’ responses before and after having participated at each of the courses.
Comparisons between pre- and post-data pointed to the nature of changes in
perceptions and knowledge. As discussed, the assessment results indicated an
increased level of (a) cybersecurity knowledge, (b) awareness of cybersecurity-
related practices, and (c) interest in a cybersecurity-related career field.
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Team-Based Online Multidisciplinary
Education on Big Data +
High-Performance Computing +
Atmospheric Sciences

Jianwu Wang, Matthias K. Gobbert, Zhibo Zhang, and Aryya Gangopadhyay

1 Introduction

Next to theory and experimentation, computation has become the third pillar [1]
and data-driven science has become the fourth pillar of the scientific discovery
process [2] for many disciplines and critical to their research advances, such as
bioinformatics, physics, computational chemistry, and mechanical engineering. It
demands requirements on a course explaining how data and computation related
techniques can help scientific discovery. Yet such a “Data + Computing + X” course
is often missing in current curriculum design.

In 2017, the National Science Foundation (NSF) published the solicitation
“Training-based Workforce Development for Advanced Cyberinfrastructure
(CyberTraining)” designed to address this national need. This program continues
currently with solicitation number NSF 19-524. The four authors of this
paper from three departments across two academic colleges at UMBC joined
in response and proposed the UMBC CyberTraining initiative to create the
nationwide online team-based training program “Big Data + HPC + Atmospheric
Sciences” (cybertraining.umbc.edu) for students in three disciplines (Computing,
Mathematics, and Physics) to foster multidisciplinary research and education using
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advanced cyberinfrastructure (CI) resources and techniques. The course teaches
participants how to apply knowledge and skills of high-performance computing
(HPC) and big data to solve challenges in Atmospheric Sciences. We focus on the
application area of atmospheric physics and within it radiative transfer in clouds
and global climate modeling, since these topics are important, pose computational
challenges, and offer opportunities for big data techniques to demonstrate their
impacts. The NSF funded our proposal in the inaugural year 2017 (OAC–1730250)
for training programs conducted in 2018, 2019, and 2020.

Our program is now in its third year, and this paper reports on our experiences
in conducting such training online and team-based with participants ranging from
undergraduates (NSF-funded through an REU Supplement in Year 3), gradu-
ate students, post-docs/non-TT faculty, and TT (tenure-track) junior faculty. We
specifically describe how to practically create the necessary training material,
chiefly the tapings of lectures for later asynchronous online delivery of contents
and homework, during Year 1, and how to accomplish this in an institutionally
supportive environment, but without the type of resources an institution with an
institutional focus on online teaching would have. Thus, we wish to share our
experiences to regular faculty, who might want to add aspects of online teaching
to their repertoire. We believe that this is extremely timely information in 2020,
where many of us were forced into online teaching with next-to-no notice and no
training because of the COVID-19 pandemic.

The rest of the paper is organized as follows. In Sect. 2, we explain how our
graduate-level course on “Big Data + HPC + Atmospheric Sciences” was designed.
Section 3 discusses how we recruited participants from applicants all over the USA
Sect. 4 focuses on the creation of our online teaching program. Section 5 discusses
some challenges we faced and our solutions to them. The paper concludes in Sect. 6.

2 The Big Data + HPC + Atmospheric Sciences Course

As illustrated in Fig. 1, we believe there are a lot connections between big data,
HPC, and atmospheric sciences in terms of both education and research topics. So
we designed our “Big Data + HPC + Atmospheric Sciences” course through the
following innovative approaches: (1) it teaches students in atmospheric sciences
how to implement and run parallel and big data programs at an HPC facility; (2) it
teaches students in computing and applied mathematics how to solve atmospheric
sciences challenges by applying their knowledge; (3) it provides distinctive learning
outputs and homework to fit the background and interests of students in different
disciplines; (4) it provides team-based frontier research projects where each team
is composed with students in different disciplines so they can collaborate and
contribute from their own research interests.

Our 15-module multidisciplinary course includes (1) customized course design
for three disciplines with commonalities and differences; (2) data and computing
techniques adoption for atmospheric sciences (three/four modules each for Data
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Fig. 1 Illustration of the
connections between big data,
HPC, and atmospheric
sciences

Science, HPC and Atmospheric Sciences); (3) identification of open challenges
(including related open data) that can benefit from advanced CI resources and
techniques; (4) 5 weeks long team-based project for frontier research challenges;
(5) open source CI software implementation; (6) publications from the designed
research projects. During a regular semester, the workload is equivalent to that of a
three-credit course and we offer it to UMBC students as a cross-departmental special
topic graduate course. The computing environment for the lectures and research
projects is provided by our local HPC Facility at UMBC (hpcf.umbc.edu).

Table 1 lists the 15 modules of the course and it takes around 3 h to teach each
module. Details of each module are explained below.

Module 1: Introduction of Python/C, Linux, and HPC Environment The first
module explains the whole structure of the program and required basic knowledge
for the program. It briefly goes through a programming language such as Python or
C. It also introduces the hardware architecture, available software, and basic usage
of the UMBC HPCF environment (hpcf.umbc.edu).

Module 2: Numerical Methods for Partial Differential Equations (PDEs) This
module explains the basics of partial differential equations, which is commonly used
in physical models. It discusses the use of numerical methods for PDEs, which is
one major driving force behind research in many other fields like numerical linear
algebra, scientific computing, and the development of parallel computers. It covers
the three basic PDE categories and their mathematical properties with examples. It
discusses two large classes of methods: finite difference and finite element methods.

Module 3: Message Passing Interface (MPI) This module explains how to write
MPI programs which is one of most common approach to build portable and
scalable parallel scientific applications. It covers basic MPI commands such as

http://hpcf.umbc.edu
http://hpcf.umbc.edu
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Table 1 Modularized structure of our training program

Module Topic Goal

1 Introduction of Python/C, Linux, and
HPC environment

Running their own jobs on HPC

2 Numerical methods for partial
differential equations (PDE)

Model as PDE and solve them using
numerical methods

3 Message Passing Interface (MPI) Write MPI jobs and performance studies

4 Basics of earth-atmosphere radiative
energy balance and global warming

Understand basic concepts and principles
of radiative energy balance and global
warming

5 Basics of radiative transfer simulation
framework

Understand the basic physics underlying
the transport of radiation in atmosphere

6 Global climate model (GCM)
simulation and satellite observations

Understand the importance of GCM and
satellite remote sensing

7 Introduction of big data Understand the basics of big data and
demo programs

8 Big data system: Hadoop/Spark Write Hadoop/Spark jobs and run them on
HPC

9 Big data machine learning Write a machine learning program using
Spark MLlib

10 Deep learning Write a deep learning program

11 Project introduction 20 min project explanation from each
team, including Q&A

12–14 Project progress report from each team
and feedback

20 min report from each team including
Q&A + rating

15 Final project presentation Technical report, software and a final
30 min presentation from each team (by all
team members) including Q&A

MPI_Send and MPI_Recv, collective communication commands like MPI_Bcast,
MPI_Reduce/MPI_Allreduce, and MPI_Gather/MPI_Scatter. It also explains how
to write MPI programs in both C and Python (through mpi4py).

Module 4: Basics of Earth-Atmosphere Radiative Energy Balance and Global
Warming This module explains the basic concepts and principles that control the
radiative energy balance of earth-atmosphere system, and its implications to climate.
The module starts with the fundamental physics, such as black-body radiation,
followed by zero-order radiative energy balance between incoming solar radiation
and outgoing terrestrial longwave radiation. The module ends with discussion of
what kinds of roles the greenhouse gases, aerosols, and clouds play in the radiative
energy budget.

Module 5: Basics of Radiative Transfer Simulation Framework Following
the previous module, this module introduces the fundamental physical principles
that control the transport of radiation (i.e., visible and infrared light) in our
atmosphere. The module also includes the introduction of Monte Carlo method and
its application to radiative transfer.
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Module 6: Global Climate Model (GCM) Simulation and Satellite Observa-
tions This module starts with an introduction to the basic concepts and principles of
numerical climate simulations, followed by explaining the importance of evaluating
climate simulations and why satellite remote sensing products are invaluable for
climate model evaluation. Basic concepts and principles underlying satellite remote
sensing are also introduced in this module.

Module 7: Introduction of Big Data This module explains the basic concepts of
Data Science, including generic lifecycle and different stages of data analytics, such
as acquisition, cleaning, preprocessing, integration, aggregation, analysis, modeling,
and interpretation. It explains the basics of big data, including its 5 V characteristics.
It starts with the challenges and bottleneck of many applications when dealing
with large volume of data. It also covers unique features and challenges for
climate/atmospheric data.

Module 8: Big Data Systems: Hadoop and Spark This module covers how to use
two popular big data systems, namely Hadoop and Spark. It explains how Hadoop
Distributed File System (HDFS) can achieve data partitioning, and fault tolerance
and cluster management and job scheduling in Hadoop/Spark. For Spark, it explains
resilient distributed datasets (RDD), RDD transformations (map, join, cogroup, etc.)
and actions (count, collection, foreach, etc.), lazy evaluation.

Module 9: Big Data Machine Learning This module explains how to conduct
machine learning tasks in the above module in a scalable approach through Spark
MLlib. Main techniques/concepts include DataFrame-based MLlib API vs. RDD-
based MLlib API, ML pipelines, Transformer, Estimator, and Parameter.

Module 10: Deep Learning This module covers deep learning using TensorFlow
and Keras. It covers the basics of deep learning such as the network structure,
activation functions, optimization, and backpropagation. Specific deep learning
models such as convolutional neural networks, recurrent neural networks, and long
short-term memory (LSTM) are covered with examples.

Module 11: Project Introduction Each team presents the basics of the research
project they will work on in the following 5 weeks. It covers the background,
required techniques, suggested phases and major tasks, expected outputs, output
evaluation metrics and challenges to each discipline.

Modules 12–14: Project Progress Report from Each Team and Feedback
from Instructors These three modules are weekly project progress updates and
discussions. Since most teams have three members, every member will be a
presenter for the reports. All instructors and other teams discuss the progress,
perform peer-review, provide feedback, and give ratings.

Module 15: Final Project Presentation The final module is the final project
presentation and final CI software program and technical report delivery. Each team
gives a talk on the problems to be solved, the approaches taken, demonstration
of developed software program, the experiments and results, and contributions of
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each member. All instructors and other teams provide feedback and give ratings and
suggestions for future work.

3 Recruitment, Applicants, and Participants

Recruiting for the program used most effectively mailing lists in all three areas that
the disciplines are housed in, with a flyer attached. That flyer was also distributed at
relevant conferences if faculty or our graduate students attended. The flyers pointed
to the program webpage cybertraining.umbc.edu that had program information as
well as the link for application. For the three program years, we received 18, 94, and
100 applications, respectively, for the 15 funded participant slots. The recruiting was
local and thus the number of applicants was limited in Year 1, since we conducted
the training face-to-face, so participants had to be able to travel to UMBC every
Friday afternoon.

The participants were selected competitively to form multidisciplinary teams of
three participants with generally one participant from each area. The admission
of participants was based on demographic information collected in a web form,
a CV, a thorough personal statement, and for students with at least two letters of
recommendation; upon acceptance of a student, we collected an explicit support
from the student’s advisor to ensure that the student was allowed to commit
time to the program. The personal statement was asked to address specifically
why the participant is interested in interdisciplinary research, how participation
will promote his/her career goals, and how he/she can contribute to a team of
participants from each discipline. The main selection criteria were: (1) how much
the applicant can benefit from the training program; (2) how much the application’s
background is aligned with the program; (3) balanceness among home institutes of
applicants. We gave preferences to applicants from underrepresented communities
including historically black colleges and universities (HBCUs) and applicants from
institutes that have no major HPC facilities. We also strived to make the teams
demographically diverse, e.g., with respect to gender of the participants, but kept
each team at a relatively consistent educational level. This means that we grouped
graduate students of similar class standing together in a team as well as grouped the
post-docs/faculty together. This avoids undue difference in leadership experience
between the members and also allows to tailor the research project for each team
slightly to an appropriate level for each team. This turned out to be a critically useful
decision particularly in 2020, when the workload of many post-docs/faculty changed
dramatically as their home institutions moved suddenly to online instruction, all
while they had small children at home in many cases. It was noticeable that this
change affected the graduate students relatively less negatively than the post-docs
and faculty (including us faculty on this program ourselves).

The material is at the level of an advanced graduate course, and most participants
were graduate students, but as permitted by this NSF program some can also be
post-doctoral researchers or junior faculty. For all three groups, participating can

http://cybertraining.umbc.edu
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Table 2 Profile of participants for our training program

Under-
graduates Gradates

Post-docs and
non-TT faculty

TT
faculty

Total
partici-
pants

Female
partici-
pants

Total
teams

Year 1 0 9 4 3 16 7 5

Year 2 0 14 2 1 17 6 5

Year 3 6 11 4 4 25 14 8

Total 6 34 10 8 58 27 18

have significant impact on their career in vastly expanding horizons from their own
disciplines to two others. After an initial face-to-face course in Year 1 to develop
the material, as explained in the next section in more detail, the training in the
following years is completely online with participants working together remotely
from anywhere in the nation. In this way, this training is available to participants
who do not have local access to this kind of material. Another purpose of the face-
to-face training in Year 1 was to create a pool of former participants, some of whom
could be recruited to work as graduate assistants in Years 2 and 3.

Table 2 summarizes the basic profile of the participants for our program over the
three years. We can see (1) most participants are graduate students since we believe
graduate students are still in their early years of their research career and the offering
of multidisciplinary education would have bigger impacts on their future career
growth; (2) we try to address the under-representation of female researchers in
STEM disciplines by having relatively equal number of female participants (27) and
male participants (31). Some additional participants not eligible for NSF funding
(not graduate students or post-docs/faculty) were included without support. An
additional benefit for local participants was the three-credit special-topics graduate
course.

4 Creation of the Online Training

The fundamental goals of the proposed training were (1) the combination of teams
with participants from three disciplines together and (2) to conduct this training
online with participants from around the nation. The multidisciplinary nature of the
work naturally gives rise to the use of team-based pedagogy.

But how to implement the training online leaves some choices. For instance,
a fundamental decision to take is if online training should be completely asyn-
chronous, or if only each team would work synchronously on their own time. We
felt that this approach would deprive the teams from experiencing a whole-cohort
feeling and we also wanted to foster communication skills. Therefore, the online
training includes weekly synchronous meetings on Friday afternoons (Eastern
time) that are conducted via Webex or Zoom. It is in principle possible to hold
lectures online synchronously. However, it is not the most effective use of valuable
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synchronous time. Therefore, we use a flipped-classroom educational model [3],
in which the contents are delivered via taped lectures that each participant views
asynchronously in their own time. This model applies particularly during the first
10 modules, which constitute the instructional portion of the training. During that
time, each team then communicates amongst themselves to organize the work on
the team-based homework. The state-of-the-art collaborative and communication
tools are used throughout, thus providing deep exposure to skills vital in today’s
job market. This homework is due by the end of Thursday, so that the faculty can
score it on Friday morning. In the synchronous Friday afternoon meeting, each team
presents their homework solution to the whole cohort. The goal of the presentations
of homework is to familiarize each participant with online presentation and the
underlying goal of the team-based homework is to have the teammates gel together.
This preparation pays off during the research training phase in Modules 11–
15, when teammates now know each other, know each other’s strengths, have
experience with all communication and presentation technology, and can now
present research updates effectively every week, culminating in a complete formal
talk like at a conference in the final synchronous meeting. Additionally, the finished
technical report from each team is published in the publication series of the UMBC
High Performance Computing Facility (hpcf.umbc.edu).

The above describes the pedagogical techniques that we use in the fully online
trainings in Year 2 and 3 (2019 and 2020). We feel that it is useful to explain in more
detail, how we used Year 1 to conduct a transition from traditional (non-flipped)
face-to-face teaching to flipped-classroom online training. Particularly, we wish to
communicate here that the approach described in the following is a realistic one
for busy research-active faculty with little or no long-term support by technological
staff, such as is true at many institutions that do not have an explicit online teaching
mission.

To accomplish the transition, we conducted the training in Year 1 (spring
semester 2018) face-to-face in a team-taught three-credit course held on campus.
This is realistic for workload of the instructors and to give enough time for
coordination (preparation during fall 2017 and during the semester itself) among the
instructors, who had not taught together before. These synchronous class meetings
were traditional lectures and were taped, and these tapes form the basis of the online
asynchronous contents’ delivery in the following years. These tapings in 2018 were
done in an instructional classroom with a camera and initial support from AV staff
that set up the equipment. One of the graduate assistants funded by the NSF grant
operated the camera, so that the instructor could focus on a normal lecture delivery.
We observe that by now (2020), other tools are more widespread, specifically in-
cloud software such as Panopto or Blackboard Collaborate that can facilitate taping
of lecture delivery within the instructor’s own laptop, also during live lecture, thus
an assistant would not necessarily be needed any more at all.

All work is conducted in a multidisciplinary team with participants from each
area. In the first 10 modules consisting of instruction in all three areas, team
building is achieved by homework. In the final 5 modules, each team applies the
material learned immediately to a small research project, culminating in a technical

http://hpcf.umbc.edu
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report and a project presentation, by the end of the 15-module program. During
the research phase, each team is mentored by a faculty member and supported by a
graduate research assistant (RA), who is often a Ph.D. student of the faculty member.
During the instructional phase of the first 10 modules, the instructor for each topical
area is supported by a teaching assistant (TA) from that area. Many of the TAs
and RAs are the same graduate students, but they do not need to be; in particular,
some research projects were supported by additional graduate students not paid
through this grant. In a similar way, some research projects were collaborations with
other researchers, some of whom provided minor and some major leadership and
mentorship. In this way, a program like this can be very exciting and invigorating
for the research enterprise and even jumpstart new collaborations.

The description so far makes a separation of instruction and research, but we
learned the lesson from Years 1 to 2 that it is in fact beneficial to overlap them in
time. This means that the research mentor of each team is assigned and known to
each team from the start. This mentor reaches out to the team already in the first
week, thus giving the team an additional contact person throughout. The mentor can
then learn if the team has already some available time and, for instance, start the
research by making readings available during the first 10 weeks. In most cases, each
mentor holds a weekly separate research project meeting with each team he mentors
to discuss research topic, agenda and methodologies. This serves to get a head-start
on the research phase and hit the ground running in Week 11. We used this approach
in Year 3 to great success in that several teams have already first results in Week 12
that they could report in the synchronous meeting and get feedback from all other
participants, earlier than in past years.

5 Discussion

Is Flipped Classroom a Good Teaching Method for Online Instruction? We
used face-to-face teaching in Year 1 and flipped online teaching in Years 2 and
3. Comparing their differences, we believe flipped classroom is suitable for online
instruction. Our lecturing was most one-direction from instructor to students and
the interaction between instructor and students was limited because students were
busy following the lecture. By flipping classroom, students study the lecture videos
ahead of time and practice their skills via homework before synchronous online
discussion. An online Discussion Forum was available for questions throughout
and actively monitored by the faculty and TA for the topical area. During the
synchronous online meetings, each team presented their homework results and got
feedback from instructors and other teams. By doing so, we had more interaction at
our synchronous online discussions. Further, each team gets chances to learn how
other teams solved the homework problems and compare differences among teams,
which we could not do in Year 1’s face-to-face teaching because most time was
taken for lecturing and no time could be given for in-class homework discussion
and presentation.
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How to Keep Students Engaged in Online Instruction? One challenge we often
face for online instruction is student/participant engagement. Students might feel
isolated because they do not see other students like regular face-to-face instruction.
It is particularly challenging to this program since most participants are all over
the country and each participant might be the only person from his/her institution
involved in the program. Also most participants do not know anyone else before
the program starts. We addressed the challenge by providing and facilitating various
types of communications. The four main communication mechanisms we used are:
(1) synchronous weekly online discussion where each team presents their homework
or project progress and interact with other teams and instructors; (2) asynchronous
web forum discussion for problems raised by students during studying lecture and
working on homework and project so questions can answered be as soon as possible;
(3) regular online meetings between an instructor and each team he mentors to
discuss their progress and problems faces; (4) regular communications within each
team to know each other better and collaborate on homework and project. One team
reported they had three regular online meetings each week to discuss homework and
research. Another team had over 3000 messages via Slack instant messaging (IM)
software during the 15-week training period. The third team used WebEx Teams,
since that software can hold meetings and save the chat across the whole duration of
the program. Overall, we believe communication is the key to keep students engaged
throughout the program.

Is It Possible to Complete a Solid Research Project Within Five Weeks? We
admit 5 weeks is quite short for a solid research project. In actual implementation of
our program/course, the instructors already have identified possible projects before
the whole course started so that each team can pick from them if they cannot come
up their own project quickly. Further, we encourage teams to discuss and define
the project they plan to do early on. In most cases, each team mentor started to
have regular weekly research project meetings with each team he mentors in around
week 7. We chose this time point for two reasons: (1) team members have been
collaborating with each other for a while via several modules and homework; (2)
they all have some knowledge of atmospheric science by studying modules 4–6 to
understand what could be an application challenge they can work on. We also did
not pose hard deadline for the completion of the research project since each project
is unique. Even the program/course technically finished after week 15, all teams
were willing to continue working on their projects for a few weeks after in order
to have good final technical reports. Many teams went on collaborating further to
extend their reports to conference/journal papers.

How to Involve Undergraduate Students in a Program Designed for Advanced
Graduate Students? In Year 3, we were successful in applying for REU Sup-
plement support for six undergraduate students at our institution from the NSF.
We recruited for these positions in August 2019 and admitted two students from
each discipline in September 2019. We report on how it is possible to successfully
integrate undergraduate students in a program that was conceived for advanced
graduate students and junior faculty. The key was to start the training for these local
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students during the fall 2019 semester. Since the students had a full course load
to start with, the spreading out of material is crucial. The students were grouped
by department during fall 2019 with a faculty mentor from that home department.
They started by learning about the topics out of the 10 instructional modules that
are in their own area, thus when they joined a multidisciplinary team, they had all
something to contribute. We then during winter 2019–2020 leveraged the fact that
the lecture videos of the first 10 modules are available for asynchronous delivery.
The two teams of undergraduates in fact started on the homework and were able to
get a head-start of several weeks of homework submissions before the official start
of the program. Using the time thus freed up during several weeks of instructions in
Weeks 1–10, the undergraduate teams also started on research substantially earlier
than Week 11. This concept is currently working, and the undergraduate teams have
results on the same level as the more senior teams.

6 Conclusions

Both the National Strategic Computing Initiative [4] and the Federal Big Data
Research and Development Strategic Plan [5] highlight the importance of workforce
development on HPC and big data. In this paper, we present our efforts of creating a
training program or graduate-level online course in big data applied to atmospheric
sciences as application area and using HPC as indispensable tool. We outline a
concrete procedure how to create the course and believe that this approach could
also be used to create other courses for the “Computational and Data Science for
All” educational ecosystem. This ongoing program already produced 10 technical
reports, 10 peer-reviewed papers [6–14] and a M.S. thesis [15], and most of
them are led by participants. The anonymous feedback from participants were also
overwhelmingly positive. It reflects, to some extent, the success of our program
in its offering of learning and research opportunity to the participants. Also, our
experiences on online instruction would be particularly valuable to many instructors
during the COVID-19 pandemic.
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Integrating the Development
of Professional Skills Throughout an ICT
Curriculum Improves a Graduate’s
Competency

Nicole Herbert, David Herbert, Erik Wapstra, Kristy de Salas,
and Tina Acuña

1 Introduction

Previous research indicates that graduates from information and communication
technology (ICT) courses (degrees) are generally strong in their technical ability but
weaker in their ability to communicate and collaborate effectively in the workplace
[1–4]. Numerous studies have reported on different approaches for developing
professional skills (such as communication and collaboration skills) within an ICT
curriculum, and some have shown using examples of one or two subjects where ICT
students have developed or improved their professional skills [5–13]. A few studies
have reported on a whole of curriculum approach for a single professional skill
[1, 2, 14–16]. However, there is no comprehensive analysis of an ICT curriculum-
wide approach that evaluates the overall impact on ICT graduates’ competency.
Evidence that a curriculum-wide approach improves a graduate’s competency with
professional skills without having a detrimental impact on their level of competency
with technical skills could reassure curriculum designers that the approach can lead
to professionally competent graduates suitable for employment in the ICT industry.

This chapter reports on a longitudinal study that evaluated the academic out-
comes of student cohorts from 2012 to 2018 for a case study ICT curriculum to
explore the research question: How does integrating the development of professional
skills across an ICT curriculum impact on a graduate’s competency? This case study
ICT curriculum incorporates the core knowledge and skills from the discipline fields
of Computer Science (CS), Information Technology (IT) and Information Systems
(IS) [17], and the findings of this study are relevant to each discipline.
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2 Related Work

The term “competence” links education with work-readiness. Competency is a
series of abilities that when combined make a competent person within a profes-
sional context. A professionally competent ICT graduate can perform their duties
within the ICT profession to the required standard [17]. The ICT graduate has
acquired the ability to combine disciplinary knowledge with a range of skills and
dispositions to effectively accomplish professional tasks using the employability
skill set. The employability skill set is a combination of ICT technical, non-technical
and professional skills, suitable for a range of career outcomes [3].

Professional skills (sometimes also called generic, graduate, or soft skills) are
transferrable skills that can be applied in different industries and generally take
longer to acquire as they require more practice across different ICT domains (such as
networking, project management, software development) than technical ICT skills
[18]. Professional skills are considered an essential component of employability
by employers [19, 20] and include skills like problem-solving, initiative, critical
thinking, creativity, digital literacy, communication and teamwork [19, 21, 22].

Graduate employment outcomes can be improved by including professional skill
development in the curriculum. One of the key findings from an investigation into
whether ICT graduates are ‘work-ready’ (productive) was that most employers
consider professional skills to be untrainable in the work environment and consider
them a critical hurdle for employment [18, 20, 23]. Palmer et al. [24] confirmed that
even though there is significant job growth in the Australian ICT industry, a third
of ICT graduates do not find employment in the industry. This implies ICT courses
need to equip graduates for productive work in other industries and professional
skills are commonly required in most professions [24].

Including the development of the full employability skill set within a curriculum
can be difficult. Within ICT there is a tension between balancing discipline-specific
content and professional skill development within a standard timeframe of 3 years
[25]. Employers are not interested in extending the duration of study for students
to acquire professional skills, nor are they interested in solutions that lower a
graduate’s technical foundation to acquire professional skills [3, 18].

Many researchers provide examples of how professional skills can be developed
at the subject level; however, most do not expand their approaches beyond one or
two subjects, or do not attempt to measure the improvement in competency, or do
not identify the potential of a curriculum-wide approach. Both Pollock [13] and
Hoffman et al. [11] identified how written communication skills could be integrated
with technical content without sacrificing the technical skills. Many studies [5,
7, 8, 10, 12] described how they incorporated student presentations in different
ICT subjects to develop oral communication skills. Hanna et al. [9] describe
how employability skills, including communication and teamwork, were integrated
within first-year computing subjects by having employers visibly participate.

A number of researchers have developed approaches for incorporating the
development of a single professional skill throughout a curriculum. Falkner and
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Falkner [16] present a methodology to integrate written communication skill
development with discipline content across the curriculum, and they illustrate its
use in a pilot study of two subjects. Their analysis of students that were exposed
to the integrated curriculum demonstrated higher overall load pass rates. Coleman
and Lang [15] describe a curriculum-wide approach to developing collaboration
skills without compromising technical course content. Due to the size of their
student body, a quantitative analysis was not possible, though anecdotal evidence
and qualitative student feedback lead them to conclude that students learnt to
collaborate. Burge et al. [2] provide a framework for curriculum-wide integration
of communication and collaboration into ICT curriculum. Anderson et al. [1]
demonstrate the use of this same framework for written communication skills in
a programming subject, and their results suggested improvement in both written
communication and the student’s understanding of the technical content. Anewalt
and Polack [14] implemented a curriculum-wide approach for oral communication
skill development; a survey of randomly selected alumni had 82% of respondents
indicating they had adequate oral communication skills for their post-graduation
environment.

3 The Case Study Integrated Curriculum

Discussions with more than 30 local ICT industry members revealed that they were
satisfied with the University of Tasmania (UTAS) ICT graduates’ technical skills
but concerned by their weaker professional skills [3]. This led to the design of a
renewed ICT curriculum at UTAS that integrated the development of professional
skills (communication, collaboration, creativity and critical thinking) alongside the
development of the technical skills (such as programming, networking, security and
databases) and non-technical ICT skills (project management) to create graduates
with a strong employability skill set for a range of careers [3].

Skill development has been integrated across the curriculum [26]. The develop-
ment of a skill is not restricted to a single unit (a unit is a subject); rather, it is
spread across a set of units. When a skill is integrated within a unit, knowledge
for the skill is taught and practised together with other knowledge and skills
to complete domain-specific activities. Integrating skill development across the
curriculum allows more opportunities for reflective development; students obtain
depth of learning and make connections across ICT domains into professional
practice [15, 16].

Herbert et al. [26] provide a methodology to assist ICT curriculum designers
to integrate professional skill development across an ICT curriculum, and the
methodology’s effectiveness was illustrated with this same case study curriculum.

The outputs (such as presentations, reports and software) from the learning
activities within the integrated curriculum to develop and assess professional skills
are not particularly novel. What is novel is that students commence development
of each professional skill from their first semester and the curriculum allows



58 N. Herbert et al.

the students to have many opportunities to practise each professional skill across
different domains. They are provided with formative and summative feedback on
their performance allowing for continuous improvement [27]. Another novelty is
that the technical, non-technical and professional skills are inextricably woven
together to complete a learning task, just as they are in professional practice
[25]. Each complex task requires a number of different skills. Competence in the
professional, non-technical and technical skills is assessed using the outputs of the
activity and observed student behaviours by assessors or by using tools such as peer
assessment [28].

4 Methodology

This chapter provides an empirical evaluation of the changes to competency levels
for professional skills that are in high demand in the ICT industry [2, 4, 16,
23]: communication (written, oral), collaboration (teamwork, leadership), creativity
(entrepreneurship, user experience) and critical thinking (problem-solving, analysis,
evaluation, decision-making, reflection). Competency is reflected in a person’s
behaviour and exhibits itself in the quality of outputs.

Collaboration competency assessment is more complex though, as most work
is out of sight of the assessor. Most methods to assess collaboration competency
focus on the assessment of group outcomes [29]. To further evaluate the level of
competency, two observable behaviours of good teamwork ability that are valued
by employers were measured [23]:

• Team members doing their share (contributing)
• Identifying own and others’ contributions

To evaluate changes in a graduate’s level of competency, comparisons of
students’ behaviour and the quality of individual and team outputs were made
between:

• Students who studied the previous (old) curriculum and those who studied the
integrated (new) curriculum

• Students in their first and final year of the integrated curriculum

This longitudinal study compares data using the same students from a first-
semester unit KIT105 ICT Professional Practices [30] and their final-year capstone
experience where the student teams each complete an authentic software develop-
ment project for an industry client [27]. The majority of students that completed the
capstone experience from 2016 to 2018 (using the unit codes KIT301/KIT302) were
enrolled in KIT105 between 2014 and 2016. Comparisons will also be made to the
results of students from the capstone experience from 2012 to 2014 (then using the
unit codes KXX331/KXX332). These students had not experienced the integrated
curriculum. These units were all coordinated by the first author of this chapter.
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To complete the evaluation, the following data was collated from KIT105 and the
capstone experience units:

• Self- and peer assessment data
• Results from assessment items that were assessed by the same academic (first

author)
• Results from capstone assessment items that were assessed by the project clients

(industry members)

T-tests are used in the analysis to identify if there is a significant difference
between the means of two samples [31]. The unpaired t-test is used when the
samples have almost equal variances. Welch’s t-test is used for samples when a
Levene’s test for homogeneity of variance confirmed the variances were unequal
[31].

5 Results

Table 1 displays the team and student data for each cohort in this study. Also shown
is the number of students from each cohort who completed the entire integrated
curriculum. Many students withdraw after completing KIT105 and do not go on
to complete KIT302. There are also some students in the capstone experience who
come into the course with advanced standing or are completing a discontinued ICT
course or are doing an ICT major from another course (e.g. science or business).
While these students are not included in the analysis of individual results, they
cannot be excluded in the analysis of team results.

5.1 Comparison of Results in Capstone Experience

The capstone experience allows students to apply the knowledge and skills they have
acquired throughout the curriculum to a team-based 26-week software development

Table 1 Team and student
data

KXX331/KXX332 2012 2013 2014

Total students 61 84 54
Total teams 8 14 8
KIT105 2014 2015 2016
Total students 118 153 124
Entire curriculum 55 70 58
KIT301/KIT302 2016 2017 2018
Total students 53 71 83
Total teams 9 12 12
Entire curriculum 34 65 79
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Table 2 T-test results comparing the capstone experience learning task outputs

KXX331/332
2012–2014

KIT301/KIT302
2016–2018

Mean Std dev Mean Std dev t p df

Risk log 82.8 8.61 83.48 9.58 0.282 61 0.7783
Business case 79.22 6.58 79 6.07 0.124 46 0.9017
Use-case testing 74.03 13.78 80.58 10.87 2.102 61 0.0397
Design report 74.2 10.9 76.1 8.1 0.818 63 0.4162
Manuals 73.4 7.2 80.4 10.8 3.11 59 0.0029
Presentation client 76.8 14.9 85.6 8.8 2.119 21 0.0461
Presentation lecturer 74.1 9.9 74.7 9.1 0.254 59 0.8
Reflection video 78.4 9.3 73.8 8.5 2.094 63 0.04
Client professionalism 85.2 12.5 86.2 13.2 0.301 53 0.765
Software client 78.6 13.1 84.3 9.96 1.825 52 0.074
Software lecturer 79.7 6.85 78.31 9.77 0.65 63 0.517

project [27]. Teams submit a concept report (week 3) and analysis report (week 5)
that include a range of project management documents including a business case and
a risk log. Teams submit a design report (week 9), which contains technical design
documents (e.g. modelling diagrams, use-case scenarios, interface prototypes).
Once the software is nearly complete, the teams prepare a comprehensive use-
case testing report (week 24). Finally, teams submit a set of manuals (week 26),
consisting of a user guide and a technical maintenance manual.

Unpaired t-tests shown in Table 2 indicate there is no statistically significant
change in the results for the business case, risk log or design report, but there is
a significant improvement for the testing report. A Welch’s t-test, Table 2, also
indicated a statistically significant improvement for the manuals.

Near the end of the capstone experience, teams deliver their final presentation
(week 25) which is assessed by the clients and the lecturer. Welch’s t-tests, Table
2, indicate there is a statistically significant improvement in the industry-client
assessment and no significant change in the assessment by the lecturer. Teams
also prepare a reflection video that demonstrates their software and, with students
speaking to the camera, reflects on their experiences (week 25). An unpaired t-test,
Table 2, comparing the reflection video results indicates a statistically significant
decline.

The clients completed a survey-type assessment on the professionalism of their
teams (weeks 13 and 26). The questions concern communication styles and pre-
paredness for meetings. An unpaired t-test, Table 2, comparing the professionalism
results from the industry clients, indicates the change failed to reach significance.

The final comprehensive software system (week 25) is evaluated by the clients
and the lecturer. Unpaired t-tests, Table 2, comparing the results indicate no change.

A range of self- and peer-assessment tools facilitate teamwork assessment by
measuring observable behaviour [27]. One form of peer assessment has each team
member distribute $100 across team members to give a quantitative opinion of how
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Fig. 1 Design report contribution by peers and software contribution by peers

much each one contributed to an output [27]. A box plot of the amounts for each
student for the design report (Fig. 1(a)) and software (Fig. 1(b)) illustrates that under
the previous curriculum, the range of total amounts allocated to each student is larger
as indicated by the upper and lower quartiles and the whiskers in the plots, signifying
that the students are more equally contributing and doing closer to their share in the
opinion of their peers in the integrated curriculum.

In 2018, 95% of the students completed the entire integrated curriculum. In 2018,
when the majority of the team agreed that a person should get the highest amount,
the actual person agreed 92% of the time. When the majority of the team agreed a
person should get the lowest amount, the actual person agreed 94% of the time. 74%
of the time, the majority of the team gave the same, or more than the person gave
themselves. This indicates students can identify their own and others’ contributions.

5.2 Comparison of Results in the First Year and Final Year

KIT105 ICT Professional Practices is a first-year unit that focuses on ethics, law,
privacy and entrepreneurship and lays the groundwork for developing graduates who
are articulate team members [30]. In KIT105, students prepare an individual job
application and a team report on user-centred design. In KIT302, students prepare
an individual post-mortem reflection report on their experience (week 26). These
documents were not required in the previous curriculum.

A Welch’s t-test, Table 3, comparing the results for the KIT302 post-mortem
report for students who had completed KIT105 with those from the first individual
document (job application) in KIT105 who went on to complete KIT302 indicates
there is a statistically significant improvement in their individual written work. An
unpaired t-test, Table 3, comparing the first team document (user-centred design)
results in KIT105 with the last team document (the manuals) results in KIT302
indicates there is a statistically significant improvement in their team written work.
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Table 3 T-test results comparing the first-year and final-year learning task outputs

KIT105 2014–2016
KIT301/KIT302
2016–2018

Mean Std dev Mean Std dev t df p

Individual document 68.5 11.9 74.7 8 5.729 320 <0.0001
Team document 74.8 12.5 80.6 11.6 5.38 577 <0.0001
Presentation 65.5 15.9 74.7 9.1 5.14 56 <0.0001
Video 61.5 20.5 80.6 11.6 13.69 528 <0.0001
Critical thinking report 76.07 12.62 83.5 9.58 3.865 54 0.0003

In KIT105, teams (different team) deliver a presentation about a security
breach reported in the media and, in a different team, prepare a speak-to-camera
video that pitches an ICT project idea to change the world. A Welch’s t-test,
Table 3, comparing the KIT105 presentation results with the KIT302 presentation
results indicates a statistically significant improvement. A Welch’s t-test, Table
3, comparing the KIT105 video results with the KIT302 reflection video results
indicates a statistically significant improvement.

In KIT105, teams prepare an ethical decision report based on a recent ethical
event reported in the media (different teams from other activities). In KIT301,
the teams prepare an extensive risk log for their capstone project that involves
identifying comprehensive contingency plans. Both these documents involve sig-
nificant critical thinking. A Welch’s t-test, Table 3, comparing the results indicates
a statistically significant improvement.

6 Discussion

It is difficult to perform a controlled longitudinal study, even within one institution.
Controlling as much as possible, this study has provided significant evidence that
students’ competency with professional skills has improved under the integrated
curriculum without a decline in their technical skill competency.

6.1 Communication

Written communication skills were integrated, across 14 core units at all year levels
within the integrated curriculum [26]. The analysis has shown that students’ written
communication skills have significantly improved between the first year and final
year while experiencing the multitude of opportunities to develop and practice
written communication. The results for manuals, where the students have no specific
prior practice in the curriculum, have improved after the introduction of writing to
learn activities in the form of reports, essays and templates in the first year [26].
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Also improved is the software testing report after the above introductions at the
first year and the introduction of use case testing into the second year to provide
more practice. For both documents, the assessment criteria are unchanged. This
confirms the conclusions of [1, 6, 9, 11, 13, 16], with quantitative evidence, that
integrating written communication skills curriculum-wide can improve a graduate’s
competency.

Oral communication skills were only integrated across six core units at all year
levels [26]. However, there is evidence that the graduate’s oral communication
competency has improved. This confirms the conclusions of [5, 8–10, 12, 14],
with quantitative evidence, and extends them to a curriculum-wide approach. There
was significant improvement between the videos and presentations delivered in the
students’ first and final semesters, after the students practiced oral communication
every year. There were significant improvements between the final presentations
assessed by the industry clients for the capstone projects in the previous and
integrated curriculum, indicating that the industry is perceiving an improvement.
The lecturer evaluation of the presentations showed no change in results. In the
integrated curriculum, the lecturer assessment criteria for the presentation have
changed to reflect the higher standard that is now required of a graduate, given
that they have been delivering presentations from the first year. As the results have
not decreased and when considered with the increased evaluations by the industry
clients, this indicates that a graduate’s competency has improved.

While the change in client professionalism (communication) failed to reach
statistical significance, the industry clients have for a long time lauded the profes-
sionalism of the teams [27], and so achieving a statistically significant improvement
will be a challenge – in 2018, five teams received 100% from their clients; the only
other time this was achieved was for one team in 2016.

6.2 Collaboration

Collaboration skills were integrated across nine core units within the integrated cur-
riculum [26]. There is evidence that the graduate’s competency with collaboration
has improved, confirming the conclusions of [9, 15] with quantitative evidence.

Collaboration competency was first analysed by reviewing the quality of team
products. As already discussed, there have been improvements in the team manuals
and testing report assessed by the lecturer and team presentations assessed by the
industry clients. Collaboration competency was also analysed by reviewing two
behaviours, both of which indicated competency within the cohort.
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6.3 Creativity

Creativity skills (development was not included in previous curriculum) were inte-
grated across four core units within the new curriculum [26]. Creativity skill devel-
opment involved introducing entrepreneurship and user-centred design throughout
each year of the curriculum. Evidence of improvement was indicated by the compar-
isons between KIT105 and KIT302 creativity items: team document, presentation
and video. The majority of items in the capstone experience that use creativity
skills indicate either improvement or no evidence of decline: design report (includes
prototypes of interfaces), manuals (user guide), presentation and software. The
anomaly, already discussed, is the decline for the reflection video.

6.4 Critical Thinking

While development of critical thinking skills was featured highly in the previous
curriculum, these were strengthened in the early years of the integrated curriculum
[26]. Mathematics was introduced at the first year to improve fundamental analysis
and evaluation skills. Hands-on network laboratory exercises were included at
the second year to develop practical problem-solving skills. Ethics was moved to
the first year to introduce decision-making early into the curriculum. Evidence
of improvement was indicated by the comparisons between KIT105 and KIT302
critical thinking items: individual and team document and ethical-decision report
versus risk log. The items in the capstone experience that use critical thinking
skills indicate either improvement or no evidence of decline: business case, risk
log, design report, testing report, manuals and software.

6.5 Technical Skills

A detrimental impact on technical skill competence is a concern of many academics
and industry members when integrating professional skill development alongside
the development of technical skills [3, 13, 16, 18, 25]. While this chapter only
includes the results for some documents, t-tests were calculated for each technical
document in the capstone experience where knowledge and skills are acquired at the
second year via an in-house project and then practised again during the authentic
project in a professional context. These technical aspects of software analysis and
design were also covered at the second year in the previous curriculum, so all
cohorts had prior practice with these technical documents, and the assessment
criteria are unchanged. There was no significant decline in the results on any
documents, and the software testing report and final manuals improved. This study
also found no evidence of a decline in the results for the complex software systems



Integrating the Development of Professional Skills Throughout an ICT. . . 65

created by each team. This indicates technical skill competency has remained at
acceptable levels achieved by the previous curriculum [3].

7 Conclusion and Future Work

This longitudinal study has addressed the research question: How does integrat-
ing professional skills throughout an ICT curriculum impact on a graduate’s
competency? The statistically significant results provide strong evidence that the
integration of professional skill development across a curriculum can enhance
the employability of graduates by improving competency with professional skills.
This study has also shown that there has been no degradation in a graduate’s
technical ability after integrating professional skill development and retaining a
course duration of 3 years.
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Preparing Computing Graduates for
the Workplace: An Assessment
of Relevance of Curricula to Industry

Ioana Chan Mow, Elisapeta Mauai, Vaisualua Okesene, and Ioana Sinclair

1 Introduction

The current Computing curriculum at the National University offers courses in the
areas of computer applications, computer programming, information systems, and
networking as part of Certificate, Diploma, and Bachelors of Science degree in
Computing and Applied Computing as well as a Postgraduate Diploma Science in
Applied Computing. The certificate, diploma, and bachelor program follow a stair-
casing arrangement with 8 courses for the certificate, 11 courses for the diploma, and
24 courses for the bachelor program. The department also offers service courses
in Computing to other faculties within the university. The Computing curriculum
is continually undergoing revisions. At the outset of curriculum development, it
was decided to offer this combination of computer applications, programming,
information systems, and networking courses under a Computing major rather than
a Computer Science major as this combination of courses was deemed as more
relevant to the needs of the local industry and society [9].

The motivation to undertake this research arose primarily from an interest in the
effectiveness and relevance of the programs offered by the Computing Department
in order to meet the needs of the local industry and society. In addition, there was
a need to evaluate the effectiveness of the changes in the curriculum instituted as a
result of the 2008 and 2014 graduate survey [4, 5]. The proposed survey (RINCCIII)
builds on these two previous surveys and assesses whether the revisions to the
curriculum resulted in achieving “more relevance” to workplace needs. The goal
is that the outcomes of this research would provide information about the relevance
of the current content within the curricula and can be applied within the context
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of improving our course offerings within our programs. The proposed research
attempts to answer the following question:

How relevant is the content of Computing courses offered within undergraduate
programs of the Computing Department of the National University of Samoa to
meet the needs of industry and the workforce?

A major issue and concern is the need to avoid obsolescence and adapt to
changing needs within the industry. Information Communication Technology is a
field which is not only diverse but also dynamic and rapidly changing [11, 12,
19]. Furthermore, in recent times, the Computing curriculum at NUS has come
under some heavy criticism from a 2012 and 2017 PSC survey [14, 15] and
consultations for the Communications Sector Plan [13] as not producing quality
graduates for the workplace. The need to align our courses with the needs of
industry is well articulated within the following documents: (i) The Faculty response
report to the Faculty External Review Report 2014, 2020; (ii) Research Report
on “An investigative study on the ‘relevance’ of Computing courses at NUS to
the needs of the Industry and the workplace, 2015”; (iii) PSC survey 2012, 2017;
(iv) Communications Sector Plan 2017–2023; and (v) Faculty of Science Annual
Management Plan 2018.

Within the context of the proposed study, relevance is defined in terms of whether
the Computing skills and knowledge acquired by students from our courses can
be effectively utilized to fulfill their occupational responsibilities. Relevance is
evaluated using two measures: (a) frequency of usage of the various technologies
and (b) perceptions of relevance of both skills and processes and methodologies
expressed as (i) percentage of perception of respondents who found the curricula
as relevant or very relevant and (ii) mean of perceptions of relevance with a value
range from 1 to 4.

2 Literature Review

Computer science is an enormously vibrant field. From its inception just half a
century ago, computing has become the defining technology of our age. In fact
the IT industry is now widely applicable in all sectors of the industry [17]. The
field, moreover, continues to evolve at an astonishing pace. As new technologies are
introduced, existing ones become obsolete almost as soon as they appear [6, 7].

It is frequently suggested that computer science curricula are generated in a
vacuum with little or no regard for the “real-world needs” of the student’s ultimate
employer. Members of the academic and industrial communities are continually
discussing the issue of the “gap” between the training computer science graduates
receive in academic institutions and the background industry requires of its new
employees in computing-related positions. Such discussions generally fall into one
of two categories: (i) descriptions of the gap and (ii) curriculum descriptions.
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2.1 Descriptions of the Gap

Discussions are frequently held at educational technology conferences and work-
shops which attempt to characterize the gap by describing the industry’s needs
and evaluating computer science curricula with respect to meeting these needs. The
resulting descriptions of this gap are usually stated in rather broad terms, such as the
following: Computer science graduates cannot solve large, “real-world” computing
problems, adequately document their work, or function well as members of a team
[6, 7].

2.2 Curriculum Descriptions

Many articles exist in the computing education literature [8, 10] which describe
new courses, usually of the work/study or internship variety, and which attempt
to bridge the academic/industry gap. The emphasis in such courses is usually not
on a particular area of computer science (such as operating systems) but rather
on the areas mentioned above, that is, “real-world” problems, documentation, and
teamwork. Thus as argued by Govender and Naicker [10], any ICT curriculum
renewal strategy must seek to engage with documents that identify ICT areas
of need. These areas of need can be triangulated with feedback from industry
practitioners. The design and development of new curriculum must cater for the
skills required by the twenty-first-century learner. CC2005 [8] categorized twenty-
first-century skills internationally as ways of thinking such as critical thinking and
problem-solving; ways of working which include communication and collaboration;
and tools for working which refer to ICT and information literacy and skills for
living in the world such as citizenship and social responsibility.

These views are reiterated in the Computer Science Curriculum 2013 report [7]
and Information Technology Curricula 2017 [12] which include examples of ways
in which an undergraduate Computer Science program encourages the development
of soft skills and personal attributes. These abilities include teamwork, verbal
and written communication, time management, problem-solving, and flexibility
as well as risk tolerance, collegiality, patience, work ethic, and appreciation for
diversity. They all play a critical role in the workplace and in promoting successful
professional practice in a variety of career paths. The above views are also supported
by studies by Radermacher et al. [16] and Williams [20].

The Computer Science Curriculum 2013 report [7] organized computer science
around 18 knowledge areas that reflect the application of computing tools in a wide
array of disciplines. It also incorporates new areas of knowledge for computing
skills that include information assurance and security, parallel and distributed
computing, and platform-based applications. The report provided curricular models
suitable to a broad range of higher-education institutions worldwide.
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According to the report, Computer science education too often focuses on
individual rather than on managed group efforts that depend on defined stan-
dards, methodologies, and software processes. However, such group efforts are the
norm in the software industry. New graduates often know little about what are
regarded as “best practices” in the software engineering profession (e.g., practices
related to the use of software processes, measurement and analysis, team building,
front-end development methods, quality engineering, software maintenance, and
testing) [6, 7].

This problem of inadequate preparation of current graduates is further intensified
by the increasing demand for software engineers and other computing professionals
[2, 3].

Technical advances over the past decade have increased the importance of
many curricular topics, such as the following: (i) The World Wide Web and its
applications; (ii) Internet of Things; (iii) networking technologies, particularly
those based on TCP/IP; (iv) graphics and multimedia; (v) embedded systems; (vi)
relational databases; (vii) interoperability; (viii) object-oriented programming; (ix)
the use of sophisticated application programming interfaces (APIs); (x) human-
computer interaction; (xi) software safety; (xii) security and cryptography; (xiii)
application domains; and (xiv) artificial intelligence.

As these topics become increasingly important, it is tempting to include them
as undergraduate requirements. Unfortunately, the restrictions of most degree
programs make it difficult to add new topics without taking others away. It is often
impossible to cover new areas without reducing the amount of time devoted to more
traditional topics whose importance has arguably faded with time. The Computing
Curricula 2005 Task Force [8] has therefore sought to reduce the required level of
coverage in most areas so as to make room for new areas.

Computing education is also affected by changes in the cultural and sociological
context in which it occurs. The following changes, for example, have all had
an influence on the nature of the educational process: (i) changes in pedagogy
enabled by new technologies, (ii) the dramatic growth of computing throughout the
world, (iii) the increasing economic influence of computing technology, (iv) greater
acceptance of computer science as an academic discipline, and (v) broadening
of the discipline. Additionally, in recent times, the effects of climate change,
natural disasters, and the COVID-19 pandemic have redefined work and education
and magnified even more the importance of technology globally in what is now
described as the “new normal” ([21]).

From the scope of the literature, the key players in determining relevance of
Computing curricula to the needs of local industry and society are (i) the graduates,
(ii) the users of technology, (iii) the industry and ICT professionals, and (iv) the
discipline. Relevance of the computing curricula is also influenced by factors such
as (v) pedagogy and (vi) technology (refer to Fig. 1). The proposed survey evaluates
the perceptions of relevance of these key players and factors and as such decides the
target respondent groups for this survey (refer to “Methodology” section).

Firstly, the survey evaluates relevance by gauging the frequency of usage of
applications and tools that had been taught during the course of the curriculum.
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Secondly, the survey investigates the relevance of courses to the needs of the
industry by evaluating the usefulness of skills and knowledge within the program
content to the skills and knowledge used in the industry and the workplace. Thirdly,
the survey gauges relevance of courses to industry by assessing whether computing
processes and methodologies taught in the curricula have been useful and applicable
to the industry and workplace.

Hence relevance within the context of this research is defined and measured in
terms of (i) frequency of usage of taught applications and tools within the industry
and workplace and (ii) usefulness of skills and knowledge, computing processes,
and methodologies taught to the skills and knowledge, computing processes, and
methodologies used in the workplace. It must be noted that these two levels of
measuring relevance overlap and are interrelated.

3 Methodology

The current research is investigative and quantitative in nature. The intention was
to attempt to survey all NUS Computing graduates currently working in Samoa and
institutions within the CBD. However, due to time constraints and poor response
in the early stages, the research team only surveyed those Computing graduates
employed in Upolu. In the end, the team was able to obtain 36 responses. Of
these, 20 were from NUS Computing graduates working in different institutions
in urban Apia and 16 from institutions. Graduates ranged from lecturers to ICT
officers, programmers, systems administrators, and some Heads (Assistant CEO)
of ICT divisions. Institutions surveyed ranged from various government ministries,
colleges, corporations, to banks.
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Two versions of the survey were distributed. One version was for institutions,
and the second version was distributed to NUS Computing graduates. The only
difference between the two versions is the first section on background information
and personal information. With the exception of some minor changes, the proposed
survey is the same as the one which was administered in 2008 and 2013.

The survey was conducted in Upolu within the CBD as the bulk of ICT
usage is within this area. For each institution which employed NUS graduates,
surveys were distributed to immediate supervisors of NUS Computing graduates
and current students and also to NUS Computing graduates and/or current students.
For institutions which utilize ICT but do not employ NUS graduates, surveys were
distributed to the head of the ICT section or department. In conducting the survey,
consent was sought and participants assured of the confidentiality of the information
provided.

4 Analysis

Data from the surveys was mostly empirical data on the frequency of usage and
relevance of curricular topics, but there were also open-ended questions on areas in
the curricula needing coverage and/or improvement.

In terms of inferential analysis, one-way ANOVA did not reveal any significant
differences in terms of frequency of usage as well as perceptions of relevance
in terms of age or respondent type (graduate or institution). Hence, there were
no significant differences in responses between graduates and institutions. There
were also no significant differences in responses by age. Independent samples t-
testing indicated, however, significant gender differences in terms of frequency of
usage of databases with females indicating greater usage than males (N = 36, t
= 3.07, df = 33, p = 0.004). There were also significant gender differences in
perceptions of relevance of desktop publishing applications with males indicating
greater perceptions of relevance than females (N = 36, t = −2.669, df = 32, p =
0.012).

5 Results and Discussion

5.1 Systems Present in Institutions

There was an increase in the number of systems utilized in the various institutions
when compared to the 2013 survey and 2008 survey. In the 2008 survey, very few
had communication technologies such as videoconferencing. The 2019 survey indi-
cated also more specialized systems such as vehicle tracking, border management
systems, GIS systems, and local and regional court databases SAMLI and PACLI.
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Such information is important in guiding the skills required and what systems need
to be taught within the computing curricula.

5.2 Relevance

As mentioned earlier, two measures were used to evaluate the relevance of the
curricula to the workplace: (a) frequency of usage of the various technologies
and (b) perceptions of relevance of both skills and processes and methodologies
expressed as (i) percentage of perception of respondents who found the curricula as
relevant or very relevant and (ii) mean of perceptions of relevance ranging from 1 to
4 (1 = not relevant, 2 = marginally relevant, 3 = relevant, 4 = very relevant).

Frequency of Usage of Technologies

The most frequently used technologies such as database, World Wide Web, email,
mobile phone, and word processing were used by most of the institutions on a daily
basis, while at the other end of the spectrum, multimedia and programming and
graphics were used the least frequently.

The mean frequency of usage across all participants was used as a measure of
relevance with the higher means indicating greater usage (refer Table 1). On average,
the most frequently used and hence the most relevant topics were World Wide Web,
email, mobile phone, word processing, and spreadsheets. The least used and topics
with the least relevance were programming and multimedia development. These
responses were very similar to the responses from the previous graduate surveys
phones [4, 5] However, there was now increasing usage of social networks and
mobile phone.

Percentage Relevance

Percentage relevance is defined as percentage of participants with responses of
“relevant” or “very relevant.” In terms of percentage perceptions of relevance (refer
to Table 2), respondents found the majority of the aspects of the various topics in
the curricula either relevant or very relevant to their employment in the workplace
with percentage of perceptions of relevance ranging from 69.4% to 100% and mean
of perceptions of relevance ranging from 3.08 to 3.69. Using percentage relevance
and mean of perceptions of relevance as measures, respondents found operating
systems, mobile tools, spreadsheets, databases, word processing, and presentation
tools as most relevant but programming, information systems, and human computer
interaction relatively not as relevant.
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Table 1 Summary of
frequency of usage of various
technologies

Technology N Mean Std dev

Database applications 36 4 1
World Wide Web 36 3.97 0.17
Email 36 3.92 0.55
Mobile phone 36 3.83 0.69
Word processing 36 3.81 0.4
Spreadsheet 36 3.72 0.45
Social network 36 3.64 0.76
Scanners 36 3.44 0.84
Handheld devices 36 3.42 0.87
Presentation tools 36 3.28 0.74
Digital camera 36 3 0.9
Desktop publishing 36 2.86 0.99
Videoconferencing 36 2.69 0.95
Graphics program 36 2.61 0.84
Multimedia programs 36 2.33 1.12
Computer programming 36 2.22 1.05

Table 2 Summary of perceptions of relevance of technology topics taught

Topic % relevance N Mean Std dev

Spreadsheets 100 36 3.69 0.5
Word processing 97.2 36 3.67 0.5
Databases 97.3 36 3.64 0.5
Presentation tools 97.2 36 3.61 0.5
Operating systems 100 36 3.56 0.5
Networks 88.9 36 3.5 0.78
Mobile tools 100 18 3.44 0.5
Online tools 88.9 18 3.44 0.7
Graphic tools 83 36 3.4 0.9
Hardware 77.8 18 3.39 0.98
Management systems 80.6 36 3.22 1.1
Desktop publishing 77 36 3.17 0.9
Human computer interaction 82 36 3.15 1.1
Programming 80.5 36 3.11 1
Information systems 69.4 36 3.08 1.1

Recommendations for Improvement

The goal of the current study was to evaluate how relevant the Computing courses
taught at NUS are to the needs of the industry and the workplace. The outcomes
of this research have provided useful information about the relevance of the current
content within the curricula and can be applied within the context of improving
our course offerings within our programs. More importantly, the survey identified
various aspects which need to be considered for inclusion in the curricula to achieve
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better alignment with industry needs. This is the “gap” referred to in the literature
[1, 18]. The next few sections outline features of each topic used in the workplace
as well as recommendations for improving recommendations for improvement.

Operating Systems

Most of the users have used file management, control panel settings, and installation
programs, including remote desktop connections, firewall, disk defragmentation,
cleanup, and management services, the setup of network and user accounts, and
the use of the device manager. Operating systems used were mostly Windows 7,
Windows 10, Windows Server 2012, Windows Server 2016, and Linux. There was
also a noticeable increase in the level of complexity of skills mentioned as well as
the range of skills and knowledge when compared to previous surveys. In the area
of operating systems, suggestions for improvement were extensive and included
(i) task management, (ii) networking capability, (iii) hardware adaptability, (iv) file
management, (v) hardware interdependence, and (vi) error detection and protection.
However, all these have been integrated in the Hardware and Networking courses
HCS187, HCS287, and HCS387.

Hardware

Features of hardware used in the workplace include file management, installing
new devices and operating systems, repair of PCs and printers, installing software
updates, and virus updates. Recommended areas for inclusion in the curriculum
included installing updates, troubleshooting hardware errors, and programming
routers and switches. These however are areas already covered in the curriculum
(HCS187, HCS287, HCS387).

Networking

Features of networking used in the workplace include network design, troubleshoot-
ing networks, routing protocols, making and laying cables, programming routers
and switches, Internet connections, broadband network bridges, remote access,
setting up of IP addresses (IPv4 and IPV6) and IP domains, and permissions. In
addition to the basic networking features, there was also mention of connecting to
CCTV, wireless routers, VPN, and network virtualization. Feedback on networking
indicated the need for knowledge of basic network concepts and a strong need for
more practicals on networking skills such as cable connections; LAN, VLAN, and
WAN connections; and Linux, emphasis on security and cybersecurity, emphasis on
problem-solving skills, as well as the teaching of DOS for troubleshooting.
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Word Processing

Word-processing skills used in the workplace of the 36 respondents range from basic
formatting to advanced features such as smart art, watermarks, webpages, graphics,
styles, macros, and mail merge. For word processing, suggestions to teach up-to-
date versions were irrelevant as programs were currently upgraded to Office 2016.
There were also suggestions to integrate Word with cloud-based storage.

Desktop Publishing

Features of desktop publishing tools used in the workplace are covered in the
section on graphic tools. Desktop publishing is now explicitly taught at the degree
level at NUS as part of the Applied Computing major alongside Graphic Design
(HCS188, HCS288, HCS388) and also as part of the Certificate of Computer
Operating (polytechnic level) which prepares students to be computer operators
and data entry operators. Also, web publishing is taught as part of the Human
Computer Interaction course (HCS386). Recommendations for improvement in
desktop publishing include (i) design and layout of brochures for flyers, pamphlets,
wall calendars, and manuals/annual reports through the use of Adobe InDesign,
CS5, and Publisher; (ii) web publishing; (iii) teaching of video-editing software,
animations, and graphics; and (iv) need for a more practical-based approach to
teaching. These recommendations are irrelevant as these have all been incorporated
into the new courses on graphic design and animations.

Spreadsheets

Responses indicated extensive use of spreadsheets in the workplace. Features of
spreadsheets used in the workplace range from basic skills such as formulae, graphs,
tables, and filters to more advanced features such as merging, pivot tables, exporting,
importing data, linked worksheets, statistical analysis, CSV format for uploading
and creating users for email, and Moodle. All of the NUS graduates indicated that
all spreadsheet features covered in their degree are adequate for their work needs.

Presentation Tools

The most widely used presentation tool in the workplace is PowerPoint. Majority of
the respondents indicated that all of the features covered as part of the curriculum
adequately meet their needs in the workplace. Recommendations for presentation
tools and graphic tools were irrelevant as they have all been incorporated into the
new courses in graphic design and animation as well as the generic course HCS182.
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Graphics

Features of graphics tools used in the workplace included design of logos,
brochures, postcards, posters, advertising, business cards, notices, newsletters,
invitations, graphics websites, and slide shows, image retouching, and photo
editing. Software used include Dreamweaver, Adobe Photoshop and Illustrator,
and Publisher. Graphic tools are taught as part of the new Applied Computing
major in the Bachelor of Science. Graphic tools are also taught though at the
trades level Certificate in computer operations. The majority of the respondents
recommended the inclusion of Adobe Photoshop, Macromedia, and Flash which
are already incorporated into the new Graphic Design courses HCS188, HCS288,
and HCS388.

Databases

Features of databases used in the workplace include creating databases, queries,
forms, reports, macros, drag and drop programming, SQL programming, and
searching databases. The point to note is relatively to other topic areas, most of
the content of databases covered in the curricula are used in the workplace. Aspects
not covered in the syllabus at undergraduate level is web integration of databases
(SQL server 2016), and while Access is used in the curricula, some workplaces
are using other database management systems such as Oracle. In the area of
databases, suggestions for improvement included more focus on SQL programming
and introduction to CSPro, Oracle, MySQL, and other database platforms and web-
based database applications.

Online Tools

Online tools include online marketing, online utilities (e.g., backup and data
storage), online transaction processing, online surveys, as well as online social
forums, e.g., Facebook, email, and chat. There were no recommendations for
improvement of coverage of online tools.

Mobile Tools

Mobile tools used in the workplace include video, chat, text, email, scheduler, as
well as a variety of mobile apps such as videoconferencing (Messenger, FaceTime,
Skype). There were no recommendations for improvement of coverage of mobile
tools.
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Information Systems

The majority of respondents indicated that they used information systems, and fea-
tures used were all features currently taught within the curriculum. These included
systems development life cycle, case tools, systems analyses, systems design, and
systems evaluation. Respondents also gave examples of information systems such
as Spiceworks used for IT helpdesk management. Feedback on information systems
recommended coverage of different types of information systems as well as a
focus on database systems. However, database systems is already the focus of the
curriculum in this area.

Management of Information Systems

Features of management of information systems used in the workplace were all
features taught in the curriculum: Porter’s competitive forces, value chain, Rockarts
CSF, Nolan’s stages of growth, Mintzberg’s theory on bureaucracy, ICT strategic
planning, risk management, and disaster recovery. On the subject of management of
information systems, recommendation is for a stronger emphasis on security and on
strategic planning and risk management as there is a strong push in the ministries
for these skills.

Computer Programming

Programming languages used in the workplace included Visual Basic, Java,
JavaScript, VBScript, Html, .Net, PHP, SQL, RPG, C++, and Drupal. It must
be noted that compared to previous surveys, there has been a noticeable increase
in the use of programming languages with all respondents indicating use of one
or more programming languages. The single most prominent use of programming
languages in the workplace is for programming web pages. Recommendations for
programming included (i) inclusion of Perl, Python, PHP, and JavaScript in the
curriculum, (ii) programming to be taught at an earlier age, and (iii) more database
programming. JavaScript, however, is already taught in the undergraduate courses
as part of human computer interaction and web design.

5.3 Human Computer Interaction

Features used in the workplace include interface design life cycle, design of
interfaces (forms, reports), evaluation of interfaces, web page design, use of visual
basic for programming interfaces, and windows widgets with the majority of the
respondents indicating web design as the major use of HCI in the workplace.
In the area of human computer interaction, recommendations included the need
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to offer web design at NUS which has already been implemented. An important
recommendation is the need to cover web-based integration with databases as this
aspect is missing from the curriculum.

6 Summary and Conclusion

In summary, the current study has shown that the current Computing curriculum is
to a large extent relevant to the needs of industry. When compared to the findings of
the earlier surveys, the curriculum was now “more relevant” due to changes made
based on recommendations of these earlier surveys. There are recommendations for
improvements in the curriculum, identified in this study which need to be taken
on board such as emphasis on operating systems, cybersecurity, strategic planning,
problem-solving skills, and introduction of other database platforms such as Oracle
as well as more web-based languages such as PHP. However, on the overall, most
of the recommendations have already been included in the previous surveys and
already included in the curriculum. This is a significant improvement from the
last two graduate surveys where recommendations resulted in the incorporation of
operating systems, hardware and graphics design, and more networking practicals.
The recommendation for more emphasis on problem-solving supports the literature
and the importance of not just “hard skills” but also “soft skills” [16, 20]. Although
teamwork and problem-solving are taught to some extent in project-based work, the
emphasis on problem-solving needs urgent attention. As indicated by recent reports
from the World Economic Forum on jobs [22], the need for problem-solving skills
will become increasingly important over the next few years especially in jobs in
the ICT sector. Subsequently there also needs to be inclusion in future surveys of
some evaluation on soft skills. Also, one of the recommendations in the IT 2017
Curriculum review [12] is the focus of the curriculum on learning outcomes and
competencies. This points to the importance of the graduate profile, which is an
area that has not been included in the scope of past surveys and studies. Hence,
future surveys also need to include specific consideration of the graduate profile
and learning outcomes. The scope of the three surveys has been limited to the
undergraduate programs, and it is recommended that future surveys be extended
to include an evaluation of the postgraduate program.

The NUS Computing Department have already put in place some of the
recommendations from the research literature for improving relevance and closing
the gap between the curricula and industry needs. These include the establishment
of a CISCO academy to supplement graduate skills in IT; project-based courses
to provide teamwork skills and project experience; case studies to provide real-
life context and problem-solving; the inclusion of industry representatives on the
curriculum advisory board; the introduction of operating systems, hardware, and
graphics design into the undergraduate program; the establishment of a center of
excellence in IT to provide continuing professional development in areas which are
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developing rapidly; and the regular conduct of this survey to gauge relevance of our
Computing curriculum to industry.

The main recommendations for improving the curriculum are (i) an emphasis
on operating systems, cybersecurity, strategic planning, and problem-solving skills,
(ii) introduction of other database platforms such as Oracle, as well as (iii) more
web-based languages. Recommendations for improvement of the survey are (i) the
increase of scope to include an evaluation of the postgraduate diploma, (ii) the
inclusion in future surveys of questions on soft skills, and iii) specific consideration
of the graduate profile and learning outcomes.
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Undergraduate Program Curriculum
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and Technology with the IEEE Software
Engineering Body of Knowledge (SWE
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1 Introduction

The Software Engineering Undergraduate Program (SWE-Curriculum) at Jordan
University of Science and Technology (JUST) recently acquired and obtained an
accreditation from the Institute of Engineering and Technology (IET) [6]. However,
the curriculum of the said program needs further expansion to ensure its readiness
for any potential ABET accreditation [5] in the future as well as its readiness for
training programs, professional licensing, and certification of specialties in Software
Engineering. The SWEBOK-V3.0 [3] of the IEEE Computer Society [4] introduced
15 Software Engineering Knowledge Areas (SWE-KAs). Some of them are not
fairly covered or addressed in the said SWE-Curriculum. Table 1 lists these 15
SWE-KAs. Table 2 lists the Software Engineering courses (SWE-Courses) of the
said SWE-Curriculum [2].

This paper is a continuation of a previous paper (P#1) by the author in which
the SWE-KAs#1–5 were addressed [1]. As shown in Table 1, this paper represents
the second part (P#2) of the three parts of this research. It covers the second five
(SWE-KAs#6–10) of the fifteen SWE-KAs. The third paper (P#3) shall cover the
last five (SWE-KAs#11–15) of the fifteen SWE-KAs.

The SWE-KAs that are addressed in this paper are:

This paper is the second of three parts of the benchmarking research that the author has been
carrying on.
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Table 1 SWE-KAS (Software Engineering Body of Knowledge, SWEBOK-V3.0)

P#1 P#2 P#3

SWE-KA#

SWE KAs
(SWEBOK-V3.0)
[3] SWE-KA#

SWE KAs
(SWEBOK-V3.0)
[3] SWE-KA#

SWE KAs
(SWEBOK-V3.0)
[3]

1 Software
requirements

6 Software
configuration
management

11 SWE
professional
practice

2 Software design 7 SWE
management

12 SWE economics

3 Software
construction

8 SWE process 13 Computing
foundation

4 Software testing 9 SWE models and
methods

14 SWE math.
Foundation

5 Software
maintenance

10 Software quality 15 Engineering
foundation

Table 2 The SWE courses of the SWE-Curriculum at JUST

SWE Courses at JUST (SWE-Curriculum) [1]

SE210 Java Programming
[47]

SE321 Software
Requirements Eng [47]

SE430 Software Testing [50]

SE220 Software Modelling
[48]

SE323 Software
Documentation [48]

SE431 Software Security [51]

SE230 Fund. of Software
Engineering II [43]

SE324 Software Architecture
& Design [49]

SE432 Software Engineering
for Web Applications
[52]

SE310 Visual
Programming [44]

SE326 Software engineering
lab 1 [55]

SE440 Project Management
[53]

SE320 Systems Analysis
and Design [45]

SE471 Client/Server
Programming [56]

CS318 Human-computer
interaction (Elective)
[54]

SE441 Software Quality
Assurance [46]

1. SWE-KA#6: Software Configuration Management. Chap. 6 of the SWEBOK-
V3.0 elaborates on this SWE-KA. However, readers can refer to the many
references that are listed at the end of the said chapter. Examples of these
references are listed as well at the end of this paper [10–12].

2. SWE-KA#7: Software Engineering Management. Chap. 7 of the SWEBOK-V3.0
elaborates on this SWE-KA. However, readers can refer to the many references
that are listed at the end of the said chapter. Examples of these references are
listed as well at the end of this paper [13–19].

3. SWE-KA#8: Software Engineering Process. Chap. 8 of the SWEBOK-V3.0
elaborates on this SWE-KA. However, readers can refer to the many references
that are listed at the end of the said chapter. Examples of these references are
listed as well at the end of this paper [20–24].
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4. SWE-KA#9: Software Engineering Models and Methods. Chap. 9 of the
SWEBOK-V3.0 elaborates on this SWE-KA. However, readers can refer to
the many references that are listed at the end of the said chapter. Examples of
these references are listed as well at the end of this paper [24, 25].

5. SWE-KA#10: Software Quality. Chap. 10 of the SWEBOK-V3.0 elaborates on
this SWE-KA. However, readers can refer to the many references that are listed
at the end of the said chapter. Examples of these references are listed as well at
the end of this paper [26–36].

Section 3 provides the details of our research approach (in the three parts of
this research, P#1, P#2, and P#3) involving the reflection of the various topics
of these SWE-KAs onto the various courses of the said SWE-Curriculum. It is
worth mentioning that although this paper measures the coverage of the said SWE-
Curriculum with the SWE-KAs, our innovative approach is general and can be
applied to other Software Engineering academic programs.

The findings of this paper (P#2) demonstrated a decent degree of compliance
in the cases of the Software Engineering Management SWE-KA [13–19] and the
Software Quality SWE-KA [26–36] and a partial compliance in the cases of the
Software Configuration Management SWE-KA [10–12], the Software Engineering
Process SWE-KA [20–24], and the Software Engineering Models and Methods
SWE-KA [24–25]. As the Software Quality Assurance is currently an elective course
in the said SWE-Curriculum, this paper recommended to make this course a core
rather than an elective course in the said SWE-Curriculum.

This paper is organized in several sections. Section 1 is the Introduction. Section
2 discusses the related work. Section 3 elaborates on the research methodology
followed to carry on this research work. Section 4 composes five subsections where
each of them elaborates on the coverage of one of the second five SWE-KAs in
the SWE-Curriculum courses. Section 5 summarizes the findings of this paper, and
a set of recommendations is made for possible enhancements on the said SWE-
Curriculum to make it more compliant with the second five of the fifteen SWE-KAs
and thus to improve its readiness for any potential ABET Accreditation in the future.
Section 6 presents the conclusions of this paper.

2 Related Work

Early efforts toward organizing the teaching of Software Engineering include, but
not limited to, a paper by Bernhart, M. et al., “Dimensions of Software Engineering
Course Design” [7], and another one by Shaw, M. “Software Engineering Educa-
tion: A Roadmap” [8]. Nevertheless, it is very important that Software Engineers
read through the The Mythical Man-Month book of Brooks FP [9].

Qiu et al. [37] illustrated the problem-based learning approach that adopts a
blended learning environment, a combination of a face-to-face learning environment
and an eLearning environment for teaching undergraduate software engineering
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principles as well as collaborative skills. They surveyed applying the problem-
based learning approach that shows a vast student-felt comfortable learning using
problem-based learning, and their educational performances were also better than
anticipated.

Garousi et al. [38] investigated challenges facing fresh Software Engineering
graduates early in their professional careers. Their study claimed such challenges are
due to misalignment of the skills gained through their undergraduate period. They
discussed the consequence of Software Engineering graduates not having practice
along with soft skills in general before starting their careers, the value of certain
SE activities, and abilities in SE education (especially requirements engineering,
design, and testing).

Bastarrica et al. [39] surveyed software engineering students regarding relative
importance and challenge of different dimensions entailed in their projects. They
found out that the comparable value of soft skills develops. At the same time, that
of the technical challenge falls and that the surveyed students found planning of
the projects and collaboration more troublesome than they anticipated. Also, they
found statistically notable evidence that, for the soft skills they have measured, the
perceived corresponding relevance changes throughout the course. The surveyed
students tend to undervalue the difficulty involved in teamwork before starting their
Capstone Course. Therefore, they assumed that their students will be more alert to
this concern while handling the upcoming projects.

Barzilay et al. [40] proposed a multidimensional Software Engineering course
framework that is organized through four axes: fundamentals of SE, practices
and tools, productization, and technology evolution. Their proposed work support
students to have a comprehensive cross paradigm and at the same time provides
practical and theoretical experience. Each axis enables an examination of Software
Engineering from different perspectives. They also describe their experience of
teaching the course three times in the Tel Aviv University and the academic college
of Tel Aviv-Yafo, Israel.

Dekhane et al. [41] showed how to fill the gap in a project that needs knowledge
in two different domains by proposing the integration of these two domains and to
have one interdisciplinary project. The authors evaluated their proposed work by
providing software engineering students with authentic experiences involved.

Daimi et al. [42] proposed a model that faculty can incorporate in their Software
Engineering courses. The innovational approaches of brainstorming, critical think-
ing, case methods, problem-based learning, trimming techniques, and opportunity
recognition will be introduced. Each approach will be supplemented by some
examples from the Software Engineering domain. These approaches and their
accompanying examples aim to develop several entrepreneurial-mindset attributes.
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3 Research Methodology

The research approach followed to carry out this research (in P#1, P#2, and P#3)
work can be outlined in the following steps:

1. Dividing the SWE-KAs into the following two groups:

(a) Specialization SWE-KAs (SWE-KAs#1–10)
(b) Support SWE-KAs Knowledge Areas (SWE-KAs#10–15).

2. Splitting (due to the size of this research work) the Specialization SWE-KAs
(SWE-KAs#1–10) into two parts such that the first part (P#1) covers the first
five SWE-KAs (SWE-KAs#1–5) and the second part (P#2) covers the second
five SWE-KAs (SWE-KAs#6–10). Consequently, the third part (P#3) will cover
the Support SWE-KAs (SWE-KAs#11–15).

3. Inspecting the coverage of the SWE-KAs (in each of P#1, P#2, and P#3) in the
said SWE-Curriculum.

(a) The coverage of the Specialization SWE-KAs Knowledge Areas (P#1 and
P#2) will be inspected across the SWE Specialization courses across the
said SWE-Curriculum.

(b) The coverage of the Support SWE-KAs Knowledge Areas will be inspected
across the University with the College required courses across the said SWE-
Curriculum.

(c) The syllabus of each course in the said SWE-Curriculum will be carefully
reviewed to figure out its coverage of the various topics of the various SWE-
KAs.

(d) The latest version of the said SWE-Curriculum (the IET Accredited SWE-
Curriculum) will be used for this research work.

4. Classifying the coverage of each SWE-KA (in P#1, P#2, and P#3) in the said
SWE-Curriculum into one of the following levels:

(a) Fully Compliant (100%). This indicates that the concerned SWE-KA is fully
covered across one or more of the courses of the said SWE-Curriculum.

(b) Highly Compliant (75%–<100%). This indicates that the concerned SWE-
KA is highly covered across one or more of the courses of the said SWE-
Curriculum.

(c) Partially Compliant (50%–<75%). This indicates that the concerned SWE-
KA is partially covered across one or more of the courses of the said SWE-
Curriculum.

(d) Poorly Compliant (<50%). This indicates that the concerned SWE-KA
is poorly covered across one or more of the courses of the said SWE-
Curriculum.

5. Classifying the coverage of the main topics of each SWE-KA (in P#1, P#2, and
P#3) in the courses learning outcomes (CLOs) of the said SWE-Curriculum. The
learning outcomes are obtained from the syllabi of the courses of the said SWE-
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Curriculum, which can be accessed at [1]. The CLO coverage of each SWE-KA
is classified into one of the following levels:

(a) Fully Compliant (100%). This indicates that all main topics of the concerned
SWE-KA are fully declared as course learning outcomes (CLOs) across one
or more of the courses of the said SWE-Curriculum.

(b) Highly Compliant (75%–<100%). This indicates that most of the main topics
of the concerned SWE-KA are declared as course learning outcomes (CLOs)
across one or more of the courses of the said SWE-Curriculum.

(c) Partially Compliant (50%–<75%). This indicates that part of the main topics
of the concerned SWE-KA are declared as course learning outcomes (CLOs)
across one or more of the courses of the said SWE-Curriculum.

(d) Poorly Compliant (<50%). This indicates that few of the main topics of
the concerned SWE-KA are declared as course learning outcomes (CLOs)
across one or more of the courses of the said SWE-Curriculum.

6. Shortage identification and making recommendations. At the end of each part
(P#1, P#2, and P#3), the coverage compliances (or shortages) will be identified,
and recommendations will be made such that new courses shall be introduced
into the curriculum or existing ones shall be enhanced and/or revised in the said
SWE-Curriculum.

7. Verifying the achievement of the research prime objective. The overall purpose
of this work is to facilitate the potential ABET Accreditation of the SWE
Undergraduate Program of JUST.

4 SWE-KAS Coverage in the SWE-Curriculum at JUST

The following set of tables (Tables 3, 4, 5, 6, and 7) illustrate the coverage of each
of the second five SWE-KAs in the various Software Engineering Courses (SWE
Courses) at JUST.

4.1 Coverage of the SWE-KA#6 (Software Configuration
Management)

Table 3 concludes the following:

1. The SWE-KA#6 (Software Configuration Management) seems to be Partially
Compliant in the said SWE-Curriculum through the SE441 Software Quality
Assurance course. The SE441 course addresses the various Software Configura-
tion Management topics, but without going into details.
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Table 3 SWE-KA#6 (SW Configuration Management) and its coverage in JUST SWE-
Curriculum

Software Configuration Management KA (SWEBOK-V3.0) Partially covered in

1. Management of the SCM process SE441
Organizational context for SCM SE441
Constraints and guidance for the SCM process SE441

2. Planning for SCM SE441
SCM plan SE441
Surveillance of software configuration management SE441
Software configuration identification SE441
Identifying items to be controlled SE441
Software library

3. Software configuration SE441
Requesting, evaluating, and approving software changes SE441
Implementing software changes SE441
Deviations and waivers SE441

4. Software configuration status accounting SE441
Software configuration status information SE441
Software configuration status reporting SE441

5. Software configuration SE441
Software functional configuration audit SE441
Software physical configuration audit SE441
In-process audits of a software baseline SE441

6. Software release management and delivery SE441
Software building SE441
Software release management auditing SE441

7. Software configuration management tools SE441

2. None of the main topics of the SWE-KA#6 (Software Configuration Man-
agement) contributes to the learning outcomes of the SE441 Software Quality
Assurance course.

4.2 Coverage of the SWE-KA#7 (Software Engineering
Management)

Table 4 concludes the following:

1. The SWE-KA#7 (Software Engineering Management) seems to be Fully Com-
pliant in the said SWE-Curriculum through the SE440 Software Engineering
Management course. The SE40 course covers the various Software Engineering
Management topics.
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Table 4 SWE-KA#7 (SWE Management) and its coverage in JUST SWE-Curriculum

SWE Management KA
(SWEBOK-V3.0) Fully Covered in CLOs Relevance
1. Initiation and scope
definition SE 440

CLO1-to-CLO6 of the
SE440

1.1 Determination and
negotiation of requirements

SE 440

1.2 Feasibility analysis SE 440
1.3 Process for the review and
revision of requirements

SE 440

2. Software project planning SE 440
2.1 Process planning SE 440
2.2 Determine deliverables SE 440
2.3 Effort, schedule, and cost
estimation

SE 440

2.4 Resource allocation SE 440
2.5 Risk management SE 440
2.6 Quality management SE 440
2.7 Plan management SE 440
3. Software project enactment SE 440
3.1 Implementation of plans SE 440
3.2 Software acquisition and
supplier contract management

SE 440

3.3 Implementation of
measurement process

SE 440

3.4 Monitor process SE 440
3.5 Control process SE 440
3.6 Reporting SE 440
4. Review and evaluation SE 440
4.1 Determining satisfaction
of requirements

SE 440

4.2 Reviewing and evaluating
performance

SE 440

5. Closure SE 440
5.1 Determining closure SE 440
5.2 Closure activities SE 440
6. Software engineering
measurement

SE 440

6.1 Establish and sustain
measurement commitment

SE 440

6.2 Plan the measurement
process

SE 440

6.3 Perform the measurement
process

SE 440

6.4 Evaluate measurement SE 440
6.5 Software engineering
management tools

SE 440

6.6 Matrix of topics vs.
reference material

SE 440
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All of the main topics of the SWE-KA#7 (Software Engineering Manage-
ment) contribute to the learning outcomes of the SE440 Software Engineering
Management course.

4.3 Coverage of the SWE-KA#8 (SWE Process)

Table 5 concludes the following:

Table 5 SWE-KA#8 (SWE Process) and its coverage in JUST SWE-Curriculum

SWE Process KA
(SWEBOK-V3.0) Covered in CLOs Relevance

1. Software process definition SE441/SE324/SE230
Software process

management
SE230

Software process
infrastructure

SE230

2. Software life cycles SE324/SE230
Categories of software
processes

SE230/SE440 CLO4

Software life cycle models
Software process

adaptation
SE230

Practical considerations SE430/SE230
3. Software process
assessment and improvement

SE230

Software process
assessment models

SE230

Software process
assessment methods

SE230/SE440 CLO4 of the SE440

Software process
improvement models

SE230

Continuous and staged
software process ratings

SE230

4. Software measurement SE324/SE230/SE441/SE323
Software process and

Product measurement
SE230

Quality of measurement
results

SE441

Software information
models

Software process
measurement techniques

SE230

5. Software engineering
process tools

SE440 CLO4 of the SE440
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1. The SWE-KA#8 (Software Engineering Process) seems to be Partially Com-
pliant in the said SWE-Curriculum through the following courses: (i) SE230
Fundamentals of Software Engineering, (ii) SE324 Software Architecture and
Design, (iii) SE323 Software Documentation, (iv) SE440 Software Project
Management, and (v) SE441 Software Quality Assurance.

2. Some of the topics of the SWE-KA#8 (SWE Process) contribute to the learning
outcome CLO4 of the SE440 course, while none of these topics contributes to
the learning outcomes of the SE320, SE324, SE323, and SE441 courses.

4.4 Coverage of the SWE-KA#9 (SWE Models and Methods)

Table 6 concludes the following:

1- The SWE-KA#9 (SWE Models and Methods) seems to be Partially Compliant
in the said SWE-Curriculum through the following courses: (i) SE220 Software
Modelling, (ii) SE321 Software Engineering Requirements, (iii) SE324 Software
Architecture and Design, (iv) SE440 Software Project Management, and (v)
SE441 Software Quality Assurance.

2- All of the main topics of the SWE-KA#9 (SWE Models and Methods) contribute
to the learning outcomes of the SE220 course.

3- The last two topics of the SWE-KA#9 (SWE Models and Methods) contribute
to the learning outcome CLO2 of the SE440 course.

4.5 Coverage of the SWE-KA#10 (Software Quality)

Table 7 concludes the following:

1- The SWE-KA#10 (Software Quality) seems to be Fully Compliant in the said
SWE-Curriculum through the following courses: (i) SE430 Software Testing and
(ii) SE441 Software Quality Assurance.

2- All of the main topics of the SWE-KA#10 (Software Quality) contribute to the
various learning outcomes of the SE441 course.

5 Discussion and Recommendations

As indicated earlier, this paper checks the compliance of the SWE-Curriculum at
JUST with the second five of the fifteen SWE Knowledge Areas (SWE-KAs#6–10)
that are indicated in the Software Engineering Body of Knowledge (SWEBOK-
V3.0) of the IEEE Computer Society. Table 8 provides an overall view of the
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coverage of the SWE-KAs#1–10 (SWE-KAs#1–5 comes from part 1 [1]) in the said
SWE-Curriculum.

As indicated in Table 8, the compliance of the said SWE-Curriculum with the
first ten SWE-KAs can be either Fully Compliant, Highly Compliant, Partially
Compliant, or Poorly Compliant.

The previous paper (P#1) [1] recommended the introduction of the following two
new courses on:

(a) Software Construction (based on Chap. 3 of the SWEBOK-V3.0)
(b) Software Maintenance (based on Chap. 5 of the SWEBOK-V3.0)

Consequently, the Author would recommend the following in this paper:

1. The settlement of the Software Quality Assurance course as a core course rather
than an elective one in the said SWE-Curriculum.

2. The introduction of the following three new courses on:

(a) Software Configuration Management: This course is strongly recommended
to be based on Chap. 6 of the SWEBOK-V3.0 such that all required Software
Construction related topics are covered in it.

(b) Software Engineering Process: This course is strongly recommended to be
based on Chap. 8 of the SWEBOK-V3.0 such that all required Software
Construction related topics are covered in it.

Table 6 SWE-KA#9 (SWE Models and Methods) and its coverage in JUST SWE-Curriculum

SWE Models and Methods KA (SWEBOK-V3.0) Covered in CLOs Relevance

1. Modelling SE220 CLOs of the SE220
1.1 Modelling principles SE220
1.2 Properties and expression of models SE220
1.3 Syntax, semantics, and pragmatics
1.4 Pre-conditions, post-conditions, and invariants
2. Types of models
2.1 Information modelling SE220
2.2 Behavioral modelling SE220
2.3 Structure modelling SE220
3. Analysis of models SE220
3.1 Analyzing for completeness SE441
3.2 Analyzing for consistency SE324
3.3 Analyzing for correctness SE441
3.4 Traceability SE321
3.5 Interaction analysis SE440
4. Software engineering methods
4.1 Heuristic methods
4.2 Formal methods
4.3 Prototyping methods SE321/SE440 CLO2 of the SE440
4.4 Agile methods SE440
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Table 7 SWE-KA#10 (SW Quality) and its coverage in JUST SWE-Curriculum

Software Quality KA (SWEBOK-V3.0) Covered in Declared in the following CLOs

1. Software quality fundamentals SE441 CLO1-to-CLO10 of the SE441
1.1 Software engineering culture and ethics SE441
1.2 Value and costs of quality SE441
1.3 Models and quality characteristics SE441
1.4 Software quality improvement SE441
1.5 Software safety SE441
2. Software quality management processes SE441
2.1 Software quality assurance SE441
2.2 Verification & Validation SE441
2.3 Reviews and audits SE441
3. Practical considerations SE441/SE430
3.1 Software quality requirements SE441
3.2 Defect characterization SE441
3.3 Software quality management techniques SE441
3.4 Software quality measurement SE441
4. Software quality tools SE441

(c) Software Models and Methods: This course is strongly recommended to be
based on Chap. 9 of the SWEBOK-V3.0 such that all required Software
Construction related topics are covered in it.

6 Conclusions

This paper reflects the compliance of the SWE-Curriculum at JUST with the SWE-
KAs#6–10 of the Software Engineering Body of Knowledge of the IEEE Computer
Society.

The SWE-KA#7 Software Engineering Management and the SWE-KA#10
Software Quality are fully covered (Fully Compliant) in the said SWE-Curriculum.
While the remaining three SWE Knowledge Areas (SWE-KA#6 Software Con-
figuration Management, SWE-KA#8 Software Engineering Process, and SWE-
KA#9 Software Engineering Models and Methods) are partially covered (Partially
Compliant) in the said SWE-Curriculum. Therefore, the author recommended the
introduction of three new courses on (i) Software Configuration Management, (ii)
Software Engineering Process, and (iii) Software Engineering Models and Methods
into the said SWE-Curriculum. These three new courses come in addition to the two
courses that were recommended in the previous part of this research (P#1) [1] (e.g.,
Software Construction and Software Maintenance courses). Also, in this paper, the
author recommended that the existing Software Quality Assurance course becomes
a core course rather than an elective one in the said SWE-Curriculum.
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Design for Empathy and Accessibility:
A Technology Solution for Deaf
Curling Athletes

Marcia R. Friesen, Ryan Dion, and Robert D. McLeod

1 Introduction

This work presents a redeveloped introductory course in Digital Systems Design,
often considered a course on embedded systems and IoT, in an undergraduate
computer engineering program at a Canadian university. The course was moved
from a theory-driven course to a team project-based course that expanded its
technical focus to encompass a new design paradigm, an intentional focus on design
for accessibility—in this case, for deaf curling athletes—and an augmentation
with knowledge transfer topics around the engineering design tasks. This chapter
describes the course and the motivations for its redesign.

2 Background

The course, ECE 3760 Digital Systems Design 1, is a required course in the
undergraduate Computer Engineering program. It typically enrolls 20–30 students,
and it has historically focused on embedded systems design and an increasing
emphasis on IoT. As a student asked, though, “what is not considered an embedded
system these days?”

The course was redeveloped in 2019–2020 in light of program accreditation
requirements that continually emphasize design alongside theory in the curriculum,
for opportunities for students to develop teamwork, communication, and other
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professional skills, and with the support of the NSERC Chair in Design Engineering
in Sustainable Design.

In its redevelopment, the course was purposely built around a central design
project with both group and individual elements for students, and the design project
was chosen as an assistive technology product.

2.1 Design Project: Technology Solutions for Deaf Curling
Athletes

In the sport of curling, a team of four throws a total of eight rocks down the curling
sheet playing against another team of four (and their eight rocks), with the objective
to land as close to the center (“button”) of the target (“house”) at the other end of
the sheet of ice. The trajectory of the curling rock is determined both by the release
of the player throwing the rock and by the sweeping of one, two, or all three other
team members of the ice in front of the rock as it travels down the 156 ft ice sheet.
Sweeping in front of the rock can extend its range and change its trajectory, or both,
and it is a critical skill in the game of curling. Who sweeps, when to sweep, when
to stop sweeping, and how hard to sweep are real-time decisions called by the skip
(team leader) as the rock is travelling down the ice.

In most games, the sweepers can listen for and hear the skip’s instructions as
they walk or slide down the ice alongside the rock in play. Once sweeping, the
player will often be exerting considerable force through their shoulder and arm to
sweep, requiring their full attention.

Deaf curlers are at a considerable disadvantage when it comes to sweeping,
because they have to constantly look back and forth from the rock/ice to the skip
at the end of the sheet to receive visual signals to sweep or not sweep. In relation to
hearing curlers, deaf curlers receive instructions on a delay, they lose power in their
sweeping position as they are rotating their torso and head back and forth from the
ice to the skip, and they are also at higher risk of “burning” a rock (taking it out of
play by touching it with their broom).

The class was challenged to design a technology solution for deaf curling athletes
that would allow them to receive sweeping signals from the skip and that would
allow them to keep their eyes on the rock as they travelled down the ice sheet.

2.2 Conceptual Frameworks

Several conceptual frameworks were considered together to guide the course
development, including sustainable design, a modified design cycle that explicitly
incorporates empathy, and design for accessibility.



Design for Empathy and Accessibility: A Technology Solution for Deaf. . . 105

Sustainable design may be considered under the broader umbrella of sustainable
development. Sustainable development may be defined as economic development,
social inclusion, and environmental sustainability, all enacted under good gov-
ernance. It has also been defined as development that meets the needs of the
present without compromising the ability of future generations to meet their own
needs. Sustainable design is design that is aligned with sustainable development
principles, and it includes attention to life-cycle low-impact materials, life-cycle
energy efficiency, reuse and renewability, biomimicry, new relationships between
people and products, and social equity outcomes that are inherent in the UN
Sustainable Development goals [1–4].

The second conceptual framework for the course is the engineering design cycle
[5]. There are many visual representations of the well-known design cycle (Fig.
1), which is typically introduced in the first year of an engineering program and
practiced in courses throughout the curriculum, often culminating in a senior-year
capstone design project. Although the choice of words may differ, the familiar
engineering design cycle typically includes:

• Defining or identifying the problem
• Requirements gathering

– Functions, objectives, constraints
– Stakeholders: Users, operators, clients, others
– Info gathering: codes, standards, etc.
– Background research

• Generating ideas, brainstorming, sketching, discussing
• Decision-making: selecting an idea, building, prototyping
• Testing: evaluating, analyzing, checking
• Iterating, re-designing
• Communicating, sharing

While this design process has indeed led to world-changing and life-changing
technology solutions, it has not always hit the mark. The literature is replete with
examples where design has not considered its users fully, or has discounted the
needs of some users.

The examples range from the original automobile crash test dummy being
modelled on the 90th percentile Caucasian male body height and weight, as male
muscle mass distribution, bone density, vertebrae spacing, and body sway. It was
only in 2011 when a female crash test dummy began to be used in testing in the
United States. As a result of these design choices, when women are involved in a
car crash, they are 47% more likely than men to be seriously injured, 71% more
likely to be moderately injured, and 17% more likely to die even when researchers
control for factors such as height, weight, seatbelt usage, and crash intensity [6].

Other examples of incomplete design are as diverse as they are hidden in plain
sight. The formula to determine standard office temperature was developed in the
1960s around the metabolic resting rate of the average man. A Dutch study found
that the metabolic rate of young adult females performing light office work is



106 M. R. Friesen et al.

Fig. 1 Typical engineering design process. (Source: https://www.learningtreecanada.com)

significantly lower than the standard values for men doing the same activity. In fact,
the formula may overestimate the female metabolic rate by as much as 35%. Thus,
current offices are on average five degrees too cold for women, leading to lowered
productivity due to discomfort. In many jurisdiction, employers are legally required
to provide personal protective equipment (PPE) on the job. Most PPE is designed
for the sizes and characteristics of male populations from Europe and the United
States. Women are often “accommodated” by giving them the smaller sizes of suits,
goggles, harnesses, vests, etc. However, the “standard” US male face shape for dust,
hazard, and eye masks means they don’t fit most women, as well as lots of black
and minority ethnic men. In protective services, women often report that PPE like
body armor, stab vests, and jackets did not protect them adequately and/or allow
them to do their jobs effectively due to differences in body proportions of chest,
hips, and thighs between women and men. Users reported injuries from the PPE

https://www.learningtreecanada.com
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Fig. 2 Stanford d.school design thinking. (Source: http://www.theagileelephant.com)

itself and from the PPE not serving its purpose properly on the bodies of women
and “nonstandard” men [6].

Originating with Hasso Plattner, Christoph Meinel, Larry Leifer, and colleagues
and carried forward by the d.school at Stanford University [7], a modified design
cycle is proposed (Fig. 2) which explicitly introduces Empathize as the first step,
that is, learning about the audience for whom you are designing. This involves
nonjudgmental processes of listening to users with a focus on understanding stories
and the emotions behind them. In the course, Stanford’s model of design thinking
and social in the definition of Sustainable Design come together in the project to
design a technology solution for deaf curling athletes.

Equity is understood as one strategy to achieve fairness. Another strategy would
be equality, in which everyone is given the same thing (sameness). However,
equality can only produce fairness if everyone starts from the same place and needs
the same help. Equity is giving everyone what they need to be successful or giving
everyone access to the same opportunity.

The third conceptual framework brought to the course is the HAAT model of
assistive technology design [8]. The HAAT model considers the human, the activity,
and the assistive technology. These considerations include the human’s abilities
and skills across cognitive, physical, and affective domains. It also considers
the physical, cultural, social, and institutional contexts within which the assistive
technology is used, including such qualitative features as stigma associated with
some forms of assistive technology.

http://www.theagileelephant.com
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3 Course Design

Built around the project of designing a technology solution for deaf curling athletes,
the course was designed to flow through a range of topics. These included:

• Conceptual stances: Engineering design processes and stages; ethics and equity
in design; and design of assistive technology

• Technical considerations in their projects: Wireless communication options;
networking; security; power options; user interface options and ergonomics; and
component integration

• Functional and physical prototyping
• Allied topics for knowledge transfer: Business development, technology market-

ing, intellectual property protection, and moving toward commercialization to
build awareness of allied professionals with whom engineers will work or areas
into which their own careers may advance

The first and fourth topics above represented the major departure from the
historical delivery of this course in the curriculum. These topics were advanced
over a traditional 13-week term (3 hours/week plus laboratories) by two co-
instructors and augmented by content area experts as guest speakers. The associated
assignments were as follows:

• Specifications document for the design (one per student and then a revised
document as one per team).

• Choice of a marketing plan or a business plan for the design (one per team).
• Provisional patent application for the design (one per student).
• Two-minute elevator pitch or design review (depending on design stage).
• The final project components consisting of a functional prototype of the design

and physical 3D model of the sweeper and skip interface (one per group), a
conference-style poster of the design (one per group), a group presentation of
the design (one per group), and a final reflection piece on the design and the
course.

• These formal assignments were augmented by regular (1–2 times/week) “short
snappers,” that is, assignments that would take 10–30 minutes to complete and
reinforced the day’s or week’s materials. These collectively offered 5% extra
credit to students who completed them. Topics included curling rock physics,
flowcharts, state charts, message sequence charts, activity diagrams, bit address-
ing, brain teasers, and examples of poor designs students have encountered.

Several elements intentionally highlighted the Empathize stage of the modified
design process. In the specifications assignment, the first version was written
individually by each student. Traditional design process criteria for specifications
were required, including functions (verbs), objectives (adjectives), constraints, and
documenting the context, users, and stakeholders. This was done before the first
lab session (described below). After the first lab and now as a design group (4–5
members), a revised specification document was written as a group document. In
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the second version of the specifications document, students were guided to write
in an appreciative framework, rewriting negative statements like “it must not . . . ”
or “it cannot be . . . ” as “it will . . . .” Further, top-level functions were re-framed
into human-centric problem statements, that is, to write from the curler’s point of
view, not the device’s point of view. Statements like “the device should . . . ” were
re-written to “the curler should be able to . . . ” or “the curler will . . . .” The revised
specifications were then provided to a deaf curling team for their feedback.

Further, the first lab in the course (of five labs overall) consisted of the class
going to a local curling club to observe the physical environment (size, temperature,
lighting, social interactions, etc.) as well as learning and playing the game. For all
but two students, it was the first time playing the game. In the laboratory report for
the first lab, students reflected on their observations of the environment, the game,
and the various stimuli and demands on the players. These observations ranged
from the size of the rink and the length of the ice sheet, the low temperature in
the building, the noise levels, the lighting, social interactions on neighboring ice
sheets, interactions between team members in a given game, the duration of a single
play, the clothing worn during play, the hardness of surfaces, the networking options
within an arena, and more. Students were also asked to explicitly consider how
a deaf curler would experience the game, and some students brought earplugs to
assist in that exercise.

The other four labs introduced students to the TM4C123GXL LaunchPad Devel-
opment Kit by Texas Instruments and the CC3100 WiFi BoosterPack. These were
selected as they are fairly well entrenched in the embedded systems community
with considerable online support, particularly from J. Valvano at the University of
Texas at Austin. Some of the groups suggested the PIC32 or Arduino as alternatives.
Although these are reasonable suggestions, we also wanted the groups to use
hardware and IDEs that they had not yet encountered. The first hardware lab
was an introduction into the Keil IDE and simple experimenting with LEDs and
establishing a WiFi connection. The second lab introduced switches and timers. The
third and fourth labs introduced a more integrated design that would functionally
emulate the design the groups had come up with. In addition to the LaunchPad and
BoosterPack, the lab kit included rudimentary switches and LEDS.

Several of the groups had also considered incorporating patch vibrators into their
design, for sweeper notification and accelerometers as part of the skip’s controller.
As this was the inaugural year of the design project, we had not anticipated
inventiveness and novelty of the student designs. Thus, if employed in functional
prototypes, their function had to be emulated. In the coming year, we will include
considerably more options within the lab kit in an attempt to meet the inventiveness
of the student designs.
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4 Students’ Designs

The students, working in groups of four to five members, created five designs that
all consisted of a controller for the skip to communicate sweeping instructions to
the sweepers and a device by which the sweepers will receive and perceive the
instructions. The essential instructions are to either sweep or not sweep, and the next
level of complexity is that if sweeping, whether to sweep “normally” or whether to
sweep hard. However, in even recreational league play, the skip will also want to
communicate whether they want one or two sweepers to sweep, and, if only one,
which one (usually identified by being to the right or left of the rock as it travels
down the ice).

Some of the combinations devised by students consisted of:

• The skip using a handheld remote with buttons to communicate sweeping
instructions to a LED bank attached to either the face or handle of the sweepers’
brooms

• The skip using an app on their phone to communicate sweeping instructions to a
LED bank attached to either the face or handle of the sweepers’ brooms

• The skip using a glove-like or handheld controller with gesture, inferencing
from an accelerometer device to use hand and arm movements to communicate
sweeping instructions to the sweepers

• A button-based skip controller to a vibrating motor(s) embedded in an undershirt
worn by the sweepers

In each case, the communication between skip controller was over WiFi as that
was what the BoosterPack provided and would meet any range requirements. Most
designs used a phone as a WiFi hotspot effectively serving as an access point.

For students using an LED bank to represent sweeping instructions, their
combinations included solid and flashing lights to signify sweeping (e.g., solid green
to sweep, flashing green to sweep hard, and solid red to stop sweeping) and various
configurations for signaling to only one or the other sweeper, or both. Two student
teams also considered red-green color-blindness for the sweepers and designing the
LED device to use physical positioning of the LEDs to create separation between
red and green LEDs.

As they refined their prototypes, students were confronted with a number of
physical and ergonomic issues, including how a remote held by the skip needs to
be quickly accessible after the skip throws their own rock (and is holding their
own broom in their other hand), intuitive button placement on a remote that follows
natural finger and thumb movements, whether flashing LEDs are perceptible when
sweeping fast, and whether vibrations on the body are perceptible when moving and
wearing other heavy clothing.

Technical considerations included the wireless communication options (or lim-
itations) in an arena, durability of devices used on an ice surface, and battery life
in an ambient temperature of −3◦ C (27◦ F) in a curling arena. In addition, most
students recognized a variety of alternatives for the wireless connectivity which may
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Fig. 3 Rendering of the
phone sleeve physical model
for the skip

be preferable, for example, BLE between the skip’s controller and their smartphone
as being preferable to WiFi. If a smartphone were to serve as the skip’s controller,
consideration had to be given to ergonomics: how could one ensure that it were
being used correctly while the skip is preoccupied with watching the rock and not
able to look at the phone while providing their sweeper directions?

It was also a very valuable exercise to have the two-minute design review or
elevator pitch (depending on the teams’ design stage) as students were able to
discuss design choices made by others and incorporate some of the ideas into
their own design. The most significant of these were resolving how the skip would
communicate to two or three sweepers who could arbitrarily be on either the left or
right side of the rock.

The following are some of the physical design models suitable for 3D additive
manufacturing. The first (Fig. 3) is a skin that would fit over a phone and facilitate
tactile control. In this particular design, the user can differentiate between the left
and right sliders via a tactile guide across the middle of their screen, without having
to look at the screen.

A second aspect of the design is the broom attachment. Most of the groups settled
on something similar to that of Fig. 4. As in the example in Fig. 4, the designs had
holes for red and green LEDs in some configuration as well as means or affixing
the device to the broom. Only one of the groups had a provision on the broom
attachment for selecting the left or right side of the rock for sweeping.

We asked the students to consider a physical prototype for several reasons,
including evaluating the functionality and ergonomics of their design in real use.
Figure 5 illustrates a design that would be attached to the broom that the skip would
hold. In Fig. 5, the controller is attached to the broom (potentially with a Velcro
strap and rubber pad to hold in place, attachment method pending). It is meant to
ergonomically fit the hand. Two two-step push buttons actuated with the index finger
are used to control the two sweeper channels.

Figure 6 was one of the more comprehensively thought-out designs that captured
the initial statechart (Fig. 7) of the design for that group. The statechart (Fig. 7) was
the initial design entry point for refining functionality of both the skip controller
and the broom devices. These were student-driven with little or no feedback from the
instructors as we did not want to unduly influence the design process through group-
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Fig. 4 3D model of the
broom attachment

Fig. 5 3D model of the skip
controller

think. General feedback was provided, such as “ensure your design can account for
two out of three sweepers being in either the left or right side of the rock.”

As instructors, we provided feedback to each group from the perspective of being
curlers, although we not deaf. While our clients, the deaf curling team, were very
interested to remain involved in email communication with the instructors, they
were not comfortable communicating directly with students via email nor attending
in class with ASL interpreters. We also tried to serve as proxies for deaf curlers
in trying to keep the designs user-centric. For example, having a design like Fig.
5, while likely ergonomic, is attached to the skip’s broom However, while the skip
is throwing their own rocks, the control or line calling defaults to the vice-skip or
third.
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Fig. 6 3D model of the skip
controller with “left,” “right,”
and “both” switch as well as
sweeping vigor control

Fig. 7 The initial statechart from which the skip controller physical prototype of Fig. 6 was based

5 Discussion and Conclusion

Overall, as instructors, we were pleased with the first iteration of the course and
with students’ receptiveness to the course. It is well-known that students build
perceptions of courses by asking friends who have previously taken the course, and
it was apparent that students perceived this to be a significant departure from the
course in previous years. It is also well-known that attendance can be one indication
of engagement, and we were pleased to see very strong attendance throughout
the term. Because of the degree of new material presented as well as the degree
of nontechnical material presented, it is incumbent upon us as instructors to be
especially mindful to provide students with ongoing guidance of how each piece fits
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into the whole and to recognize the level of intellectual work it takes to integrate a
varied range of information for the first time. In line with good teaching and learning
practices, we began each class with a degree of “wayfinding” to remind students
where we had been, where we were going, and where the present class fit into the
overall map of the course. This appeared to be important to ease anxieties about a
course and project that stretched students in several areas.

It is also clear that for a course such as this with an actual product design in mind,
the hardware materials available to the students have to be flexible, in this case, for
example, inclusion of accelerometers and vibrators. In addition, although we were
focusing on functional and physical prototypes, in the future, additional emphasis
will be on low-power and power-saving modes. As we also want to continue with the
same design for 2–3 years, we will shift toward incremental design improvements
as opposed to the tabula rasa of this year. Future designs should also place greater
emphasis on security and the use of IoT frameworks such as MQTT.

We were pleased to have the opportunity to integrate design for accessibility and
equity into the course in a meaningful way. Both instructors are highly interested
in curling, and although none of the students were curling athletes, they built an
appreciation for the sport and in particular for the challenges facing deaf curlers
over the duration of the course. Because the term coincided with major national
and international curling competitions, there were a myriad of ways to highlight
how the design was not in any way a “toy problem” but rather a niche awaiting
entrepreneurial ideas. That being said, it is also the case that any modifications to
athletic equipment used in competitive play would require vetting and approval by
the sport bodies, such as Curling Canada.

In future iterations of the course, we will explore ways to engage the clients with
the students directly while respecting the clients’ abilities and desires. In this case,
the deaf curlers were pleased to receive email information from instructors but were
very reticent to engage directly with students.

One of the final assignments in the course (ending April 7, 2020) is for students
to write a reflection piece. They are given a wide berth in this reflection, encouraged
to comment on what went well in the project, what did not go well, and what they
would do differently if they had to do it again. Students were encouraged to think of
these first three questions from a technical point of view, design and team processes,
social dynamics, integration of multiple objectives of equity and accessibility, client
perspectives (in this case, deaf curlers), etc. Students were also encouraged to reflect
on their key takeaways or learnings from this process (positive insights and difficult
realizations alike), what they are proud of in the process, and what else sticks with
them about the project and the process.

In their reflection pieces, students indicated that the opportunity to design
something from conceptual design to completed prototype was a welcome task,
as many felt it eased their nervousness for the senior capstone design course in the
coming year by giving them a “practice run.” Students also found motivation in
working on a design problem with real-world impacts for people with disabilities.
Students also indicated that including allied elements of designs was eye-opening
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to them, for example, a provisional patent application and the choice of a business
plan or marketing plan.

Using the first lab period to go curling was well received, and most said it
was extremely helpful to understand the problem better. Many commented on
the differences in watching curling videos as opposed to being present in the
curling club and noting the physical environment. Because of most students’ lack of
familiarity with curling, spending time generating ideas and vetting ideas as a class
was very useful.

Like most North American colleges and universities, the academic term was
cut short due to the COVID-19 pandemic. Very abruptly on March 12, 2020, our
institution ceased in-person classes, and the final 3 weeks of the 13-week course
had to take place remotely and online. While this hampered some teams’ abilities
to take their design to a final physical and functional prototype, all teams were
able to demonstrate their design as proof-of-concept, and all submitted their final
presentations by video and e-poster. The students’ creativity, resilience, and ongoing
enthusiasm are to be highly commended.
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An Investigation on the Use of WhatsApp
Groups as a Mobile Learning System
to Improve Undergraduate Performance

A. Rushane Jones and B. Sherrene Bogle

1 Introduction

In this technology-driven world, there is no doubt that the Internet plays a vital role
in information exchange between individuals and businesses [1]. The widespread
use of WhatsApp among university students and the frequency of its use suggested
that it could be used as a nonintrusive learning platform and would bolster the
educational potential of this predominantly social platform [2–4].

Some of the major benefits of social network sites are that they are inexpensive,
easy to use, convenient, and entertaining, as long as there is reliable Internet
and electricity. Their use doesn’t require obtaining costly hardware tools such as
laptops and PCs and can be used to motivate students, replace learning management
systems, and assist with communication between instructor and student [2, 3, 5].

Research has proven that the use of social media can improve the academic per-
formance of students in higher learning by providing a familiar online environment
that is directed at tertiary education [2, 4, 5]. The goal of the work within this study is
to assess the creation and use of a WhatsApp group that allows students to engage in
a more sociable class setting. The aim is to promote growth and discussions beyond
the confines of the typical classroom, in order to boost academic performance and
interest.
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1.1 Background

The island of Jamaica, a developing country, is home to 2.934 million people and
has five recognized universities and several colleges island-wide, each with diverse
courses and learning methodologies [5–7].

Social media sites have had exponential growth since their inception. WhatsApp,
which is currently the most popular mobile messaging app, boasts 1.5 billion
monthly users in 180 countries, with its stablemate, Facebook Messenger, being
0.2 billion users behind which accounts for the predominant use of mobile devices
among undergraduate students [8].

The average college student spends approximately 3 hours per day on
WhatsApp [9].

The participants of this study were animation students in their freshman and
sophomore years. Students participated in a blended mode of delivery where the
instructors of the respective courses used WhatsApp groups as a learning manage-
ment system and reported higher levels of motivation and class engagement. The
conceptualized framework made use of the second thesis of Anderson’s Interactivity
Equation in order to investigate the major influences of motivation toward learning
and why this phenomenon occurred with students who were more active in the class
while using the created WhatsApp groups [3, 5, 10, 11].

The most common teaching methodology in higher education takes place in a
classroom setting with lectures, tutorials, and practical classes creating different
settings, such as quizzes and discussions group activities, and in some cases,
students are referred to a Learning Management System to interact with [12–14].

1.2 Contribution

Several studies have embarked on the use of WhatsApp by students as a means
of an e-learning environment in developing countries. There have been studies on
how the use of WhatsApp affects students in higher education, but very few look
at the deliberate use of instructor-driven WhatsApp groups in improving academic
performance of tertiary students in developing countries.

The students and faculty of the National University will always be introduced to
new technology as time progresses, and so it is important to prepare ourselves for it.
The stakeholders need change their thinking in how technology made for a specific
reason can be used for a beneficial purpose in other areas, as is the case here for
education. To address the aforementioned gap in the literature, this paper aims to
show how the Interaction Equivalency Theory can be used to explain and predict
academic performance in university students who do practical courses. This study
utilizes WhatsApp as a nonintrusive learning environment for students and peer
collaboration, in order to improve student learning outcomes, and which further
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challenges the way curricula are delivered in higher education. This builds on a
previous paper done using Facebook as the mobile learning environment [5, 15].

1.3 Research Question

The following question was used to guide this paper:
What factors affect the relationship between social media interaction and aca-

demic performance?

1.4 Hypothesis

H0 – Tertiary-level students would not improve in their academic performance
through the use of WhatsApp groups as a LMS.

H1 – Tertiary-level students would improve in their academic performance through
the use of WhatsApp groups as a LMS.

1.5 Variables

There were one dependent variable and three independent variables. The dependent
variable was academic performance, while the independent variables were student-
teacher interactions, student-student interaction, and student-content interactions.

1.6 Limitations

Convenience sampling was used in part because of the proximity of the location as
well as the availability of the participants.

2 Literature Review

2.1 Social Media in Higher Education

Higher learning has often been an area of frequent research, especially in topics
concerning the improvement of academic performance. This section discusses
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related studies that point toward the gap as well as theoretical framework used in
the study.

A study was conducted by [5] to test whether or not WhatsApp groups could
be used as a learning management system to improve academic performance. The
Interactivity Equivalency Equation was used to ascertain the impact of WhatsApp
groups on student outcomes. Significant factors were the value placed on real-time
chatting with peers, practical assessment on overall learning, and the reading of
instructor posts. 75% of the control group had GPA less than 2.70, which suggests
that the lack of the additional interaction may have been a contributing factor to
lower GPAs than the experimental group which had a mean GPA of 3.71.

2.2 Learning Management Systems

The LMS has become an integral part of the educational system in most univer-
sities, and interest has continued to grow in combining the traditional teaching
methodologies with online activities to create blended modes of teaching. “LMS
are not meant to completely replace the traditional classroom setting but is meant to
supplement the traditional lecture with course content that can be accessed from
campus or the Internet” [13, 16]. Social media sites have become dominant for
education and entertainment. As humans, we are akin to forming communication
with people of similar interest. In education, there are primarily two trains of thought
prevailing when it comes to social media in education. The first outlook is that
social media can be beneficial as a tool in supporting activities deemed important by
educational institutions, instructors, and students. The second outlook is that social
media has a bad influence on student performance and inflicts poor behavior and
time management in students [17, 18].

2.3 WhatsApp in Higher Education

A study was conducted to investigate whether students’ perception that WhatsApp
was useful shaped the cognitive process needed for teamwork. The study included
a sample of 200 university students that were engaged in a role play where the use
of WhatsApp had played a major function as the communication tool and students
were asked to work in teams to solve decision-making assignments. The results of
the study had confirmed that the perceived usefulness of WhatsApp and the team’s
efficacy had a correlation and produced better grades. This study also noted that
WhatsApp is the most popular among the typical undergraduate age group [19].

A study that was conducted in Pune, India, with 138 respondents, which sought to
find the preference of use of WhatsApp in colleges, find awareness and availability
of WhatsApp groups, and whether all the ethical rules were being applied to its
use, especially in the area of sending fake messages. The author had written that
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the use of WhatsApp made it easier to communicate with people and was used
to enhance discussions and sharing information among students and lecturers. The
study determined that 89.9% of respondents had a preference for WhatsApp groups
noting it to be a good time-saver and a good communication medium as it is fast
and a lot of information could be shared; the remaining 10.1% had no preference
because it could be misused by students, there is a lack of confidentiality, and that
it was unethical to be used. The author concluded that from an ethical standpoint,
there existed gaps in understanding about not forwarding fake messages [10].

Reference [11] conducted a study using WhatsApp as part of a blended learning
model to teach programming, highlighting that the problem was caused by the slow
pace of learning, difficulty in grasping syntax, and poor logical skills. The notion
behind the study was to take advantage of the popularity of WhatsApp among the
students and use it for educational purposes in order to help programming novices.
Although the implementation was not complete, the technical guidelines took note
of limitations of the app and also laid down rules for proper use of the group and
the benefits. The study concluded that the use of social media is on the rise and
that higher education should embrace it, not as a means to replace the already
existent courseware infrastructure but as a means of supporting, modernizing, and
socializing the learning of programming.

In [20], that study explored the use of social media in the context of commu-
nication and learning in higher education and the difficulties by using them. Data
was retrieved quantitatively and qualitatively through survey distribution to many
facilities. The results identified WhatsApp as the most popular social media platform
and a priority for communication among students, especially for the development of
learning applications. The issues that the students faced by using social media were
misunderstanding and a lack of Internet connection. Some of the recommendations
arising from the study were the development of future social network features that
offer ease of use in general communication as well as links for learning and greater
storage limit.

2.4 Theoretical Framework

The Interaction Equivalency Theorem used in [5] proposed by [21] “aims to clarify
how interaction works in distance education. It proposes an argument that there is a
difference in schemes between the independent versus interactive oriented distance
learning activities and these need to be taken into consideration when designing and
delivering distance education that meet the needs of its learners.”

Figure 1 shows a visualization of the Interaction Equivalency Theorem. Thesis 1,
which is likely to be associated with a closed system, stated that there would be deep
and meaningful learning if one of the three forms of interactions were performed at
a high level. Thesis 2, which is likely to be associated with an open system, stated
that there needed to be a high level of at least one of the three types of interaction,
for a more engaging learning experience [5, 21]. A closed system is usually defined
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Fig. 1 Interaction equivalency theorem [5, 21]

Fig. 2 Conceptual model
based on Thesis 2 of the
Interaction Equivalency
Theorem [5, 21]

by a system of learning where usually one type of high level of interaction occurs
and is stipulated by design, to facilitate efficient and effective learning, at a minimal
cost. Thesis 2 however is usually defined by an open system where multiple types
and levels of positive surplus interactions occur, such as impromptu site visits or
guest speakers. While it is not impossible for a course to be planned in a manner
that has three high-level interaction, that would warrant the need of time and cost.

The conceptual framework seen in Fig. 2, based on [21], models the framework
for this continued study.

It was used in order to improve the academic performance of the students
involved in the study. Based on the literature, three constructs, student-content inter-
action (SC), student-teacher interaction (ST), and student-student (SS) interaction,
exist in the Interaction Equivalency Theorem. The conceptual map shown in the
figure above delineates how academic performance was affected in the study.
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2.5 Gaps in the Literature

Firstly, very few studies have explored the use of WhatsApp as an alternative
means of creating a collaborative learning environment that is managed by the
instructor. Secondly, there has been very little formal research done on the use
and implementation of social media and higher education in the context for a
developing country. Thirdly, there is limited literature indicating whether there is
a definite association between social media learning environment and its impact
on academic performance, especially in tertiary education. To address the gap, this
study demonstrates how the Interaction Equivalency Theory can be used to explain
and predict academic performance in university students who do practical courses
while using statistical methods to make inferences and identify correlations.

3 Methodology

3.1 Purpose of Research

This research aims to improve on the practice of using social media technology
and its features for academic purposes and improving student learning outcomes,
including grades. This research hopes to change the culture of faculty and promote
the early adoption of new technology. It investigated the correlation of student grade
improvement through the use of class-based WhatsApp groups, with the primary
focus of sharing resources, class material, as well as doing revisions, and answering
queries and periodical reminders of assessments.

3.2 Research Design

This study used a case study approach using quantitative and qualitative data
analysis [5, 22]. This was chosen as to explore the causality of the varying levels
of interaction in a practical tertiary classroom setting and determine how it could
shape the interaction of multimedia-based courses.

3.3 Population and Sample

The sample for the case study was be taken from two (2) classes of students
within animation majors at the national university. The population of students at
the institution is approximately 13,303. Approximately 1220 students attend the
School of Computing and Information Technology (SCIT) where the study takes
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place. Each occurrence of the modules in the study was capped at a maximum of 25
students per session.

The participants of the study enrolled in the respective modules Critical Struc-
tures (Storyboarding Concepts), Dynamic Anatomy 1, and Animation Tools I which
were offered in a blended method of teaching. This study was limited in scope to
investigating interaction experiences and preferences of these learners in order to
provide in-depth data about specific interactions with technology and how it affected
their academic performance.

3.4 Sample Course Description

Students were taught in a blended mode of study and met with the instructor for a
minimum of 4 hours per week. For each module, WhatsApp groups were created
to maintain dialogue between the students outside of class hours. Assignments,
objectives, and notes were given to the students via the group. At the end of the
semester, the results of the assessments were collated, and the final grade was
generated.

3.5 Instrument for Data Collection

The instrument used in the study was an online survey distributed through What-
sApp groups. The questionnaire was created and distributed through Google Forms
and consisted of open-ended and closed-ended questions adopted from [5, 23, 24].

Based on Cronbach’s reliability analysis, 30 close-ended questions were used
in order to meet a good standard of reliability [25]. The questions gathered data on
demographics and the SC, SS, and ST constructs. The constructs were tested using a
5-point Likert system. The variables of Cronbach’s Alpha analysis for the variables
SC, SS, and ST were 0.73, 0.83, and 0.70, respectively. Additionally there were a
few open-ended questions to garner feedback on the student’s experience. Table 1
summarizes the instrument.

Table 1 Summary of instrument

Section Items Relates to Item labels

1 1–8 Demographic information
2 9–15 Student-content SC00, SC01, SC02, SC06,

SC07, SC09, FB_SC01, ST04
3 16–23 Student-student FB_SS01, FB_SS02, SS01,

FB_SS03, FB_SS04,
FB_SS05, SS04

4 24–30 Student-teacher FB_ST01, FB_ST02, ST02,
ST03, FB_ST03, FB_ST05,
ST09
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3.6 Data Preparation and Preparation

Much like the study in [5], each item in the questionnaire was given a variable name,
and the responses for each question were entered into PSPP, an open-source SPSS
alternative. Each participant was given a unique ID to note their row in the data
set. This facilitated easier modification of any data that had been misinterpreted,
omitted, or entered incorrectly. Using PSPP, the data was tested using ANOVA and
Pearson’s Correlation Matrix, and then the findings were collated and converted into
useful data after analysis.

Analysis of variance (ANOVA) is used to determine whether there exists
any statistically significant difference between three or more independent groups.
Specifically, it tests for null hypotheses. The p-value denoted the statistical signifi-
cance of the value between the groups. The closer the value is to 0, the greater the
statistical value [26]. The updated data set consisted of 18 instances with responses
in the set with the following attributes: student-student interaction (SS), student-
content interaction (SC), student-teacher interaction (ST), age, gender, lab grade,
lecture grade, and final grade. The status of the final results used the final GPA of
the student interpreted as such: scores <2.00 were interpreted as a failure, which
would mean that the student had to resit the module.

3.7 Limitations

There were a few limitations of the study. The researcher conducted the study on
the groups. The use of convenience sampling may have had a part to play in the
correlation, however failed to give a causal relationship in the study. It should be
stemmed from the first limitation that although the invitation to participate was
thrown out to 41 students in the groups, the response rate was approximately 46.3%
with 19 responses. After validity checks were made, only 18 responses could be
used.

4 Findings and Discussion

4.1 Descriptive Analysis

The total number of participants were 18 students. Sixteen students were males,
and two were females. The students were all registered in the BSc in Animation
Development and Production. The demographics can be seen in Table 2.
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Table 2 Summary of instrument

Item N Measurement Freq. Approx. %

Gender 1 Male 16 88.8

8 Female 2 11.1
Age 1 16–18 3 16.7

8 19–21 8 44.4

22–24 5 27.8

25–27 2 11.1
Computer literacy level 1 Beginner 1 5.5

8 Average 1 5.5

Specialized 5 83.5

Advanced 1 5.5
Faculty media awareness 1 Aware 9 50

8 Unaware 9 50

4.2 Summary of Findings

Table 3 shows the academic performances for students using WhatsApp. The
assessments, lab test, lecture test, individual assignments, and final grade were
valued using the scores and GPAs, respectively. The participants in the control group
had GPA scores at 2.57 and below, suggesting lack of participation as a prime factor.
The lowest experimental group GPA score was reported as 2.00, while the highest
GPA score was 3.71.

4.3 Research Questions

Research Question 1

What factors affected the relationship between social media interaction and aca-
demic performance?

Hypothesis 1 (H1): The three types of interactions would have a positive impact
on the academic performance of the students, particularly ST on Facebook.

Hypothesis 0 (H0): The three types of interactions would not have a positive
impact on the academic performance of the student.

With regard to the use of WhatsApp, there was a Pearson r-value of 0.19,
as shown in Table 4, which suggested that there was a very weak but positive
relationship between the student-content interaction and the final grade. The 2-tailed
value of 0.444 heavily suggested that there was no statistical significance between
the variables.

With regard to the use of WhatsApp, there was a Pearson r-value of 0.07, as
seen in Table 5, indicating a very weak relationship existing between the variables
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Table 3 Summary of the academic performance among the participant cases

Case
Control/
experimental Lab test (%) Lecture test (%)

Individual
assignment (%)

Final grade
(GPA)

A E 65 62.5 62.5 2.00
B E 62 50 34 2.00
C C 87 56 84 1.43
D E 87 62 62 3.14
E E 80 64 81 3.42
F C 58 50 0 0.00
G E 85 64 74 3.42
H C 50 43 80 2.29
I E 90 90 98 3.71
J E 60 80 82 2.57
H E 80 50 67 2.86
K C 0 0 0 0.00
L E 87 90 82 3.71
M C 40 40 53 1.71
N C 40 40 27 1.14
O E 80 20 62 2.00
P E 100 70 62 2.57
Q C 80 0 82 2.57

Table 4 Pearson’s
correlation with averaged SC
interaction and academic
performance using WhatsApp

Final grade

Student-content (SC) Pearson’s correlation 0.19
Sig. (2-tailed) 0.444

Table 5 Pearson’s
correlation with averaged SS
interaction and academic
performance using WhatsApp

Final grade

Student-student (SS) Pearson correlation 0.07
Sig. (2-tailed) 0.783

Table 6 Pearson’s
correlation with averaged ST
interaction and academic
performance using WhatsApp

Final grade

Student-teacher Pearson correlation 0.42
Sig. (2-tailed) 0.083

student-student interaction. The 2-tailed value of 0.783 tended toward 1 which
suggests that there was no statistical significance. This suggested that there were no
real conclusions to be drawn from the peer interactions on the WhatsApp platform.

With regard to the use of WhatsApp, there was a Pearson r-value of 0.42, as
seen in Table 6, indicating a moderate relationship existing between the variable
student-teacher interaction. The 2-tailed value of 0.083 tended toward 0 which
suggests that there existed a statistical significance. This suggested that the more
students communicated with their teacher in regard to the module on WhatsApp,
the more possible it is that there would be a greater improvement of their academic
performance.
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Research Question 2

How would students feel about the use of the platform for learning and why?
This was a qualitative question with an optional response to which 16 students

replied in an almost unanimously positive way. Some of the comments were:

It was really helpful being able to contact my instructor/classmates for help at anytime and
keeping myself updated on important info regarding the course.

Very helpful. Firstly, feedback is almost always instant, which is especially helpful as
opposed to emails. Material quickly gets passed along as well.

Very good and very convenient. Instructions, feedback, notice are a few of the most
important things we need as a class body. WhatsApp played a major role in giving us these
luxuries. Especially in a wide distance from instructors and classmates.

5 Conclusion

Much like the results in [5], there existed a weak but positive correlation between the
variables SC and SS; however, there existed a moderately positive correlation with
the ST variable which denotes that the most important interaction for the greatest
academic success would be where students have direct contact with the teacher.

This study demonstrates that students are able to garner much more knowledge
from the teacher and to a slightly lesser extent peers and content through the use of
WhatsApp’s nonintrusive social media setting. This increase in knowledge is due
to information and class materials being readily available on demand even after
class hours, which concurrently creates a more sociable environment to boost class
morale and participation in the module.

Should faculty adopt this method of teaching, protocols will need to established
for information exchange and student/teacher conduct, so that the formality of the
classroom setting isn’t broken down.

For future studies, other collaborative nonintrusive means should be considered
so that the adoption of new collaborative technology becomes a necessary staple
in our ever-evolving culture especially in light of the global pandemic, COVID-19,
which will shift education delivery to more virtual means in the short to medium
term until a vaccine or cure is developed.
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Using Dear Data Project to Introduce
Data Literacy and Information Literacy
to Undergraduates

Vetria L. Byrd

1 Introduction

In the era of big data [24], and the ubiquitous nature of data, it is imperative
that individuals have knowledge of basic data and information literacies. How and
when should data literacy and information literacy be introduced? In the academic
arena, students should be exposed to data and information literacy concepts early
and often. Schuff [21] addresses the need for analytical thinking and information
literacy as part of the foundational education of all students. Changes in scholarly
landscapes, information delivery formats, and the evolving higher-education system
necessitate innovative ways to engage students in preparation for effective lifelong
learning skills that will impact their professional and personal lives. In order to
equip students with the skills necessary to navigate the research landscape, and
eventually their professional lives, libraries have engaged in information literacy
training. Information literacy addresses how people learn and endows students
with skills to “locate, evaluate, and effectively use information for any given
need” [1]. While it is agreed, data literacy and information literacy are necessary
educational building blocks, there are challenges associated with integrating data
and information literacy into the undergraduate curriculum [12], and there is little
consensus among educators on the best practices for integration. While the topics
of data literacy and information literacy are deserving of dedicated courses, they
tend to be folded under the umbrella of introductory data science courses. In this
work, data literacy, information literacy, and visual communication are introduced
to undergraduates enrolled in an introductory data visualization course.
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This work aims to address the following research question: “What impact does
the Dear Data [8] approach have on data literacy and information literacy skills
of undergraduates in an introductory data visualization course?” The initial aim of
the project was to create an assignment to reinforce concepts covered in class and
motivate students to think differently about data and how that data is communicated.
Elements of the Dear Data Project [9] were adapted as part of a 4-week assignment
designed to assess whether or not the aims of this work were achieved. In the
remaining sections, an overview of data literacy, information literacy, and the value
of visual communication is presented, followed by a description of the course, and
the modified Dear Data Project. Results from the student self-assessment of the
skills targeted by the assignment are presented. The implications of the outcomes
are discussed in the context of the research question previously posed, along with
limitations and lessons learned. The paper concludes with recommendations for
implementations of the assignment and integration of data and information literacy
in future courses.

2 Background

There are a variety of approaches to teaching data literacy and information literacy.
Historically, librarians have been the primary stewards of data, and they continue
to be advocates of good data management practices [11]. A broad definition of data
literacy is described as that which “enables individuals to access, interpret, critically
assess, manage, handle and ethically use data” [19]. Matthews [17] provides four
conceptual approaches to data literacy, each with a different focus of attention:
research (an academic focus), classroom (a secondary education focus), carpentry
(a practical training focus), and inclusion (a community development focus). Within
secondary education, data literacy is promoted as a means for students to become
familiar with data manipulation in problem-based learning [10]. The core learning
objectives for a classroom focus in data literacy are question-asking, evidence
gathering, and performing relatively simple analysis and visualization [17]. The
work presented in this paper aligns with a classroom focus in data literacy with
implications for research. In order to equip students with the skills needed to
navigate the research landscape, and eventually their professional lives, libraries
have engaged in information literacy training [22]. Information literacy addresses
how people learn, and it gives students skills to “locate, evaluate, and effectively
use information for any given need” [1]. The field of information literacy has
become well established, and there is general agreement that students learn best
when information literacy is integrated throughout the curriculum [20], but there is
no consensus on how to implement the integration [18, 22, 26].

In 2016, Lupi and Posavic published the results of a year-long analog data
drawing project entitled “Dear Data.” The project provided an interesting way of
looking at and representing data. The “Dear Data” project has served as a catalyst for
engaging students with data, from educational and social analysis [2] to simulating
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the project to chronicle the process of becoming a researcher [6], for example. Lupi
and Posavec [16] use data visualizations to communicate rather than the traditional
written word. Each week, for 1 year, the authors chose a theme from everyday life
to focus on requiring each author to figure out how to quantify and track their
experiences and then visualize the resulting data set [8]. For the purpose of the
research presented in this paper, the year-long Dear Data project was adapted to fit
a 4-week assignment to reinforce content covered in class. Details of the adaptation
approach are discussed below.

3 Participants

Participants of the project were students enrolled in CGT 270 Data Visualization
course in fall 2019, their first data visualization course. The class met twice a
week, for 50 minutes, over a 16-week semester. Students enrolled in the class
had little or no experience visualizing data and no knowledge of the concepts of
data and information literacy. A total of 36 students participated in the assignment.
Twenty students were Computer Graphics Technology students majoring in data
visualization; the remaining 16 students were non-majors. This created a unique
opportunity to pair a data visualization major with a non-data visualization major,
fostering near peer mentoring and network building among the pairs.

The non-data visualization majors were students participating in a campus-wide
Data Mine Learning Community Initiative [7] at Purdue University. The Data Mine
is designed to introduce undergraduates to data mining concepts and techniques
from different academic perspectives. Students participating in the Data Mine Data
Visualization Learning Community chose data visualization as their primary interest.
Participation in the data mine is voluntary, but is also in addition to the course load
for their academic majors. The Data Mine cohort consisted of students from a broad
range of majors from computer science and engineering to business and aviation.
The Dear Data Assignment served as a way to bridge the diversity of backgrounds
and academic interests represented in the course and position everyone at the same
starting point.

4 The Dear Data Postcard Visualization Assignment
Methodology

The goal of the assignment is to introduce data literacy, information literacy, and
visual communication as a first step in building data visualization capacity. Data
drives visualization, so it is important that students have an understanding of what
data is and how to represent and visually communicate the data. The Dear Data
Assignment is intended to introduce these concepts in an engaging and active way.
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Fig. 1 Dear Data postcard template

The assignment was introduced as part of the first assignment in CGT 270 Data
Visualization course. Prior to starting the assignment, students were introduced to
the Dear Data Project [9] and shown examples of what a postcard looks like and the
details of the original project. Unlike the original project, which took 12 months to
complete, the duration of the course assignment was 4 weeks. The class assignment
differed from the original Dear Data project in the following aspects: weekly class
discussions about data and information literacy; students gained experience visually
representing data from multiple sources (e.g., data they collect and data sets they
are provided in the class); and the delivery of postcards via email. The logistics
of the Dear Data Project was discussed in both sections. To simulate the essence
of the 4-week Dear Data Assignment, students were randomly paired with a “Data
Buddy,” a student enrolled in another section of the course. Before data buddies
were assigned, each student was asked to complete a short survey indicating their
interest in participating in the assignment, being paired with a data buddy from
another section, and consenting to sharing their email address with their data buddy.
Students were given the option to opt out of working with a data buddy from another
section in lieu of being partnered with one of the course teaching assistants. Emails
were sent, by the instructor, to each pair of data buddies to ensure each student
facilitate their initial contact. Following the original Dear Data Project format, each
week had a theme that was the same for each section. An example of the postcard
template is shown in Fig. 1. The front and back sides of the postcard are shown
side by side; however, a vertical layout is utilized in the paper postcard template
used in the assignment. The left box shows the front of the postcard which contains
recipient (To) and sender (From) information, the week number, theme for the week,
and a “How to Read” section. Students were encouraged to create their own symbol
or graphic where a postage stamp would be applied.

A new postcard template, with the theme for the week, was pre-printed and given
to each student at the beginning of class each week for the duration of the assign-
ment. Unless students indicated the need for using electronic devices for health
reasons, postcards were created by hand, which means, students were expected to
put pen/pencil to paper. Figure 1 shows instructions provided to students. Examples
of completed postcards are provided in the Appendix. This assignment spanned the



Using Dear Data Project to Introduce Data Literacy and Information Literacy. . . 135

first 4 weeks of the semester to coincide with the introduction of key concepts of
data and information literacy. Each new theme aligned with the course topic for the
week and was introduced at the beginning of the class. The last 30 minutes of the
class was dedicated to allowing students to think about and start their postcards.

The content for each postcard should be reflective of the theme for the week and
easily interpretable using the information students provided in the “How to Read”
section of the postcard. Once the postcard is complete, students scanned the postcard
with a mobile app or took a photo of the postcard and send it to their data buddy via
email attachment. Students were instructed to save all of their postcards (sent and
received) for the final part of the assignment.

The initial class session is dedicated to administrative tasks such as introductions,
tour of the course webpage on Blackboard, assignments, and course goals, and
objectives. The first Dear Data Assignment theme was “Introductions.” The postcard
content could contain anything students wanted to share about themselves, but it had
to be shared visually using meaningful hand-drawn characters and/or symbols rather
than as short letters to their buddies.

The course topic for week 2 was data literacy. Data literacy was the ability to
read, work with, analyze, and argue with data [17]. Much like literacy as a general
concept, data literacy focuses on the competencies involved in working with data. It
involves understanding what data mean, including the ability to read graphs and
charts as well as draw conclusions from data [20]. Course topic and materials
included, but was not limited to, understanding metadata, the difference between
data generators and data consumers, and identifying appropriate data sources.

Students were instructed to be observant of their daily activities and think about
what data looks like as they reflect on content covered in class on the topic. The
theme and assignment for the second postcard was to visually represent “What Does
Data Look Like?” based on randomly assigned training data sets exploring the data
visualization process. The training data was acquired online from sample data on
Tableau Public [25]. The Tableau website provides a buffet of data from diverse
venues/categories (sports, public data, education, government, science, lifestyle,
technology, health, entertainment, and business), in a variety of formats (.xlsx, csv,
pdf, compressed files, json). The URL to the Tableau sample data was provided for
students to download their datasets.

Information literacy was introduced in week 3. The theme for the third postcard
was “Training Data.” Each students’ postcard visually described their randomly
assigned Tableau Public training data (described above). Students were given the
liberty to be as visually literal or abstract as they desired. A discussion on data types
continued followed by an introduction to the first stages of the data visualization
process: acquire, parse, and mine.

There is a notable trend toward storytelling with data [14], where a narrative is
seen as the most effective way of getting across the lifecycle from goal to result and
the new insights afforded by the analysis [13]. In week 4, students created a visual
human portrait with data [23], using the postcards from weeks 1 to 3 as data sources.
Students were asked to create a one-page infographic profile of their data buddy.
For this part of the assignment, students were allowed to use any tools/software
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they felt comfortable using to create the infographic. Students were not allowed to
collect all of the postcards and paste them on a page and call it a profile. In week
4, instead of sending a postcard, each student sent the one-page infographic to their
data buddy. At the end of the week, students were asked to create a “Dear Data
Artifact.” The artifact consists of three sections: postcards received from their data
buddy, postcards sent to their data buddy, and the one-page infographic profile they
created of their data buddy. This artifact is a required component of each student’s
course portfolio.

5 Postcard Assignment Assessment

Upon completion of the assignment, students were given a survey research instru-
ment designed to assess the students’ perception of the assignment and, more
importantly, assess if the instruction and expected learning goals for the class were
achieved. Instructional goals for the assignment were to (1) develop the ability
to draw reasonable inferences from data visualizations, (2) develop the ability to
synthesize and integrate information and ideas, and (3) develop the ability to think
creatively. The expected learning outcomes from the assignment are that students
will (1) broaden their perceptions of what data is and how to visually represent it,
(2) think more deeply about the different forms and types of data, and (3) think
about how to simplify without sacrificing quality in representation of data.

The survey instrument consisted of ten statements that reflect the data literacy,
information literacy, and visual communication skills targeted and utilized in the
assignment. The survey instrument indicated level of agreement using a 5-point
Likert scale (strongly agree, agree, neutral, disagree, and strongly disagree). Table
1 shows the categorization of the statements. The survey included two open-ended
questions to allow students to include their opinion of what worked well (what they
liked about the assignment) and what could be done differently or improved.

Table 1 Student self-assessment research survey instrument

Category Statement: The Dear Data Assignment

Data literacy S1. Helped me to understand what data means
S2. Helped me to broaden my idea of what data is or could be
S3. Helped me to think more critically about data
S4. Improved my data literacy skills

Information literacy S5. Helped me to see data in a variety of ways
S6. Caused me to evaluate information more critically
S7. Improved my information literacy skills

Visual communication S8. Helped me to think critically about how to communicate my ideas
without the use of technology
S9. I was able to understand what my data buddy was trying to
convey in the data postcards I received
S10. Improved my visual communication skills
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6 Results

7 Postcard Assignment Discussion

The goal of the assignment was to provide a hands-on experience using a proven,
somewhat lost, mode of communication that challenges students to think about
how to communicate visually and interpret messages conveyed on their data
buddy’s weekly postcards. Lastly, the assignment was intended to demonstrate new
instructional methods for introducing data literacy, information literacy, and visual
communication concepts. The assignment motivated students to take a step back
from creating electronic documents for a moment and really think about how to
effectively communicate visually and how to interpret visual communications.

Table 2 shows statistical indicators (mean, median, and mode) calculated to
assess students’ perception of the assignment’s effectiveness in reaching the
teaching and learning goals. Mean values greater than 3 are considered positive, and
values less than three are considered negative. As seen in Table 2, the mean values
for each statement are between 3.03 and 3.75, indicating, on average, students were
more positive about the impact of the assignment. The results in Table 2 provide

Table 2 Statistical indicators for students’ self-assessment of the assignment

Category of
assessment Stmt# Statement (n = 36) Mean Median Mode

Data literacy 1 The Dear Data Assignment helped me to
understand what data means

3.25 4 3.5

2 The Dear Data Assignment helped me to
broaden my idea of what data is or could be

3.56 4 4

3 The Dear Data Assignment helped me to
think more critically about data

3.28 4 3

4 The Dear Data Assignment improved my
data literacy skills

3.22 4 4

Information
literacy

5 The Dear Data Assignment helped me to
see data in a variety of ways

3.67 4 4

6 Completing the Dear Data Assignment
caused me to evaluate information more
critically

3.03 4 3

7 The Dear Data Assignment improved my
information literacy skills

3.22 4 3

Visual com-
munication

8 Helped me to think critically about how to
communicate my ideas without the use of
technology

3.75 4 4

9 I was able to understand what my data
buddy was trying to convey in the data
postcards I received

3.75 4 4

10 Q10. Improved my visual communication
skills

3.70 4 4



138 V. L. Byrd

insight into the research question, “What impact does the Dear Data approach have
on data literacy and information literacy skills of undergraduates in an introductory
data visualization course?” The results in Table 2 show students found in terms of
data literacy the assignment helped to broaden their ideas of what data is or could
be (Statement #2, mean = 3.56). In terms of information literacy, the assignment
helped students to see data in a variety of ways (Statement #5, mean = 3.67)
and in terms of visual communication (statements 8 and 9, mean values of 3.75)
suggests students felt the assignment helped them to think critically about how to
communicate their ideas, and they were able to interpret the data they received via
postcards from their data buddy.

The simplicity of the assignment makes it ideal for the novice learning about
data and information literacy, but it also presents elements of Bloom’s cognitive
and metacognitive learning domains. The cognitive domain involves knowledge and
the development of intellectual skills [3]. This includes the recall or recognition of
specific facts, procedural patterns, and concepts that serve in the development of
intellectual abilities and skills [15]. The metacognitive level includes the proper use,
interpretation, discovery, inference, and the ability to evaluate and create content.
All of these elements are encapsulated in the assignment and presented in an
engaging way that allows students to demonstrate what they know, through visual
representation and communication. Such explaining involves the kind of capacities
labeled “analysis” and “synthesis” in Bloom’s Taxonomy [3]. Students with in-
depth understanding in this sense have greater control over data and over robust
connections – than those with limited understanding.

7.1 What Does the Assignment Teach?

This assignment was used to introduce data literacy and information literacy
concepts to an undergraduate class of data visualization majors and non-majors.
The “Dear Data” assignment harks back to a more nostalgic era, unbeknownst
to many students, when there was deliberation over information taken in and
offered to others [23]. “To draw is to remember” [16]. This assignment is intended
to introduce new concepts of data and information literacy to aid students in
visually communicating their ideas. Students enrolled in the course from various
backgrounds, interests, and academic preparation. The Dear Data Assignment,
from an instructional perspective, enables the establishment of a baseline for class
content to ensure all students begin with basic understanding of literacies associated
with producing and interpreting data. The assignment introduces students to the
process of visualizing data in an active way. This work contributes to the knowledge
base of data visualization pedagogy and data visualization capacity building. Upon
completing the introductory data visualization course, students will demonstrate
their knowledge of the data visualization process and, more importantly, understand
the data and information driving the visualization.
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7.2 Limitations

Fall 2019 was the first semester this assignment was offered as part of the course.
There is room for refinement and improvement in logistics and content. The
approach is not devoid of limitation, some of what are inherent in the “Dear Data”
project. Some students did not like the idea of not being able to use electronic
devices to create postcards; they found the paper-based method to be archaic.
While their points were valid, the use of electronic devices to create the postcard
defeated the purpose of the assignment: to focus more closely on content rather
than electric devices to enhance visual output. Some students felt they lacked
drawing and sketching skills needed to convey their thoughts visually. To address
this issue, students were reassured their postcard would be assessed based on the
insight conveyed and reminded of the purpose of the “How to Read” section of
the postcard. The need for a “How to Read” section is a challenge that is inherent
in the original Dear Data Project [23]. Students indicated they would have liked
to have had more flexibility regarding themes for the postcards. Unsure of the
outcome of the assignment, the selection of weekly themes was strategically rigid
for consistency within and across sections.

There are plans to offer the assignment again, leveraging lessons learned. Data
buddy pairs will be given the opportunity to choose their theme for the week, but the
theme must be related to topics covered in class. The duration of the assignment will
be revisited to determine if the assignment should be a semester-long assignment.
There were a couple of instances where students either joined the class after the
assignment started or dropped the class before the assignment concluded, creating
a scenario where the remaining student(s) is without a data buddy. Each instance
was handled individually. In this scenario, there were two such cases, and they
were solved by utilizing course teaching assistants as data buddies. This could be
challenging if more students joined late or dropped the class in the middle of the
assignment. In those cases, the students with absent data buddies would serve as data
buddies to each other. The second logistical challenge was students in one section
forgetting to send their postcard to their data buddy in the other section. Each week,
students were asked to confirm (verbally) if they had received a postcard from their
data buddy. Students who did not send a postcard were sent a reminder from one of
the teaching assistants that their postcard was pending. This usually resulted in the
delivery of the postcard.

8 Conclusion

In this work, a hands-on method for introducing data literacy and information
literacy was presented. The assignment is designed to help students collect and
generate data, develop the ability to draw reasonable inferences from data, develop
a practice of synthesizing and integrating information and ideas, and develop the
practice of thinking creatively and critically about data.
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We acknowledge the study of data literacy, information literacy, and visual
communication requires more than 4 weeks of study and implementation with more
rigor than creating postcards; however, the results support the argument that this
assignment is suited for students new to data literacy and information literacy. Data
and information literacy are fundamental to understanding and implementing the
data visualization process. These literacies are strategically covered at the beginning
of CGT 270 Data Visualization course [4] to prepare students for a more in-
depth mapping and application of learning taxonomies to support building data
visualization capacity [5].

Future implementations of the assignment will include the development of a
rubric to evaluate postcard content as to the assignment’s effectiveness of reaching
the research aims and a quasi-experimental design to compare the outcomes and
perceptions of data visualization majors and non-majors.

A.1 Appendix

In this section are shown samples of postcards created for the assignment. Figure 2
shows a pair of postcards created and shared between a data buddy pair introducing

Fig. 2 Dear Data postcards from week 1: introductions
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Fig. 3 Dear Data postcards from week 2 (what does data look like) and week 3 (training data)

themselves. Figure 3 shows a postcard from week 2 and week 3, with the “What
does data look like?” and “Training Data” themes, respectively.
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An Educational Tool for Exploring
the Pumping Lemma Property for
Regular Languages

Josue N. Rivera and Haiping Xu

1 Introduction

The regular languages and finite automata are some of the most studied topics
in formal language theories [1]. The notion of finite automata, introduced by
McCulloch and Pitts in 1943, revolutionized the idea of what a computational
model looks like, which has brought significant contributions in computer science
and engineering [2]. These include but not limited to the ideas of perceptrons
(predecessors to neural networks) and logic design used in the development of
modern embedded systems [3]. The significant impact that finite automaton and
regular languages had made in modern civilization is well documented.

Despite thorough studies and many existing educational materials for regular
languages and finite automata, the pumping lemma for regular languages has been
a very difficult topic for students to understand in a theoretical computer science
course. Due to a lack of tool support, students usually have insufficient practice to
clearly understand the concept of pumping length and how to prove a language
is not regular using the pumping lemma. In this paper, we introduce an active
learning tool called MInimum PUmping length (MIPU) educational software to
explore the pumping lemma property for regular languages. The goal of MIPU is
to serve as an active learning tool for students to understand the pumping lemma
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property, which is an essential concept revealing the relationship between regular
languages and finite automata through its formal proof. Active learning has been
defined as a high-level learning process where students are the primary actors in
the process [4]. Unlike the traditional learning model where students learn new
concepts through a medium such as a textbook, active learning requires students
to perform hands-on tasks and learn by doing. The aim of active learning is to have
students learn from experience instead of being informed about the ideas with little
practical engagement. Hence, in recent years, active learning models have become
a focus of discussion for teaching students in the classroom. They have been found
to be effective in enhancing students’ retention, boosting higher-order thinking and
reasoning skills, and improving student performance in STEM courses [5].

As an intriguing property of regular languages, the pumping lemma allows one
to prove a language is not regular by showing the language does not satisfy the
pumping lemma property. Such a proof requires one to clearly understand the
concept of pumping length, how a string can be split into substrings in accordance
with the property, and how it can be pumped. With MIPU, we attempt to provide
three major features that contribute to the overall understanding of the pumping
lemma and the concept of minimum pumping length. First, the software assists in
verifying if a string belongs to a regular language described by a regular expression.
By converting a regular expression into a finite automaton, we can determine if a
string is a member of a given regular language. Second, the software can generate
a list of short strings of a regular language. As a regular expression defines the
pattern of a regular language, by generating the short strings, students can gain a
better understanding of the language. Lastly, this tool can automatically calculate
the minimum pumping length of a regular language and demonstrate how a given
string belonging to the regular language can be split into three substrings that satisfy
the pumping lemma property.

2 Related Work

With the advance of powerful personal computers and the Internet, access to
educational tools become much closer within reach than in any other time in
history. Gradually, educational tools have become widely available online that help
to explain many advanced topics in a variety of fields. With the rise, there has
been an increasing number of active learning applications that focus on aiding
STEM education – a critical subject to teach in our modern lives. Computer science
education is particularly crucial due to the numerous influential advancements that
have emerged from the field. Thus, no wonder that many of these applications
introduced are directed toward enhancing the experience of learning complex topics
in the areas of study.

It has been proven that active learning can strengthen the experience of STEM
students in the classroom [5]. A research performed by Kim and her colleagues
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in 2012 elaborated on and described the effects that active learning modules may
have in enhancing students’ critical thinking [6]. Their study had two goals: to
examine the levels of critical thinking exhibited in individual reports over the
semester and to explore the effect of active learning on undergraduate students’
critical thinking. With the goals in mind, they focused on designing appropriate
strategies to foster innovation in an undergraduate general science course. Their
team used the strategies to support students in engaging in hands-on practice by
providing the learning environments that required the use of scientific knowledge
in solving real-life problems. The designs included support of cognitive process
such as scaffolding strategies and tools for building a knowledge pool. The modules
presented to the students to evaluate critical thinking dealt with the understanding
of evacuation plans for hurricanes and authentic problems associated with global
warming. The study showed that the active learning strategies had been helpful
to promote students’ critical thinking. In recent years, there has been a push to
bring effective active learning tools and strategies into the classroom to enhance
the learning process of students. This trend has greatly motivated our research in
developing effective tools to support active learning in computer science.

The use of educational tools in computer science classrooms has seen a signifi-
cant emergence. Computer science is now an integral part in the society that we live
in for the role that it plays in many crucial aspects of it. In a recent paper, Wang from
the University of Toledo tackled the integration of educational tools in computer
science courses [7]. He presented multiple modern software tools to assist with
various subjects in a database course. He first introduced different components in a
typical database course, such as Entity Relation (ER) diagram and MySQL. Then he
introduced existing support tools that make the various component more interactive
and easier to learn. The result of implementing these strategies in his online database
course was an increase in the visual appeal of the taught contents along with a
significant jump in the average grade of the class in various subjects. While his
research was intended to be applied to online courses, the principles learned can be
easily transferred to an in-person setting. Wang’s work is an example of the shift in
computer science education that is attempting to make learning more interactive and
enable topics to be learned from experience rather than through passive learning.

There are currently many existing tools for experimenting with topics related
to formal languages and automata, such as deterministic finite automata (DFA),
nondeterministic finite automata (NFA), conversion from NFA to DFA, pushdown
automata (PDA), and multi-tape Turing machines. Among the existing tools, the
Java Formal Languages and Automata Package (JFLAP) is by far one of the most
popular educational tools. JFLAP is a collection of graphical tools that can be used
as an aid in learning the basic concepts of formal languages and automata theory [8]
[9]. The goal of the tool is to “enhance the formal languages course, changing it from
a traditional mathematics course into a ‘hands-on’ computer science course” [10]. In
JFLAP, the graphical interface allows one to build automata, run them with different
input strings, and see a snapshot of the automaton at any stage of the computation
along with the different configurations that lead to a final state. Despite being a
powerful tool, JFLAP lacks in some major areas of formal languages and finite
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automata theory, e.g., the tool support for calculation of minimum pumping length
and facilitating students to understand pumping lemma property. To the best of our
knowledge, there are no existing educational tools that support those features. As
such, our work is complementary to other research efforts, e.g., JFLAP, that use
software tools to support hands-on computer science education.

3 Tool Support for Pumping Lemma

Pumping lemma is a theoretical idea that cannot be easily presented to students
through a traditional visual medium or an intuitive explanation. Instead, it requires
students to go through a sufficient number of cases to build a mental model of the
concepts. Therefore, the design of an effective active learning tool for understanding
pumping lemma is crucial for a successful education in theoretical computer
science.

3.1 Pumping Lemma for Regular Languages

Aiding students in understanding pumping lemma is the core goal of MIPU.
Pumping lemma is a property that all regular languages have, which can be
demonstrated using a finite automaton. For this reason, it is important to understand
finite automata to learn how pumping lemma works. A regular language is defined
as a set of strings that can be accepted by some finite automaton. A finite automaton
is commonly seen as a computational model with a limited number of states that
contain transitions between states labeled by symbols from a finite alphabet. Some
or none of the states in a finite automaton are accept states and one of the states
is a start state. To compute an input string, an automaton reads each symbol in the
string in order and transitions to states according to the transition function. Once
all symbols in the string have been processed, if a current state of the automaton
is an accept state, the string is accepted; otherwise, the string is rejected. Two
types of finite automata are DFA and NFA, which are equivalent. The strength of
finite automata emerges from its ability to represent real-world computation using a
simple model. The act of switching on and off a light is one such example, but finite
automata can be used to model more complicated situations, e.g., representing the
states of characters in a game or performing pattern recognition on strings.

An intuitive way of distinguishing regular languages from non-regular languages
is to determine if the modeling machine needs to have an unbounded memory to
account for the unlimited number of possibilities. However, this intuitive approach
does not always work. For example, in the following two languages C and D, both
are seemingly non-regular, but surprisingly, one of them (language D) is in fact
regular [11].
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C = {w | w has an equal number of 0s and 1s}.
D = {w | w has an equal number of occurrences of 01 and 10 as substrings}.

We can formally prove language D is regular by designing a regular expression
that describes the language. However, one may try to design a regular expression
to describe language C, but still fail to find one. Can we conclude C is not regular
because no one is able to design a regular expression to describe C? The answer is
no, and thus, it is important to establish a formal approach to assisting in determining
the non-regularity of a language.

The pumping lemma for regular languages is a technique for proving non-
regularity. The pumping lemma states that all regular languages have a special
property, i.e., the pumping lemma property. Therefore, if a language does not
demonstrate the pumping lemma property, the language must be non-regular. The
pumping lemma ensures that any string in a regular language with at least a certain
length, i.e., the pumping length p, can be “pumped” and still belong to the language.
Pumping a string, in the context of the property, refers to repeating or eliminating a
section of a string and still maintaining its membership with the language.

The pumping lemma can be described as follows [11]: if A is a regular language,
then there is a positive number p (the pumping length) where if s is any string in
A with a length of at least p, then s can be divided into three substrings, s = xyz,
satisfying the following three conditions:

1. For each i ≥ 0, xyiz belongs to A.
2. |y| > 0.
3. |xy| ≤ p.

As demonstrated earlier, intuitively understanding the regularity and non-
regularity of a language might not be sufficient. Pumping lemma has played an
important role in helping to understand regularity and proving a language is not
regular by contradiction. However, a correct proof for non-regularity of a language
requires accurate understanding of the pumping lemma for regular languages. The
goal of MIPU is to aid in understanding the pumping lemma property, and based
on the conditions required to satisfy the pumping lemma property, the tool provides
three major functionalities: membership testing, generation of strings that belong
to a regular language, and calculation of the minimum pumping length needed to
demonstrate the existence of the property in a language if it is regular.

3.2 A Framework of the Active Learning Tool

To make MIPU easily customizable and flexible to optimize, it was built with an
object-oriented design (OOD) in mind. This would enable specific components of
the tool to be adjusted without affecting the overall functionality. The framework of
MIPU consists of four major components that represent the major concepts in formal
languages and automata. Figure 1 showcases their corresponding classes and their
interactions with each other.
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Fig. 1 A framework of
MIPU with four major
components

As shown in Fig. 1, the four components of MIPU are a regular expression
to NFA converter, an NFA simulator, a language’s strings generator (LSG), and
a minimum pumping length determiner. For membership testing, the regular
expression to NFA converter is used to transform a given regular expression into
an NFA instance that can be easily operated on. This NFA instance is bundled with
a “compute” function that is used to determine if a given string is a member of
the language. To generate short strings, the language’s strings generator is used to
generate a list of such strings that belong to the language described by the regular
expression. Lastly, the determination of the minimum pumping length of a regular
language uses all the components in MIPU as needed by the pumping lemma for
regular language. These functionalities are further discussed in Sect. 4.

Regular Expression to NFA Converter

The regular expression to NFA converter takes a regular expression in the form of
a string and decodes it into a tuple of five elements that comprise an NFA. These
elements include a finite set of states (Q), a finite set of the alphabet that forms
the language (

∑
), the transition function between states (δ), a start state (q0), and,

finally, a set of accept states (F). Algorithm 1 shows how to generate these elements
of 5-tuple. The algorithm first checks if the regular expression represents a base
case, which can be an empty set, an empty string, or a regular expression containing
only one symbol. Then the regular expression is parsed into a list of segments that
can be iterated through to form an NFA.

Algorithm 1 Convert a regular expression into an NFA

Input: regular expression regExp
Output: T as 5-tuple (states, alpha, transfun, startq, acceptq)
1: initialize states and alpha to empty sets
2: initialize transfun to an empty map with state and symbol as key and traversable
states as value
3: currq = 0
4: createNFA(regExp)
5: if regExp is an empty set
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6: return T with qcurrq as start state and no accept state
7: else if regExp is the empty string
8: return T with qcurrq as the start and accept state
9: else if regExp is of length 1
10: add transition between q(currq++) and q(currq++) with regExp as the
transition symbol
11: add q(currq – 1) and q(currq – 2) to the states set
12: add regExp to the alphabet set
13: return T with q(currq – 2) and q(currq – 1) as the start and accept state,
respectively
14: seg = parseSegments(regExp)
15: for each segment s in seg, where s is not an operation
16: T_seg = createNFA(s)
17: start_seg[s] = start state of T_seg
18: accept_seg[s] = accept state of T_seg
19: for each segment s in seg, where s is star
20: update currq and add new states to states set
21: add transitions starting with start state of the previous
segment and ending with q(currq + 2)
22: for each segment s in seg, where s is concatenation
23: update currq and start & accept states
24: add epsilon transition between the previous segment
and the next segment
25: for each segment s in seg, where s is union
26: update currq and add new states to states set
27: add transitions to connect the previous segment and
the next segment
28: return T with start and accept state of seg

For the symbol that represents the empty set, an NFA is returned with the current
state (currq) as the start state, and there is no accept state. For the empty string, an
NFA is returned with currq as both the start and accept state. Lastly, for a regular
expression that contains only one symbol other than a regular operation, two states
are created (currq++ and currq++), which are connected by a transition labeled
by the symbol. When the regular expression does not represent a base case, it is
parsed into a list of segments. The procedure utilized to parse the expression into
segments will later be discussed in Algorithm 2. The segments are iterated through
in four different for-loops. The first for-loop traverses all the elements that are not
an operation and perform recursive calls on Algorithm 1 for the individual segments
until the base cases are reached. The following three for-loops are ordered according
to the precedence of the regular operations, namely, star, union, and concatenation.
For each regular operation, the algorithm follows the standard regular expression to
NFA conversion techniques [11]. New states and transitions are added as needed to
the segment(s) that the operation is applied to; meanwhile, currq is also updated.
The start and accept state of the segments involved synchs to reflect in the newly
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Fig. 2 Conversion of regular expression to an NFA

created NFA. It must be highlighted that for union and star operations, the NFA is
adjusted to contain a single accept state. Figure 2 showcases these changes. After
all the segments are constructed, the 5-tuple representing an NFA is returned.

To make the conversion procedure from a regular expression into an NFA more
flexible and efficient, Algorithm 2 is used to section a regular expression into
segments while building the entire NFA.

Algorithm 2 Parse a regular expression into a segment list

Input: regular expression regExp
Output: expression segment list seg
1: parseSegments(regExp)
2: initialize count to 0 and temp to an empty string
3: initialize seg to an empty list of strings
4: for i = 1 toregExp.length
5: if regExp.charAt(i) == ‘(’
6: count++
7: if count == 1 continue
8: else if regExp.charAt(i) == ‘)’
9: count–
10: if count == 0
11: add temp to seg and reset temp to an empty string
12: if i < regExp.length-1
13: add concatenation operation “.” to seg if needed
14: continue
15: temp += regExp.charAt(i)
16: if count == 0 // temp is an operation or one symbol
17: add temp to seg and reset temp to an empty string
18: if i < regExp.length-1
19: add concatenation operation “.” to seg if needed
20: return seg

Algorithm 2’s role is to decipher a regular expression into a list of segments that
Algorithm 1 can easily convert into an NFA. The algorithm traverses each symbol



An Educational Tool for Exploring the Pumping Lemma Property for Regular. . . 151

of the regular expression while, at the same time, it keeps track of the appearance
of parenthesis (count), the segments of the expression (seg), and a temporary
buffer for the current segment (temp). For each character iterated, the character is
first processed to discern parentheses. This step is performed to determine if the
upcoming elements of the expression are isolated from the rest of the elements.
This is essential for operations like union that requires all the elements to the right
and left of the operation to be passed as inputs. If the current character is an opening
parenthesis, count is increased by one, and the procedure immediately moves on to
the next symbol. On the other hand, if the character is a closing parenthesis, count
is decreased by one, and the collected elements in temp is added into seg when
count becomes zero. In addition to the elements added thus far, a concatenation
operation is added as well if the next character is not a star or union operation. These
components ensure that isolation is secured. If the character is not a parenthesis, it
is added into temp. When count equals zero, temp must contain an operation or a
single symbol, which is added into seg. In this case, a concatenation operation is
added if needed. To better illustrate the functionality of Algorithm 2, a sample input
and its corresponding output are provided as follows:

Input = “a(caUac)c*cac”.
Output = [“a”, “.”, “caUac”, “.”, “c”, “*”, “.”, “c”, “.”, “a”, “.”, “c”].

One aspect of Algorithms 1 and 2 that must be highlighted is that they require
the omission of special characters as element in the NFA alphabet. The character
used to represent union, concatenation, star, empty language, and epsilon cannot be
elements in the alphabet. Due to this notion, the algorithms have default characters
that they treat as these special symbols. Union is represented by uppercase letter
“U”; concatenation is portrayed by the period “.”; and the star operation is
symbolized by the star character “*”. The empty language is equivalent to the
backslash (\), and lastly, the empty string epsilon is depicted by lowercase letter
“e”. Future improvement to MIPU will allow customized settings to overwrite the
default characters used.

Nondeterministic Finite Automaton (NFA)

The NFA class in the framework takes the 5-tuple generated by the regular
expression to the NFA converter and offers methods for managing the NFA. One
such method is to test membership of an input string. To compute the input string,
the states of the NFA are traversed based on the symbols in the input string, and
membership is determined if one of the possible paths leads to an accept state. This
NFA model is passed to the language’s strings generator and the minimum pumping
length determiner for each to serve their respective roles.

The membership testing of an input string results from three individual algo-
rithms that contribute to each other to decide if the current state ends is an accept
state after a string is computed. Algorithm 3 shows this process that iterates through
the character in an input string and transits to other states based on the character
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read. At the end of the iteration, this algorithm returns true or false depending on
whether or not the current is found to be an accept state.

Algorithm 4 performs the transition method used in Algorithm 3. The algorithm
searches for all possible states that the current list of states can traverse to. It will
then remove those states and update the list to reflect the most recent version of the
states that the current list of states has moved to. As the NFA may have multiples
states that it can traverse to from the current state and an input symbol, the transit
algorithm (Algorithm 4) is separated from Algorithm 3 for simplicity.

An intriguing property of the NFA is the use of a special transition called epsilon
transition. An epsilon transition allows for the finite automaton to traverse without
the need of an input symbol. The traversal of this type of transition is encapsulated
in Algorithm 5. The algorithm iterates a changing list that updates within the method
itself. The logic behind this approach is that if an epsilon transition is found, it is
possible that the destination state may also contain another epsilon transition leading
to another state. However, this method has a hidden issue: if a cycle of epsilon
transitions exists, this would lead to an infinite loop. The solution to this is to check
if a new traversed state already exists in the list before it is added into the current
list.

Algorithm 3 Compute a string

Input: inputStr, transitions
Output: membershipStatus
1: initialize current to an empty list
2: add start state to current
3: updateEpsilonTransitions(current, transitions) // Algorithm 5
4: for each symbol c in inputStr
5: transitState(c, current, transitions) // Algorithm 4
6: updateEpsilonTransitions(current, transitions) // Algorithm 5
8: if current state is an accept state
9: return true
10: else
11: return false

Algorithm 4 Transit between NFA states

Input: symbol, current, transitions
Output: current
1: transitState(symbol, current)
2: if symbol is epsilon
3: return current
4: size = the size of the current list
5: for i = 1 to size
6: if there is a transition for current state i and symbol
8: for each traversable state s from current state i
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9: if state s is not a member of current
10: add state s to current
11: remove state i from current
12: return current

Algorithm 5 Update epsilon transitions

Input: current, transitions
Output: current
1: updateEpsilonTransitions(current, transitions)
2: for each state i in current // current changes in the loop
3: if there is an epsilon transition from current state i
4: for each traversable state s from current state i
5: if state s is not a member of current
6: add state s to current
7: return current

The algorithms presented form the bases for the membership testing functionality
of MIPU. After traversing the NFA graph and tracking all possible paths, one can
determine the membership of a string by observing if one of the paths leads to an
accept state. The ability to detect the membership of a string is essential for the next
two components of the MIPU framework, namely, the language’s strings generator
and minimum pumping length determiner.

Language’s Strings Generator (LSG)

The language’s strings generator uses a given NFA instance to generate an
adjustable number of permutations from the alphabet. These permutations must be
strings that can be accepted by the finite automaton. Every so often, the generator
generates a new batch of strings and stores them in a buffer for future usage. To
improve the performance of the permutation process for strings, branches of a
permutation tree are tracked. If a path will not likely lead to a final state along
the way, that branch is removed. The fate of a future branch can be determined by
observing the current states that the NFA is tracking for the current segment of the
string that has been generated thus far.

Minimum Pumping Length Determiner

Finally, as one of the primary functionalities of MIPU, the minimum pumping
length determiner can calculate the minimum pumping length of a regular language
according to the definition of pumping lemma. The tool also retrieves one of the
shortest strings in the language that meet the conditions and partitions it into three
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segments x, y, and z described in pumping lemma. The method takes an NFA
instance and the strings generated by the LSG as inputs and tests the conditions
to derive how the pumping lemma property is satisfied. Since the strings are ordered
by their string lengths, we will be able to check strings starting from the shortest
one and determine the minimum pumping length that meets the pumping lemma
requirements.

4 Pumping Lemma for Regular Language

The pumping lemma presents a set of conditions that must be satisfied in order
to demonstrate the pumping lemma property. These conditions include testing the
membership of a “pumped” string, where the original string belongs to a regular
language and is of a size greater than or equal to the minimum pumping length. To
help with the correct understanding of the pumping lemma concept, MIPU offers
three main tools that are essential to determine the existence of the property in
regular language, which are membership testing, string generation, and automated
minimum pumping length determination, as illustrated in Fig. 3. Membership
testing function determines if an input string is a member of a given regular
language, which can be used to verify if a string still maintains its membership
with the language after being pumped. String generation is the retrieval of an
ordered list of strings that belong to the language. This functionality is critical
for validating that a significant number of strings in the language adhere to the
conditions set by the pumping lemma. Lastly, as the name suggests, the minimum

Fig. 3 Main menu of MIPU
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pumping length determiner automatically calculates the minimum pumping length
of a regular language described by a regular expression. It also, along with the
minimum pumping length, provides the short strings that meet the conditions of
the pumping lemma and the ways how the strings can be partitioned into three
appropriate substrings x, y and z. These are core concepts that encompass the tools
needed to determine the non-regularity of certain language using pumping lemma.

4.1 Membership Testing for Regular Languages

The membership testing module is composed of the regular expression to NFA
converter and the NFA class described in Sects. 3.2.1 and 3.2.2, respectively. The
core of the functionality is found in the “compute” method of the NFA class. The
method traverses a graph created during the conversion of the regular expression to
an NFA and observes if there is a path leading to an accept state.

As shown in Fig. 4, MIPU allows one to enter a regular expression and an input
string. Then it takes the regular expression and generates an NFA for it. While
computing membership, the input string is passed as a parameter to the NFA’s
“compute” function, which returns either “True” or “False,” indicating whether the
sting belongs to the language or not.

Figure 5 presents another example for membership testing, where the regular
expression is (1

⋃
0)*101(1

⋃
0)* and the input string is 1011. As the result shows,

the input string is determined to be a member of the language. The substring 101 of
the given string reflects the segment 101 of the regular expression, while the symbol

Fig. 4 Membership testing window after a string is tested
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Fig. 5 Another example for membership testing

“1” at the end of the input string is the one generated by the rightmost segment
(1

⋃
0)*. Due to the tool’s ability to track multiple paths of the NFA as it computes a

string, the only path that leads to an accept state for 1011 can be identified to accept
the string.

4.2 String Generation

String generation for a given a regular expression is the second tool offered by
MIPU. It is responsible for producing strings that are members of the regular
language. The resulting strings are ordered by the length of the strings from the
shortest to the longest. The generator can dynamically generate more strings as
requested. This functionality uses the following components: regular expression
to NFA converter, the NFA class, and the LSG. The LSG module uses the NFA
produced from the regular expression and generates the strings from permutations
of its alphabet that are members of the language. Various optimizations are used to
eliminate branches of a permutation that will not lead to a valid string.

The string generation tool allows a user to enter a regular expression in the
provided text field. After the regular expression is converted into an NFA, an
LSG instance is created to generate strings that are recognized by the NFA. The
LSG module dynamically calls a “generate” function that produces new strings as
requested. Figure 6 shows some resulting strings after the “Get Strings” button is
pressed. The generated strings belonging to the language are listed in a lexicographic
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Fig. 6 An example of generating short strings

Fig. 7 Another example for string generation

order, which is the same as the dictionary ordering except that shorter strings
precede longer ones.

Figure 7 shows another example for string generation. Note that the shortest
string “00” is generated first by ignoring the segments containing a star operation.
Then the following strings are generated by considering the segments containing a
star operation, e.g., the last “1*” segment.
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4.3 Determination of Minimum Pumping Length

The last function implemented in MIPU is to automatically calculate the minimum
pumping length of a regular language. All modules of the MIPU framework,
including conversion of a regular expression into an NFA and testing the various
pumping lemma conditions, are used to achieve this function. As shown in Fig. 8,
the minimum pumping length determination tool requires only a regular expression
as its input. Once a regular expression is put in, an instance of the minimum pumping
lemma determiner is created, which tests a significant number of strings belonging
to the language and then decides the minimum pumping length. The figure shows
that when the regular expression “10*1” is typed in and the “Get Min Pump” button
is pressed, the tool displays the minimum pumping length of the regular language
along with a string example “101” that helps explain a way of portioning of the
string that satisfies the pumping lemma conditions.

Figure 9 shows the minimum pumping length of the regular language 1*01*01.
In this scenario, the minimum pumping length is 3, and one of the minimum strings
that meet the conditions of the pumping lemma property is 001. A possible partition
of the string is also displayed. It should be noted that although 001 is selected,
other minimum strings also exist, e.g., 100 and 010. One aspect of the results
produced that should also be highlighted is the minimum string 001 given in Fig.
9 in comparison to the shortest string 00 shown in Fig. 7. In both scenarios, the
regular expressions are the same, but the shortest string generated in Fig. 7 cannot
be pumped; thus, it is not listed as a minimum string.

Fig. 8 Minimum pumping length determination
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Fig. 9 Another example of minimum pumping length

One last example of minimum pumping length, illustrated in Fig. 10, is the
regular expression aabUa*b*. The result is interesting because normally with a
union operation where the left segment of the union operation represents a finite
language and the right segment represents an infinite language, the minimum
pumping length would be larger than the length of the finite segment since the
string represented by the finite segment usually cannot be pumped. However, in this
particular example, because the left segment can be generated by the right segment,
the minimum pumping length of the regular expression equals to the minimum
pumping length of the right segment, which is 1.

For more examples, the MIPU as well as the source code can be downloaded
from the GitHub repository at https://github.com/JosueCom/MIPU.

5 Conclusions and Future Work

Finite automata and regular languages have brought humanity to a new age of
innovation. They have led to advancements in artificial intelligence, the design
of modern computers, and the representation of complex systems by a machine
with limited memory. Through the MIPU project as well as the forthcoming
improvements to enhance active learning, students will become more familiar with
the formal concept of pumping lemma and overcome the complex challenge of
understanding the concepts of regularity and non-regularity of languages. MIPU
creates an environment that enables students to be actors for developing higher-

https://github.com/JosueCom/MIPU
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Fig. 10 One more example of minimum pumping length

order thinking and has the potential to be an effective tool in aiding students to
better understand complex concepts.

For future work, we will improve MIPU to support visualization of the process
of creating an NFA from a regular expression. We will also provide a pumping
operation function that can retrieve a string that has been pumped for a given
number of times. Additionally, the tool will allow a user to configure settings
including redefining the restricted characters used to represent special symbols in a
regular expression. The performance of generating strings may also be improved by
designing a new generator that traverses the NFA graph when forming new strings
instead of creating a permutation tree. Finally, we will redesign the GUI for string
generation to allow dynamic generation of new strings when requested by users.
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An Educational Guide to Creating Your
Own Cryptocurrency

Paul Medeiros and Leonidas Deligiannidis

1 Introduction

Over the course of the past decade, many online transactions often required what
is known as an “intermediary”—a third party that guarantees the secure exchange
of both the goods and information pertaining to the transaction. Additionally,
this means that all accountability for the transaction would fall into the hands
of the third-party intermediary. This type of security framework is known as
a “centralized” framework, as a central authority is responsible for executing a
safe data exchange within user transactions. Contrarily, a “decentralized” security
framework focuses on eliminating the intermediary, and instead using a “public
ledger”—a database of all transaction records shared with all users. This method
of transaction allows for the exchanged data between users to become immutable
and cryptographically sealed. Additionally, the use of “ledgers” eliminates the
chances of losing crucial information during a transaction, giving its users not only
immense privacy and security capabilities but also great transparency with all of the
transaction data. This type of decentralized security framework is what is used as the
foundation for blockchain technology as it is known today. The most common form
of blockchain technology, known as “cryptocurrency,” utilizes this framework by
making all transaction history available to all users while also making all of its data
immutable. Each time a series of new transactions is made within the blockchain,
a new block containing the new transaction data will be created and added to the
existing blockchain, further adding to the long list of immutable data. For this data
to be accepted by the blockchain, it must be validated by the blockchain users
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themselves through the use of a “proof-of-work” (PoW) algorithm. Miners run
the PoW algorithm. This time-consuming process involves the solution to a hard
problem [1] involving the computation of hashes which are one-way mathematical
functions. While it is very hard to produce the correct hash for a block to be accepted
into the blockchain, it is very simple and easy to verify the validity of the hash by
any member of the blockchain community.

This report is primarily focused on the creation and deployment of a unique
cryptocurrency while utilizing an existing codebase. Unlike the early stages of cryp-
tocurrency that was still in its infancy, the information regarding its development
process, especially its use of blockchain technology, has been greatly elaborated
upon to make the deployment of a new cryptocurrency more streamlined. Producing
a strong blockchain requires several different constituencies such as software devel-
opers, miners, exchanges, merchant processing services, web wallet companies, and
user/consumers [2]. The process demonstrated here provides a streamlined approach
to achieve all the necessary steps in deploying a fresh blockchain without the need of
a large software developing team, or even large amounts of third-party software. The
primary tools that are utilized in this development process largely center around the
use of Bash, a Linux-based scripting language, and the Ubuntu operating system.
Additionally, a GitHub account will be especially useful for pushing and pulling
new builds of the cryptocurrency when needed.

2 A Working Codebase

We utilized a working cryptocurrency codebase to create our own new cryptocur-
rency. This codebase allows for anyone to utilize the binaries provided by it to
compile their own unique cryptocurrency build. More specifically, this codebase
gives developers the necessary tools needed to deploy their own cryptocurrency.
Of course, this codebase is not able to generate a new cryptocurrency by itself—
there are many necessary alterations of code and unique configuration parameters
that must be provided for a new cryptocurrency to be built properly using this
codebase. For this project, we used the Litecoin codebase, which is an open-source
peer-to-peer cryptocurrency project, and we utilized the public Litecoin GitHub
repository for its source code. To gain access to the “Litecoin” repository and fork
the necessary documents, a GitHub account needs to be created and then linked
to the Ubuntu operating system (which can be done via the Bash terminal setup in
Visual Studio Code). This connection with GitHub and Ubuntu is necessary, because
if data needs to be pulled and/or be updated from the new forked repository, it can
be done through the Ubuntu command line via bash scripting, without having to
access the GitHub website directly.

To get the working codebase, we first installed the Ubuntu subsystem on a
Windows 10 machine and forked the Litecoin repository from https://github.com/
litecoin-project/litecoin and then followed the instructions of the “build-unix” file
located in the document folder to install the dependencies.

https://github.com/litecoin-project/litecoin
https://github.com/litecoin-project/litecoin
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3 Preliminary Code Modifications

Renaming assets in an existing codebase as a step toward creating a “unique
cryptocurrency” is not as questionable as it may seem. Many cryptocurrencies,
much like Litecoin itself, often merge their code with changes made from other
codebases. In many cases, Litecoin can be seen merging code from Bitcoin, a major
cryptocurrency. This can be viewed when going to the Litecoin repository page and
checking its commit history and changes. Unsurprisingly, both Bitcoin and Litecoin
share enough similarities in their source code to make merging code possible and
not very tedious. Practicing something similar to Litecoin, portions of the codebase
installed via the Bash terminal can be renamed to include the developer’s new
cryptocurrency name. Moving forward, it is important to note that there are other
aspects of the codebase that must be edited that stretch beyond simply renaming
things. The commands shown in Fig. 1 should be entered into the Bash terminal to
replace all areas of the code where Litecoin is mentioned.

An imaginary cryptocurrency named “CloudCoin” is used in this example to
demonstrate what should be edited in the respected fields. In Fig. 1, any instance
of “CloudCoin” should be replaced with the unique cryptocurrency name of the
developer’s liking. Additionally, the abbreviation of “CloudCoin,” which is “CLC,”
should also be changed to an abbreviation of the new cryptocurrency’s name.

Additionally, there are two more name changes that must be made. In Litecoin,
and other cryptocurrencies, there are monetary denominations used to represent
amounts of cryptocurrency that are smaller than a single coin. In Litecoin, these two
denominations are known as “lites” and “photons.” Figure 2 shows how to replace
these denominations with our own called “clouds” and “raindrops,” respectively.

Next, locate the file “chainparams.cpp.” This file is one of the major pieces
in creating a new blockchain and requires a variety of edits to make a successful

find ./ -type f -readable -writable -exec sed -i "s/Litecoin/Cloudcoin/g" {} \;

find ./ -type f -readable -writable -exec sed -i "s/LiteCoin/CloudCoin/g" {} \;

find ./ -type f -readable -writable -exec sed -i "s/LTC/CLC/g" {} \;

find ./ -type f -readable -writable -exec sed -i "s/litecoin/cloudcoin/g" {} \;

find ./ -type f -readable -writable -exec sed -i "s/litecoind/cloudcoind/g" {} \;

Fig. 1 The commands to replace any instances of the word “Litecoin” or its variations within the
source code. It is important to replace the examples of “CloudCoin” with the developer’s own
unique cryptocurrency names

find ./ -type f -readable -writable -exec sed -i "s/lites/clouds/g" {} \;

find ./ -type f -readable -writable -exec sed -i "s/photons/raindrops/g" {} \;

Fig. 2 The commands run via the Bash terminal to replace any instances of the words “lites” or
“photons”—the denominations used for Litecoin when the amount of currency is less than one
‘Litecoin”
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pchMessageStart[0] = 0xfb;

pchMessageStart[1] = 0xc0;

pchMessageStart[2] = 0xb6;

pchMessageStart[3] = 0xdb;

Fig. 3 Four lines of code that represent the PCH Message Values that are present within the
“chainparams.cpp” file. The bytes associated with these lines of code must be changed to
unique values to ensure that the different networking protocols present in the blockchain can be
successfully handled

base58Prefixes[PUBKEY_ADDRESS] = std::vector<unsigned char>(1,48);

base58Prefixes[SECRET_KEY] = std::vector<unsigned char>(1,176);

base58Prefixes[EXT_PUBLIC_KEY] = {0x04, 0x88, 0xB2, 0x1E};

base58Prefixes[EXT_SECRET_KEY] = {0x04, 0x88, 0xAD, 0xE4};

Fig. 4 Four lines of code that represent the different public and secret keys that will be present
in the cryptocurrency blockchain. All of these values must be unique so that the blockchain can
receive accurate data from its users

build. Search in the file for several lines of code that start with the phrase “pchMes-
sageStart,” followed by a series of bytes. The bytes present and handle different
networking protocols being used to identify the clients of the blockchain. These
values must be changed to something unique, because if another cryptocurrency
uses the same PCH message values, it will create complications when attempting to
identify which cryptocurrency blockchain it is trying to access. The section of code
that should be edited should look like Fig. 3. Note that the bytes supplied in the
figure are the default values given by Litecoin and should not be used as input.

Like the previous step, the next section of code is also present within the
“chainparams.cpp” file but begins with the phrase “base58Prefixes.” The bytes
associated with these lines of code are used as prefixes for the addresses that
can receive data from the cryptocurrency blockchain users. These values must be
unique, since sharing these addresses with another cryptocurrency can confuse
which cryptocurrency blockchain the data will be sent to. The four lines in Fig.
4 hold the address data for the public key and secret key (as well as the external
public and secret keys). The values present within the figure should not be used as
input for the code and instead should serve as an example as to the possible values
that could be used.

4 Creating the Genesis Block

This is arguably the most important section of the development process, as the
following steps are used for creating the first block of the new cryptocurrency
blockchain. The first block of a new blockchain, otherwise known as the “genesis
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block,” is essentially the “origin” of a new cryptocurrency’s blockchain. It plays
a crucial role not only in creating the new blockchain itself but also for allowing
successive blocks to be created and added in the chain. The data structure that exists
within each block of the chain is known as the “Merkle root” and must be created
alongside the genesis block. The Merkle root consists of what are called “chained
hashes.” Inside of the “chainparams.cpp” file, the developer can find examples of
the genesis block and Merkle root values.

Thankfully, a Python script exists that can help assemble these necessary pieces
of data to generate a successful genesis block for the developer. The script, known
as “GenesisH0,” can be found on GitHub and was utilized for the sake of creating a
unique genesis block. Figure 5 shows how to download and install GenesisH0.

In the install directory, there is a python script named “genesis.py,” which is the
script that will be calculating the nonce and assembling the additional information to
create the genesis block for the new blockchain. To use the script, enter the following
command shown in Fig. 6 into the terminal—substituting the placeholders with the
unique values for the article, public key, and timestamp obtained above (as well as
an arbitrary number for the nonce). Be sure to include quotations around certain
values as shown in Fig. 6.

It is important to note that this (mining) process can take a long time to complete,
as searching for a suitable nonce can be very difficult; we found one within 48 hours.
Sometimes, this process can take minutes, while other times, it can take several
hours to complete. If the developer finds that they cannot successfully obtain a
suitable nonce, either change the arbitrary value given to the nonce or allow the
script to run for a longer time.

When the developer sees the message indicating that the genesis hash is found,
copy down the nonce and genesis hash values that appear in their respective results.
Re-run the previous python script command in Fig. 6—using the new nonce value
as the nonce parameter for the script. Running this command should immediately
return a result that looks similar to Fig. 7. Values associated with data such as the
“Merkle hash,” “bits,” and other outputs will have unique values when run through
the developer’s terminal. It is crucial to take note of the values associated with all
outputs of the script. Pay close attention to the “Merkle hash,” “pubkey,” “time,”

git clone https://github.com/lhartikk/GenesisH0.git

sudo pip install scrypt construct==2.5.2

Fig. 5 Two commands run via the Bash terminal. The first installs the necessary Python script
associated with “GenesisH0,” while the second installs dependencies that allow the Python script
to run

python genesis.py -a scrypt -z "Insert Article Here" -p "Public Key" -t timestamp -n nonce

Fig. 6 A sample input command for the “genesis.py” script to find a suitable nonce. All
placeholders should be substituted for their real corresponding values
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python genesis.py -a scrypt -z "Insert Article Here" -t timestamp -n nonce

algorithm: scrypt

merkle hash: merkle-hash-value

pszTimestamp: Article-Website Date Title

pubkey: public-key

time: unix-time-value

bits: bit-value

Searching for genesis hash..

genesis hash found!

nonce: nonce-value

genesis hash: genesis-hash-value

Fig. 7 The output of the “genesis.py” script when the new suitable nonce is used as the nonce
parameter for the command

“bits,” “nonce,” and “genesis hash” values. This information will aid in developing
the next step of the code development process.

5 Primary Code Modifications

Now that the data required to create a new genesis block has been obtained, we need
to navigate back to the “chainparams.cpp.” First, edit the value associated with the
variable “pszTimestamp,” and replace it with the name of the article the developer
used to create the previous genesis block data.

Scrolling further down the file, there should be a class called “CMainParams.”
Within it, there is a line of code that refers to creating a genesis block, as well
as two lines of code that begin with the word “assert,” followed by the words
“hashGenesisBlock” or “hashMerkleRoot.” The first line of code should include the
phrase “CreateGenesisBlock” that holds three genesis block values associated with
its Unix time, nonce, and bits. Modify these values with the new values generated
from the execution of the “genesisH0” script.

Below the “CreateGenesisBlock” line, the value associated with the line
“assert(consensus.hashGenesisBlock)” should be modified to include the genesis
hash value the developer obtained from the “genesisH0” script. Additionally, the
value associated with “assert(genesis.hashMerkleRoot)” should be modified to
include the new Merkle hash.

Cryptocurrencies are typically known to have what are called “decentralized
security frameworks.” This type of framework eliminates the need for “interme-
diaries,” which are responsible for guaranteeing a secure exchange of data (in this
case, money) between the users executing a transaction [3]. A “public ledger” is put



An Educational Guide to Creating Your Own Cryptocurrency 169

in place of the “intermediary,” which is an immutable, cryptographically secured
permanent record of all transactions among all users of the blockchain [3].

While this provides a secure alternative to intermediaries, its main strengths lie in
its ability to eliminate the chances of information loss, having powerful transaction
validation abilities, easy verification processes, and a strong focus on transaction
transparency [3]. Interestingly, Litecoin (as well as similar cryptocurrencies, such
as Bitcoin) references “dnsseeds” and “seednodes” in its source code, which means
that there are multiple active IP addresses that are running to support client
interactions with Litecoin (such as transactions). In a way, these could be seen
as a form of “intermediaries,” but they are in no way required to set up a fresh
cryptocurrency blockchain. It’s crucial to remove these unnecessary pieces of data,
as including them in the new blockchain will send clients of the new blockchain to
the addresses provided by the Litecoin source code.

To begin removing the “dnsseeds,” navigate back to the “chainparams.cpp” file.
Toward the bottom of the file, several lines of code that begin with the phrase
“vSeeds.emplace_back” should be present. The developer can either choose to
comment out these lines or delete them (doing either will disable these lines of
code). Within the same “src,” open the “chainparamsseeds.h” file. Edit the method
referred to as “pnSeed6_main” by commenting (or deleting) all its accompanying
data. The data present in this method is memory associated with the nodes used by
the Litecoin source code. Specifically, each line of this method contains data for a
unique IP address associated with Litecoin, alongside a port number used by the
accompanying address. Because nodes for the new blockchain have not been set up
yet (nor can they use the same values provided by Litecoin), these values must be
removed from the source code. Additionally, the developer should make sure that
the method below “pnSeed6_main,” named “pnSeed6_test,” is left alone.

6 Deploying the Nodes

Here, a peer-to-peer (P2P) network is used to establish the ability for clients to mine,
send, and receive cryptocurrency from the new blockchain. Using this P2P network,
the transactions and blocks made through the blockchain will be broadcasted by
the nodes and sent to their peers, which then relay further to flood the network
if they meet the relay policies [4]. In other words, the P2P network serves as a
component that protects its users from “Denial of Service” attacks (DoS) in addition
to supporting transactions through Simple Payment Verification (SPV) [4]. The tools
used to accomplish this goal were provided through the Microsoft Azure platform
and its ability to rapidly deploy multiple virtual machines.

Like Bitcoin, the users and/or computers that will be running one (or multiple) of
these nodes will have a direct and authoritative view of the blockchain, with a local
copy of all the transactions, independently validated by their own system [5]. This
means that if the developer chooses to use their own personal nodes instead of using
a service such as Microsoft Azure, then the developer can view the entire history
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of the blockchain with other additional privileges. However, running personal nodes
will require a permanently connected system in which the system must have enough
resources to process all the blockchain transactions [5]. It should also be noted that
there may be situations in which two nodes may broadcast different versions of the
next block of data simultaneously—which will cause some nodes to receive one or
the other versions first [6]. This does not mean anything negative has occurred, but
the nodes will continue to compute the work they have been given until the block
with the largest amount of work (“largest branch,” “longest chain”) is identified—to
which the other nodes will switch to the branch with the largest amount of work
completed [6].

Once the developer has navigated to the Microsoft Azure portal, there are
many options that Microsoft provides to its users to deploy a variety of different
technologies. One such option is “virtual machines.” After selecting the “virtual
machines” option, select the “add” option on the page to bring up the setup process
for the first virtual machine (these virtual machines will be used as the nodes for the
new blockchain). It is recommended when setting up any of the virtual machines to
set the virtual machine operating system as Linux, as well as having it run version
16.04 of Ubuntu. After successfully deploying the first virtual machine, a second
one with the exact same parameters should also be deployed.

Once both virtual machines are deployed, selecting any of the virtual machines
should display information regarding its network protocol, as shown in Fig. 8. Each
line should be present in the “inbound port rules” section of the network protocol
of the virtual machine, except for the first line. The first line (the lined called
“Port_9444”) must be manually added to both the “inbound port rules” and the
“outbound port rules” of both virtual machines.

To do so, select the “add inbound port rule” option on the page, and change the
“destination port ranges” value to the default port number associated with the new
blockchain.

Additionally, the developer should change the priority value to 100, as well as
the “Name” of the security rule to the default port number. Figure 9 provides an
example of what the sample inputs should look like for both virtual machines. It

Fig. 8 An example demonstrating the correct input/output port rules associated with both of the
deployed virtual machines. The first rule, titled “Port_9444,” should be missing after initially
deploying both of the virtual machines and must be added manually
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Fig. 9 A sample input for the
additional inbound/outbound
port rule that must be added
to both virtual machines

is also important to note that the “outbound port rules” should be identical to the
inbound port rules.

In order for clients of the blockchain to receive updates and submit transactions,
they must know the proper nodes and ports to connect to the blockchain. This can
easily be done by adding a “.conf” file to the root directory of the project (create
a “.conf” file in the “litecoin” directory, which should be the directory that holds
all of the files for the developer’s current build). The .conf file should be titled
whatever the name of the developer’s cryptocurrency is. Change the values for the
“addnode” section, and supply them with the correct information provided by the
Microsoft Azure portal. Typically, the format for the “addnode” values is the name
of the node (in this case, the virtual machine’s name), the node’s location, the phrase
“.cloudapp.azure.com:”, and the default port number. Additionally, the values for
“rcpuser” and “rcppassword” must be changed if the developer wishes to mine their
cryptocurrency on a local build of their blockchain. A problem we encountered is
the fact that there is no “.conf” file given by the Litecoin source code, meaning
there’s no file to edit, like the other examples. Thus, in Appendix A, we share our
own “.conf” file.

http://cloudapp.azure.com
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7 Building the Wallet

Now that the nodes and “.conf” file have been successfully created, the source
code can finally be recompiled and built with wallet functionality. Enabling wallet
functionality will compile the source code with a functional user interface that will
allow the users of the cryptocurrency to both mine and exchange currency between
one another. When using the digital wallet that will be compiled by Litecoin’s
source code, each user (wallet) will receive a set of “keys” that will allow users to
interact with each other’s wallets. The user’s “private key” is to sign and protect the
information of the user’s wallet [7, 8]. If a user has the private key to an address
(wallet), then that user can use that key to access the currency associated with
that address from any Internet-connected computer [2, 7]. Litecoin’s source code
includes the tools necessary for wallet functionality through the use of “QT,” an
application designed for developing user interfaces. Compiling the new source code
with the QT application provided by Litecoin produces a new executable file that
will run the new cryptocurrency wallet. If the various user-interface assets are not
updated to reflect the new cryptocurrency, they may still refer to Litecoin on the user
interface. However, all transactions that take place in the executable file will still
use the new cryptocurrency, so changing the names of the assets is not necessary
for deployment. If the new cryptocurrency is intended for public use however, it’s
recommended that the assets are updated to reflect the names and abbreviation of
the new currency.

To build the wallet, run the “autogen.sh” and the “configure” scripts. This creates
an executable file named “Litecoin.qt.” This file should be run to access the user
interface of your wallet as shown in Fig. 10. It is also possible that the executable
filename may also be named after your cryptocurrency name—and it is also possible
that it could be misplaced in one of the source code subfolders upon compilation. If
you cannot find the “.qt” file, the code should be recompiled.

If the Litecoin QT application successfully connects to the nodes, it is possible
to locally mine the new cryptocurrency on the developer’s computer. Generating
currency can also allow the developer to test transactions between users once enough
currency has been generated. To begin mining currency, a simple executable file
needs to be created with the code shown in Fig. 11. The developer should change
the instance of “Litecoin” in the code to reflect the name of the new currency.

While there are no necessary steps left to take for producing a privately
distributed build for testing purposes, there are several additional steps online that
the developer may wish to follow to make managing the blockchain easier, as well as
prevent potential security breaches. It is recommended that the developer research
these additional steps if they wish to make their cryptocurrency available to the
public.
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Fig. 10 Litecoin’s built-in QT wallet application. While all of the assets present in the user
interface were not changed (such as the logo used for Litecoin and the header of the executable file
saying “Litecoin Core”), the assets referring to the type of currency being used were updated to
reflect the new currency, as referenced by the “CLC” abbreviation next to the balance. Normally,
the abbreviation would be “LTC” to refer to Litecoin, whereas in this executable file, it was changed
to “CLC” to reflect “CloudCoin,” an imaginary currency used for the sake of this study

#!/bin/bash
echo “Generating currency! (CTRL+Z to stop)”
while :
do
litecoin-cli generate 1

done

Fig. 11 The code used to mine the newly compiled cryptocurrency

8 Results and Discussion

Scalability and security are two of the most important aspects of cryptocurrencies.
With public interest of cryptocurrency rising, the possibility of encountering
scalability issues has unfortunately become inevitable. In short, this problem refers
to the capability of a single node on a blockchain network to handle a growing
amount of transactions per second and thus be enlarged to accommodate that growth
[9]. While there have been various attempts to combat this issue such as decreasing
the block size or increasing the number of nodes operating with the blockchain,
many of the potential solutions are expensive and potentially cost-ineffective.
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Because of scalability issues, many cryptocurrencies are often limited to how
many transactions they can handle at one time. There are several other factors that
contribute to this limitation as well. One of the other factors that could be considered
is the speed at which the transactions are completed and placed on the chain.
Typically, this is determined by the amount of network activity taking place on the
blockchain, alongside the transaction fees associated with the exchanging of the
currency itself. When comparing against similar cryptocurrencies such as Bitcoin,
Litecoin completes transactions around 4 times faster than Bitcoin. On average,
Litecoin takes approximately 2.5 minutes to complete a single exchange, while
Bitcoin takes approximately 10 minutes to complete the same task. Additionally,
Litecoin can handle about 56 transactions per second as opposed to Bitcoin, which
can only handle around 7 [10]. Litecoin is usually seen as a faster alternative to
Bitcoin when it comes to exchanges on the blockchain, so this report decided to
use the Litecoin codebase to provide an alternative solution for rapid development
and experimenting that can support larger numbers of transactions at a time than
Bitcoin.

Aside from transaction speed, the ability to provide a strong, secure method for
users to interact with the blockchain can also be considered an extremely important
aspect of development. In other words, the security of the blockchain is a major
concern—and typically involves the confidentiality, integrity, and availability of the
technology itself [9]. To satisfy these security concerns, both Bitcoin and Litecoin
utilize what are called “proof-of-work” (PoW) algorithms to cryptographically seal
the transactions in a block of the blockchain. In short, these algorithms prevent
others from tampering with information in a block, providing a secure way of storing
transactions in a block. While it is easy to verify the validity of the block or the
entire blockchain, it is infeasible to modify a transaction without rerunning the PoW
algorithm for each block in the chain!

While there are several different types of PoW algorithms that are used with
various cryptocurrencies, the most immediate example would be Bitcoin, with its
use of the SHA-256 hash algorithm. Litecoin’s source code holds many similarities
with Bitcoin. However, one of its key differences includes Litecoin’s decision to use
a PoW hash algorithm, scrypt, instead of SHA-256. Both algorithms aim to compute
hashes of data present on the blockchain, as well as authenticate the transaction data
that is stored in each block.

Both SHA-256 and scrypt hash functions are computationally inexpensive to
run. However, there is no known way of generating a specific hash value based
on some input. Miners try different combinations of nonce and rerun these hashing
algorithms, and when a desired hash value is computed, they are awarded, and the
block can be added in the blockchain. What makes it even harder is that scrypt is also
memory intensive because the generated hashes are stored in memory, and then they
need to be accessed before submitting a solution. This makes scrypt appealing since
miners cannot use Application-Specific Integrated Circuits (ASICs) to mine hashes
fast. Scrypt provides users with less-devoted hardware to be able to mine currency
from the blockchain, as opposed to SHA-256 which requires users to join “mining
pools” to cooperate in mining currency. This does not mean SHA-256’s methods
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are completely safe, however. As stated by Chang, blockchain mining pools are
also vulnerable to attacks in which the miner in a compromised pool withholds and
delays blocks while submitting shares, effectively taking all of the rewards from the
mining pool [11]. A precise definition of this occurrence would be what is called
a “block withholding attack.” According to Kamhoua, these attacks are defined
as the situations in which a miner decreases the expected revenue of a mining
pool by withholding authenticated blocks—but also increases their own reward by
submitting as many shares as possible to the pool [12]. The choice to use Litecoin for
this study allows for a better testing environment upon initial deployment—but like
working with any codebase, it will require improvements to security protocol and
maintenance of several blockchain components if there are any attempts in making
the cryptocurrency commercially viable.

Appendix A

An example “.conf” file created for clients of the blockchain to know how and where
to receive updates and submit transactions. The file provides details concerning the
proper nodes and ports to connect to the blockchain. The “.conf” file should be
added to the root directory of the project.

#cloudcoin.conf configuration file.
# Network-related settings:
# Run on the test network instead of the real cloudcoin network.
#testnet=0
# Connect via a socks4 proxy
#proxy=127.0.0.1:9050
# Use addnode= settings to connect to specific peers
addnode=NODE1.eastus.cloudapp.azure.com:9444
addnode=NODE2.eastus.cloudapp.azure.com:9444
# Use connect= settings as you like to connect ONLY to

specific peers:
#connect=localhost:9444
# Do not use Internet Relay Chat (irc.lfnet.org #cloudcoin

channel) to find other peers.
#noirc=0
# Maximum number of inbound+outbound connections.
#maxconnections=
# JSON-RPC options (for controlling a running cloudcoin/

cloudcoind process)
# server=1 tells cloudcoin-QT to accept JSON-RPC commands.
server=1
# You must set rpcuser and rpcpassword to secure the JSON-RPC

api
rpcuser=username123
rpcpassword=password123
# How many seconds cloudcoin will wait for a complete RPC HTTP

request after the
# HTTP connection is established.
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rpctimeout=30
# By default, only RPC connections from localhost are allowed.

Specify as many rpcallowip= settings
# as you like to allow connections from other hosts (and you may

use * as a wildcard character):
#examples: rpcallowip=10.1.1.34 rpcallowip=192.168.*.*

rpcallowip=1.2.3.4/255.255.255.0
rpcallowip=127.0.0.1
# Listen for RPC connections on this TCP port:
#rpcport=9432
# You can use cloudcoin or cloudcoind to send commands to

cloudcoin/cloudcoind
# running on another host using this option:
#rpcconnect=192.168.2.29
# Use Secure Sockets Layer (also known as TLS or HTTPS)

to communicate with
# cloudcoin -server or cloudcoind
#rpcssl=1
# OpenSSL settings used when rpcssl=1
#rpcsslciphers=TLSv1+HIGH:!SSLv2:!aNULL:!eNULL:!AH:!3DES:

@STRENGTH
#rpcsslcertificatechainfile=server.cert
#rpcsslprivatekeyfile=server.pem
# Miscellaneous options. Set gen=1 to attempt to generate

cloudcoins
gen=1
# Use SSE instructions to try to generate cloudcoins faster.
4way=1
# Pre-generate this many public/private key pairs,

so wallet backups will be valid for both prior
# transactions and several dozen future transactions.
#keypool=100
# Pay an optional transaction fee every time you send

cloudcoins. Transactions with fees are more likely
# than free transactions to be included in

generated blocks, so may be validated sooner.
paytxfee=0.001
# Allow direct connections for the ’pay via IP address’ feature.
#allowreceivebyip=1
# User interface options
# Start cloudcoin minimized
#min=1
# Minimize to the system tray
#minimizetotray=1
#THIS IS THE END OF THE FILE.
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Peer Assistant Role Models in a Graduate
Computer Science Course

Evava Pietri, Leslie Ashburn-Nardo, and Snehasis Mukhopadhyay

1 Introduction

Because information technology has transformed nearly every field of human
endeavor, it is difficult to imagine a career path that will not involve some inter-
action with computers and computing. Consequently, the predicted job growth in
computer-focused careers from the years 2014 to 2024 is very high (12.5 percent)—
higher than all STEM fields combined [3]. High schools and colleges in the USA
are struggling to keep pace with this need, leading the National Science Foundation
and the US Government to outline a plan to provide large-scale support to states,
schools, and universities to further CS education [44]. Between 2008 and 2014,
there was a 53% increase in the population of international students in science and
engineering departments in the USA [27]. To meet the CS demand, it is therefore
imperative to recruit from groups that have been traditionally underrepresented in
these fields (e.g., women; [28]) as well as from international students [35]. Beyond
helping to fulfill workforce needs, diverse research teams in STEM also produce to
higher quantity and quality of outputs [9, 30].

One strategy to help recruit underrepresented students into CS majors and the CS
workforce is to ensure students take classes with professors from these groups [47].
That is, these professors can act as role models (i.e., a person to which one feels
similar and aspires to be like; [12]) to inspire students’ interest in CS careers [1].
Unfortunately, CS remains one of the least diverse areas in academia (particularly
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with regard to gender; [28]), and thus, students from underrepresented groups may
have few opportunities to interact with professors who would be most inspirational.
Moreover, ensuring students learn from professors matching their identities (e.g.,
female students can interact with female professors) may create heavy service
expectations and harm the research productivity of the few female computer
scientists in academia [48]. Thus, it is critical to test new techniques that will help
recruit underrepresented groups into academic CS and diversify professors in CS.
The current work aims to address this national need, by testing a new intervention
to recruit international students and, particularly, international female students into
CS PhD programs. We specifically implemented our intervention in a Master’s
level course, which has a high proportion of female and international students and,
thus, represents an opportunity to recruit students from underrepresented groups
into academic CS. Moreover, the Master’s level represents a critical junction for
students’ future career trajectory. That is, Master’s students can decide to finish with
a terminal Master’s degree and pursue an industry profession, or these students can
continue on to a PhD program in CS and seek an academic job. Thus, this Master’s
course is a prime opportunity to test a novel intervention.

There are a variety of reasons why international female Master’s students may
choose not to pursue an academic career in CS. Most germane to the present
research are their perceived fit in CS and their perceived future selves. Specifically,
relative to US-born female students, international female students may have less
exposure to the masculine stereotypes about CS that are pervasive in the USA
[4, 29], but they still may have self-concepts (i.e., knowledge and beliefs about
themselves) doubting their fit in academic computer science, and their possible
future selves (i.e., their representations of who they could become in the future) may
not include academic computer scientist researchers [22, 23]. People use culture,
important groups, and families as sources of information about their self-concept
and possible future selves [20, 39, 41]. Because of cultural expectations and familial
obligations, international female Master’s students may perceive themselves as
computer programmers destined to work in the industry in order to provide for their
families rather than as academic researchers with more individualistic achievement
goals [20]. These self-concepts and possible future selves in turn may lead to four
critical downstream consequences impeding international female students’ pursuit
of academic CS. First, international female Master’s students may be unfamiliar
with the required behaviors for conducting research or pursuing an academic career
in CS [2, 10]. Second, the Master’s students may have little interest in seeking out
research opportunities and may not value CS research [8, 38]. Third, the students
may lack confidence in their ability to succeed at conducting CS research, which
may result in their avoiding research opportunities [2, 37]. Finally, international
female Master’s students may feel concern about belonging in academic CS and, in
turn, avoid these potentially threatening environments [25, 43].

Fortunately, subtle changes in the classroom environment can influence self-
concepts and possible future selves and help address these barriers [23, 47]. One
such fairly minor but beneficial change to the CS graduate classroom is adding PhD
student peer assistants, who may act as role models for the Master’s students and
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encourage their interest in PhD degrees and academic careers. There are multiple
theoretical frameworks outlining the benefits of role models. As one example, the
Motivational Theory of Role Modeling identifies three specific functions of role
models—as behavioral models, as inspiration, and as representations of the possible
[24]. Role models can act as behavior models by displaying the correct actions and
behaviors that are necessary to achieve the goal (i.e., being an academic computer
scientist; [10, 19]). Thus, the peer assistant role models, who are successful PhD
students, demonstrate how to be productive computer scientist researchers and
provide advice about conducting research and entering PhD programs. Beyond
acting as behavioral models, because individuals aspire to be like their role models,
role models act as inspiration to encourage individuals to value certain domains
and be attracted to those fields [11, 31]. Indeed, researchers have found that the
more that high school students value science courses (e.g., see them as fun and
enjoyable), the more likely these students take part in after-school science activities
and report intentions to pursue science careers [26]. The peer assistant role models
therefore may encourage Master’s students to see academic CS as a desirable pursuit
and promote the students’ interest in completing research theses or earning a PhD.
Finally, role models can show individuals that it is possible to be successful in a
given domain and encourage self-efficacy, which is critical for promoting students’
motivation and engagement [17, 26]. Consequently, successful PhD student role
models will show CS Master’s students that it is possible to flourish in academic CS
and help Master’s students feel confident in their ability to conduct CS research.

Morgenroth et al.’ [24] theory of role models nicely aligns with Dasgupta’s
[6] Stereotype Inoculation Model, which posits that role models help “inoculate”
students against harmful beliefs about their group in potentially threatening domains
(e.g., women in STEM fields). According to this theoretical framework, when
the Master’s students identify with the peer assistant role models, the Master’s
students will see their future selves as academic CS researchers, which will in
turn increase their interest and self-efficacy in CS research [6]. Adding to the
Motivational Theory of Role Modeling, the Stereotype Inoculation Model further
asserts that role models can encourage belonging and fit in certain fields [47]. By
inoculating against threatening beliefs about one’s group in a specific environment,
a role model indicates that one’s identity will be valued and encourages belonging
in that environment. Although international female Master’s students may be less
negatively impacted by masculine stereotypes about STEM than US women, these
female Master’s students nevertheless may believe their place is in industry, rather
than in academic CS. Thus, a peer assistant role model can dispel this belief and
encourage in belonging in a CS PhD program. Taken together, both the Motivational
Theory of Role Modeling and the Stereotype Inoculation Model suggest that
interacting with a PhD peer assistant role model will help female Master’s students
view themselves as CS researchers. Supporting this possibility, past work has found
that exposure to successful female scientists and professors increased female STEM
undergraduate majors’ identification with the sciences (i.e., changed their self-
concept) and aspirations to pursue a career in STEM (i.e., altered their possible
future self) and enhanced their sense of belonging in STEM [47]. Additionally,
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previous work has found that advanced female students can act as peer role models
for younger female students and encourage their confidence, belonging, and interest
in STEM [7]. Although there are empirically documented benefits associated with
brief exposure to role models [47], frequent and quality contact with role models can
have a stronger and longer-lasting impact on students’ identification with and career
aspirations in a given field [1]. Master’s students will have many opportunities to
interact with the PhD student peer assistant role models, and these interactions will
be of high quality, and hence, this may be the ideal situation to expose Master’s
students to role models in CS.

It is important to note certain characteristics make role models more or less
effective. For instance, it is imperative that women feel similar to the role model
for the role model to inspire changes in self-concepts and possible future selves [4,
18, 34]. Students generally feel more similar to and, in turn, are more inspired by
role models with a matching in-group identity [6]. As one example, female students
report higher interest in STEM careers after interacting with a female rather than
a male scientist/potential role model [7, 47]. Because both the Master’s students
and the PhD student peer assistants will be students in CS (i.e., part of the graduate
student in CS in-group), we anticipate that the Master’s students will feel similar to
the PhD students and the PhD students will be beneficial for all Master’s students.
Additionally, we recruited a high percentage of female peer assistants to ensure
that the majority of the female Master’s students had the opportunity to work with
successful female role model. We anticipated that the peer assistant role models
would encourage Master’s students (a) to develop a CS research identity/self-
concept, (b) to value CS research, (c) to feel self-efficacious in conducting CS
research, (d) to have a sense of belonging in academic CS, and (e) to indicate an
interest in pursuing a career in academic CS.

1.1 Aims and Objectives of the Paper

The current research reported in this paper aims to develop and test a new technique
to recruit terminal Master’s students into computer science (CS) PhD programs
and academic CS in order to increase diversity in academic CS. We introduce peer
assistants to CSCI 549: Intelligent Systems, a popular course for Master’s students,
which has in-class group research projects (worth 40% of the final grade). These
peer assistants are successful PhD student researchers, who assist the Master’s
students with the in-class projects. Our hope was that the PhD students would act as
role models to promote the Master’s students’ identification with and valuing and
self-efficacy of CS research and belonging and interest in academic CS. Many of the
Master’s students enrolled in Intelligent Systems are international female students,
and thus, there is considerable diversity in this course. However, many of these
women earn a terminal Master’s degree and do not continue on to earn a PhD in
CS. These international female Master’s students, therefore, represent an untapped
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Fig. 1 Proposed theoretical model for how peer assistant role models can help broaden participa-
tion in CS

potential for enhancing diversity in academic CS. The current paper has two larger
aims with related subgoals:

1. To improve a popular CS course (CSCI 549: Intelligent Systems) for Master’s
students and encourage positive perceptions of CS research: To examine whether
PhD student peer assistants act as role models to encourage Master’s students’
research identity/self-concept, valuing, and self-efficacy of CS research, belong-
ing in academic CS, and interest in academic CS

2. To increase diversity in academic CS: To examine benefits of PhD peer assistants
specifically in a class with a high percentage of female and international students

Because role models are most inspirational when individuals feel similar to
the role models, a secondary aim was to explore whether feeling similar to a
successful PhD student would relate to more positive outcomes (i.e., enhanced
research identity, self-efficacy, valuing, belonging, and interest in academic CS).
We specifically compared students’ identification with their teaching assistant in
the control class (i.e., a successful PhD student, with whom Master’s students
had little interaction) to students’ identification with the peer assistants in the
intervention course. We also expected that a higher research identity/self-concept
and more valuing, self-efficacy, and belonging in CS would relate to a higher
interest in academic CS. Thus, the paper also has the following additional aim with
accompanying subgoals (see Fig. 1):

3. Add to research on importance of role models for Master’s students

(a) To explore whether felt similarity with the PhD student peer assistants relates
to positive outcomes (i.e., enhanced research identity, self-efficacy, valuing,
belonging, and interest in academic CS)

(b) To test whether higher research identity and more self-efficacy, valuing, and
belonging in CS relate to a higher interest in academic CS

In the intervention class only, we included a variety of exploratory measures
assessing perceptions of the peer assistants to examine what factors might make
these PhD students more or less successful role models. Past work has found
that scientists function as more effective role models when students feel like the
scientists care about them [16] or when the scientists have overcome past struggles
[32]. Thus, we examined whether perceiving the peer assistants as caring about
the students and as overcoming similar past challenges as the students related
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to enhanced research identity, valuing, self-efficacy, belonging, and interest in
academic CS. We also assessed how often students met with the peer assistants
and whether the peer assistants provided useful advice. Consequently, we had the
following exploratory goal:

4. Explore what factors may make peer assistants more or less effective role models.

Participants and Recruitment Participants for the proposed research were stu-
dents enrolled CSCI 54900 (Intelligent Systems). Co-author Mukhopadhyay was the
instructor of this course and, hence, recruited the Master’s students for this research.
In particular, the Master’s students received surveys from the research team via
email, and co-author Mukhopadhyay, with institutional IRB approval, encouraged
students to complete these assessments.

2 Assessment and Evaluation Plan

As previously mentioned, the peer assistant role model intervention was imple-
mented in CSCI 54900 (Intelligent Systems). This class is a graduate-level course in
CS, offered each year in the fall semester with approximately 40 students enrolled in
it every year (about 60% of whom are women, and 90% of whom are international
students). The official course description is:

This course will discuss problems in the area of intelligent systems. Topics include the
formalisms within which these problems are studied, the computational methods that have
been proposed for their solution, and the real-world technological systems to which these
methods have been applied.

Co-author Mukhopadhyay designed this course in 1994 when he joined IUPUI
and has since taught it every year over the past 25 years. Forty percent of the
course grade is determined by in-class research projects, requiring research work,
oral project presentations, and written project reports. Forty percent of the course
is determined by a midterm exam, and this is the only assignment students do
individually. In-class research projects are group effort with each group consisting
of randomly assigned five or six students. As evident from the student course
evaluations, students typically enjoy the hands-on research project component of
the course, with a sample student comment being “the format of the class is great,
as it lets students work on a project of their choice for the most part of the semester.”

Comparison Control Course In fall 2018, CSCI 54900 was taught in its usual
style (without peer assistant role models) for baseline data collection. Pre- and
post- survey instruments, as designed by co-authors Pietri and Ashburn-Nardo, were
used to assess the students’ research identity, value of, and self-efficacy in research,
perceived belonging and fit in academic CS, and interest in academic CS (see Sect.
2.1). We also examined students’ identification with the control course TA, who
was a White male PhD student. The assessments from this course were used as the
control comparison for the intervention peer assistant course, and this research had
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a quasi-experimental design. Ideally, the control course would be taught at the same
semester as the intervention course; however, this design is not feasible because
of the limited number of graduate students enrolled in CSCI 54900 during a fall
semester. Nevertheless, many factors were held constant, including the instructor
and the general format and content of the course. The only difference between
the intervention and the control course was the implementation of peer assistant
role models. Similar comparisons (i.e., across semester comparisons) have been
implemented in past STEM education research (see [15]).

Identification of Peer Assistant Role Models In the spring and summer of 2019,
co-author Mukhopadhyay identified potential peer assistants from the more senior
students (i.e., successful PhD students). The identified peer assistants underwent a
brief training on how best to help the Master’s students on their group projects in
CSCI 54900 while also discussing the benefits of pursing CS research. There were
two male and four female peer assistants in the intervention course.

Intervention Course In the fall of 2019, the selected and trained peer assistant
role models were implemented in CSCI 54900. The course had the same format
as the control course, in that students again work in groups of seven or eight on
a research project that makes up 40% of their final grade. The only change in the
intervention course was the addition of the peer assistant role models, with one peer
assistant being assigned to each project group. The peer assistant provided guidance
and advice as the Master’s students developed their research projects. Importantly,
to ensure the students still benefited from the group project and active learning
environment, the peer assistants were trained to avoid taking over the project or
telling the Master’s what to do for the project. The peer assistants however discussed
how the project was indicative of CS research in a PhD program and related the
project back to their own research. Master’s students in the course completed the
same pre- and post-assessments as the control course.

2.1 Evaluation Instruments

All evaluation instruments were completed by the students online using a secure
survey software (i.e., Qualtrics).

Measures Completed by Students in Both the Control and Intervention Class
For all of our outcome measures, we calculated the means of the items, with higher
scores indicating more of the measured construct. Our primary measure of interest
was intentions to pursue an academic CS career. This was a two-item measure, in
which students rated how likely (1, Not at all likely, to 7, Extremely likely) they were
to “pursue a PhD in computer science” and “pursue a career in academic computer
science.” Across both the control and intervention class, we assessed participants’
identification with successful PhD student and potential role model. Specifically,
in the control class, we assessed identification with the teaching assistant (TA),



186 E. Pietri et al.

and in the intervention class, we examined identification with their assigned peer
assistant (PA). To index identification, participants rated their agreement (1, Strongly
disagree, to 7, Strongly agree) with seven statements from the self-other overlap
measure, e.g., “To what extent do you feel similar to your peer assistant [the teaching
assistant]?” (items from [13]). Students also rated their agreement (1, Strongly
disagree, to 5, Strongly agree) with four items to examine their computer scientist
researcher identity (e.g., “Being a computer scientist researcher is an important part
of my self-image”; items from [40]).

To explore students’ valuing and self-efficacy in conducting computer science
research, students rated their agreement with the ten items in the effective moti-
vation in computer science subscale (e.g., “I like working on computer science
research”) and the ten items (1, Strongly disagree, to 5, Strongly agree) in the
confidence in learning computer science subscale (e.g., “I am sure I can do advance
work and research in computer science”) from the computer science attitudes scale
[46]. This scale has been successfully employed in previous educational research in
computer science (e.g., [21, 45]).

Finally, students completed two measures assessing their belonging and fit in CS
PhD programs. Specifically participants rated their agreement (1, Strongly disagree,
to 5, Strongly agree) with eight items indexing their belonging in academic CS
(e.g., “I belong in computer science”; “I can be myself in a computer science PhD
program”; three items taken from [42]; five items taken from [14]; fully eight items
used in Pietri et al. [33, 34]) and with five items examining trust and comfort in
academic CS (e.g., “I think I could ‘be myself’ in a computer science PhD program”;
items from [36]).

Measures Completed by Students in Peer Assistant Intervention Course We
also included a series of exploratory measures to assess what factors may make peer
assistants more or less effective. All of the following measures were completed at
the end of the semester (i.e., time 2) in the intervention class. We measured how
often students meet with the peer leaders (1 = “0,” 2 = “1–2,” 3 = “3–4,” 4 = “5–
6,” 5 = “7–8,” 6 = “9–10,” 7 = “11–12,” 8 = “13–14,” 9 = “15–16,” 10 = “17
or more”) both virtually and in-person. Participants also rated their agreement (1,
Strongly disagree, to 7, Strongly agree) with two items measuring their perception
their peer assistant cared about helping them (i.e., “My peer assistant cared about
helping me succeed in the course”; “My peer assistant cared about helping me
succeed in computer science generally”), three items examining perceptions that
their peer assistant provided useful advice (i.e., “My peer assistant provided advice
about the course”; “My peer assistant provided advice about how to be successful in
computer science generally”; “My peer assistant provided advice about computer
science research”), and two items assessing beliefs that the peer assistant had
overcome similar past challenges as the students (i.e., “My peer assistant and I
have had to overcome similar struggles”; “My peer assistant discussed some of
his/her/their past challenges in computer science”).
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2.2 Overall Anticipations from the Evaluation Plan

1. Peer assistants will improve Master’s students’ computer scientist researcher
self-concept (i.e., identification with CS research), value of CS research, self-
efficacy with CS research, sense of belonging and fit in academic CS, and,
importantly, interest in a career in academic CS.

2. Enhancing Master’s students’ computer scientist researcher identity/self-
concept, value of CS research, self-efficacy with CS research, and sense of
belonging and fit in academic CS will relate to a desire to pursue a career in
academic CS.

3. The more the Master’s students identify with the teaching assistant/peer assis-
tants, the greater their researcher self-concept, value of CS research, self-efficacy
with CS research, and sense of belonging and fit in academic CS.

3 Results of Evaluation and Assessment

We had 28 students in the control class (18 men, 10 women; 3 White, 2 East Asian,
19 South Asian, 2 Southeast Asian, 1 Other; 4 born in the USA and 24 born outside
of the USA) and 44 students in the intervention class (31 men, 13 women; 6 White,
2 Black/African American, 1 Latin, 10 East Asian, 18 South Asian, 4 Southeast
Asian, 3 Other; 5 born in the USA and 39 born outside of the USA). Full results are
presented in Tables 1, 2, 3, and 4 included on pages 9 and 10 of this paper.

3.1 Analyses and Conclusions

Students identified more strongly with the peer assistants in the intervention course
than the teaching assistant in the control courses, and this effect was consistent
across both time points (see Table 1). There also was a tendency for students in

Table 1 ANOVAs predicting all outcomes from Class (intervention vs. control) and time

Class Time Class X time
Measure F-value p-value F-value p-value F-value p-value

Self-other overlap with TA/PA 14.51 <0.001*** 0.21 0.647 1.29 0.260
Interest in academic career 0.90 0.347 4.25 0.043* 0.46 0.498
Research identity 3.07 0.084a 0.27 0.606 <0.001 0.997
Self-efficacy 0.32 0.573 0.07 0.789 0.95 0.335
Value 0.05 0.819 0.20 0.654 0.58 0.449
Belonging 0.17 0.679 0.003 0.958 0.14 0.712
Trust and comfort 1.02 0.319 0.01 0.930 0.64 0.428
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the intervention class to report a higher CS research identity/self-concept than those
in the control class (see Table 1). For our primary outcome, interest in academic
CS, there was a significant effect of time, such that students reported a higher
interest in academic CS at time 2 (i.e., at the end of the semester) than at time 1
(i.e., at the beginning of the semester; see Table 1). However, when we look more
closely at this finding across both classes, we see that there was only a significant
increase in interest in academic CS in the intervention class (and not in the control
class; see Table 2). There were no significant effects of time or intervention versus
control class on self-efficacy, valuing, belonging, and trust and comfort (see Tables 1
and 2).

Table 2 Mean, standard deviations, reliabilities across time and semesters, and changes from time 1
to time 2

Measure

Time 1
M
(SD)

Time 1
reliability

Time 2
M
(SD)

Time 2
reliability

Mean
difference
(Time 2
-Time2)

p-value
for
difference

Fall 18 (control) class

Self-other
overlap with
TA

3.95 (1.06) α = 0.94 4.25 (1.05) α = 0.96 0.30 0.318

Interest in
academic
career

3.96 (1.68) r = 0.40 4.17 (1.54) r = 0.38 0.21 0.387

Research
identity

3.15 (0.93) α = 0.80 3.10 (1.12) α = 0.93 −0.06 0.743

Self-efficacy 3.79 (0.94) α = 0.94 3.65 (0.93) α = 0.95 −0.05 0.659
Value 4.00 (0.61) α = 0.82 3.92 (0.68) α = 0.86 −0.09 0.447
Belonging 3.63 (0.64) α = 0.78 3.61 (0.74) α = 0.84 −0.02 0.842
Trust and
comfort

4.09 (0.67) α = 0.82 4.02 (0.82) α = 0.85 −0.07 0.656

Fall 19 (intervention) class

Self-other
overlap with
PA

4.95 (1.11) α = 0.97 4.82 (1.23) α = 0.97 −0.13 0.581

Interest in
academic
career

4.19 (1.58) r = 0.33 4.61 (1.48) r = 0.40 0.42 0.028*

Research
Identity

3.53 (0.98) α = 0.89 3.47 (0.89) α = 0.81 −0.06 0.674

Self-efficacy 3.74 (0.82) α = 0.92 3.83 (0.80) α = 0.93 0.09 0.313
Value 3.92 (0.65) α = 0.85 3.95 (0.60) α = 0.85 0.02 0.800
Belonging 3.54 (0.64) α = 0.78 3.56 (0.66) α = 0.80 0.03 0.730
Trust and
Comfort

3.86 (0.77) α = 0.83 3.95 (0.64) α = 0.80 0.09 0.470
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Identifying (i.e., self-other overlap) with the teaching assistant/peer assistants
(TA/PA) at time 2 related to stronger CS research identity/self-concept and interest
in academic CS career at time 2 and marginally correlated with higher belonging at
time 2 (see Table 3 for correlations). However, contrary to predictions, identifying
with the TA/PA did not relate to self-efficacy, valuing, or trust and comfort (see Table
3 for correlations). In line with our predictions, research identity/self-concept, self-
efficacy, and valuing of CS research, belonging, and trust and comfort in academic
CS all related to a stronger desire to pursue a career in academic CS (see Table 3 for
correlations).

With regard to our exploratory measures, we found that the number of times
students met with the peer assistant (virtually or in-person) did not relate to any of
the outcomes at time 2. Believing the peer assistant cared about helping the students
related to more identification with the peer assistant and more belonging in academic
CS. Feeling like the peer assistant provided advice related significantly to higher
identification with the peer assistant and marginally higher interest in academic CS
and belonging in academic CS. Finally, perceiving the peer leader has faced similar
past struggles related to significantly more identification with the peer assistant and
trust and comfort in academic CS and marginally more interest in academic CS (see
Table 4 for correlations).

Taken together, the current findings suggest multiple benefits associated with
incorporating peer assistants in a Master’s level CS courses. Generally, students
identified more with the peer assistants than with a traditional TA. Feeling similar to
a successful PhD student and potential role model related to having a higher research
identity self-concept, which in turn related to a stronger interest in academic CS.
Consequently, we found that students in the intervention class tended to have a
higher research identity than those in the control class. Moreover, students in the
intervention class showed an enhanced interest in pursuing an academic CS career
from the start of the semester to the end of the semester, whereas students in the
control class did not have this same increase.

Although there were positive outcomes associated with the intervention class,
we did not find all of the predicted benefits. That is, we did not see any effects of
time or intervention class on self-efficacy and value of CS research or belonging
and trust and comfort in academic CS. Our analyses demonstrated that these are
important constructs because valuing, self-efficacy, belonging, and trust and comfort
all significantly related to higher interest in academic CS. Thus, it will be important
to modify the peer assistant intervention to help enhance these outcomes. For
instance, our exploratory assessments suggest actions peer assistants might take to
positively impact belonging and trust and comfort in academic CS. That is, peer
assistants should clearly communicate they care about helping the students and also
discuss past struggles they have faced and overcome in CS research. Indeed, past
work has demonstrated that the more students perceive STEM instructors and role
models as caring about their success, the more belonging they feel in STEM [5,
16]. Additional work has found that believing a scientist has persevered in the face
of past challenges encourages identification with that scientist [32]. Talking about
overcoming struggles and difficulties in CS research also might promote a growth
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mindset (i.e., the belief that students can and will improve at CS research), which
also has been linked to higher belonging in science classes [14]. In future versions
of the peer assistant intervention, it will be important to train the peer assistants to
communicate caring about their students and to discuss past challenges they have
faced and overcome in CS research.

Because of our small sample size, we were not significantly powered to explore
differences between male and female students; however, this will be an important
question for future research. Moreover, in the current work, we could not test
whether certain peer assistants were more or less effective for female students. That
is, female students may benefit most from peer assistants matching their gender
[47] or matching their race and their gender [16, 32-34]. Having a peer assistant
who matches multiple identities and who is caring and discusses past struggles
may function as a particular effective intervention to spark Master’s attraction
to academic CS. Exploring this possibility will require implementing the peer
assistant classroom intervention across multiple Master’s courses to systematically
test for these differences. Moreover, future work also will need to test whether this
intervention is effective across other Master’s level courses. Although a larger-scale
study will be a critical next step in testing this intervention, we found initial evidence
that peer assistants can act as inspiring role models to encourage Master’s students’
research identity/self-concept and interest in academic CS. When employed in
Master’s courses with a high percentage of female and international students, peer
assistants have the potential to diversify academic CS and help address the national
CS workforce need.
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A Project-Based Approach to Teaching
IoT

Varick L. Erickson, Pragya Varshney, and Levent Ertaul

1 Introduction

Every day, more and more everyday objects are becoming “smart.” With new capa-
bilities such as sensors, computing power, and Internet connectivity, these smart,
connected objects have significantly improved capabilities and new applications.
Designing, connecting, improving, and securing these everyday “things” to the
Internet is now a rapidly growing field, now known as the Internet of Things (IoT).

Since the “Internet of Things” term was first coined in 1999 [1], IoT technology
has evolved and spread quickly. IoT and smart, connected devices are already
impacting industrial, manufacturing, technology, healthcare, and consumer markets
and will continue to do so. In 2019, $750 billion dollars were spent on IoT [2]. By
2023, it is expected the field will grow to over one trillion dollars [3]. As this field
has grown, so does the need to effectively teach and expose students to this new area
of computer science.

Currently only a few institutions in the California State University system offer
courses in IoT, but interest in the area is rising. As interest in IoT continues to grow,
we expect the number of courses to increase as well.

One key challenge of designing and teaching IoT courses is the highly inter-
disciplinary nature of IoT and its increased focus on hardware. To successfully
understand, design, and build IoT projects, students and educators need a broad
background in software and hardware, and also need to understand how to make
software and hardware work well together. In teaching and learning IoT, students
and educators may be exposed to many topics outside of the traditional computer

V. L. Erickson (�) · Pragya Varshney · Levent Ertaul
Department of Computer Science, California State University, East Bay, Long Beach, CA, USA
e-mail: varick.erickson@csueastbay.edu; pvarshney@horizon.csueastbay.edu;
levent.ertaul@csueastbay.edu

© Springer Nature Switzerland AG 2021
H. R. Arabnia et al. (eds.), Advances in Software Engineering, Education, and
e-Learning, Transactions on Computational Science and Computational
Intelligence, https://doi.org/10.1007/978-3-030-70873-3_14

195

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-70873-3_14&domain=pdf
mailto:varick.erickson@csueastbay.edu
mailto:pvarshney@horizon.csueastbay.edu
mailto:levent.ertaul@csueastbay.edu
https://doi.org/10.1007/978-3-030-70873-3_14


196 V. L. Erickson et al.

science curriculum, including hands-on hardware prototyping and debugging,
wireless sensors, wireless communications, and design tradeoffs to optimize power,
performance, or device size. Another important consideration is making hardware
kits and tools available to students for hands-on projects and labs. Since these parts
likely need to be purchased and made available to students, one must also consider
budget and materials availability when designing projects and assignments. Having
dedicated lab space and space for student groups to work outside of class is also
very beneficial.

Even when budget, space, and materials are available, successfully selecting and
integrating hardware and materials into labs can be extremely challenging and time-
consuming. Many kits, hardware, and software are available, yet educators need to
provide ones which are easy to use, versatile enough to be used in many projects,
and reasonably priced to fit in department budgets. While IoT courses are becoming
increasingly popular, very limited information is available regarding which types of
hardware and kits work best with IoT courses, and how to best integrate hardware
into the IoT curriculum. This lack of existing material can make setting up a new
course very challenging.

With these challenges and considerations in mind, we share in the present work
how we designed, prepared, and taught an IoT course at California State University,
East Bay. The course requires prerequisite knowledge in data structures, networking,
and C++ and was open to graduate students as well as advanced undergraduates.
We have now taught the course for two semesters (Fall 2019 and Spring 2020)
and are able to share lessons learned and outcomes based on these two semesters.
We especially focus on sharing information about the hardware, components, and
software packages used in the course and why we chose them. We anticipate that
these lists of materials, lab activities, and recommendations will be beneficial to
educators and others looking to develop courses in the IoT field.

We start by examining related work in Sect. 2. We examine classes that cover IoT
content and the different approaches used to teach IoT at several other universities.
Next, we discuss how we designed our course in Sect. 3. We then describe and list
the hardware kits used in the course in Sect. 4. In Sects. 6 and 7, we discuss our first
two experiences teaching the course and the lessons learned from each semester.
Section 8 documents changes to the course and next steps. Finally, we summarize
our findings in Sect. 9.

2 Related Work

In designing our IoT course, we first examined teaching approaches used by others
in the field. As previously mentioned, IoT is a highly interdisciplinary field covering
many technical areas. As a result, many different departments offer different
versions of IoT. IoT courses tend to be offered under computer science, computer
engineering, information systems, and electrical engineering departments [4–6].
However, course offerings have also been seen in departments such as business [7]
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and even art [8]. In addition to offering individual courses, there are also programs
and certificates with a focus on IoT [6].

The learning objectives, student audience, hardware vs software focus, and topics
covered vary greatly from course to course. Most courses cover a combination of
both software and hardware topics. For example, the instructors of [5] utilize a
hardware and web-service approach. Students are given kits and work in groups
of two to three students. Projects are utilized for the midterm and final exams
with the topic of the project chosen by the students. A small budget is available
to buy components for projects. In order to get components, students must justify
the purchase to the instructor through an “investor” pitch. In addition to projects,
students are also given assignments and quizzes. For their choice of platform,
students utilized microcontroller hardware made by Particle [9]. An advantage of
this platform is that it comes with administrative cloud software for managing
devices. The drawback for these devices is that they are roughly two to four times
the cost of other similar platforms.

Since hardware can be a challenging topic for software-focused students, other
IoT courses choose a more application and service oriented view of IoT with little to
no use of hardware. For example, the instructors of [4] use readily available REST
APIs for student assignments. They start with scaffold examples showing how an
existing REST API, such as a publicly available transportation API, can be used
and then show how different public REST APIs can be combined. Students then
create their own IoT services that can in turn be combined with other IoT services.
This approach has the advantage of being able to capture the “spirit” of IoT with
minimal cost, hardware, and prior knowledge. A student with basic CS knowledge
would be able to understand and create IoT applications and services. However, this
approach is one-dimensional. It does not capture other issues common in IoT such
as sensor limitations, energy conservation, fog computing, and architecture design.

Also important to note is that group work is a common feature of many courses
[4, 5]. Though not explicitly stated, this is likely due to availability of hardware.
Purchasing kits, hardware components, and software licenses can get costly for both
students and universities. Additionally, with components, software, and protocols
frequently changing, keeping components up to date may become challenging.
While group projects can be a valuable part of an IoT course, it is also important
to implement peer evaluations and incentives to encourage all group members to
contribute to and understand their projects [10].

3 Approach

Given the interdisciplinary and changing nature of IoT, there are many consid-
erations needed to design a course for IoT. Do we focus of the current state of
the technology and the protocols in the marketplace? Do we focus on software,
hardware, or a combination of the two? If we utilize hardware, how do we handle
material? How much does hardware cost? How much prior experience is needed
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with hardware? Given that many different technologies are used in IoT, how do we
make material deep enough to be useful yet broad enough that students do not get
bogged down in unnecessary details? These are just a few of many considerations.
We explain our key considerations and our thought process behind our course design
in the following sections.

3.1 Audience and Assumptions

In our IoT course, we targeted the material toward graduate students and advanced
undergraduate students in computer science. We needed our students to have a
solid foundation in computer science. We therefore required that students have
taken coursework in data structures, algorithms, and networking. We also required a
familiarity or the ability to use C++ since the Arduino modules we had available in
our hardware kits use C++. Since most computer science students at CSUEB have
limited coursework in hardware, we assumed students have little or no exposure
to embedded systems or hardware. We also limited the number of students in each
class to thirty students. Keeping the class size small allowed the students to work in
smaller groups of 2–3 students per group. This allowed us to stretch our materials
and hardware budget to provide as many parts as possible, and helped students more
easily get individualized help on projects.

3.2 Course Structure

Our goal in developing our IoT course was to provide students a broad introduction
to the IoT field in general, as well as the opportunity to gain hands-on experience
in hardware and prototyping for IoT. Based on our review of other IoT courses,
we determined that combining hardware and software topics is essential in order
for students to gain a solid introduction to IoT. Hands-on hardware projects allow
students to experience firsthand some of the many challenges one might face
when designing, testing, and improving IoT devices. Also, many computer science
students at CSUEB would otherwise have little or no prior introduction to hardware
and prototyping. The IoT course provided a valuable opportunity for these students
to gain exposure to hardware. Therefore, we decided to make the course contain a
significant lab component.

To allow sufficient time for both teaching IoT concepts and gaining hands-on
practice, we decided that about half of the class time should be lecture-based, with
the remaining half dedicated to labs and building hardware skills. The IoT course
was scheduled to meet twice weekly for two 90-min periods. Each week, the first
90-min section was dedicated to lecture and introduce topics. The second 90-min
section was reserved for completing hands-on lab assignments.
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Given the hands-on nature of IoT, a significant portion of the course grade was
dedicated to completing the hardware labs and assignments. To further emphasize
the importance of students understanding each assignment, students did not simply
“turn in” a finished lab. Instead, students needed to demo their working assignment
with the professor or teaching assistant in order to demonstrate full understanding
of the assignments. Additional office hour time was therefore reserved for “grading
hours,” in which students would demonstrate that their assignment was complete
and working.

Many of our students were seeking to gain experience in IoT for their resumes
or for capstone projects. With this in mind, we decided to also assign a final project,
allowing students to build a working IoT device. To help students apply the skills
and concepts from the labs, the final project was required to embody key elements of
IoT, including leveraging one or more sensors, using communication protocols, and
performing data management. During week 7, instead of having a lab activity, each
group of students prepared a proposal of their final project idea and presented it
to the class in an “elevator pitch” presentation. During the elevator pitches, other
students and the instructor would provide written feedback to help each group
improve their ideas. Finally, during the last 1–2 months of the semester, students
would complete the final project. Some students even chose to use their final project
from the IoT course as a starting point for their capstone or thesis project.

This increased focus on labs and hardware skills also required that we design labs
and hardware kits for the students. Ideally, we would be able to provide individual
kits for every student; unfortunately our budget allowed us to purchase only one
kit per 2–3 students. Since students would be working in groups for the entire
semester, we also implemented measures to incentivize students to learn the projects
and contribute equally. First, as part of the grading process, both lab partners were
required to demo and explain each project. Rather than simply turning in a lab
report, all group members needed to show that they understood each lab in order to
receive full credit. Second, we included a peer-review component as part of the final
course grade. Finally, we also included individual assessments in the course grade to
ensure each student individually understood the material. The first time we offered
the course, both a midterm and final exam were given. The second time we offered
the course, we replaced the midterm and final exams with weekly online quizzes, to
free up more class time for hands-on prototyping. Details of the grading breakdown
are as follows: 30% In-Class Assignments, 5% Participation/Peer Reviews, 10%
Midterm, 10% Initial/Final Project Proposals, 45% Final Project Presentation and
Report.

3.3 Introducing Key Hardware Skills Through Hands-on Labs

As mentioned previously, we believe exposure to hardware is a critical component
to IoT. However, since the hardware and software used in IoT can rapidly change, it
can be challenging to decide which topics to focus on. We therefore chose to focus
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on core concepts that are likely to persist rather than areas of IoT such as protocols,
which are continually changing. One area of IoT which continues to be important
is understanding how to successfully prototype and integrate hardware and software
together. Rather than having students memorize protocols and hardware components
which might go out of date, we kept the focus on developing key skills for designing,
troubleshooting, improving, and evaluating IoT devices.

Many students in computer science are not familiar with hardware. To address
this need, we specifically designed our lectures, labs, and projects to gradually
introduce key hardware skills to students. These topics are shown by Table 1. We
used the lecture to introduce each topic, and then the students would gain hands-on
practice during the lab portion in the following class meeting.

For example, during the Sensors and Actuators week, we used the lecture portion
of the class to teach students about how to read spec sheets and how sensor devices
work. Then, during the lab portion, students gain firsthand practice on reading a
sensor’s spec sheet, connecting software to the sensor, and collecting data remotely
from the sensor. Students need this experience to enable them to design feasible
applications based on actual documented component performance rather than a
simple notion of what each component does.

In designing and evaluating IoT projects, students also need to know how to
examine specification sheets and understand hardware limitations. For example,
students may not know that a gas sensor requires a 20-min warm-up period for
reading to be accurate and needs to be calibrated to the current room temperature.
A student wanting a wireless sensor to run off a battery will need to calculate a
suitable duty cycle from a device specification sheet to achieve a target operational
time. This meta-knowledge and hardware experience is not easily learned simply

Table 1 Schedule of topics
covered in the IoT course

Week Topic

1 Introduction, what is IoT

2 IoT architecture

3 Sensors and actuators

4 IEEE 802.15.4

5 Low power wide area networks

6 IoT for Homes

7 IoT management

8 IoT security

9 Fog and edge computing

10 Data analytics

11 IoT for smart cities

12 IoT for transportation

13 IoT for manufacturing

14 IoT for public safety

15 IoT for oil and gas
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from lecture. By teaching IoT concepts with lecture followed by hands-on practice,
we are able to provide a richer, more valuable learning experience for students.

The hands-on practice in the IoT lab also allows students to develop a different set
of debugging skills. Computer science students typically only experience software
errors. They rarely attribute errors they experience to the compiler, computer, or
IDE as it is almost never the source of errors. As a result, many times when students
experience difficulties with hardware, they often assume error are caused by their
code and not the hardware. They often overlook issues such as reversed wires,
improper hardware, or even broken hardware. Though not all students will need
to interact with hardware at such a low level in industry, the value of debugging
hardware makes students sensitive to the types of issues that hardware can cause
when working on a deployment. Even when hardware is working correctly, students
also need experience to debug issues caused by the environment. For example,
students may not realize that a thermostat temperature sensor is deployed too close
to an air vent, causing thermostat readings to be artificially high or low. Students
may deploy a camera in a position such that early morning lighting conditions cause
false positives for a classification application. Working with hardware in a real-life
environment helps students develop intuition and debugging skills for successful
hardware deployments in the field.

Though hardware is emphasized, it is not the sole focus of the course. Roughly
half of the labs and topics of the class examine non-hardware concepts such as
communication, security, and network architecture. These topics are shown by
Table 1. While software, protocols, and architectures may change as the IoT field
becomes more mature, many of the core issues such as scalability, integration, and
robustness will continue to persist. By teaching students key skills to prototype,
debug, integrate, and optimize their projects, we anticipate that the course will be a
valuable foundation even as IoT continues to evolve.

4 Hardware

There are several key challenges utilizing a hardware-based approach to IoT.
The first is supplying hardware to students. Depending on the hardware chosen,
purchasing components and tools can potentially be a significant upfront cost. This
cost can be partially defrayed by having students work in groups and share hardware.
However, limits to sharing must also be considered as too many students sharing
hardware can potentially lead to effort imbalances in groups where some students
do not have the opportunity to use the hardware. For our class, we planned for
two to three students per group. The second challenge is choice of hardware. There
are numerous choices for the computing platform and even more for peripheral
sensors and actuators. Lastly, we need to consider the toolchain and programming
environment students will use. Again, there are many different approaches each with
their advantages and drawbacks. In this section, we address each of these concerns.
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4.1 Microcontrollers

Numerous choices are available for microcontrollers. There are several consider-
ations that need to be examined to choose an appropriate platform: Availability
of resources and support, overall capability, cost, and wireless communication
capability. Table 2 compares several popular microcontroller options. Perhaps the
most popular is the ubiquitous Arduino Uno [11], which has long been a favored
microcontroller platform for educators and hobbyists. The board is moderately
priced, has a large support community, and supports many electronic components
through the Arduino software platform. However, this board does not have any
native wireless communication and requires additional radio hardware. The board
has somewhat limited computing resources. For sensing applications, this Arduino
board could be sufficient, but anything requiring moderate amounts of computing
may prevent the platform from being used. The platform also is not designed for
low-power applications and does not have an effective deep sleep mode.

The Raspberry Pi [12] is another platform that is a popular choice. Rather than
a simple microcontroller, it actually is a multicore computer that is capable of
running a full Linux operating system complete with a graphical interface. This
is an excellent platform where battery life is of little concern and substantial
computing power is required on location. Interfacing components is well-supported
and libraries exist for the most popular components. While capable, this platform
is costly and is not suitable for many instances where sensing and battery life are a
concern.

Particle Photon [13] boards are very capable boards designed for IoT prototyping
projects. They are capable of light computing and have native Wi-Fi integrated
into the board. At the time of this publication, the company offering this platform
provides free cloud device management for the first 100 devices. The provided
library gives a simple publisher/subscriber interface model that allows for easy data
management. One downside to this platform is higher cost. The other drawback is
the high energy use in deep sleep mode (80 μA).

A similarly capable board is the NodeMCU ESP8266 [14]. This is an open-
sourced design based on the ESP8266 Wi-Fi chip [15]. This design is manufactured
by many different companies. While the support by these individual companies
varies greatly, there is an active userbase for these devices. While not quite as
capable as the other platforms, these boards are still able to do some light computing.
The platform also has a very low energy deep sleep (10 μA). Perhaps their greatest
advantage is cost. In bulk, each node can be bought for $2–$4 at the time of this
publication.

The last board we examined is the NodeMCU ESP32, which is the successor
to NodeMCU ESP8266. This board has a faster processor than the NodeMCU
ESP8266 and a very aggressive deep sleep. It is able to consume 2.5 μA at
a deep sleep state, which makes the platform particularly well suited for long
term monitoring deployments relying on battery power. The board also has 18
analog/digital channels rather than just one analog and 17 digital channels as
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compared with the ESP8266. There is also a slightly more expensive version of
the ESP32 board made that includes a 900 MHz Long Range (LoRA) radio module
that is able to communicate long distances.

For our class, we chose to use three different boards: a variation of the NodeMCU
ESP32 called the M5 Stack [16] with a built-in screen and sensors, an ESP32 board
with LoRA, and a Raspberry Pi (see Fig. 1). The ESP32 platforms have many input
and output options, many different sleep options for long term deployments, and
three different radios for various situations. The Raspberry Pi is useful for fog
and edge computing as well as functioning as a simple server. This combination
of platforms allows for a variety of potential IoT projects and applications at a good
price point.

4.2 Sensors, Actuators, and Peripherals

Great care was taken to choose sensors, actuators, and peripherals. The goal was to
minimize cost while maximizing the capability of the kit.

Sensors

When possible, we bought sensors that had multiple sensing capabilities. In
particular, we chose the BME680 and APDS9960 sensors to maximize sensing
with minimal sensors. The BME680 [17] is primarily a gas sensor able to detect
presence of volatile organic compounds. However, it also has temperature, humidity,
and barometric pressure sensors. The APDS9960 [18] is able to detect whether
someone is close to the sensor using multiple light sensors. It is also able to measure
light intensity and color. Using the multiple sensors, it is sensitive enough to detect
simple hand gestures. By combining sensing capabilities, we are able to capture the

(a) (b) (c)

Fig. 1 The three platforms used in the class. (a) The M5Stack is a platform based on the
NodeMCU ESP32. It includes, a screen, microphone, SD card reader, buttons, and LED’s. (b)
This is a NodeMCU ESP32 based platform that has a LoRA radio integrated into the design. (c) A
Raspberry PI 3 B+ platform was used as a server for labs and projects. Pictured is the most recently
released version 4B
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following with only six different sensors boards; moisture, movement, proximity,
light intensity, color, hand gestures, temperature, various gases, humidity, location,
and sound.

Actuators

For actuation, we include micro servos and a simple relay. As the servo is essentially
a mechanical lever, it can be applied to any situation where small motion is required.
For example, the servo could be used to turn on a light, push a button, or lift a latch.
This makes this simple actuator very versatile. The relay can be used in situations
where an electronic device needs to be turned on or off. While only two servos are
included in the provided kit, we had many held back in reserve for students needing
additional actuation for their final project.

Peripherals

Several peripherals were bought for the Raspberry Pi kits. The goal was to be able
to provide students with a relatively portable server that could also potentially serve
as a user interface for an IoT project. For this we included a 10.1” touchscreen and
small keyboard to use with the Raspberry Pi kit.

4.3 Arduino vs. Real Time Operating System vs. Developer
Framework

Another important consideration is the programming framework used. We consid-
ered three different options: Arduino, FreeRTOS, and the developer framework.

Arduino, which uses C++ as the programming language, is a widely used
platform for microcontrollers. The platform is open-source and designed for
students without an electronics background and is often used in education and by
hobbyists. Code developed on one microcontroller can often be ported to another
type of microcontroller without too much effort. The Arduino Software IDE is
available for Windows, OSX, and Linux and is designed to easily access libraries
and examples for hardware. The software also greatly simplifies the toolchain setup.
One drawback is that Arduino is not a true OS and better suited for running a single
application. While it is possible to create multiprocess applications with Arduino, it
tends to be more complicated. Another drawback is that not all board functionality
may be available through the Arduino interface.

There are many real time operating systems available (RTOS) for microcontroller
platforms. FreeRTOS [19] is well known and available for the ESP32 platforms.
This allows for multiple applications to be run on a platform. However, drivers are
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sometimes not readily available, and writing drivers for hardware is time consuming
and outside the scope of the class. Working with an RTOS may mean working with
the system at a lower level of abstraction.

The last option is the provided developer framework for the ESP32 [20]. Similar
to Arduino, it is primarily designed for single applications. The advantage of using
the official developer framework is that all features are available. Again, hardware
drivers are not always available and may be time consuming to create. This lack of
hardware drivers may require working at a lower level of abstraction.

Our course focus was learning about IoT by creating applications. Thus, Arduino
was a clear choice. While there may be situations where multiple applications could
be useful, the vast majority of situations only require a single application running
on the platform with perhaps a few simple threads.

5 Labs

5.1 Lab Preparation

Most of the lab equipment were purchased directly off the shelf and ready to use out
of the box. However, some preparations were required to ensure that the component
kits were ready for students. Given that students in the course had limited hardware
experience, we decided to complete some soldering in advance. The following
soldering was completed before the start of labs each semester:

• Solder all of the header pins onto the ESP 32 chips (Note that the headers were
included with each ESP 32, but not pre-soldered).

• Solder header pins on to the PIR, gas, light, and sound sensors. (Note that the
headers were included with each sensor, but not pre-soldered).

If the course were taught to students who have a stronger hardware background,
this soldering could be done as part of the lab. We chose to do the soldering in
advance to ensure students had components which were connected properly to avoid
potential shorting or solder-related errors.

Finally, in addition to preparing the hardware kits, short lab manuals were written
containing detailed instructions for each lab as well as clear deliverables (tasks
the students needed to demo with the teaching assistant or instructor in order to
receive credit for the lab). To encourage creativity, small amounts of extra credit
were always offered for students who voluntarily chose to build on and extend the
assigned project. In some of the labs, suggestions on how to extend the lab were
provided. Each week’s lab handouts were made available online in advance of the
lab.
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5.2 Lab 1: IDE and Toolchain Setup

During the first week of class, lab did not meet (the semester starts on a Tuesday, so
there was only one lecture during the first week). Therefore, Lab 1 officially started
during the second week of classes.

The focus of the first lab is to distribute the equipment and to familiarize students
with the hardware and software needed for the course. First, students are instructed
to form groups of two to three and each group is assigned a kit of components to use
for the semester. For convenience, each kit is stored in a tool organizer with multiple
compartments. Student groups needed to take home the kit and bring it back to lab
week since storage space was not available.

Note that each group receives a kit of components, but students used their own
laptops to install and run associated software. For the first lab, students needed to
install VisualStudio Code, Platform IO, and the ESP 32 drivers. Platform IO offers
the same functionality as the Arduino IDE but has other more advanced features
available such as version control. The students are given instructions on how to
set up Platform IO and how to program the M5Stack ESP32 to blink the LEDs and
display a message on the OLED screen. In order to receive credit for the lab, students
needed to demonstrate how to upload a program to M5Stack and show a successful
blinking LED to the instructor or TA. This first lab serves as an effective initial
checkpoint to verify that students are able to set up and connect to the hardware
successfully (Tables 3 and 4).

5.3 Lab 2: Sensors

Lab 2 happens during the third week of the class, when sensors and actuators are
introduced in lecture. In this second lab, students gain hands-on experience with
sensors to build on the lecture material. Students experimented with different types
of sensors (gas, gesture, and PIR sensors) along with a few different types of ESP32-
based boards. The students used a breadboard to make circuits with ESP32. Using
various sensors like the PIR, BME680, APDS9960 and actuator servo and relay,
students then verified each sensor’s functionality and observed how each component
worked together. For example, by connecting the PIR along with a relay, students
were able to demonstrate a PIR sensor which activated the relay whenever motion
was detected.

While breadboards were provided, we found that very few students actually
used the breadboards. Instead, students preferred to use jumper wires to connect
directly to the sensors. However, many students would accidentally connect their
sensors incorrectly. Another common error was that students would forget to read
the documentation and verify that certain pins are not already dedicated to specific
built-in hardware such as OLED or radio.
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Table 3 This table shows the components each kit contains and the approximate cost at the time of
publication

IoT Student Kit

Component Quantity Description Unit cost Total cost

Multi-meter 1 Digital multimeter with Ohm, Volt,
Amp and Diode Tester

$11.00 $11.00

Esp32 with LoRA 4 ESP32 with OLED screen and
SX1276 LoRA transceiver module
and antenna

$20.00 $96.00

Battery for ESP32 4 3.7 V battery with connector for
ESP32

$5.50 $22.00

Micro servo 2 Small servo for actuation $2.25 $4.50

3 V 1 channel
relay power
switch module

2 Relay for turning on/off devices $3.60 $7.20

Breadboard 2 400 tie point solderless prototype
PCB board

$1.25 $2.50

Soil moisture
sensor

1 Capacitive soil moisture sensor
corrosion resistant

$2.00 $2.00

Passive InfraRed
(PIR)

2 OpenPIR based around the
NCS36000 PIR controller

$16.00 $32.00

APDS9960 1 Proximity, light, RGB, and gesture
sensor

$12.00 $12.00

BME680 2 I2C or SPI, VOC, temperature,
humidity, pressure sensor

$20.00 $40.00

MIC sensor 1 Digital sound sensor $7.00 $7.00

GPS sensor 1 GPS - 66 channel w/10 Hz updates $40.00 $40.00

Breadboard wires 1 30 cm 40pin breadboard jumper
wires ribbon cables kit with female
to male and female to female and
male to male

$14.00 $14.00

USB cable 4 USB 2.0 cable—A male to micro B $ 2.34 $9.34

Screwdriver set 1 7 In 1 stubby multi-bit drivers
pocket precision screwdriver set

$3.65 $3.65

Raspberry Pi 3 B+
(B Plus) starter kit

1 Raspberry Pi 3 B+ (B Plus) with
32 GB SD Card,2.5A USB power
supply, and case.

$80.00 $80.00

10.1” Raspberry
Pi 3 touchscreen

1 10” touchscreen with frame $126.00 $126.00

Wireless mini
keyboard with
touchpad

1 Mini wireless keyboard with
touchpad to use with raspberry Pi

$15.00 $15.00

10.1” Raspberry
Pi 3 touchscreen

1 10” touchscreen with frame $126.00 $126.00

Toolbox with
compartments for
organizing
components

1 Dewalt 10-compartment pro small
parts organizer or similar

$20.00 $20.00

Total cost: $544.19
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Table 4 The topics covered in each lab

Lab Description Software/libraries Hardware

Lab 1 Distribution of kits, setting
up toolchain with visual
studio code and
platformIO

Library: M5Stack
software: platformIO [21],
visual studio code [22]

M5 stack

Lab 2 Introduction to sensors and
actuators

Library: SparkFun
APDS9960 RGB, gesture
sensor

Breadboard, ESP32, PIR,
Relay, Servo, BME680,
APDS9960

Lab 3 Mesh networks, embedded
webserver, access points

Library: painlessMesh,
ESPAsyncWebServer

ESP32, PIR, BME680,
Moisture sensor

Lab 4 Bluetooth communication Library: ESP32 BLE
Arduino [23, 24], Adafruit
BME680 library

ESP 32, BME 680

Lab 5 How to utilize LoRA Library:Adafruit GPS
library [25], LoRa

ESP 32, GPS sensor, soil
moisture sensor

Lab 6 MQTT and COAP models Software:MQTT.fx
[26, 27] library:
PubSubClient

ESP 32, BME680

Lab 7 Security Library: Adafruit GPS
library, LoRa, EduShield

ESP 32, GPS sensor, soil
moisture sensor

Lab 8 Data analytics Setting up Raspberry Pi
[28], installing LAMP
stack [29] installing
PHPMyAdmin [30]

Raspberry Pi, ESP 32,
BME680

To receive credit for this lab, students needed to demonstrate they have success-
fully interfaced with the sensors and are able show sensed values in real time.
Students were also given a list of short questions which they needed to answer
(mainly to verify that students had read the specification sheets of each sensor and
understand how to set up each sensor). Extra credit was offered for exploring any of
the other features available or combining sensor functionality.

5.4 Lab 3: Communication Part 1

During week 4 of lecture, Wi-Fi communication was introduced. Therefore, this lab
was dedicated to test the various wireless capabilities of ESP 32 boards. Students
created a wireless sensor network by programming the ESP 32 to act as a Wi-Fi
access point and setting up a wireless mesh network of sensors. The network should
have one node with a PIR sensor, a node with a BME680 sensor, and a node with a
moisture sensor. The computer would listen to all the sensors in network and print
the outputs to the website hosted on the node.
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Students were instructed to set up a network with the following:

• The PIR node should only send a value if the PIR value changes.
• The BME680 and moisture sensor nodes should do the following: Sample every

second, calculate the mean value for the last 60 s, and calculate the standard
deviation for the last 60 s.

• The BME680 and soil moisture sensor samples calculate mean and standard
deviation every second based on data for last 60 s. They send data only if new
values differ by one standard deviation from the current mean.

To receive credit for the lab, students needed to successfully explain and
demonstrate that the above wireless sensor network was working properly.

5.5 Lab 4: Communication Part 2

Lab 4 continued building on the low power and IoT for the home topics covered in
class. This Lab was designed to give students practice with the LoRa capabilities
of the provided ESP32. Students were asked to make a long range moisture sensor
which also provided GPS coordinates. To receive credit for the lab, students needed
to create a node that is able to measure and transmit soil moisture every 5 s to
another node. The node should send the moisture reading along with a GPS location
of the node. Students were also asked to complete simple questions to reinforce
concepts about LoRA vs LoRaWAN communication, transmit capabilities, and how
to improve energy efficiency.

5.6 Lab 5: Communication Part 3

Lab 5 was paired with the in-class discussions on low power wide area networks
and IoT for the home. Students test the Bluetooth Low Energy capability the ESP32
modules. This lab gives an introduction how to create a simple BLE device and
server.

Students were familiarized with GATT (Generic Attributes)—BLE Service and
BLE Characteristic. Students learn how to work with them to build a BLE client
and server network. Students used the BLE server and a BME680 node to send
temperature value to a BLE client connected with a relay. Students needed to
demonstrate a client which examines the temperature value of the server node and
turns on a relay if the temperature goes above some threshold value.

Extra credit was offered for extending this project. One interesting idea is having
the client connect to another commercially available device such as a heart rate
monitoring watch.
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5.7 Lab 6: Management

This lab was designed to reinforce the IoT management topics covered in lecture.
In this lab, students learned how to interface with the MQTT broker and how to
publish/ subscribe from an ESP32 node. Students also created and used Amazon
AWS free IoT services.

The lab was focused to register the IoT device (BME temperature sensor) and
going through the steps to use the free IoT AWS services like creating security
credentials, adding policy, connecting with MQTT broker using ARN, adding the
broker address to the AWS account. Finally, students needed to publish the sensor
values at regular intervals and have the sensor subscribe to itself to determine how
often to sample the temperature.

To receive credit for this lab, students needed to show their working sensor. Extra
credit was available for having the ESP32 subscribe to a second service that is
responsible for adjusting the sampling rate of the node.

5.8 Lab 7: Security

The LoRA library and other labs completed previously do not implement security;
everything is transmitted openly. In this lab, students build upon the security topics
discussed in lecture and learn how to use encryption to secure transmissions.

Students modified the code from the previous LoRA lab to utilize RSA encryp-
tion/decryption. Students learned how to secure the data transmitted in LoRa packets
using symmetric, asymmetric, and LoRA encryption approaches. In this case, the
transmitting node encrypted data and sent data to a receiver node, where the message
gets decrypted and printed on the serial console.

To receive credit for the lab, students needed to demonstrate successful encryp-
tion, transmission and decoding of a message. Extra credit was offered to students
who were able to generate an AES key on the fly and use RSA to pass the AES key
to the other node/nodes.

5.9 Lab 8: Visualization

Lab 8 was designed to reinforce the data analytics topics covered during lecture.
Students are asked to create an ESP32 program that outputs serial values of a sensor
of the students’ choosing. Then, students connect the ESP32 to a Raspberry Pi and
create a Python script that pushes the data from the ESP32 into the MySQL database
continuously. This data should then be displayed on a website using PhP to pull data
from the database.
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Students first set up the Raspberry Pi and install the LAMP(Linux, Apache,
MySQL, PhP) stack. Then, students used Python scripts to read the serial data
coming from ESP32 and push it to MySQL database. Finally, to receive credit for
the lab, students needed to display the useful information collected in database on a
webpage.

5.10 Additional Activities During Lab Sessions

In addition to the eight labs covered previously, some of the lab time was allocated
for other tasks. One lab session in week 7 was used for elevator pitches, in which
student groups shared their idea for the final project and received feedback (during
each student presentation, the rest of the class was required to document and share
anonymous feedback with the presenter). After the eight labs were completed, the
rest of the lab slots were reserved for additional lectures. During the last week of the
semester, the entire week was reserved for “open lab” to allow students extra office
hours and time to meet to get help on their final projects.

6 First Class: Spring 2019

6.1 Student Feedback

Reviewing feedback from students during and after the semester revealed additional
insights and areas where we could improve. The feedback received from students
was overall very positive. The labs were overall very well received and students
found the hands-on experience to be new, interesting and valuable. Many students
commented that the hands-on experience in the labs was very helpful for reinforcing
and learning concepts from lecture. Some students decided to use their IoT projects
as a capstone or thesis project. One student was even able to secure an internship
in IoT, in part due to having gained a basic understanding of IoT from taking the
course.

Students did point out several areas where the course could be improved. Some
students commented that it was sometimes challenging for group members to meet
outside of class in order to complete the final project and to complete the more
challenging lab assignments. Other students would have preferred to complete the
projects individually rather than in groups, and to have more office hours to get help.
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7 Second Class: Spring 2020

7.1 New Updates and Changes Made

Based on the feedback from the previous semester, several key changes were made
to improve the course. These included the following:

• Updating grading structure: We kept the assignments and peer evaluations, but
replaced the midterm exam with weekly online quizzes. This allows students
more opportunity to influence their individual grade.

• Adding extra “open lab” time for final project: Removing the midterm and final
exam timeslots frees up two more timeslots for students to work on their final
projects with their groups.

• Implementing weekly online quizzes: Quizzes were posted online each week,
designed to check for understanding on basic lecture material. Weekly online
quizzes also incentivized students to learn course material and provided an
opportunity for students to have more control over their own grade rather than
relying heavily on group projects.

• Minor changes to labs for clarity: the labs were overall well received, so we kept
the labs the same except for making changes to improve clarity.

7.2 Lessons Learned

One key item we learned from offering the class is that having a dedicated IoT space
would be very helpful. Student groups needed to remember to pack and bring their
component kits to each lab. Also, student groups would have benefited greatly from
having more work space to meet during non-class hours to finish projects. While we
were able to successfully run the course without having this additional space, we
highly recommend making additional space available for students to store their kits
and meet to work on projects. Since the student population at East Bay has many
students who commute, this shared space would be extremely beneficial.

Even more ideal would be having a space where students could get help on their
prototyping projects, and offering additional office hour time to support the students.
In the course evaluations, several students commented that additional office hour
time would have been beneficial. Often, a simple wiring error or small programming
error would cause groups to be stuck for long periods of time. Students frequently
used office hours to get help and found the sessions very useful.

We also found that students would likely have the best experience in the class if
they are able to work either a group of two students or individually. Once the group
of students became larger than two, it becomes more challenging for each student to
gain as much hands-on practice and learning with the kits. Due to budget constraints,
we were only able to have groups of two to three students. If smaller groups are
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utilized, we would also recommend allocating extra time for project demos and
office hours, since meeting with additional groups does require more time from the
instructor and assistants.

8 Plans for Next Class

While our first attempts at teaching IoT were very well received, we will continue to
refine and improve the course. One area we would like to explore is creating an IoT
“part two” or capstone course. Once students have learned the fundamental skills
in the introductory course, more advanced skills and projects could be covered in a
future course. Having a year-long course could also provide students and instructors
the opportunity to dive deeper into certain areas and applications of IoT, such as
medical, security, networking and data analytics.

Based on feedback from students, there is great interest in learning more about
hardware and IoT areas. With growing demand for IoT, we could explore adding
an IoT concentration, certificate, or minor to our computer science curriculum.
Providing unique projects and experiences through the IoT curriculum also enables
students to gain new, unique experiences and projects. These opportunities can help
students improve their resumes and career competitiveness, be able to complete
unique capstone projects, and better prepare students for challenges faced in
designing real-world IoT projects.

9 Conclusion

In this work, we have shared our process for designing, planning, and teaching an
IoT course for advanced undergraduate and graduate level students. Based on our
experiences, we believe that combining hardware and software approaches is an
effective way to introduce computer science students to IoT concepts. In particular,
we found that introducing material during lecture, followed by hands-on practice in
lab provided students a richer learning experience. Many of our students had never
been exposed to hardware prototyping and debugging, yet these students were able
to successfully complete the assignments and projects and found the course to be
a positive and valuable experience. One student reported being able to secure an
internship in IoT, due in part to having completed the course and having a solid
introductory background. Other students were also able to use their IoT projects
toward capstone and thesis projects.

For both students and instructors alike, we have found the project-based, hands-
on learning strategies in our course to be powerful and effective in helping students
not only learn IoT concepts but also apply them to new projects. We anticipate that
these strategies will be beneficial to many students and educators who are interested
in the IoT field. One of the key challenges we encountered while developing our
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course was identifying hardware and equipment to use in the course, and integrating
it successfully into labs and assignments. By providing detailed lists of our hardware
components, topics covered, labs, and course structure, we anticipate that we can
help others continue to develop and improve IoT education.

Acknowledgments The authors gratefully acknowledge CSU East Bay’s A2E2 program for
funding hardware kits for the IoT course.
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Computational Thinking and Flipped
Classroom Model for Upper-Division
Computer Science Majors

Antonio-Angel L. Medel, Anthony C. Bianchi, and Alberto C. Cruz

1 Introduction

Graduation rates are generally low among STEM majors. According to an NSF
study from 2003 to 2009, physical, computer, and math sciences have a retention
rate of only 43% [1]. The California State University, Bakersfield (CSUB) is no
exception. Four and six-year graduation rates are 16.2% and 40.9%, respectively,
for first-time freshmen [2]. Increasingly disenfranchised students are dropping out
of the program. A breadth of literature suggests that flipped classroom model
improves student engagement in the classroom [3, 4], which in turn increases
student performance and ultimately improves graduation rates. The impact of the
flipped classroom model with respect to a control population is the focus of this
study. This study aims at increasing student performance with peer-based, engaging
teaching methods and computational thinking concepts.

A consideration is given to the two themes of computational thinking and flipped
classroom model [4]. Computational thinking (CT) has revolutionized education [5],
and it focuses heavily on teaching by example with peers. CT provides innovative
teaching strategies for fields that are not even STEM, such as History and English.
Paradoxically, in the field of CS, the medium of instruction is not CT. Traditionally,
in upper-division core CS, the instructor states an algorithm, and class time is spent
working backward to demonstrate it works. This is not constructive because the
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instructor gives the solution to the problem and does not invite independent thought
about how to solve it. Though the topic is computer-related, students do not engage
using CT concepts. Building on a CT framework, our flipped classroom participants
complete peer-based in-class activities that work forward, not backward. They must
develop a good approach (often pseudo-code) to solve the problem on their own
without being presented a solution. The main goal of this work is to develop peer
instruction/pair programming [6] lessons for computer science classes—with intent
to open source the curriculum at the conclusion of the study—and to assess and
evaluate the impact of the lesson plans. It is anticipated that the flipped classroom
model will improve student performance and ultimately increase graduation rates.

2 Background and Related Work

CT and active learning led to a boom in pedagogical methods. However, most works
are in fields other than CS: K-12 and non-major CS lower-division coursework (such
as CS0). A recent survey [7] highlights 27 works focusing specifically on K-12 and
some higher education on integrating CS concepts in the classroom. There were 16
quantitative studies in this survey and all report results in favor of the experimental
groups using CT. In another study, a 2-year project in Italy disseminated breaking
technologies in K-12, injecting computational activities in the classroom [8].

Flipped classroom is a method where traditional lecture is replaced by collabora-
tive problem-solving activities [9]. Time spent outside of class, where an individual
normally completes homework, is replaced by self-paced videos and interactive
lessons. This is the opposite of the traditional approach, hence the name flipped
classroom. A recent review of 32 studies [3] found that the flipped classroom
model has the potential to increase learning performance, improve attitude, enable
more discussion, enforce cooperative learning, and improve learning habits. Yet, the
impact of social/peer instruction is understudied among upper-division CS major
classes. This study addresses the following research questions:

1. How does a flipped classroom compare to a control class that is already
highly online, accessible, and engaging (education management system, Kahoot!
activities, online homework, and the availability of prerecorded lectures)? How
much of the benefit of a flipped classroom model is due to the use of advanced
digital pedagogical techniques/systems?

2. How does instructor competence in CT, active learning, and flipped classroom
affect the experience in the classroom?

3. Does the flipped classroom model improve frequency and quality of social
interaction between the student and other students and the instructor(s)?

4. Does CT, active learning, and flipped classroom positively impact academic
performance in upper-division CS when compared to a control group?
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2.1 Contribution to State of the Art

This study is framed as an ablative study with data collected from a control/non-
flipped population in fall of 2019 and from a flipped classroom population in the
spring of 2020. The environment is highly controlled (same instructor, syllabus,
pace, and curriculum). This is novel since most other works do not provide a
comparison to a control population and often do not focus on upper-division CS
courses. To the authors’ knowledge, this work is the first to provide a case study for
undergraduate Artificial Intelligence.

3 Approach and Methods

Students are split into two groups: the control (CON) and the flipped classroom
(FC). CON receives traditional instruction (upper-division core Computer Architec-
ture II and Artificial Intelligence, with 39 students in total). FC receives Just-In-
Time-Teaching (JiTT) [10] and pair-programming activities [6] (same courses, 40
students involved in total). Both groups use the same education management system
(Moodle) and have access to past/prerecorded lectures and lecture notes. The CON
group completes online homework after instruction, and the FC group completes
online quizzes before meeting in class. Lab instruction is unaltered; the instructor
gives a lab briefing, and students complete the lab with a partner of their choice.
The instructor has completed the Berkley FLP program for STEM faculty and is
competent in the areas of CT, active learning, and flipped classroom.

3.1 Control (CON) Population

CON students complete weekly homework assignments on material covered in
lecture. Homework consists of 20–25 MC and 3–5 free response (random bank).
Lectures are students’ first exposure to the material. The instructor provides
an algorithm, and time is spent working backward to demonstrate correctness.
Instruction is authoritative/non-dialogic [11], though students can ask questions at
the conclusion of class. Day-to-day topics are fixed.

3.2 Flipped Classroom (FC) Population

FC students watch prerecorded lectures from the CON group and YouTube at
their own pace with a short online assessment/quiz before each class. We use
Just-In-Time-Teaching (JiTT) for assessment [10]. Quizzes ensure students are
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participating. The depth and length of quizzes are less than CON group’s online
homework: 10–20 MC and 0–3 free response (random bank). The day’s topics vary
based on difficulties revealed by the JiTT test. Courses that implement JiTT have had
a myriad of variations, yet the results have been small to significant improvements
[10].

There is no traditional homework. In lecture, there is a short authoritative/di-
alogic [11] lecture of less than 15 minutes—sometimes none if the lecture is a
continuation of previous topic. Students then complete active learning/CT activities
to use their working memory to interrupt the forgetting curve and commit the new
knowledge into long-term memory [12]. In our study, we use pair-based worksheet
activities. The worksheets are collected and graded for correctness. They replace
lecture in a traditional classroom and daily clicker quizzes [13]. Students are
assigned to a specific partner and complete the worksheet with pair programming
[6]. In pair programming, one student is the driver and the other, the navigator.
The driver focuses on the problem at hand and is the only one writing/coding.
The navigator reads ahead, manages time, and supervises the work. As a tertiary
benefit, students learn pair programming which is often used in the industry. The
worksheets are a long arc where students construct a solution/algorithm, rather than
work backward from an existing solution (see Fig. 1). The pair proceeds at their
own pace.

Names (Driver/Navigator):
IDs:
Date:

Unscored Problem 1 (Discussion): Consider the following: 
0x409C add $a0 $a2 $t0. Discuss with Navigator the type of 
operation, convert it to binary, and what components are used by 
this operation.

Problem 2 (Free response): Sketch the PC logic. What are the 
inputs? What is the result?

Problem 3 (Free response): Register file contains:
$0 : 0x0000
…
$31 : 0x0013
Sketch the register file. What are the inputs? What are the 
outputs?
…

Problem 7 (Free response): Connect the dots. Draw a complete 
circuit of the processor as it completes the operation.

Problem 8: Repeat this worksheet for the following operation:
srl $v0, $t0, 3

Fig. 1 Pair-programming worksheet for Computer Architecture II. Students brainstorm the data
path as it executes a MIPS R-type instruction. Conventionally, students are presented with a circuit
of the processor. With this scaffolded activity, students build the circuit from the ground up
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The pairs are random each day, with the class stratified into three equally sized
tiers based on class performance (low, mid, and high students). Students are paired
with individuals of their own tier, to avoid towers of knowledge [14] and ensure that
each pair is working in their zone of proximal development [15].

3.3 Data Collection Reported in This Work

Surveys are administered at the beginning and end of the semester to gauge
student social interaction with other students, the instructor and instructional student
assistant, and their opinions about the class. This normalizes existing student biases
and opinions of the instructor gained over the semester. Students are also asked if
they have repeated this class (between fall and spring) and if they have participated
in a class involving active learning, CT, and/or flipped classroom model. Surveys
consist of 7-point Likert items with additional free-response questions for students
to further elaborate to avoid issues such as acquiescence bias, often encountered
with Likert item questioning. See Table 1 for the number of participants who gave
informed consent. The number of participants in the study (the total number of
students in each class) is less than the number of students who gave informed
consent for data collection.

3.4 Data Collection Not Reported in This Work

We also aggregate midterm and final exam performance for both CON and FC
groups, though this data is not included in our preliminary results. The exams
are the same for each group. This measures students’ academic performance and
compares the two groups to identify if there is a gain in academic performance in
the experimental group. Homework and JiTT quizzes are too dissimilar to compare
and are based on a random bank of questions.

We also administered Kahoot! quizzes throughout the semester based on the
protocol established in [13]. Students respond to a battery of questions as a
group and then are asked to repeat the same questions on an individual basis to
normalize group biases. Performance in this activity can gauge individual vs. group
performance and measure quality of social interaction. Kahoot! data collection was
suspended due to COVID-19 considerations and will be reported in later work.

Table 1 Total number of
participants that gave
informed consent from each
group

Control (CON) Flipped classroom (FC)
Pre-survey Post-survey Pre-survey Post-survey

# 22 17 22 12

The number of participants in the surveys is less than the
total number of students in the class
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4 Preliminary Results

Our preliminary findings include student comments from the CON group and
FC group and some implementation thoughts for those considering a flipped
classroom model. During data collection of the FC group, the university converted
to alternative delivery in response to COVID-19. Alternative delivery is the phrase
the California State University (CSU) uses referring to the transition from in-
person classes to synchronous online classes. Virtual instruction was effective on
March 17, 2020, 9 weeks after the start of the semester. For reference, a complete
semester is 16 weeks. Post-surveys for the FC groups were likely affected by the
transition to alternative delivery. With alternative delivery, the class was converted to
a synchronous online class using traditional pedagogical teaching methods, though
students were instructed that the study should focus on the time spent prior to
alternative delivery with flipped classroom model. Any results presented in our work
should be considered preliminary for the following reasons:

(a) FC group did not participate in flipped classroom model for an entire semester.
(b) Though FC group was instructed to provide comments on the flipped classroom

version of the class (before alternative delivery), it is possible that some
respondents disregarded this instruction.

(c) We consider the number of participants in our study to be too low to establish
significance.

Thus, we plan to continue the study for the next academic year to present strong
evidence of our conclusions in later work.

4.1 Considerations for Instructors

Some of the students claimed to have participated in a flipped classroom model
at CSUB or at a local community college, yet either an instructor did not provide
online videos for viewing—basing activities from reading alone which is not enough
in our opinion, or did not implement JiTT style quizzes, which are a critical
feedback mechanism to ensure student success. Considering this dissimilarity,
students informally stated that they preferred the model presented in our study to
previous encounters with the flipped classroom model.

Further, at-risk students in FC appreciated the flipped model, had higher atten-
dance rates, and did better on worksheets. Students repeating the class often
did not complete homework leading to their failure in a prior semester though
when participating in the FC group, their attendance and assignment completion
improved. However, high-achieving students did not view FC as positively as at-risk
students. Some students tried to complete worksheets on their own in a rejection
of the pair programming structure and/or complete the worksheets as quickly as
possible with little social interaction. Often, these groups would segment the day’s
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work into discrete parts and solve them separately. Generally speaking, flipped
classroom model seemed polarizing, and students either strongly liked it or strongly
disliked it (note that this is anectodal, based on instructor and teaching assistant
observations; cessation of in-class activities required us to suspend data collection,
so we plan to obtain more data to support these claims at a later point).

4.2 Qualitative Preliminary Results from CON Group

Most students in the CON group indicate that they study alone for classes:

1. Reading the textbook and reviewing lecture material, usually alone.
2. I prefer to study and prepare for a class in solitude . . .

3. [sic] [prefer to study] by myself, with the help of the professor~~

In both pre- and post-surveys, students prefer studying alone, and most likely
do not automatically form study groups. It is our hope that social activities in the
classroom will continue outside of class. Learning is a social process [16], so an
effective and engaged student population should have less individuals electing to
study by themselves.

The CON group used some advanced online/digital pedagogical techniques that
are often shared with a flipped classroom. To measure the quality of lecture, students
responded to the question, “In the space provided, you may provide additional
comments on the materials that are often given to you by instructor(s). Can they be
improved? Were they effective?”, as a free response. Pre-survey responses indicated
that no professors at CSUB provide taped lectures, with one student using YouTube
to seek supplementary video material. Post-survey responses often praised the
availability of taped lectures:

1. Instructors’ videos are amazing; they care enough to put in extra effort to ensure
we are never lost.

2. Would be nice if [other] professors would program examples on projector and
record them more often.

3. Most professors should do video recordings because it helps. Having a detailed
syllabus of what the class will be discussing in lecture daily helps.

4. Lecture recordings were very helpful.
5. This class is the perfect example of how to use current technology. All lecture

notes available at the end of class, current updated grades, all resources in one
place, easy communication with teacher, no excuse for not knowing the current
status of the class.

6. [sic] *Lectures are recorded and edited * Notes always available [checked box]
this class is quite good.

The CON group had access to recordings of previous lectures and responded well
to this resource. In future work, we are eager to see how much of an improvement
to the FC population was also due to taped lectures.
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4.3 Qualitative Preliminary Results from the FC Group

Though the FC group had more than half of a semester to acclimate to a new
teaching style and potentially experience the benefits of a flipped classroom,
alternative delivery caused an abrupt end to our study. Students were asked to reflect
on in-person activities prior to alternative delivery. However, their responses may
not be totally void of some bias from dealing with the pandemic. They may have
used the survey as an opportunity to vent frustration at synchronous online teaching.
From comments left to free-response questions on the survey, the FC group enjoyed
the time they spent in class. Having a more engaging environment with peers and
the instructor gave students the confidence and reassurance that the professor is
competent in the subject as well as confidence in their own work. A sample of free-
response comments follows:

1. Not much [comments] in general. I lost motivation in my CS degree because of
hostile professors or professors that just read off of slides.

2. Some professors provide great materials for their classes, and others just read
PowerPoints written by other professors and do nothing else.

3. Interactions in other classes is close to none.
4. These comments showcase the issues with the traditional classroom.

Most students took the opportunity to contrast their FC experience with other
control classes. There is a trend among students to not appreciate instruction that
relies heavily on prepared materials (such as slides) and traditional environments
that do not allow the students to speak to each other. There were two comments
speaking positively about the flipped classroom model:

1. Before quarantine, I liked that [the instructor] would walk around during labs and
activities to check our individual work.

2. With regard to [the instructors] flipped classroom. It was really good. Lectures
can be much more engaging. Labs can incorporate subjects talked about in class
more. I wish lectures didn’t involve just vocabulary review.

With our flipped classroom model, the instructor would walk around the
classroom observing student work and help as needed. Anecdotally, the ISA
(instructional student assistant) for the Computer Architecture II section found that
students were enjoying the interaction with the material and the instructor.

4.4 Quantitative Comparison of CON and FC Using
Likert-Type Responses

Table 2 provides a summary of responses to Likert item questions for Artificial
Intelligence and Computer Architecture II. For survey responses, students were
asked to respond with strongly disagree (1), disagree, slightly disagree, neutral,
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slightly agree, agree, and strongly agree (7) to a statement. The full survey included
33 questions, but we are hesitant to provide complete results because we feel that
more survey participants are needed to support our conclusions. The surveys are
Likert items and not a Likert scale. We use mode and frequency to aggregate
responses to the Likert items [17]. Note that in general, the population size for post-
surveys of CON and FC is so small that the answer distribution/frequency is sparse,
and it is inappropriate to use statistical testing to determine significance (Chi-square
tests). We hope to address this in later work with more data collection.

Research Question 1: Online/Advanced Traditional Classroom

We initially hypothesized that a significant part of the flipped classroom model was
the availability of online resources and referring the students to taped lectures from
previous classes. We ablated this aspect of the class by providing the CON group
with access to the previous semester’s lectures.

In Table 2 Prompt 1c, when responding to tendencies to discuss the class with
other students using the Internet, the CON group initially reported neutral, and at the
conclusion of the class, this response shifted to strongly agree (with a frequency of
24%). The FC group initially responded with strongly agree, and the result changed

Table 2 Analysis of a subset of Likert-type questions from the survey on a 7-point scale, with 1
being strongly disagree/negative and 7 being strongly agree/positive

CON group FC group
RQ Q Prompt Pre Post Pre Post

1 1c I discuss the class with other students
on the internet

4 (0.27) 6 (0.24) 6 (0.32) 5 (0.38)

1 1 g I review the notes or other provided
material (videos, etc.)

4 (0.27) 5 (0.41) 5 (0.36) 4 (0.50)

3 1a I prepare for class with a study group 3 (0.33) 2 (0.47) 1 (0.29) 2 (0.50)
3 1b I discuss the class with other students 4 (0.36) 5 (0.41) 5 (0.27) 3 (0.25)
3 1d I discuss the class with others who are

not students (Reddit, etc.)
1 (0.50) 1 (0.82) 1 (0.50) 1 (0.50)

3 1e I study for the class by myself 6 (0.36) 5 (0.24) 6 (0.41) 6 (0.50)
3 1i I participate interactive activities

during lecture
4 (0.41) 4 (0.47) 5 (0.30) 6 (0.63)

4 1f I read the textbook 3 (0.32) 4 (0.59) 5 (0.27) 4 (0.38)
4 1 h I seek out material beyond what is

provided by the instructor
4 (0.32) 5 (0.31) 5 (0.32) 5 (0.29)

Data aggregates responses from Artificial Intelligence and Computer Architecture II. FC group
was affected by alternative delivery, and more data is needed to conclude the study
RQ most relevant research question, Q the question number, CON control group, FC flipped
classroom group, Pre median response from pre-class survey, Post median response from post-
class survey
Parenthesis indicates the frequency of the response
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to agreement in the post-survey (with a frequency of 38%). We do not feel that either
population has a frequent enough response to be significant.

In Table 2 Prompt 1 g, when responding to tendencies using review material
provided by the instructor, such as videos, the CON group initially reported neutral,
shifting the response to slightly agree in the post-survey (with a frequency of 41%).
Antithetically, the FC group response to this question changed from slightly agree
to neutral. Students were expected to watch online videos to complete JiTT quizzes
and prepare themselves for the class. More data and more specific survey questions
are needed in the future to determine what resources the students turn to if they are
not using the online videos to complete the JiTT quizzes.

Research Question 2: Perception of Instructor Confidence

Perceptions of instructor confidence are relevant to any instructor considering the
adaptation of a flipped classroom model. The instructor involved in this study
received training in computational thinking, active learning, and flipped classroom
model from the Transforming STEM Teaching Faculty Learning Program offered
by UC Berkeley’s Center for Teaching & Learning and should be considered an
expert. However, this may not be the case for most instructors. Flipped classroom
model has not been widely adopted in CS, with only 7.6% of all students indicating
prior experience with this classroom model. Potential instructors may be as much
of a novice as the students themselves when it comes to flipped classroom model.
As such, there would be concerns of highly negative perception of the instructor by
the FC group, despite their expertise. Negative perceptions would lead to negative
classroom observations and instructor ratings, potentially impacting retention of the
instructor and discouraging implementation of the flipped classroom model. There
was insufficient survey participation for questions relevant to Research Question 2,
and we hope to conclude this in later work.

Research Question 3: Improved Social Interaction

We anticipated an increase in social interaction for students with a flipped classroom
model. To support this claim, we would expect to see a decrease in the number of
students indicating that they study alone and the difference to be greater in the FC
group.

Table 2 Prompt 1a confirms our hypothesis. With the CON group, students
slightly disagree with the statement that they form study groups, changing to
disagreement at the end of the semester. Though the FC group was initially in
strong disagreement that they form study groups, there was a shift in responses to
disagreement (with a rate of 50%). We believe this to be a significant result. Flipped
classroom model may slightly improve student attitudes to study groups, though in
general students do not engage in this behavior.
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In Table 2 Prompt 1b, 1e, and 1f, results contradict our hypothesis. The CON
group saw an increase of students discussing the class with other students, and the
FC group saw a decrease. Though, the frequency of the response casts doubt on
its significance. The CON group had fewer students who indicated that they study
alone, and the FC group saw no change (with a high frequency of 50%). The CON
group had a significant number of students who indicated that they read the textbook
(59% frequency), whereas the FC group did not give a strong/significant response.
In Table 1 Prompt 1d, there was a consensus between CON and FC groups that they
did not seek help from non-students during the class with a very high frequency.

Overall, FC responses to these questions may have been adversely affected by
students who were not following instructions to reflect strictly on the portion of
the class before alternative delivery. It should also be noted that there was a low
response rate for post-surveys (see Table 1). In general, more data is needed, and we
intend to continue our study in the next academic year.

Research Question 4: Student Performance

Student performance can be best measured by classroom performance which will
be reported in later work. Performance can also be measured by the rate at which
students engaged in positive study behaviors, such as reading the textbook (Prompt
1f), and their tendency to seek material beyond what is normally provided by the
instructor—indicating piqued general interest in the class topics (Prompt 1 h).

Considering Table 2 Prompt 1f, the CON slightly disagreed with the concept of
reading the textbook and later indicated that they are neutral about it in the post-
survey (with a rate of 59%). In contrast, the FC group had slight agreement that
downgraded to neutral in the post-survey. It is possible that FC students preferred to
watch the lecture videos rather than read the textbook.

Considering Table 2 Prompt 1 h, students indicated the rate at which they seek
out material beyond what is provided by the instructor. Both the CON and FC groups
indicated they were somewhat likely to engage in this behavior, but there is not a
significant difference between the groups.

5 Conclusion

With a flipped classroom model, students use their working memory to apply
old knowledge to new, more complex problems with their peers. This creates a
deeper understanding of the material, and students retain the knowledge longer by
interrupting the forgetting curve. Our study is ongoing, and we have collected data
for the control group and a little more than half a semester of the experimental
group due to transition to alternative delivery. Nonetheless, from our preliminary
results, we have found some insights: flipped classroom model is viewed more
positively by at-risk students, viewed less positively by high achievers, and that
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students in the control population already report better engagement with access to
online prerecorded lecture videos. Our anecdotal insights and survey free-response
comments were contradicted by the quantitative results in our Likert item analysis.
We are still confident that our hypothesis will meet expectations. Quantitative
analysis of our data at this point suffers from a low number of samples and
sparse distribution of responses that will be addressed in the future with more data
collection when the university resumes conventional operation. We hope that future
results will provide a coherent conclusion about the effectiveness of the flipped
classroom model.
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A Dynamic Teaching Learning
Methodology Enabling Fresh Graduates
Starting Career at Mid-level

Abubokor Hanip and Mohammad Shahadat Hossain

1 Introduction

According to Forbes Magazine, many of the skills that employers now require “are
technical, involving proficiency in industry-standard or job function-standard soft-
ware,” with “technical skills now outnumber[ing] all other competencies (cognitive
and non-cognitive) in job descriptions across virtually every sector of the [U.S.]
economy” [1]. Accordingly, one might expect that most employers are investing
extensively in in-house training programs for entry-level IT graduates. In reality,
however, nearly the opposite is true. In fact, “American employers have never
been less interested in training new hires” [2]. Based on such reports, we must
conclude that new IT graduates are facing greater difficulties today than ever before
in acquiring entry-level IT positions. Employers typically now require new IT
candidates to already have at least 2 years of professional IT experience. Thus, in
terms of actual skill sets, there is a great need in the IT sector to bridge this wide gulf
between what school and university IT programs teach and what business, industry,
and government employers actually require.

Although we are now living in the age of the Fourth Industrial Revolution
(“4IR”), universities today are still typically run by a 500-year-old model that
overwhelmingly stresses theory over practical mastery of actual job tasks. In other
words, the educational system has yet to develop the appropriate teaching and
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learning pedagogy to cope with the practical job demands of the 4IR workplace.
This skills deficit can be overcome, however, by creating an innovative “ecosystem”
that seamlessly integrates the educational and entrepreneurial settings in today’s IT
economy. Accordingly, this new smooth integration of both worlds enables academe
and industry to work as a team, instead of at loggerheads. Unfortunately, at present,
we are really lacking this practical approach in today’s university pedagogy. This
is the chief reason that our IT job candidates remain unemployed for so long after
graduation. Universities have an important role to play to ensure both optimal use
of academic resources and prompt, reliable delivery of actual employment value in
exchange for students’ hard-earned (or borrowed) tuition money.

For recent graduates to obtain mid-level positions right out of university or
technical school, they must demonstrate expertise in all of the required skill sets,
not just mastery of theoretical coursework. They must also understand and show
professional behavior on par with industry expectations for experienced profession-
als. Candidates for such positions must be prepared to deliver right away without
needing extensive training by industry. Moreover, during the actual employment
interview, IT applicants must actually be able to prove their competence in the
required practical job tasks. Finally, they must also demonstrate knowledge of
corporate etiquette in order to be hired. Such testing is part of the hiring process.

Therefore, the practical part of university training necessitates addressing all
the “three domains of learning”: cognitive (knowledge), psychomotor (skills),
and affective (attitudes) [3]. The most important consideration in implementing
this approach is determining how and to what extent these three aforementioned
domains of learning must be emphasized in our various types of “pre-employment
curricula.” The end result can achieve expectations only if the objective can be
identified from current job requirements-based need analysis. Skills competency
assessment regimens can be devised using appropriate methodology and precisely
targeted resources. Quantifiable outcomes must be evaluated with reference to preset
concrete performance standards.

The following employment-oriented curriculum design features should be used
for a typical skill development training program.

– Precisely assess students’ educational/functional skills deficits: This can be
done through needs analysis, which involves the collection and analysis of data
related to the learner. Importantly, the data related to the requirement for the job
which has been in target of the training is essential. This can be obtained from the
hiring requirements of skill and expertise of a certain years experienced person.
The data might include what learners already know and what they need to know
to be proficient in this particular area or skill. It may also include information
about learner perceptions, strengths, and weaknesses.

– Keep adult learning styles in mind: Keeping adult learning styles in mind
is an important enough topic to address here on its own. Adult learners share
certain characteristics that make training more effective for them. Curricula
must recognize and respect the fact that these adults want to learn job-oriented
knowledge and skills and that they tend to be self-directed. Such students often
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bring to the classroom years of prior knowledge and job experience in other fields
when they enroll in courses to enhance their practical skills in the IT industry.
Such students also tend to be goal-driven and thus want their new training to be
relevant and task-oriented. These students learn best when they are motivated
to learn, and nothing stimulates such motivation more than actual classroom
delivery of useful skills that a student knows will make him an asset to any
company. Accordingly, IT training is likely to be more effective when these
utilitarian principles are considered when designing curricula.

– Create a clear list of learning goals and outcomes: Naturally, companies
hiring IT professionals have their own lists of expectations for new hirees—both
functionally (job–task competency) and behaviorally (professional etiquette).
Since companies routinely complain that there is typically a large gap between
what they expect of applicants and what applicants actually bring to the table, one
cannot overstress the need for educational institutions to “do their homework” in
this regard when designing courses and conducting classroom instruction and
lab practicums. Theory is nice, but practical knowledge is increasingly what both
business and government employers are seeking. Hence, those institutions that
can crank out the highest percentages of “competency-vetted” graduates will rise
the highest in the rankings that matter most to the corporate world. A key part
of the equation in this regard is not only that educational institutions cater to
practical skills requirements of industry, but also that the course curricula stay
absolutely up to date in terms of the latest, “cutting-edge” changes and trends in
technology.

– Identify constraints: Quite apart from the aforementioned considerations rel-
evant to optimizing curriculum design, institutions should also be sensitive to
constraints on resources. For example, a student’s time is itself a scarce and
limited resource; hence, time scarcity should affect the design of degree programs
and their course design. After all, students have only so many hours, days, weeks,
or months in an academic quarter, semester, or year, and only so many years in a
degree program. Another type of constraint that must be considered in curriculum
design is the practical fact that students have only limited financial resources
available to devote to the pre-employment educational phase of their lives. In
other words, “bang for the buck” is an issue. Students increasingly calculate the
return on their investment in terms of employment and salary in relation to cost of
tuition. Consequently, there is a true market need for pre-employment education
that bridges the gap between classical education and practical preparation needed
in order to “win” in the great game of “musical chairs” that is today’s job
application process.

– Utilitarianism is king—continually identify and optimize instructional
methods and materials: It is essential to view the quality of an institution’s
educational offerings from a utilitarian standpoint. That is, administrative and
instructional decision-makers should continually analyze and evaluate their
institution’s and their instructors’ “performance” in terms of how readily their
students are meeting their own career goals after graduation. In a practical
sense, this means, for instance, that if certain pedagogical methods and/or
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materials prove not optimally conducive to enhancing student mastery of
practical knowledge and skills, then the design of the corresponding instructional
materials, teaching style, and/or curriculum structure must be altered accordingly.

– Establish concrete performance evaluation standards: Great care must be
given to how student achievement is evaluated again with a utilitarian eye
toward practical efficacy. The two most important evaluative criteria are stu-
dent competency/performance and student behavioral aptitude in relation to
employers’ expectations. Functional competency and social skills will, after all,
determine the degree to which the graduates succeed in securing at least mid-
level employment soon after graduation. Accordingly, the most effective form of
evaluating student performance is ongoing and summative [4].

Owing to the absence of sufficiently effective cooperation between educational
institutions (both academic and technical) and employers, students are generally
unable to obtain enough practical IT knowledge before graduation. Internships tend
to focus on entry-level menial tasks and thus do not suffice as an adequate practical
adjunct to traditional university—or even technical school—classroom instruction.
Yet such practical real-world experience and competency are increasingly crucial
for obtaining a first job in today’s market. Moreover, especially with university
IT instruction, the course curricula are not updated often enough or carefully
enough to train students in a way that delivers the skill and knowledge levels that
most employers require. Consequently, such under-trained graduates do not get the
opportunity to obtain proficiency in the latest software tools and technology that
business, government, and industry are using. But it does not have to be this way!
Indeed, what if the educational curriculum-makers decide to require students to
undergo rigorous lab-type training that accurately and authentically replicates the
outside work environment? [5].

2 How One IT Training Institute Pioneered a Way to Fill the
Skills Deficit and Place 95% of Its Graduates in Mid-level
IT Jobs Within 4 Months of Graduation

A U.S.-based IT professional skills development institute called PeopleNTech has
innovated a 4-month program whose graduates routinely land mid-level or senior-
level IT employment shortly after graduation. The first step in accomplishing this
goal is to narrow a student’s focus within the industry. In other words, instead
of trying to turn out a student who is a “jack of all (IT) trades, but master of
none”, PeopleNTech’s approach steers students to first decide which sub-specialty
(networking, programming, database, etc.) in which they wish to acquire deep,
specialized knowledge. The curriculum then requires practical lab instruction in the
desired specialization (see Fig. 1).

By giving this key, sevenfold key formula for employment success to all
graduates of our institute—as the chief focus of their curriculum—PeopleNTech has
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Fig. 1 Learning components
identified by PeopleNTech for
mid-level job readiness

been successful in placing over 95% of our graduates in mid-level and senior-level
positions in the IT industry over the last 15 years.

Accordingly, given PeopleNTech’s extraordinary industry track record, this
chapter focuses on explaining our teaching and learning methodology. Next, the
discussion is followed by sharing our use of what is known in the real world
as a “Belief Rule-Based Expert System” (BRBES), which actually assesses the
overall skill level of a student by conducting aptitude tests according to the criteria
mentioned in Fig. 1. Traditional skills assessments cannot adequately quantify a
student’s performance attainments and overall skill levels, yet the BRBES approach
can do so, which is why PeopleNTech uses this specialized assessment system. The
institute quantifies a student’s skill and knowledge levels both upon enrollment and
at graduation.

PeopleNTech is able to utilize the best award-winning instructors throughout its
program in order to provide the highest quality of training, while also keeping costs
down for both individual students and corporate clients. PeopleNTech’s curriculum
and teaching are managed by industry professionals backed by years of corporate IT
experience. PeopleNTech designs, implements, and manages workforce and partner-
development programs for individual students and all sizes of companies up to
Fortune 500 firms. PeopleNTech’s utmost priority is to keep its staff, students,
curriculum, and facilities up to date with the latest innovations in technology, while
embracing the latest industry trends.
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2.1 Researching Latest Industry Trends

Continuous research on the trends and requirements of the current market is
essential. This ongoing research is facilitated by more than 6000 PeopleNTech
alumni working in the IT field. All PeopleNTech instructors have professional IT
industry experience, and senior members of the hiring team, the recruiters who are
working across hiring world of USA, our own marketing team, and job placement
team are the source of data for need analysis.

2.2 Classroom Template

Providing quality practical, targeted instruction in a classroom setting is the
foremost requirement for creating employable IT graduates. PeopleNTech creates
an accurate replica of a typical industry work environment for each of its courses.
This “lab approach” creates the quickest “fast track” for students to advance their
career or to start a new one.

The company is equipped with certified instructors, who are active practitioners
and true masters in their fields. In addition to teaching technical know-how,
they also impart their knowledge of corporate culture and etiquette. Extensive
hands-on lab exercises and state-of-the-art training facilities create a powerful
learning environment that optimizes every student’s professional success beyond
graduation. PeopleNTech also takes care to select industry-leading course manuals
and reference materials. These resources help to facilitate quick acquisition of the
substantive knowledge required by the industries, which is not possible through the
traditional university education system—simply because its faculty members are
less exposed to real-world conditions and expectations.

2.3 Essential Instructional Elements

PeopleNTech’s innovative pedagogical formula includes the following classroom
features:

Traditional Lecture Method with Audio-Visual Aids

Only 1/16 portion of the courses at PeopleNTech is a traditional lecture course.
Why? Simply because, on average, the weakest method for conveying IT knowledge
and skills is the lecture method. Indeed, the only reason that PeopleNTech uses the
lecture method at all is that there is still a small percentage of material of a general
foundational nature that is best delivered through the lecture approach.
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Demonstration

15/16 portion of the courses at PeopleNTech are conducted as actual demonstrations
of how to do real-world IT tasks using the same actual tools that one encounters
in the workplace. This method initiates and jump-starts learning by beginning
with simple imitation, followed by repeated practice. This demonstration method
ensures the opportunity to gain hands-on class practice, followed by additional
exercises at home after class. This method facilitates optimum acquisition of the
highest proficiency with the tools used. Additionally, students also have access to
the recorded classroom presentation of all topics covered in class.

Hands-On Class Labs

The lab formula begins with a teacher demonstration, followed then during the same
lesson by student replication of what the instructor has just shown to the class.

Tutoring

In order to graduate and receive certification from PeopleNTech, all students at the
end of their course must tutor struggling less advanced students one on one for
a certain number of hours. This tutoring simultaneously helps graduates to better
understand the subject matter by forcing them to articulate it, while also giving
struggling students extra help outside regular class time.

Student Public Speaking via Classroom Presentation Project

One curriculum requirement is that, for each of the courses that a student takes,
he/she must prepare a formal oral presentation to “teach” a concept or procedure to
a class of his/her peers. The student must also answer audience questions and defend
his/her assertions. This process includes a formal evaluation and grade. In addition
to helping each student to master the material at hand, this presentation requirement
also develops a student’s public speaking skills, which are usually a requirement
anyway for most mid-level jobs. Finally, the whole experience helps the student to
prepare for tough questioning in job interviews.

2.4 Evaluation

As mentioned before, structured objective evaluation of student performance and
social skills is the best measurement of IT skill training. The most effective
evaluation is ongoing and summative. All such assessments are most useful if the
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results can be evaluated against the set course objective(s) in order to determine the
student’s level of success or failure. PeopleNTech uses the following testing and
sampling methods.

Assignments/Labs/Quizzes

Assignment/quizzes and/or labs are assigned to the trainees at the end of each
class/topic so that the trainees get the opportunity to do brainstorming and practice
with the technologies and tools and submit their work for showing their ability of
working as good as in real-life work.

Class Test

Class tests are conducted at the end of each module of study for short modules. The
instructors design it as per requirement for long modules. Qualifying in all class
tests is a requirement of completion of the course.

Post-Course Boot Camp Lab

This is the equivalent of the students’ final examination for their entire program
prior to graduating and receiving a diploma. This entails completing a real-time
project-based lab that covers the entire course curriculum.

Student Test Preparation Assessment Tools

As a PeopleNTech student, students can measure their acquired and retained
knowledge by using our exclusive test preparation tools.

Vendor Exam Preparation

PeopleNTech recommends that its students, where appropriate, sit for their relevant
vendor examination, and it puts such candidates in a simulated testing environment
to facilitate full preparation for vendor tests.

2.5 Certificate/Diploma

PeopleNTech is authorized by the state authority to issue training diplomas after
completion of all curricular requirements.
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2.6 Post-Class Survey

A key element of PeopleNTech’s “quality control” is to measure student satisfaction
with the overall learning experience and use the feedback to continuously improve
training and services.

2.7 Top-Flight Job Placement Support

PeopleNTech does not merely train students. Indeed, an integral part of our overall
service is providing actual job placement and career counseling within the IT field,
which is part of why our institute manages to place 95% of its graduates in mid-level
or senior-level IT positions within 4 months of graduation. All graduates receive the
following:

Resume Assistance

Strong resume writing assistance is offered through occasional workshops.

Mock Interview Sessions

PeopleNTech’s comprehensive interview training prepares students for any kind of
job. This process begins with a group lecture sharing tips and basic interviewing
skills. Next, actual face-to-face mock interview role-playing sessions are conducted
by PeopleNTech staff with authentic industry experience in hiring IT graduates;
included are the following: candid evaluation of students’ interview performance,
formulation of plans to improve interviewing skills, and advice on how to signifi-
cantly boost the interviewee’s confidence and proficiency. Students become expert
on key interviewing tips and techniques, mistakes people usually make, and how
to formulate the best answers even to the most difficult questions in the most
high-stress interview situations. Finally, this process serves to significantly improve
students’ oral articulation skills.

Career Counseling and Job Placement Services

PeopleNTech is pleased to offer counseling by experienced IT industry
professionals—not just an employment service. To this end, we offer both
orientation sessions for new students and individualized services later on. With
convenient and confidential career counseling, our institute’s trained counselors
work with students one on one and via telephone to focus on immediate occupational
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needs. In addition, counseling sessions cover access to job listings, employer
contacts, and on-campus interviews. PeopleNTech recruiters give students the finest
job placement services in the industry.

3 Belief Rule Base Approach

The assessment of skill level of students, achieved whether it is after the graduation
from the universities or after getting skill by completing training program from
PeopleNTech, is crucial. This will allow to reduce the gap between university
education and the industry requirements. Consequently, appropriate teaching and
learning methodology can be framed, allowing the fresh graduates to start their
career at mid-level. The BRBES framework is demonstrated in Fig. 2, enabling to
understand that the level of skill of a student depends on the factors mentioned in
Fig. 1.

The reason for selecting BRBES approach is that most of the factors cannot be
measured in a quantitative way because they are subjective in nature and hence
inherit uncertainty. Therefore, without consideration of this uncertain phenomenon,
the accuracy of the assessment cannot be achieved. This will in turn hamper
the appropriate development of policy to embed skill to the employees of an
organization. In addition, this model is flexible because it allows to add or delete
any other factors. Moreover, it can easily be identified which factors should need to
be given more priority than from the others because the weights or importance of
each factor can be incorporated.

A BRBES includes two main components, namely knowledge base and inference
engine [6]. Belief rules are used as the knowledge representation schema and
Evidential Reasoning (ER) as the inference engine [7].

Belief rules are the extended form of traditional IF-THEN rules but equipped
with belief structure to handle uncertainty [8]. A number of belief rules form Belief
Rule Base (BRB), containing learning parameters such as attribute weight, rule
weight, and belief degrees [9]. A belief rule is presented below:

Fig. 2 BRB framework to evaluate overall level of skill
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IF Academic Knowledge is High AND Industrial Knowledge is High AND Skill
on Tools is Medium AND Experience is Low AND Team Environment is Medium
AND Enthusiasm is Low AND Confidence is HIGH THEN Level of Skill is (High,
0.3), (Medium, 0.7), (Low, 0.0)

In this belief rule, the IF part consists of seven antecedent attributes, each with
three referential values known as “High,” “Medium,” and “Low.” However, the
THEN part consists of consequent attribute, namely “Level of Skill” with three
referential values, which are embedded with belief degrees, thus forming a belief
structure. This belief structure is complete because the summation of belief degrees
is one (0.3 + 0.7 + 0.0). The belief structure is considered as incomplete when
this summation is less than one causing due to ignorance or incompleteness [10]. In
this way, uncertainty phenomenon is captured in the BRB. The relationship between
antecedent and consequent attributes in a traditional IF-THEN rule is linear, but it is
nonlinear in case of BRB [11]. Data obtained from interviews or surveys are usually
nonlinear [12], and hence, this capability of BRB is found very effective. In this
research, most of the data has been collected using interviews and surveys.

Evidential Reasoning (ER) can handle both qualitative and quantitative data
[13]. Qualitative data inherently contains uncertainty. For example, the antecedent
attributes that have been considered in the BRB framework (Fig. 2) are the examples
of qualitative data. ER can process both qualitative and quantitative data in an
integrated framework [14].

The inference procedures of BRBES consist of four steps, namely input transfor-
mation, rule activation weight calculation, belief degree update, and rule aggregation
[15] as illustrated in Fig. 3.

The purpose of input transformation consists of distributing the value of an
antecedent attribute over its various referential values [16]. This transformed value
of the antecedent attribute, which is also known as input data, is termed as
matching degrees to the referential values of an antecedent attribute [17]. When
these matching degrees are assigned in a rule, it can be termed as packet antecedent,
meaning that it becomes active [18]. For example, in the above rule, “Academic
Knowledge” antecedent attribute is related to referential value “High.” However,

Fig. 3 Sequence of BRBES
inference procedures
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this antecedent attribute consists of three referential values “High,” “Medium,”
and “Low.” The input data or the value of the antecedent attribute “Academic
Knowledge” will be distributed over its three referential values, which could be
(High, 0.6), (Medium, 0.2), and (Low, 0.2). However, the above rule only related
to antecedent attribute “Academic Knowledge’s” referential value “High,” and
hence “0.6” matching degree will be assigned to it. Since the number of rules of
this BRBES will consist of 78,125 as it contains seven attributes each with five
referential values, these matching degrees will be assigned to referential values
associated with “Academic Knowledge.” Each of the 78,125 rules should contain
“Academic Knowledge” antecedent attribute as well as any of its referential values.
Thus, the above matching degree will be assigned to each of the 78,125 rules
associated with “Academic Knowledge” attribute. In the same way, the matching
degrees of the other antecedent attributes against their input values will be assigned.
Hence, each of the 78,125 rules will be become active, and they are called packet
antecedent.

However, these individual matching degrees of a rule against the antecedent
attribute’s referential values should need to be combined [19, 20]. This is carried
out by using weighted multiplicative equation, allowing the complementarity or
the integration among the antecedent attributes of a rule [21, 22]. Eventually, the
combined matching degree is used to calculate the degree of activation of a rule
in the BRB. When the degree of activation of a rule is found zero, then the rule is
considered as deactivated [23, 24]. The summation of the degree of activation of
each of the 78,125 rules should be one.

There could be the case that the input data of any one of the antecedent attributes
of the BRB framework cannot be acquired [25, 26]. This is example of uncertainty
due to ignorance. In that case, the initial belief degrees that were assigned to each
the 78,125 rules should need to be updated. This is called belief update [27, 28].

Finally, by using ER, all the activated rules are aggregated to obtain the output
for the input data of the antecedent attributes [29, 30]. These output values are in
fuzzy format, and they are converted into crisp value by using utility value against
each referential value of the consequent attribute [31, 32].

4 BRBES to Evaluate Overall Level of Skill

This section presents the BRBES’s system architecture as well as its various
components for evaluating skill level.
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Fig. 4 BRBES architecture

Table 1 Referential values and utility values of antecedent attributes (VH, Very High; H, High;
M, Medium; L, Low; VL, Very Low)

(a)

Antecedent attributes

x1 x2 x3 x4

Referential values VH H M L VL VH H M L VL VH H M L VL VH H M L VL

Utility values 10 7 5 3 1 10 7 5 3 1 10 7 5 3 1 10 7 5 3 1

(b)

Antecedent attributes

x5 x6 x7

Referential values VH H M L VL VH H M L VL VH H M L VL

Utility values 10 7 5 3 1 10 7 5 3 1 10 7 5 3 1

4.1 Architecture

A three-layer architecture has been considered for the BRBES including data
management layer, application layer, and Interface layer. Figure 4 illustrates the
BRBES architecture.

Data Management Layer

Initial BRB is constructed in this layer, which is the knowledge base of the BRBES.
The BRB framework as illustrated in Fig. 2 is considered to construct the knowledge
base. Table 3 illustrates the initial BRB for the BRBES, while Tables 1 and 2
illustrate the utility values considered against each of the referential values related
to the seven antecedent attributes and the consequent attribute (Table 3).
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Table 2 Referential values and utility values of consequent attributes

Consequent attributes

x7

Referential values Very high High Medium Low Very low

Utility values 10 7 5 3 1

Table 3 Preliminary BRB for all rule base (VH, Very High; H, High; M, Medium; L, Low; VL,
Very Low)

IF THEN (x8)

Rule ID Rule weight x1 x2 x3 x4 x5 x6 x7 VH H M L VL

1 1 VH VH VH VH VH VH VH 1 0 0 0 0

2 1 VH VH VH VH VH VH H 0.81 0.19 0 0 0

3 1 VH VH VH VH VH VH M 0.68 0.32 0 0 0

4 1 VH VH VH VH VH VH L 0.56 0.44 0 0 0

5 1 VH VH VH VH VH VH VL 0.43 0.57 0 0 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

78,121 1 VL VL VL VL VL VL VH 0 0 0 0.57 0.43

78,122 1 VL VL VL VL VL VL H 0 0 0 0.38 0.62

78,123 1 VL VL VL VL VL VL M 0 0 0 0.25 0.75

78,124 1 VL VL VL VL VL VL L 0 0 0 0.13 0.87

78,125 1 VL VL VL VL VL VL VL 0 0 0 0 1

Fig. 5 BRBES interface to evaluate overall level of skill

Application Layer

Application layer comprises BRBES’s inference procedures, namely input transfor-
mation, rule activation weight calculation, belief update, and rule aggregation. The
initial BRB of the data management layer is the input to the application layer and
the inference procedures are on it.

Interface Layer

The interface layer provides a simple interface, enabling the production of BRBES’s
output as shown in Fig. 5.

From Fig. 5, it can be seen that for the certain input values of the seven antecedent
attributes (x1 = 3, x2 = 4, x3 = 6, x4 = 8, x5 = 10, x6 = 7, and x7 = 6),
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the overall skill level (x8) has been calculated in terms of both the fuzzy value
(high = 0, medium = 0.314, and low = 0.686) and the crisp value (6). For this
result, it can be opined that the assessment is complete because the summation of
the referential values of consequent attributes is one.

However, these fuzzy values have been converted into a crisp value, which is
“6” to obtain an overall view of assessment level of skill. By using this system,
the policy maker will be able to identify the factors that are not performing well
to have an impact on overall skill level. Consequently, appropriate decisions could
be taken. In this way, the system allows the analysis of the problem from different
perspectives.

5 Results and Discussion

The BRBES has been applied by collecting 200 data associated with the leaf nodes
of its framework as illustrated in Fig. 2. For simplicity, Table 4 demonstrates only
data of ten persons, where columns 2–8 show the data of the leaf nodes, while
column 9 shows the BRBES created skill-level assessment results in terms of crisp
value. Column 10 in Table 4 shows the expert assessment level of the skill.

Receiver operating characteristics curves (ROCs) are widely used to determine
the accuracy of the prediction models. Therefore, an ROC has been considered as the
method to calculate the prediction accuracy of the level of skill assessment carried
out by the BRBES. Area under curve is considered as one of the important metrics in
this method. When its value becomes one, then the accuracy of the prediction model
like BRBES can be considered as 100%. SPSS 23 has been employed to generate the
ROC curves as shown in Fig. 6, and the AUC data are illustrated in Table 5. Figure 6
illustrates the ROC curves allowing the comparison between skill-level assessment
carried out by both BRBES and expert. An ROC curve having green line depicts

Table 4 Overall level of skill evaluation by BRBES and expert opinion

x8

SL no. x1 x2 x3 x4 x5 x6 x7 BRBES result Expert opinion

1 8 6 6 6 6 6 6 6 4

2 5 7 4 1 10 5 3 5 5

3 3 4 6 8 10 7 6 6 5

4 7 7 7 9 9 8 6 7 6

5 6 9 8 2 9 4 7 6 5

6 2 7 7 5 4 5 5 5 4

7 4 7 5 4 6 3 1 4 5

8 4 1 2 2 10 2 8 4 4

9 2 3 2 1 6 4 10 4 3

10 3 8 7 5 7 10 9 6 5
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Fig. 6 ROC curves comparing BRBES’s result and human expert

Table 5 Comparison of AUC of BRBES and expert opinion

Test results Evaluated Std. Asymptotic 95% ACI

variable(s) AUC error sig. LB UB

BRBES 0.854 0.144 0.070 0.571 1.000

Expert opinion 0.733 0.141 0.088 0.557 1.000

BRBES outputs while with gray line depicts expert opinion. Table 5 illustrates the
AUC for BRBES and expert, which are 0.854 and 0.733, respectively. Thereforse, it
can be opined that the reliability of the skill-level assessment generated by BRBES
is more dependable than that of expert opinion.

6 Conclusion

In order to best prove the efficacy of PeopleNTech’s IT training model, this chapter
has utilized a Belief Rule-Based Expert System (BRBES). The beauty of BRBES is
that it can evaluate even uncertain or abstract information and thus provide the most
currently accurate prediction of IT graduates’ skills proficiency levels. Moreover,
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BRBES actually outperforms the reliability of human experts because this system
generates more accurate assessment metrics.

This chapter has presented a unique teaching and learning methodology that
enables the new IT graduate to start professional life at mid-level positions. As we
have seen, however, academic knowledge alone is not enough to obtain jobs of this
caliber. Recent university graduates are generally unable to meet the requirements
of mid-level jobs in the following senses:

– unfamiliarity with tools and technologies being used in today’s market,
– insufficient skill levels to satisfy market demand and current trends, and
– inadequate familiarity with the behavioral etiquette of corporate culture.

The root causes behind these proficiency shortfalls in the IT graduate population
may be summarized as follows:

– the difficulty for universities and other educational institutions to achieve timely,
responsive updates to their curricula in today’s global environment of rapidly
changing information technology applications,

– market scarcity of closely cooperative industry–university relationships and/or
lack of teacher/instructors with industry experience that is both current and
sufficient in depth,

– students having inadequate opportunities for IT skills development in a real-
world environment using current industry tools, and

– students’ lack of exposure to IT corporate culture.

This proprietary IT training model is a plausible solution for overcoming
prevailing student limitations. It is also a welcome solution to meet industry’s
current IT staffing needs.
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Innovative Methods of Teaching the Basic
Control Course

L. Keviczky, T. Vámos, A. Benedek, R. Bars, J. Hetthéssy, Cs. Bányász,
and D. Sik

1 Introduction

System view, understanding systems and how they are controlled, is an important
discipline in engineering education. Systems are all around us. Basic knowledge
about them is important for everybody. Engineers need deep knowledge enabling
analysis and design of control systems. Nowadays considering the ever-increasing
knowledge, the explosion of information, the available visual technics and software
tools, and the emerging requirement for online distance education, there is a need to
revisit the content and the teaching methodology of the basic control course.

The basic control course held for software engineering students at the Budapest
University of Technology and Economics in the spring semester 2019 covered
the topics of analysis and design of continuous and discrete control systems. The
content of the course and the teaching methods were overviewed to respond to the
challenges of the new teaching environment. A new aspect in the content of the
course is the introduction of the YOULA parameterized controller design, which is
a very effective method. Other controller algorithms can be considered as special
cases of YOULA parameterization.

Considering the teaching method, we tried to explain the main disciplines in
an understandable way to everybody and then discuss the precise mathematical
description. The developed multilevel e-book, SYSBOOK, also supported the
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understanding and provided some philosophical background to the different topics.
Active learning deepens knowledge. Some interactive demonstrations presented
during the lectures contributed to the joy of understanding. Active participation
of the students was ensured by problem-solving at the end of the lectures and
by the computer laboratory exercises using software MATLAB/SIMULINK. As
Open Content Development, the students can contribute to the teaching material
by elaborating their own case studies about a system and its control.

2 Content of the Basic Control Course

The course discusses analysis and design of both continuous and discrete linear
control systems. Nowadays discrete control systems gain increasing importance in
computer control of industrial processes. Control of linear, deterministic systems is
discussed. To control a system, the model of the system should be first analyzed.
Real systems are generally nonlinear, which can be handled individually. For
analysis of linear systems, there are general methods. Therefore it is expedient to
linearize the systems in a given environment of a working point and apply control
methods using the linearized models of the systems. Input/output models and also
state space models are used to describe the systems. The control system should
ensure the required prescribed performance of the plant. The controller is designed
considering the model of the plant and the quality specifications. Controller design
methods are discussed both for input/output models and for state space models.

Eight lectures have been elaborated and are available in ppt form covering the
following topics (https://www.aut.bme.hu/Pages/ResearchEn/ControlTheory):

1. Lecture: Introduction. Systems and control everywhere. Systems and their
models. Analysis methods of continuous time linear systems.

2. Lecture: Analysis in the frequency domain. Relations between the time, Laplace
operator, and frequency domain.

3. Lecture: Feedback control systems. Stability analysis. Quality specifications
formulated in the time and in the frequency domain. Control structures improving
disturbance rejection. PID controller design.

4. Lecture: State space representation.
5. Lecture: Controllability, observability, state feedback, state estimation.
6. Lecture: Sampled-data (discrete) control systems. Analysis in the time and in the

z-operator domain.
7. Lecture: Description of discrete systems in the frequency domain. Relation to the

continuous frequency functions. Discrete PID controller design. Discrete state
equations. State feedback, state estimation.

8. Lecture: Control of discrete systems with time delay. YOULA parameterization.
Smith predictor. Dead-beat control. Outlook.

https://www.aut.bme.hu/Pages/ResearchEn/ControlTheory
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For all lectures, problems are available for the students, which can also be
reached on the above link. The students work on them at the last part of the lectures,
and then get feedback about the solution and extra points for good solutions.

Recently published Springer textbooks [7, 8] support the learning process. We
refer also to the textbook of Åström and Murray [2].

3 Method of Teaching the Basic Control Course

In the 3 hours of the lectures, 2 hours are devoted for lecturing and presentation; in
the next hour, the students solve problems and then get immediate feedback of the
solutions. During the semester, they have to work on a project designing continuous
and discrete controller for a given plant. Besides these lectures, two problem-solving
lectures prepare the students for the tests. Every second week, the students solve
MATLAB/SIMULINK exercises in the computer laboratory with the guidance of
the teacher.

Besides the presentations, visual interactive demonstrations have a convincing
strength while providing also the joy of learning. Active problem-solving using
software MATLAB/SIMULINK means learning by doing, while the students get
some expert knowledge in analysis and design of control systems.

Laboratory work in the next semester is also very important. Use of distant or
virtual laboratories would be also beneficial.

4 SYSBOOK Platform: Interactive Demonstrations

The idea of T. Vámos dating back for 20 years was to present the main principles
governing systems and control on different levels, for everyone, for students, and
for control experts [3, 11–13]. Nowadays there is an increasing demand to explain
these concepts to everyone, simply and especially for non-engineering students [1].

System view could give a new dimension how to look at the phenomena around
us. It could be useful for experts with nontechnical background as well. With
system view in different areas of expertise, the systems could be better understood
contributing to better decisions influencing their performance. Besides engineering,
such areas are, for example, medicine, medical technics, economy, etc. System view
is the basics of control engineering. New concepts in mathematical system theory
could open new perspectives to modern areas of control design.

A multilevel e-book has been developed by T. Vámos and coworkers available at
http://sysbook.sztaki.hu/. Its cover page is seen in Fig. 1.

The first level – knowledge for everyone (Fig. 2) – appears in cartoon-like form
with explanations. The second level gives deeper explanations with mathematical
descriptions for the students. Some animations and interactive files demonstrate the
main concepts. Some pages are devoted to the third level dedicated for experts.

http://sysbook.sztaki.hu/
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Fig. 1 Cover page of
SYSBOOK

Fig. 2 Basic ideas can be explained for everyone. (Raffaello: The School of Athens, detail)
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Fig. 3 Taking a shower may
be a difficult process (Java
applet)
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Fig. 4 Control is based on negative feedback

The pages of SYSBOOK appear on different surfaces that depend on the reader’s
interest. Four categories are distinguished: comics; what we are talking about;
control course; and mathematical representations and examples. Two surfaces do
appear at the same time. The reader may navigate among them.

Case studies illustrate how system view and control disciplines can be applied
in different areas (e.g., cooking, driving a car, energy production, oil refinery, some
aspects of economy, systems and control in the human body, feedback in education,
etc.).

SYSBOOK includes some demonstrative and interactive files visualizing system
behavior. During the lectures, these parts of SYSBOOK can be used for demonstra-
tion. The case studies can be samples for the own work of the students.

As an example, Fig. 3 demonstrates that control of a system can be a difficult
task. Taking a shower (Java applet) requires appropriate actions when changing the
position of the taps considering the time delay of the process. Control is based on
negative feedback, compares the measured output variable with its reference value,
and uses the difference to modify the input variable of the system (Fig. 4).

If the action does not take into consideration the effect of flow delay, unstable
performance could take place, and the temperature will change between hot and
cold. By modeling the blocks and analyzing the behavior of the closed loop, some
consequences can be drawn how to manipulate the system.
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Fig. 5 Demonstration of the relationship between the time and the frequency domain

The behavior of systems can be analyzed in the time, frequency, and operator
domain. The relationship between analysis in the time and in the frequency domain
is illustrated by the interactive Java applet shown in Fig. 5. It presents that taking
more sinusoidal components in the periodic input signal, the output of the system
will be better approximated by the sum of the individual output components. The
parameters of the system and the number of the sinusoidal components can be
changed and the responses are visualized. So it is convincing that from the frequency
response, consequences can be made for the time response of a system.

Another Java applet calculates and visualizes the step responses and frequency
functions (Nyquist and Bode diagrams) of different systems.

Several control algorithms are discussed. Their behavior is demonstrated ana-
lyzing how the system tracks the reference signal, how it rejects the effect of the
disturbances, how parameter uncertainties influence the performance, and what is
the effect of the filters. Figure 6 demonstrates the behavior of a control system with
PID controller. It is mentioned that MATLAB/SIMULINK ensures a better platform
for controller design during the computer laboratories.
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Fig. 6 Interactive Java file demonstrating the behavior of PID control

We refer here also to the interactive tools developed by Guzmán et al. [5, 6] for
controller design.

5 New Paradigm in the Basic Control Course: Youla
Parameterization

As a new feature, YOULA parameterization has been introduced as an essential
control idea in the basic control course [9]. This approach follows from the basic
feedback control idea and provides good properties for the control system especially
in case of big dead time. The basic idea is shown in the sequel.

Control is based on negative feedback. In the theoretical part of the curriculum,
properties of negative feedback are discussed. The block diagram of the control
structure is shown in Fig. 7, where P is the model of the plant to be controlled, C is
the algorithm of the controller, and F is the input filter.

This structure is effective ensuring reference signal tracking and disturbance
rejection. The controller C is designed for the model of the plant considering the
quality specifications. The most frequently applied algorithm is the PID controller.

Supposing a unity filter F an equivalent structure between the output y and the
input r is given in Fig. 8. Q is called the YOULA parameter. Reference signal
tracking would be ideal if controller Q would realize the inverse of the process
model.
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But this structure cannot reject the effect of the disturbances. Therefore it is
enhanced with Internal Model Control (IMC) [4] according to Fig. 9.

YOULA parameterized control can be used to control stable processes.
Generally the inverse of the process cannot be realized. The process model P

should be separated to the invertible P+ part whose poles can be cancelled and to the
non-invertible part P−which contains the dead time and the non-cancellable poles.
The YOULA parameter realizes the inverse of the invertible part of the process
model (Fig. 10).
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Fig. 12 Output and control signals when Q parameter cancels the whole dynamics

This structure can be enhanced by the Rr reference and Rn disturbance filters
according to Fig. 11.

The role of the filters is threefold: the dynamics of reference signal tracking and
disturbance rejection can be different (2DF-two-degree-of-freedom controller), the
maximum value of the control signal u can be restricted, and by appropriate choice
of the filters, the control system can be made more robust, i.e., more insensitive to
model uncertainties.

This structure can be applied both for continuous and discrete systems. For
discrete systems, instead of the transfer function P the pulse transfer function G
is used.

Figure 12 shows the output and control signals for control of a discrete second-
order system with big dead time when cancelling the whole dynamics. Oscillations
in the control signal will cause intersampling oscillations in the output signal, while
reaching the required reference value in the sampling points. Figure 13 gives the
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Fig. 13 Output and control signals when Q parameter cancels only the invertible part of the model

signals when only the invertible part is inverted in the controller. It is seen that the
control performance became calm. Here filters were not applied.

The YOULA parameterized algorithm is especially effective when the process
contains big dead time, and with appropriate design of the filters it is less sensitive
to parameter uncertainties than the other algorithms.

It is shown that other control algorithms as PID, Smith predictor, and dead-beat
control can be considered as special cases of the YOULA parameterized algorithm.

6 MATLAB/SIMULINK Computer Exercises

The basic software applied in the computer laboratories is MATLAB/SIMULINK.
The students get some expertise in applying analysis and synthesis methods in
problem-solving.

A MATLAB exercise description gives a short summary of the considered topic
and then provides the examples from the simplest to the more complex ones. A
MATLAB exercise related to a given topic can be executed within a 2 hour time
frame and provides the knowledge for further individual work in the given topic.
The students generally do not get a ready program; they have to build it command
by command. This way, they have to think over and understand the analysis or
design procedure step-by-step. Based on these exercises, the students are prepared
to solve basic control problems and to solve the homework project. The MATLAB
exercises cover the following topics: Introduction to MATLAB/SIMULINK and to
the control toolbox. Properties and characteristics of typical control elements in the
time and in the frequency domain. Stability analysis. PID controller design. State
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space description. Controllability, observability. State feedback, state estimation.
Sampled data control systems. Z-transform and pulse transfer functions. Controller
design based on the YOULA parameterization. Discrete PID controller design.
Smith predictor. Dead-beat control.

Generally the problem is solved using MATLAB, and then a SIMULINK
program is built to simulate the behavior of the control system. In some cases a
core program is given for a specific problem, and the students give the input data
and running the program they evaluate the behavior of the system.

As an example, the core program of the discrete YOULA parameterization is
presented in the sequel.

% Youla_discrete basic program
Q=minreal(Rn/Gp,0.0001)
C=minreal(Q/(1-Q*G),0.0001)
L=minreal(C*G,0.0001)
Tr=minreal((Rr/Rn)*Q*G,0.0001)
Ur=minreal((Rr/Rn)*Q,0.0001)
t=0:Ts:50;
yr=step(Tr,t);
subplot(211), plot(t,yr,’*’),grid
ur=step(Ur,t);
subplot(212), stairs(t,ur),grid

Then the user defines the process (e.g. second-order system), gives the sampling
time, calculates the pulse transfer function and gives its separation to invertable and
non-invertable parts, and gives the filters. The MATLAB code is:

clear; clc; s=zpk(’s’)
P=1/((1+5*s)*(1+10*s))
Ts=1; z=zpk(’z’,Ts); G1=c2d(P,Ts)
G=G1*zˆ(-30)
Gm=1; %G-

Gp=G1/Gm %G+
Rr=1/z; Rn=1/z;

Then call the program. The behavior of the algorithm can be investigated with
different separation and with different filters. The program can be enhanced by
calculating the responses for the disturbances as well. The SIMULINK diagram
can be built (Fig. 14) enabling analysis of intersampling behavior as well.

The MATLAB exercises supporting the control course are given in Keviczky et
al. [8]. The chapters of the exercise book are fitted to the chapters of the theoretical
material.

7 Open Content Development: Student Case Studies

Nowadays in education a new teaching-learning paradigm is Open Content Devel-
opment (OCD) which means active participation of the teachers and students
creating an up-to-date teaching material. This project runs at the Department of



260 L. Keviczky et al.

Transport
Delay

y

To Workspace 1

t

To Workspace
Step 1

Step

Scope1 

Scope

Rr/Rn

LTI System3

G

LTI System2

P

LTI System1

Q

LTI System

Clock

Add

Fig. 14 SIMULINK program for the YOULA parameterized control system

Technical Education at the Budapest University of Technology and Economics
since 2015 supported by the Hungarian Academy of Sciences [3]. In the frame of
vocational teacher training programs, several so-called micro-contents have been
developed. Utilizing the experiences of these pilot efforts, this approach seemed to
be fruitful also in basic control education.

The SYSBOOK platform has been connected to the OCD model. SYSBOOK
provides several case studies for systems and their control. Teachers and students
studying systems and control can elaborate new case studies in their areas of interest
which means active application of the learned topics. After evaluation these projects
can be uploaded in the student area of SYSBOOK.

The system chosen by the students is modeled. The control tasks are formulated.
In the different examples it is investigated, what is the considered system, how
is the system connected to its environment, what are its input signals, and what
are its output signals? What happens between them? How can this be described
mathematically? What are the requirements set for the system? Can we control the
system? How to control the system?

Some uploaded student projects are temperature control of a terrarium, speed
control, model of the blood circulation and the respiratory system, the model of
building a house, etc. (Fig. 15). Every semester, the student area is supplemented by
new case studies.

The system open for the participating students/learners and educators is accessi-
ble through the research web page (www.ocd.bme.hu); the page also contains bring
your own device (BYOD) approaches that serve the methodological support of the
innovations implemented within the open system.

http://www.ocd.bme.hu
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Fig. 15 Some student projects

8 Conclusions

Nowadays considering the ever-increasing knowledge, the explosion of information
available at the Internet, the available visual technics and software tools, and the
requirements for online education, there is a need to revisit the content and the
teaching methodology of the basic control course.

Eight lectures have been elaborated which are available for teaching. Corre-
sponding problems with the solutions are also provided.

As a new paradigm, controller design based on YOULA parameterization has
been introduces already in the first control course. It is shown that some other control
algorithms can be considered as special cases of YOULA parameterization.

In the methodology of teaching, a basic control course the motivation of the
students can be increased by active participation in the learning process, including
interactive demonstration of the principles, solving exercises at the end of the
lectures, solving analysis and synthesis problems in the computer laboratories, and
developing own case studies for SYSBOOK in OCD framework.

It should be also emphasized that the examples of systems and their control
should be chosen mainly from the area of the specialization of the students
(electrical or software engineering, chemical engineering, biology, economics, etc.
[10]). Also it is important to provide real-time experiments in laboratory work or
using distant laboratories. IFAC Repository would be also of great help reaching
useful resources.
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Towards Equitable Hiring Practices for
Engineering Education Institutions: An
Individual-Based Simulation Model

Marcia R. Friesen and Robert D. McLeod

1 Introduction

This work presents developed computer modelling and simulation to investigate the
relative impacts of various hiring strategies of underrepresented groups (URGs) in
the professoriate of engineering schools at Canadian universities. Hiring practices
typically represent a key component of the overall equity, diversity, and inclusion
(EDI) strategy in these schools, and EDI in STEM fields are presently very active
areas of discussion and policy implementation generally.

In the engineering profession in Canada including academia, women and Indige-
nous persons are likely the two greatest URGs, and men are likely the great-
est overrepresented group (ORG). Underrepresentation in engineering studies is
impacted by family and community of origin, K-12 schooling, and popular culture.
Similarly, engineering practice both inside and outside academia holds a myriad of
experiences and structural features that can either enable or deter URG participation
and persistence. For example, studies show that women in engineering persist when
they feel a sense of belonging in their workplace, feel confident in their technical
abilities, and are supported by a respectful and equitable work environment. Studies
also show that women primarily leave due to an unwelcoming culture and job
inflexibility that leads to sacrifices with respect to work-life balance, although lack
of opportunity for advancement can be a contributing factor [1–8]. However, prior to
any of the above elements occurring, systemic implicit or unconscious bias (against
women, people of colour, Indigenous Canadians, and others) can limit URG access
to professional opportunity in the first place.
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A research basis exists for the benefits of a diverse professional workforce,
including improved financial performance of organizations (revenues, equity, oper-
ating profit, and/or stock price), responsiveness to diverse markets seen in improved
quality and customer satisfaction, increased employee engagement and productivity,
better decision-making, and reduced legal and reputational costs [9–13].

Conversely, one can also develop the case for EDI by examining where EDI
has failed. For example, in the development of the automotive crash test dummy,
the initial design, ‘Sierra Sam’, was a 95th percentile male dummy. Subsequently,
50th percentile dummies were modelled after an average male in height, mass,
and proportion. Decades later, a female dummy was added that represented a 5th
percentile Caucasian woman at a diminutive 152 cm (5 ft) tall and 50 kg (110 lb).
Ill-fitting personal protective equipment (PPE) is often a result of design based on
the body and head proportions and shapes of Caucasian male populations, with
statistically significant impacts on health and injury including death [14].

One could argue that the engineering faculty hiring process suffers from similar
design flaws, and EDI discussions in engineering schools in Canada often look at
faculty hiring committees as one necessary point of intervention. Hiring practices
in academia have a few characteristics that are not necessarily shared across all
industries. Academic hires are often for life; therefore, the time constant on change
is high, but the attrition rate is also predictable. Second, for many years already,
the supply of applicants with the basic qualifications for academic positions has far
exceeded the number of available positions. Third, the range of the academic role of
teaching, research, and service means that there is no one benchmark for ‘qualified’
or ‘best’ candidate. Rather than comparing apples to apples, one is often comparing
an appealing apple to an appealing cheese.

While EDI is absolutely a field with many qualitative, layered, and complex
interacting factors that are best understood qualitatively than quantitatively, it is also
true that a quantitative approach to a focused component of the issue (professorial
hiring in engineering) has the potential to be insightful and its results will appeal to
data-driven individuals such as engineers, who may in fact subconsciously dismiss
other EDI initiatives and data on their qualitative basis.

2 Objective

This work is a simulation study of hiring policy, to investigate the relative impacts of
various hiring strategies of underrepresented groups in academia. In the simulations
that follow, there is an implicit assumption that EDI is a desirable objective
to pursue. The underlying algorithms that comprise the model combine both
deterministic elements (i.e. specific interventions) with stochastic elements that
are, as a consequence, probabilistic in nature (e.g. probability of equally qualified
persons being hired out of short-listed groups).
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3 Modelling and Simulation

A modelling and simulation paradigm that is well suited to these types of thought
experiments is generally denoted agent-based modelling (ABM) and simulation
(ABMS). ABM is ‘bottom-up’ systems modelling from the perspective of con-
stituent parts. Systems are modelled as a collection of agents (in social systems,
most often people) imbued with properties: characteristics, behaviours (actions),
and interactions that attempt to capture actual properties of individuals. In the most
general context, agents are both adaptive and autonomous entities who are able to
assess their situation, make decisions, compete or cooperate with one another on the
basis of a set of rules, and adapt future behaviours on the basis of past interactions.
In this work, a simpler variant is used as the agents are simply individuals from
different groups without any additional agency or interactions.

A key advantage of ABM is the ability to model interventions or policy directions
that are either too risky, costly, and/or too long in duration to test in real life.
Further, the foundational premise and the conceptual depth of ABM is that simple
rules of individual behaviour will aggregate to illuminate complex and/or emergent
group-level phenomena that are not specifically encoded by the modeller. Emergent
behaviour may be counterintuitive or surprising and may be a simple or complex
behavioural whole that is greater than the sum of its parts. The ability of system-
level outcomes to elude simple prediction based on the known rules that govern
agent behaviour is a cornerstone of emergence [15–17].

Baseline Assumptions A majority group (ORG) is labelled Group A and a minority
group (URG) is labelled Group B. No attribution is given to Group B other than
being the URG, which may be due to gender, racialized persons, socio-economic
class, or other characteristics. However, in a school or college of engineering, it can
be largely inferred to be gender.

To start, the organization has roughly 90 Group A and 10 Group B individuals
in their existing workforce (i.e. 10%). The hiring process model is modelled as
one new individual every 3 months. The attrition rate was one per year, weighted
in proportion to the percentage of Group A and Group B individuals in the
organization.

An assumption is that the organization has agreed that Group B is clearly
underrepresented and should be, at minimum, 25% of the overall workforce. We
have selected 25% as opposed to other targets since quarters are easy to visualize and
discuss; this target is adjustable as well. A further assumption is that the organization
agrees that limiting position postings and hiring solely to Group B candidates would
not be fair or equitable to either Group A or Group B.

Corner cases Corner cases are a first approach to establishing validity of any
simulation model. Two such cases were investigated here. In the first instance, a
simulation was run to typify today’s hiring processes which claim to be URG-
or gender-‘blind’ and only interested in the ‘best’ candidates, i.e. no interventions
of any type were considered for either Group A or Group B specifically. Every
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Fig. 1 EDI representation trajectories with no EDI incentives or interventions (status quo)

applicant is ranked and sampled from a uniform distribution. As per Fig. 1,
there is essentially no change to Group B representation over time in this status
quo approach. The average value (‘qualification score’) of the persons hired was
approximately 99.3%. Applying macro face validation would affirm this result,
namely, that the implication of no change is to see no change. The expected number
of applications that a person submits for a faculty position before being hired is
roughly four for the best overall candidate from Group A.

The status quo scenario (Fig. 1) does not imply that there is no institutional EDI
initiative in place, such as the inclusion of a boilerplate university-wide EDI policy
within each position posting, which have limited impact on their own. Figure 1 also
demonstrates that in the status quo scenario, some trajectories nonetheless give the
impression of improving the URG’s representation over time. For example, the red
(top) trajectory is just as statistically probable as the worst trajectory in the set of
simulations but could nonetheless lead to administrators taking credit for a statistical
anomaly.

A second corner case simulation considers only hiring Group B applicants
going forward. Group B applicants are considered and ranked from a uniform
distribution. As per Fig. 2 and intuitively expected, this leads to a continually
increasing representation of Group B to the target and beyond. The average value
(‘qualification score’) of the persons hired was approximately 91.8%. Applying
macro face validation would affirm this result, that is, if you only select candidates
from Group B, eventually everyone will be Group B. As the application pool is
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Fig. 2 EDI representation trajectories with full EDI incentives (hire only Group B)

smaller than the previous corner case (‘status quo’), the probability of hiring the
overall best irrespective of group is reduced while still very respectable overall.

Subsequent to corner case validation, several scenarios were investigated.

Scenario 1 Assume a position is posted, for example, for an Assistant Professor in
Electrical and Computer Engineering. As is often the case, it is not unreasonable to
receive 105 applications. Of these, it is usually fairly easy to identify applicants as
being in either Group A or Group B and assume five are from Group B. The actual
starting numbers in Group A or B are not critical except that they be different from
the target outcome.

At this point, an algorithmic approach is introduced: select all five Group B
applicants and uniformly sample the remaining 100 applicants to randomly select 15
of 100. The new group of candidates for the position are the five from Group B and
15 (sampled) from Group A. These proportions correspond to the target outcomes
(25% from Group B).

A search committee reviews the combined pool of 20 applicants and shortlists
the four applicants of interviews, where the shortlist is composed of the top two
candidates from each group (an additional intervention). Probability statistics tell us
that within this group, one likely has a top 6–7% candidate of the entire applicant
pool, and they would be from either Group A or Group B. This is arguably as good
a candidate as one might expect in any hiring competition.
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This approach may be coupled with earlier interventions with Group B applicants
that may arguably make them, on average, more qualified against the position
requirements than Group A candidates. This corresponds to actively ‘shoulder
tapping’ highly qualified Group B candidates to encourage them to apply to increase
the average qualification score of Group B applicants. Assuming the average
‘qualification score’ (for the given position) of Group A is 50 and the average
‘qualification score’ of Group B is 75 (averages of uniform distributions 0–100 and
50–100, respectively), the expected value of the best from Group A would have a
rank of 93.75, while the expected best of Group B would be 91.66.

While there are always limitations to an algorithmic approach and its underlying
assumptions, it is worth considering when compared to no strategy at all. To the
anticipated argument that with uniform sampling of 15 applicants from Group A,
one is likely not getting the best possible candidate, the simulations demonstrate that
the expected best ranking of a sample of 15 is still in the nineties. While probability
and statistics defend this approach, anecdotal experience does as well. There are
many near the top, and there is often little to differentiate those in the top 10% or so
within any pool of applicants.

A benefit of this scenario is that in the steady state, everyone is satisfied with
respect to the overall target goal. In the long run, no one should feel as though they
obtained the job just because they were in Group B, nor can a Group A individual
believe they were not given a leg up as they were unlikely (statistically) the best
overall. In the event that no applicants are considered hirable, the position can
be reposted, inviting those from Group A who were not selected in the sampling
process (Fig. 3).

Substantive gains can be seen in the simulation results illustrated in Fig. 1 as
Group B representation increases from 10% to near 20% in 10 years and increasing
over time towards the target (with noted variability between simulation runs). Yet,
although the selection process appears heavily weighted to Group B applicants, it
nonetheless takes roughly 40 years to reach the representation target.

The average value (‘qualification score’) of the persons hired was approximately
95.5%. The expected number of applications the best candidate overall is expected
to apply for is 100/15 or 7 positions in this simple model. This is only a handful
of applications to get to an interview and is not unlike the number of applications a
candidate will send out when seeking a faculty position.

Scenario 2 Another scenario to consider is one in which the application pool or
Group B grows through incentives, early recruitment into undergraduate programs
through scholarship such that the application pool grows towards 25% within
25 years. Trajectories of EDI representation in this case are illustrated in Fig. 4.
As with any scenario simulated, the timeframe to achieve any reasonable targets
appears excessive. To illustrate this point further, Fig. 5 extends the simulation to
200 years. A similar potential criticism is that for the best overall candidate from
Group A, the expected number of applications to be hired into a faculty position is
roughly 12. The expected value (‘qualification score’) of the hire is approximately
99.
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Fig. 3 EDI representation trajectories with interventions (Scenario 1)

Fig. 4 EDI representation trajectories with applicant pool at the desired or expected representation
(Scenario 2)
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Fig. 5 EDI representation trajectories applicant pool at the desired or expected representation
extended to 200 years (Scenario 2)

Scenario 3 Another scenario may be to consider full or aggressive EDI incentives
followed by a period of ‘status quo’ hiring, assuming the applicant pool has
achieved desired representation. For this simulation, full EDI intervention was in
place for 6 years, followed by an assumption that the application pool reached the
representative percentage of the target. This is illustrated in Fig. 6, where there is
a Group B hiring only, followed by ‘blind’ or ‘best candidate’ hiring, assuming
both the URG representation in the faculty and ongoing application pool reached
its target of 25%. The rationalization may be that once an institution is seen as
having an aggressive EDI policy, more URGs may be inclined to apply in the future.
However, the simulation results demonstrate that the gains are not sustained, and
Group B representation regresses over time in ostensibly ‘blind’ or ‘best candidate’
processes, where if the processes are truly ‘blind’ or ‘best candidate’, the Group B
representation would remain constant at the target percentage.

Scenario 4 Fig. 7 illustrates a similar scenario of aggressive EDI interventions for
6 years, followed by the Group B applicant pool only reaching 15%, followed by
‘blind’ or ‘best candidate’ hiring.

Summary statistics of the simulations described above are presented in Table 1.
These results challenge the argument that one often hears that being that actively

working towards diversity in hiring will be at the expense of excellence or quality.
The average value (‘qualification score’) shown in Table 1 combined with the
diversity of ways that academic work can be considered meritorious supports
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Fig. 6 Representation trajectories with full EDI (to 25% representation) followed by selecting the
‘best applicant’ (status quo) (Scenario 3)

Fig. 7 Representation trajectories with full EDI (to 25% representation), followed by selecting the
‘best applicant’ (status quo) with Group B applicant pool representation at 15% (Scenario 4)
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Table 1 Summary of model statistics

Scenario Years to 25% Target
Average value (‘qualification
score’) of hires

# of applications for
‘best’ Group A

Corner case 1 Never 99.3 <4
Corner case 2 6.25 91.8 n/a
Scenario 1 40+ 95.5 28
Scenario 2 200 99 12
Scenario 3 6.25 98 n/a

Table 2 Variations on Scenario 1

Scenario 1
variations

Years to
25% Target

Average value
(‘qualification
score’) of hires

# of applications for
‘best’ Group A 30 by 30 target (%)

Shortlist 2 Grp
A/2 Grp B

40+ 95.5 28 37

Shortlist 2 Grp
A/1 Grp B, with
Grp B weighted,
on average, more
highly qualified

50- 95.6 18 31

Shortlist 2 Grp
A/1 Grp B

50+ 98.8 3.7 30

‘Best overall’
with increasing
Grp B in
applicant pool

200+ 99 1.2 24

others’ findings that that ‘diversity or excellence’ is a false binary. The results also
demonstrate that the active stance for diversity in hiring practices does not unduly
exclude ORGs from being hired.

Variations on Scenario 1 As these are models, they facilitate considering variations
to better understand the more impactful interventions at play. For example, Scenario
1 had several fairly significant EDI interventions. These included weighting the
applicant pool with highly qualified Group B applicants, modelled by initially
sampling their values from a uniform distribution between [50,100], whereas
Group A values were sampled from a uniform distribution between [0,100]. The
second intervention was sampling the Group A applicants themselves to reflect
an application pool that had a 25% Group B representation. The third significant
intervention was shortlisting the best two candidates from both groups. Of course
there are regression analyses that will also provide similar understanding, but these
models allow one to get a feel for the impact of the interventions directly. Table
2 illustrates the impact of modifying these interventions. Included in the figure
is the statistics associated with the 30 by 30 objectives (30% new applicants for
engineering registration in Canada to be women, by 2030).
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The results summarized in Table 2 reinforce the observations made earlier in
relation to the results summarized in Table 1. In addition, the results in Table 2
demonstrate how meeting a specific target (in this case, 30% representation) requires
sustained effort even after the target.Results are not necessarily self-sustaining.

Tables 1 and 2 both provide comparative analyses. The simulation results are
comparative in the sense that they may not provide the actual values of outputs but
are useful to assess the comparative impacts of various strategies.

4 Discussion and Conclusion

There are a number of hiring best practices and policies that are emerging that
are oriented towards inclusion or URGs. In Canada, some engineering schools
are beginning to include representative diversity in the composition of faculty
committees, mandate implicit bias training for academic search committees, set
faculty-wide targets for URG representation on shortlists, conduct first-round blind
interviews with a long list of candidates, have shortlists reviewed by the Dean for
EDI criteria before candidates are invited to campus, include EDI-as-a-competency
questions into the interview process, and take the time to extend or re-start a search
if internal milestones are not met.

While these are excellent ideas at initial attempts to hire more inclusively, they
are arguably more passive than the simulations undertaken here. If nothing else,
these simulations illustrate the extremely long time constants in affecting change.
This is likely exacerbated in a profession where the challenges are greater than in a
university environment which in theory should be more open to a changing culture.
Further, the simulation results also demonstrate the hollowness of a common
argument that diversity incentives will sacrifice excellence in the professoriate.

Often, discussions related to EDI initiatives are considered to have exclusively
a qualitative basis, and in data-driven professions like engineering, they are subtly
discounted on this basis. These simulations highlight that the quantitative evidence
for EDI is demonstrable and should be not only palatable but welcome in the
engineering discourse. While any simulation has limitations, we argue that these
insights are better than navel-gazing and provide a framework for proactively
structuring change. As with all models, the assumptions and inputs used here can
be varied to explore different initial conditions, sizes of applicant pools, target
representations, and other variables. It is also worth noting that ABMs play a role
here in providing a simulation that would be otherwise impractical or impossible
to undertake in real life, as modelling and simulation are run for a simulated 50 or
200 year period.

It is axiomatically true that it is much easier to change the course early on
than trying to steer a really massive ship later. Unfortunately for many engineering
schools, we fall into the latter. Real structural change will require intestinal fortitude
over a long haul.
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Developing a Scalable Platform
and Analytics Dashboard for Manual
Physical Therapy Practices Using
Pressure Sensing Fabric

Tyler V. Rimaldi, Daniel R. Grossmann, and Donald R. Schwartz

1 Introduction

During either their junior or senior year, students participating in the Honors
program are required to complete an Honors project and thesis. The goals of the
project/thesis closely follow the overall goals of the Honors program, which appear
on our website (Marist College):

Academic Excellence – To create enriched educational opportunities for capable, strongly
prepared, highly motivated students that reflect a level of challenge suitable to this group
both within and outside of the classroom.

Civic Learning and Leadership – To contribute to the development of the students’ ability to
lead, promote, and actively participate in civic learning projects that effect positive change,
as well as their ability to be effective team members.

Integrity – To improve intellectual discourse among students and faculty through a mean-
ingful curriculum of advanced coursework, seminars, and special events that demonstrate
appropriate professional standards of behavior and respect for intellectual property and that
demonstrate an active commitment to learning.

Global Citizenship – To enhance classroom learning with related experiences that encourage
students to apply their special knowledge and skills in a way that serves others in the local
and global community.

Continuous Learning – To offer eligible students challenging options for self-directed
learning that may involve special projects within their majors or in the liberal arts core,
and a culminating, distinctive work reflective of participation in the Honors program.
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Students participating in our Honors program select their own projects and their
own faculty mentors. This paper describes one such project.

The rate of professionals entering the field of physical therapy is expected
to grow by 22% between 2018 and 2028. This predicted growth is greater than
the predicted growth of any other healthcare-providing profession (US Bureau of
Labor Statistics). The increasing number of physical therapy professionals brings an
increase in physical therapy students; it is imperative that physical therapy education
programs are adequately prepared to provide accurate and efficient teaching.

Currently there does not exist a tool for instructors to validate the correctness of
their student’s physical therapy movements. Quantitative metrics such as pressure,
location, and consistency are not currently being tracked during physical therapy
instruction. These metrics are crucial in teaching students precise movements and
techniques and in evaluating the performance of students. This missing component
has the potential to revamp physical therapy teaching pedagogies by providing
useful feedback in real time. Students will no longer just watch their instructor’s
movements but actively following along, correctly matching their hand position
and applied pressure on training devices. If a digital tool allowed physical therapy
instructors and students to track those metrics in real-time feedback, then the
quality of physical therapy education will have the potential to be enhanced, thereby
producing better trained physical therapists.

Our analytics dashboard, in conjunction with pressure sensing fabric technolo-
gies, will fill in this gap by providing instructors and students the necessary
quantitative metrics with an entirely digital and cloud-based solution. Instructors
and students will be able to access quantitative metrics, data visualizations, and ana-
lytics, all in real time. The added convenience of cloud-based solutions introduces
new potentials of remote teaching – a necessity for adapting to rapidly changing
current events.

Key contributions of this paper include the following:

• Explores the motivation for a physical therapy analytics dashboard
• Describes the architecture of a physical therapy analytics dashboard
• Demonstrates new quantitative metrics in physical therapy
• Provides potential academic and professional adoption and implementations

The remainder of this paper is organized as follows: Section II discusses our
prior work and introduces the definition of manual therapy and the concept of a
physical therapy analytics dashboard. Section III describes our physical therapy
analytics dashboard construction and development. Section IV concludes with a
plan for future work.
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2 Background

2.1 Physical Manual Therapy

Throughout this paper, we will use the term physical therapy to encompass
the definition of manual therapy. As defined by the American Physical Therapy
Association, physical therapists “are movement experts who optimize quality of
life through prescribed exercise, hands-on-care, and patient education” (American
Physical Therapy Association). There exist numerous different approaches to
physical therapy, and of those many, we will address how our tool can benefit
manual physical therapy – also known as manual therapy, or physical therapy as
we shall call it throughout this paper. These therapies must be precise and accurate
for successful results. Current training programs do not have pedagogical tools that
reveal key metrics in real time such as pressure, location, and consistency. Our tool
fills this gap and provides these metrics in real time.

2.2 Our Physical Therapy Analytics Dashboard

The current version of our analytics dashboard is a desktop application. Users will
be able to download the dashboard application directly to their work machine. The
supported operating systems are macOS, Windows, and Linux. This application is
lightweight in nature and leverages our custom application programming interface
(API) to efficiently make calls to our cloud-based back end. The front end
(the downloaded application) features user interfaces that include real-time user
authentication, sensor fabric port recognition (we call this our device driver), sensor
fabric data collection, retrieval, and visualizations. In addition, we have included
the foundation of what will become a major analytics suite. Our first offering is
the feature for users to superimpose sensor fabric data graphs. Users can share
their sensor fabric data with other registered users of the application. Our real-
time superimposed graphs are the start to developing a new form of pedagogy that
provides visualized quantitative metrics for physical therapy training. Instructors of
physical therapy can leverage our pedagogical tool to store data from class sessions
by using sensor fabric technology which can be shared to their students to begin
practicing against their professors’ data sets. These metrics have never been able to
be visualized and contrasted in real time, and it is exciting to pave the initial path of
the future of physical therapy pedagogical tools.
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3 Physical Therapy Analytics Dashboard Construction

3.1 Studio 1 Labs Sensor Fabric

It is important to understand the hardware that we are using in conjunction with
our software. Studio 1 Labs, “a technology company focused on evolving everyday
objects with fabric sensing technology” (Studio 1 Labs), provided us with a robust
pressure sensing fabric (see Fig. 1). Their pressure sensing fabric is highly adaptable
and can be used on irregular surfaces, crucial for a project that focuses on analyzing
inconsistent areas. The sensor fabric is densely populated with 64 sensor sensors, in
an 8 × 8 matrix. The dense number of sensors allows for precision and accuracy.
Our current system leverages its direct connection capabilities; we are able to
plug in the sensor fabric to our machine and let it begin its reading without
any added configurations (as you will see our application communicates with
the device automatically, handling this for the user). Additionally, the fabric can
be used wirelessly via Bluetooth connectivity if a user’s device allows for such
communication.

Our system is designed to be used by faculty and students within the Marist
College Doctor of Physical Therapy Program. Faculty members will demonstrate
various physical therapy maneuvers, placing the sensor fabric on the client and
applying pressure as appropriate. Our system will measure and collect the sensor
readings, storing them for future evaluation. Students will then use the fabric as they
attempt to duplicate the maneuvers. Our system will collect their readings and then
show the results of comparing the professor’s readings with the student’s readings.
Our system can also be set up so that the professor’s recorded readings and the
student’s current readings are shown “live” on the screen, so that students can adjust
their pressure and position in real time to more closely match those of the professor.
(See Fig. 2.)

Fig. 1 Sensor fabric sheet
provided by Studio 1 Labs.
This fabric is Bluetooth
enabled and is also capable of
establishing wired
connections to stream data
directly to our application
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Fig. 2 Sample overlay comparing professor’s data to student’s data

Fig. 3 The environment that
hosts the front end of our
application. Every container
mounted on top the
“Analytics Dashboard”
container is what makes up
that component

3.2 Dashboard Development: Front End

Our front end consists of many different and related technologies including
ElectronJS, VueJS, Bootstrap, and Plot.ly. (See Fig. 3.) Each of these technologies
makes up our robust dynamic user interfaces. To start breaking down how we used
each technology, we will start with the foundation: ElectronJS and VueJS.

ElectronJS is a framework that we used to build our desktop graphical user
interfaces. It combines the Chromium rendering engine and Node.js, a JavaScript
runtime environment. Electron is composed of multiple processes: renderer and
browser. The renderer process loads HTML and CSS views that appear on the
user’s screen, and the browser process contains the application logic. On top of
ElectronJS we used Vue, an interface framework. Vue provides us an object-
oriented-like approach to building user interfaces: allowing us to reuse components
and seamlessly pass data through the interfaces. Vuex, a state management pattern
library for VueJS, served as our centralized store for all components in the
ElectronJS application, providing rules to ensure “that the state [of a component]
can only be mutated in a predictable fashion” (Vuex). With our base to our desktop
application, we can start mounting other technologies such as Bootstrap and Plot.ly.

When creating user interfaces, we chose to use Bootstrap, a framework providing
adaptable and responsive CSS styles. The Bootstrap framework has preset interface
components which we molded into our application. We scaled each used Bootstrap

http://plot.ly
http://plot.ly
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Fig. 4 This table shows the recorded sessions. A user can graph a sensor session by selecting a
session by its session number. They will then have the option to graph the session as a line graph
(Fig. 5) or a heat map (Fig. 6)

component by encapsulating them into VueJS component templates for multiuse
around the entire application. This property of “multiuse” significantly enhanced
our development experience as it greatly reduced redundant code. In addition,
it provided us with a common interface for common components used in the
application. After applying our necessary styles and backbone to the application,
we implemented Plot.ly, a data visualization tool built on top of D3JS, for our data
graphics. We specially implemented line graphs and heat maps, as we believe they
allow us to visualize sensor data most clearly.

For data to be streamed into our application, a user must connect the Studio 1
Labs’ pressure sensing fabric to their machine via wire or Bluetooth. Our application
will quickly recognize the port that the fabric is using and establish a real-time
data pipeline to our application. Because Vuex provides state management, our
application dynamically visualizes pressure sensor data. The user has the option to
save their pressure data (with metadata such a description) or to discard it and restart
the data stream. The user also has the ability to query their data by interacting with
our request handler. Our request handler will then query our back-end API to then
return data to a table. The user can then select which data to visualize (Fig. 4) and
can specify which settings to display, such as a line graph (Fig. 5) or a heat map
(Fig. 6), and whether to superimpose the user’s data on top of the instructor’s data,
so that a comparison between the pressure the student is using and the instructor’s
pressure can be shown.

The coordination of these technologies allowed us to develop scalable interfaces
in a web application development environment. Since we were developing in a web
application environment, our desktop application can be ported to a web-accessible
application very easily. In fact, the two applications (the desktop application and
web-accessible application) could perform the same functions and provide the user
a similar experience. The user can then specify whether they prefer the look and feel
of a browser application or a desktop application.

http://plot.ly
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Fig. 5 Line graph visualization of a session via individual sensor outputs

Fig. 6 Heat map visualization of a session targeting a specific region of the sensor fabric

3.3 Dashboard Development: Back End

A microservice (in our architecture) is some process that communicates over
a network using HTTP. Microservices perform specific tasks and are entirely
independent from other microservices. Our microservices communicate over HTTP
and are based on the REpresentational State Transfer (REST) protocol. Each
of our microservices performs crucial tasks that are independent of the other
microservices. As seen in Fig. 7, our architecture features three microservices: our
application programming interface (API), our database interface, and our database.

Our API was developed using Flask, a lightweight micro web framework written
in Python (Flask). The API simply acts as an authenticated interface to the front
end and as an authenticated gateway to our microservices’ interfaces. Our API
controls the flow and format of data by making efficient use of Python to perform
any data manipulations before reaching our front end. This speeds up transactions
dramatically as our front end is based on Node.js, which is single threaded by nature.
Our database maintains authentication for interacting with other services (each of
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Fig. 7 Microservice
architecture diagram
presenting our virtual
environment that hosts the
back end of our application

the other services also include authentication but are validated through our API).
This provides an added level of protection across all of our microservices.

The database interface was also developed using Flask. It provides definitions,
models, and migrations necessary to interact with our database. This interface
provides a channel to our API that enables it to communicate to our database.
The API does not need to have knowledge of the implementation of the database;
instead, it only needs to know about the HTTP routes provided by the database
interface. In this sense, we have microservices requesting information from other
microservices. This can be seen in miniature applications interacting with other
miniature applications.

Our last microservice is our PostgreSQL relational database. We chose to work
with relational data over a non-relational database after we realized the data
collected would eventually develop relationships between the actors (students and
professors) participating in our application. In its current state, the complexity issue
arises when we relate professor sensor data to student sensor data and vice versa.
This seemed like a great opportunity to utilize a relational database to preserve
data integrity. To communicate with the database, requests must enter through
the database interface which contains the logic of accessing data and maintains
authentication.

Our back-end architecture is solely based on microservices. The reason for this
is to address the following concern: what if a new developer joins the team and
is tasked with adding a new feature (such as an analytics suite) to the back end?
By leveraging our microservice architecture, the new developer would only need to
use our API documentation to interface with any of the existing microservices. The
developer would not need to understand underlying details for each microservice –
instead, they can simply use the API, which naturally orchestrates communication
across the services that are involved with that specific request. The developer’s focus
could be shifted entirely to developing the new feature and only that feature. Once
the feature has been developed, it could be treated as a small application. As such,
the developer would simply need to update the API and point HTTP routes to their
microservice for use.
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3.4 Dashboard Development: Deployment

Our back-end component of the application is deployed to a cloud platform (in our
case a virtual machine hosted in the Marist College Enterprise Computing Research
Laboratory) seamlessly via Docker containerization. Docker allows us to package
our back-end components into standalone, dedicated Unix environments (Ubuntu
in our implementation), also referred to as Docker containers. This allows us to be
modular in nature and scale our microservices for fault tolerance. In addition, this
also allows us to isolate each container. This isolation adds a layer of security to
the stack as containers exist independently from each other – unless explicitly told
otherwise via Docker subnet, as we have done.

As depicted in Fig. 7, three containers are mounted on top of the Docker
virtual machine. Our deployment time was drastically reduced when we switched to
Docker, as it simplifies the development environment requirements needed on the
cloud platform used for deployment; each container provides the necessary details
and components needed to run. In essence, the host machine is only required to have
Docker installed. Once installed, it is as simple as grabbing our Docker image (the
container before it is deployed) and running an instance of it on the Docker-ready
machine. Everything else is “magically” handled through our development of the
back end. This easy-to-deploy aspect is crucial in making our application adoptable
and implementable across different institutions.

4 Conclusions and Future Work

It is evident that physical therapy instructors need a new pedagogical tool to enhance
the precision and accuracy of their training. Our physical therapy dashboard, in
conjunction with pressure sensing fabric technologies, can help to fill this role by
providing instructors and students with ways to capture and present quantitative
metrics such as pressure, location, and consistency. Our dashboard provides an
added level of convenience by leveraging our custom cloud-based solutions. This
convenience provides instructors and students with real-time access to quantitative
metrics, data visualizations, and analytics. Our dashboard can be scaled to meet the
institution’s demands and can be deployed to any Docker-enabled system, allowing
it to be institutionally agnostic and rebranded accordingly.

Our future work entails system testing and additions to our analytics suite. We
plan to continue our collaboration with Studio 1 Labs and the Marist College Doctor
of Physical Therapy Program. We have started preparing an institutional review
board (IRB)-approved study to assess the educational impact this tool will have on
academic physical therapy professors and their students. We plan to conduct testing
in one or more classes during the upcoming Fall semester.
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Tracking Changing Perceptions
of Students Through a Cyber Ethics
Course on Artificial Intelligence

Zeenath Reza Khan , Swathi Venugopal, and Farhad Oroumchian

1 Introduction

Mankind is an intelligent species whose individual and communal progress has
largely been an interdependent effort [27]. Over the years, this interdependence
has been strengthened and elevated with technological advances. Technology’s
bounty has been in steady progress evident from the power of smart phones in
our hands. The fourth industrial revolution has brought new dimensions to the
evolution of technology, with biological, digital, and physical spheres, pushing open
new frontiers in many industries with new technologies such as block chain, 3D
printing, internet of things, and so much more. Particularly, artificial intelligence
“has been described as the fourth industrial revolution” itself [8]. This evolution has
been triggered by the advancement of machines that are now able to intuitively
developing knowledge which goes beyond simple if-then steps and has opened
new arena that are pushing boundaries of jobs, economies, customer satisfaction,
predictions, medical and climate simulations, and so on.

Artificial intelligence (AI) has become an exciting area of technological devel-
opment with the promise of changing the world as we know it. Although majority
of the population’s understanding of AI comes mostly from movies, some of which
almost always is negative, Bill Gates has stated that it is “promising and dangerous”
[7].

With the UN Sustainable Development Goals focusing on quality education,
building resilient infrastructure, promoting sustainable industries, reducing poverty
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and hunger, and encouraging gender equality, good health, responsible consumption
and more, artificial intelligence is playing a crucial role in shaping industries
and lives in ways not imagined or comprehended before [33]. From increasing
productivity to providing green solutions, smart living to increase accessibility and
inclusivity, automation and artificial intelligence has the potential to do tremendous
good for the world [16]. However, it has the potential to have negative impact as
well, enlarging already existing digital divide, increasing carbon footprint, and so on
that can backfire on achieving the same goals that AI can help to achieve, depending
on geographical, political, and economic standing [35]. More specifically, in a
report by top AI experts, “speech synthesis for impersonation,” “analysis of human
behaviors, moods and beliefs for manipulation,” use of “thousand micro-drones”
as weapons, and attacks using and controlling autonomous cars “causing them
to crash” are just some other possible arenas of use of AI that make the future
threatening [6].

For this reason, in order to prepare future leaders, policy makers, programmers,
and developers to be able to develop and use AI in a manner that benefits the
greater community and helps achieve the United Nations Sustainable Goals and
by extension UN 2030 Goals, it is imperative to not only teach students about the
technology and prepare them to develop future systems but also to understand the
implications, repercussions, and responsibility with which such technology should
be developed and used.

Hence, studies on ethical use of artificial intelligence is emerging as more
educators identify the need to infuse values in the current generation to protect future
digital leaders [29], premise for this study that aims to record student perceptions
of artificial intelligence and automation during a capstone lecture for an IT ethics
course at a tertiary education institution over a 10 year period in order to understand
how, if at all, students view artificial intelligence, how their perceptions may have
changed and how they are influenced by the ethical discussions partaken during the
lesson.

2 So Why Cyber Ethics?

Every year there are numerous small and large cases of cyber-attacks in every
country. In 2018 alone, identity thefts affected about 60 million people in the United
States [31]. This led to committing $15 billion for cyber security in the fiscal year
of 2019 which is still a partial amount of entire cyber budget [31]. In 2018, a
whistleblower called Jack Poulson, a former Google employee, created a non-profit
initiative to question Google’s plan about building a censorship AI for the search
market in China. Although the fundamental purpose of the project was to build
more natural search sets for the users and re-enter the Chinese market, it clearly was
a customized Google search engine tailored as per the Chinese government’s needs
of surveillance and censorship for which Google’s very own Sundar Pichai had told
his employees to argue that this was an “exploratory project” [11]. If this is the case
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for the world’s best search engine, the world’s famous social media platform is no
exception to cyber breaches and controversies. Without proper consent, Facebook
sold the data of 50 million users (which was later verified to be 90 million) to a
political consultancy called the Cambridge Analytica and third parties ahead of
the then US Presidential Campaigns in 2016 [30]. The data collection started in
the form of a survey collected by a Cambridge University researcher Aleksander
Kogan who paid a small fee for participating in the survey. When survey app was
installed by the survey taker, it shared the information of the firsthand users of
the app and their friends without consent. This Cambridge Analytica scandal is a
significant one in cyber history that highlights the plight of naive digital users who
assume that Facebook is “safe” for all. As dreadful as it gets, the damage done
by the data malpractice of Zuckerberg does not stop at the Presidential elections.
To date, nobody knows how the dataset sold has been used by all the companies
that purchased it and is suspected to have fallen beyond borders – possibly into
foreign hands [30]. Later in the year, Wall Street Journal reported that Facebook also
accepted to have been hacked by non-political “criminal spammers” who gained
access to sensitive data of 29 million users and their linked accounts [18]. This
insensitive and irresponsible attitude by Facebook acquired them the title “Digital
Gangsters” from the UK Parliament accusing them of an unethical attitude and
performing thoughtless activities “intentionally and knowingly” [24]. Sadly, it is
these corporations or conglomerates that currently run the tech show for the entire
world and our future iGens are growing along with them.

3 Cyber Ethics for iGens

iGens are those children typically born after 1995 and grew up along with the
internet – a generation that does not know a world without it. This generation is
also called Generation Z as they succeed the Generation Y – who are also tech-
savvy but not as good as the iGens [19]. However, this tech savvy generation does
more than just share the information online – it produces, shares, and governs
the information available over cyberspace. The cyberspace is the field where all
the information is stored and shared electronically. Therefore, ethical issues are
the result of this unwarranted and unverified sharing. Advancement in the usage
and sharing of information are the primary reasons why cyber ethics should be
considered an important aspect in today’s education. While traditional ethics are
based on beliefs, norms, and goals that can differ as per various ethical principles,
cyber ethics are those that show the responsible use of cyber space by governing
its procedures, values, and practices [32]. Since the internet age is relevantly young
in ethical experience, users of the internet need to be taught how to ethically use
the same. Often, digital natives find themselves in an ethical dilemma in spite of
underlining the proper use of Information and Communication Technology (ICT).
Robert Kruger highlighted that 8 out of 10 students in the United States with
internet access in school download unauthorized and unlawful material simply
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because they are “unaware” that it is wrong [14]. Most of this happens without
understanding the serious consequences behind such acts. If students are taught
the ethics behind shoplifting alongside its consequences, he/she would think twice
before acting upon a thought. However, digital natives are only sprinkled with
technical terms such as software piracy, plagiarism, and digital property rights
without categorizing them as digital “stealing.” What happens if these seemingly
“unaware” generation grows up blind to numerous attacks and security breaches
that happen worldwide each day? [14]. So the fact remains – education is the
foundation for individual progress and a crucial aspect in the contribution toward
the society. Studies have shown that education is the key to bridging the gap
between classroom and workplace [13]. Cyber-attacks can spark from anywhere
for many reasons – it can be a corrupt employee, unhealthy business competition,
criminal groups, or political conspiracy. However, only technical measures may
not be the solution to effective defense. A good cyber defense strategy includes
appropriate education about risks and awareness of the cyber world [27]. This
gives rise to the need for education in technological advancements for which their
associated moral education is imperative. To make proper sense of the different
options available over the internet, parents and children are recommended to classify
and conceptualize the options for real examples to determine the right from the
wrong. Parents and children must not assume safety due to upcoming filtering
systems and firewalls – rather education of limits and dos and don’ts alongside their
consequences are known to work better. Illustrating the actual harm that could be
done by plagiarizing or spreading online hate can reduce malicious behavior that
wastes people’s energy and time [34]. For this reason, Sobiesk et al. proposed a
mandatory multi-disciplinary approach to netizens to get a broader understanding
on the emerging cyber crisis and opportunities. This era of a digitally divided society
demands the facilitation of cyberspace that is currently clouded with ethical issues
that are “socio-cultural and academic” in nature [21].

4 Artificial Intelligence and Cyber Ethics

Artificial intelligence is, undoubtedly, man’s most intelligent invention. Artificially
intelligent systems are programmed to follow a series of algorithms. That is why
some consider AI systems to be unbiased or fair or ethical or emotionally neutral.
Yet, the devices that display intelligence are programmed by intelligent humans
who may choose to follow an unethical course or machine who might learn
our flawed and biased behavior by observing and learning our behavior. That is
in the heart of research and development for programming moral agency into
new technologies to manage real life situations and make decisions ethically and
fairly [1]. Frameworks that develop autonomous reasoning and thinking inherit the
values of the human society based on sociocultural norms. Thus, the field of AI
involves weightier matters for consideration such as responsible reasoning, data
stewardship, and transparency [9]. Apart from considering the practical function
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of any technology, the ethical functioning of the same is crucial in attaining fair and
reasonable state of affairs. For example, an ATM machine must be ethically tuned
to count the right amount of bills to ensure fair transactions. Implicit ethics stand
at the core of computer software development, absence of which would rule out the
usage of computers altogether. However, an AI agent might require more explicit
representation of ethical decision-making processes. A computerized game of chess
can be example of explicit ethics that can judge and calculate the next move on
the board [20]. Even though explicit ethics on machines sounds elusive today, our
debates are moving toward whether we should develop lethal autonomous weapons
[27].

According to Vinuesa et al. [33], artificial intelligence can play a significant role
in achieving the United Nation’s Sustainable Goals (UN SDG). In fact, the study
posits that AI can “enable the accomplishment of 134 targets across all the goals,
but it may also inhibit 59 targets” [33]. From “using satellite imagery to start to track
how reforestation is progressing; to track(ing) livestock as a means of predicting
conflict . . . [to tracking] smarter traffic signals to reduce congestion and pollution”,
McConaghy [16] has recorded ways AI can help achieve the goals.

This duality of the technology then makes it crucial that we ensure we are
preparing the next generation of tech-savvy graduates who join the workforce are
in fact versed in the ethics and moral principles that should govern the development
and use of artificial intelligence.

Therefore, this study’s objective is to attempt to capture if student understanding
of artificial intelligence and its ethical impact has changed over the years and
whether teaching about it as part of an ethics course has any real impact on how
they perceive artificial intelligence in today’s world.

5 Methodology

In order to conduct this project, one lecturer’s experience in teaching a cyber ethics
subject at an offshore campus of a Western university has been captured. The subject
has been a part of the core degree both for business and IT, then was moved to
becoming a core for only engineering and IT, and then as an elective for others.
Currently, the subject is a final year elective for IT and engineering students.

Students taking the subject range in age from about 18 years to 22 years. The
range is attributed to fact that the subject was originally a second-year subject, with
students toward the younger spectrum till 2014/15 and moving to the higher end of
the spectrum with more almost-graduating students taking the course.

Demographically, students were from various ethnic, cultural, and curricular
background, enrolling in the subject.

The subject included wide and diverse topics to cater to the learning objectives
as follows:
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• Identify the privacy, legal, and security issues related to the introduction of
information and communication technologies

• Explain solutions to security and privacy problems arising from the introduction
of technology

• Evaluate the impact of information technologies through the application of
ethical frameworks

• Explain the role of professional ethics codes of conduct
• Demonstrate the understanding of the need for social computing and ethics in

cyber space

The subject typically has three to four case deliverables, one group research
project, an individual reflective essay, and reflective journaling. Key focus for this
study is the class discussions during lectures and the reflective journal posts.

6 Sample Size

Students were always encouraged to participate in the journaling experience which
also was indicative of class attendance and participation in discussions during
lecture sessions. However, a retention rate of response and engagement was
approximately 75%. Ohme et al. [22] have posited that the accepted rate of response
in a study is about 66%, and while this refers to research studies, considering the
student engagement in posting journal entry was counted is therefore drawn on
as response that is studied for this project. In this respect, 75% is a good rate
of response. Given this understanding, total number of responses recorded was
n = 1503 from years 2009 to 2019 (Table 1).

6.1 Setting Up the Journal

Self-Reflective Journaling (SRJ) was introduced first as written submission and
later (from 2014) as online using learning management system; after each lecture,
students were expected to post their thoughts on the concepts covered and comment
on the discussions that took place in class. This primarily worked as a revision and
increased class attendance. SRJ helped record what students thought of the topic
discussed in class. It also helped those students who were shy or introverted to
voice their thoughts and put forward their views. Students had the option to share
their view either with everyone in class or only with lecturer. Students independently

Table 1 Distribution of responses across study period 2009–2018

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Total

212 196 240 211 198 80 78 98 92 98 1503
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researched the topic, uploaded videos, brought in articles for discussion with others,
and so on. Overall, it encouraged active student participation, critical thought and
application, and reflective writing [12].

SRJ was set up to track student understanding of ethics and how it grew or
changed over the semester. Students were expected to post at least one entry
every week starting Week 4 after every lecture. Although toward the beginning the
students’ entries mostly included a summary of the lecture or how good the lecture
was, they soon understood that wasn’t adding value. They began to think about the
topic and then started writing posts that critically analyzed the topic [13].

6.2 Lecture on AI

The lecture on artificial intelligence was considered the capstone lecture for the
subject and took place on the last lecture of semester. By this time, students had
already attended lectures on topics such as networking, social media, computer
reliability, privacy, security, intellectual property, and professional codes of conduct.
Students also had lessons on ethical theories such as Kantianism, Utilitarianism,
Locke’s Theory of Property, Social Contract, and others to provide frameworks that
students can relate to for decision-making [23].

The teaching revolves around creating “times for telling” [28] by first introducing
the topics with guided discovery activities where the students work in collaborative
groups, progressively arguing their ideas and opinions by collaborating around
their formal and informal knowledge and experiences. The lecturer then creates
an “analogous relationship” [10] between stakeholders through scenarios, videos,
and questions and gets students to discuss the possible answers. The lecturer then
draws on “both sides toward the middle” technique, involving students in extremes
of a continuum of an ethical dilemma. Because all students can see that each end
is an extreme situation, they get interested to find out what they and their peers
would think and how they would solve the dilemma toward the gray areas. Lecturer
“tests the limits” [10] of the students’ understandings of concepts by changing the
facts of a case until the decisions begin to differ, allowing students to “see” the
influences and reasoning behind their own decisions. Lastly, the lecturer applies the
“writing and policy and reversing . . . role” where students engage in writing out
actual policies they would want to implement based on the case discussed and then
are asked in a Kantian fashion [17] to reverse their role to see if they could live
under such a rule.

By the last lecture, students are used to this model of teaching and when artificial
intelligence theories and cases are introduced, they get into the discussion, often
splitting into four segments as shown in the figure below (Fig. 1).
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agreedisagree

Not sure No opinion

Fig. 1 Class discussion segments (CDS)

Fig. 2 Sample post 1

7 Results

Entries were analyzed using qualitative coding. Of interest for this study were the
posts on the last capstone chapter which focused on Artificial Intelligence and
Robotics. Below are some sample posts:

7.1 Sample Posts (Figs. 2, 3, 4, 5, and 6)

Students’ attitude during lectures was captured based on where they stood during
the CDS activity in class for questions such as “do you think artificially intelligent
robots should have human characteristics”, “do you think AIR can or should be
AMA (artificial moral agent),” “do you think AIR should be weaponized,” “do you
think AIR should have capacity to decide on collision decisions,” and so on (Fig. 7).

Using the circular segmenting of lecture discussions shown in Fig. 1, the answers
were distributed across the years as illustrated in Table 2 and Fig. 8.

Another dimension of result was based on class discussions from capstone lecture
session and the journal posts, and these results were quite fascinating.
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Fig. 3 Sample post 2

Fig. 4 Sample post 3

Fig. 5 Sample post 4

Toward the beginning, more students seemed to think that the concept of artificial
intelligence and automation was “far-fetched,” “far from reality,” and “to be used
with responsibility.” This is reflected in their choice of segment during the class
activity where majority seemed to disagree with the questions posed on immersion
of artificial intelligence and moral decisions.
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Fig. 6 Sample post 5
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Fig. 7 Student choice on CDS

In later years, more students found it “fun,” “very real,” “already here,” “cool,”
“no big deal,” “great progress,” “quick and effective in different areas,” “reduces
human error,” and “can be weaponized.” This is also reflected in the choice of
segment where more students significantly stood on “agree” – that is, resulted in
more positive than negative.

What is more is, using Bletzer [3]‘s method of visualizing qualitative data to
create Word Clouds, feedback from students were segmented from 2009 to 2013
and then from 2014 to 2018. Word Cloud is “a visual representation of a collection
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Table 2 Response rate of student decisions in percentage

Year Agree (%) Disagree (%) Not sure (%) No opinion (%)

2009 18.87 53.77 16.51 10.85
2010 16.84 76.02 7.14 0.00
2011 15.42 62.50 13.33 8.75
2012 13.74 75.83 1.42 9.00
2013 24.24 43.94 14.14 17.68
2014 76.39 22.22 1.39 0.00
2015 74.36 14.10 7.69 3.85
2016 67.35 28.57 2.04 2.04
2017 67.39 31.52 0.00 1.09
2018 60.20 39.80 0.00 0.00

Fig. 8 Word count for most used words or strings of words in online journals from 2009 to 2013
and from 2014 to 2018

of text documents that uses various font sizes, colors, and spaces to arrange and
depict significant words” [5].

As the study’s purpose was to capture student feedback, the qualitative data
were extracted from the journal entries for the topic of AI and Automation. The
data were then organized in alphabetical order. Many students used similar terms,
so this exercise helped identify the top 20 words or strings of words to describe
how they felt about automation and ethics. Based on the frequency and emphasis
by students, the words were then arranged in order from 20 down to 1 (see Table
3). An online free builder, WordClouds.com, was used by uploading the extracted
and cleaned data .csv file. Maramba et al. [15] posited that using web-based text
processing tools such as word cloud sites was useful in providing “quick evaluation
of unstructured . . . feedback” and such tools have been used to generate the word
clouds shown in Figure 8.

http://wordclouds.com
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Table 3 CSV list of words or strings of words

List A – 2009–2013 List B – 2014–2018

weight;“word”;“color”;“url” weight;“word”;“color”;“url”
17;“cannot be trusted”;“”;“” 18;“carefully observed”;“”;“”
16;“good for new jobs”;“”;“” 18;“cautious”;“”;“”
15;“cause job loss in factories”;“”;“” 17;“no citizenship”;“”;“”
14;“should be cautious”;“”;“” 16;“no human skin”;“”;“”
13;“huamn decision cannot be trumped”;“”;“” 15;“should have citizenship for

accountability”;“”;“”
12;“cannot have human characters”;“”;“” 14;“depends on how we use it”;“”;“”
11;“far-fetched”;“”;“” 13;“eases work for humans”;“”;“”
10;“far from reality”;“”;“” 11;“feel comfortable”;“”;“”
9;“cannot be moral agent”;“”;“” 10;“fast”;“”;“”
8;“cannot replace God created feeling”;“”;“” 9;“can be allowed to make decisions”;“”;“”
7;“ever evolving”;“”;“” 9;“endearing”;“”;“”
6;“efficiency”;“”;“” 8;“emphathize more when robot is human

like”;“”;“”
5;“entertainment value”;“”;“” 7;“efficient”;“”;“”
4;“cannot go too far”;“”;“” 6;“no big deal”;“”;“”
3;“nothing to worry about”;“”;“” 5;“precise”;“”;“”
2;“no replacement to forgiveness”;“”;“” 4;“very real”;“”;“”
1;“interesting”;“”;“” 3;“fun”;“”;“”
1;“no replacement to sacrifice”;“”;“” 2;“great progress”;“”;“”
1;“automation”;“”;“” 1;“innovation is a must”;“”;“”
1;“can be an ethical issue”;“”;“” 1;“it is the future”;“”;“”

8 Discussion and Lessons Learned

The results of the findings are very interesting when looking at how the generations
of students’ choices have changed over the years toward artificial intelligence and
artificially intelligent beings. Three significant results are noteworthy:

1. Over the years, students’ perception of artificial intelligence has changed to
become significantly positive.

2. Students do not fully comprehend all the implications of artificial intelligence.
3. Irrespective of how they view the technological advancement, actively engaging

in discussions on the moral principles and ethical dilemmas help students discuss
and debate the necessity for transparency and predictability in decision-making
based on both the development and use of artificial intelligence.

When looking at students’ attitude through their discussion in class and journal
posts, one obvious reason for the difference between 2009–2013 and 2014 and after
may be the speed at which technology in general has advanced in the last decade,
and specifically AI has immersed into daily lives in the form of Siri, Alexa, and so
on. Millennials grew up as technology and information took over. In contrast, iGens
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were born into technology, growing up depending on technological devices and
decision-making daily [2]. Moreover, it is important to note here that the significant
change that takes over the years could also be attributed to millennials graduating
and iGens coming into classrooms. While millennials were and remain slightly
skeptical of artificial intelligence and slow to adopt, iGens are more fluent, easily
adopting to changing technological advances, finding the features and advancement
as fascinating and used to interacting with artificially intelligent devices and
apps [35].

It is also important to observe that while students in the early phase of the study
were more skeptical of the AI and its potential and readily agreed that caution
and responsibility were required, the students in the latter phase were enthusiastic
about the technology, but when discussion ensued, they were more intrigued and
wanted deeper understanding and discussion on issues such as “citizenship of
machines such as Sophia” and “not having human-like features or skin because that
made them feel uncomfortable,” particularly as they engaged in ethical debate in
class and then posted their journal entries online, highlighting impact of the ethics
class [12].

These are important findings, giving educators and researchers an understanding
of how fast and varied the generations’ views of AI advances are, how little they
understand in terms of the real possibilities of AI, and how they may be shaped.

Importance and effectiveness of teaching ethics in AI to students can also be
shown through the findings of this study. Upon following discussions and engaging
in activities in the lecture, students, whether millennials or iGens, do seem to
respond to the theories and concepts, nudging them to look at all perspectives, not
just accept AI but question our dependencies on them to decide where and how to
be responsible with decision-making.

9 Conclusion

This study focuses on AI and rise of AI advancements with the advent of the fourth
industrial revolution. The primary reason for focusing on AI is its potential to benefit
the society, economy, environment, the rate at which AI is becoming popular, and
the constant demand and need to create more “thinking machines” [4]. Introducing
future developers, innovators, and users of AI to the ethical guidelines and moral
values of how to build them and how to use them may be key to better awareness
and ability to answer tough questions on obligations and responsibilities.

This study has recorded how from one generation to the next, the students’
perceptions of the safety of having a society immersed in artificially intelligent
devices change over years. The change is significantly positive and pro techno-
logical advancement. Early in the study, students did not think that technological
advancements in automation and artificial intelligence would be possible but thought
it was worthwhile being careful, while in later years, students got excited by what
they saw and heard about how far technological advancements had reached with
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classic examples discussed in class such as Boston Dynamics robots jumping, dogs
running, etc. They voiced not necessarily being worried about the ethics of such
developments because they felt the responsibility comes with the development and
so we “just” must be careful. Upon further discussion and debate using ethical
frameworks such as Kantian’s goodwill and intention, or Utilitarian’s consequences,
they accepted that the responsibility must be developed and understood and not
taken for granted or implicit.

While this may be an expected outcome given how technologically immersed
the new generations are, a significant finding of this study also shows that although
students did seem more pro-artificial intelligence, more pro-autonomous devices,
and pro-giving them more choices, in the journal-posts students ultimately voiced
concerns as discussed in the class, showing a possible shift in their perceptions,
questioning moral position of artificial intelligence. This highlights the importance
of teaching ethics courses to students in engineering and IT. This also highlights a
significant concern that students may not have fully grasped the implications of the
advances being made or thought of in the future.

The findings of this study are significant to academics, researchers, program
coordinators, tertiary education management, and policy makers because it is a
step toward positing the urgency and need to take ethics in AI seriously primarily
because the study shows how students possibly do not understand the full extent
and potential of AI to do harm and the matter of bias in developing or using AI in
manners that may be injurious to the economy, politics, or even society, thus proving
the seriousness and urgency of having and running stand-alone ethics courses to
computer and engineering students.

This study has tremendous future scope. The next stage of the research looks
at the learning objectives, content, ethical frameworks, and assessments in order
to propose a masterclass after developing an in-depth understanding of student
perception of ethics of artificial intelligence using quantitative methods that can
be used by academics.
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Predicting the Academic Performance of
Undergraduate Computer Science
Students Using Data Mining
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1 Introduction

The field of data mining is concerned with finding relevant and meaningful patterns
within a dataset. A dataset contains instances of data from various attributes, or
factors. An instance contains the values of the attributes for one student, therefore,
there were 82 instances in this dataset as 82 computer science students at Fordham
University submitted the anonymous survey. The survey contained 23 questions
related to the student’s demographics, lifestyle, etc., and also asked for the student’s
GPA. Predictive models were built using a variety of data mining methods to identify
the key features that impact student performance. By observing meaningful patterns
within this student GPA dataset, we can determine which of the 23 factors are
most useful in predicting student GPA and differentiating between below average,
average, good, and great students. The design of the survey was influenced by the
related work in this field, which suggested some factors that can impact student
performance.

Sleep is one of the most influential factors of student GPA. Suffering from sleep
deprivation and poor sleep quality negative impacts the academic performance of
students [1–5]. A study shows that school-age students who were not sleep deprived
were healthier and had higher IQ and perceptual reasoning overall as measured by
the WISC-IV, a test to measure intellectual ability of children [2]. In another study,
among 144 medical students, sleep quality of the students prior to the pre-clinical
examination affected their result and final GPA [3]. Another study has results which
indicates that students with the highest GPA had earlier bedtimes and earlier wake
times [4]. Thus, the number of hours of sleep a student receives per night as well as
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the time that they typically go to sleep can be good indicators in predicting student
GPA.

Moreover, sleep deprivation most prominently affects functional connectivity
involving prefrontal areas [5]. Because the prefrontal cortex is responsible for
decision making, students who are sleep deprived have less activity in the prefrontal
cortex, which can make it harder for them to make decisions during tests and obtain
a decent GPA. Furthermore, other factors may also affect one’s sleep quality, such as
their outlook on life [6]. People who are optimistic may fall asleep faster than those
who are pessimistic. Because the studies that were previously mentioned showed
that good sleep quality resulted in higher GPA and people who are optimistic tend
to have better sleep quality, it can be concluded that students who are optimistic
generally have higher GPA than students who are pessimistic.

Drug use can also be detrimental to academic performance. Research shows that
alcohol and drug use among college students resulted in lower GPA’s than those who
used such drugs minimally or refrained from drug use [7]. The prefrontal cortex
is also affected by drug use, especially among teens and young adults since this
region of the brain develops until the mid 20s. Damage to the prefrontal cortex from
substance abuse, therefore, can result in poor performance.

The number of hours spent studying, social media use, and the student’s
personality may also influence their GPA. Students who study for longer periods of
time are more likely to be prepared for exams than students who do not dedicate as
much time to their studies. Because the overall grades for undergraduate computer
science courses are primarily determined by midterm and final examination scores,
performing well on exams results in a higher GPA among undergraduate students.
Moreover, increased use of social media may result in less time dedicated towards
studying. In turn, this can lead to a lower GPA. Personality is another factor
which can affect GPA since studies show that introverts tend to be better listeners
than extroverts, [8] which signifies why this feature was another good indicator
determining student GPA on some classifiers. Undergraduate courses are typically
lecture-based, thus listening attentively and taking good notes can help students
better prepare for exams, and in turn, earn a higher GPA.

The next section, Sect. 2, covers experimental methodology which explains the
approach to this classification task and how the performance of each of the classifiers
were evaluated. The results and analysis the performance of the classifiers on this
student GPA dataset are covered in Sect. 3. Section 4 mentions related work in this
field and the concepts that future studies can focus more on are discussed in Sect. 5.

2 Experiment Methodology

2.1 Attributes Used in the Survey

82 undergraduate computer science students at Fordham University were given a
survey which they filled out anonymously. The survey contains 23 questions, and
the responses were used to predict GPA (Table 1).
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Table 1 Name and description of attributes

Feature name Description

1 Gender Male, female, or other

2 Age Student’s age

3 Year Year in school

4 Major All students were Computer Science majors

5 Race Student’s race

6 Ethnicity Hispanic or Not Hispanic

7 Sleep Hours of sleep per night

8 socialMedia Hours of social media use per week

9 Studying Hours of studying per week

10 ResComm Campus resident or commuter

11 studIncome Student’s annual income

12 parIncome Total household annual income

13 Job Whether or not the student currently has a job

14 Drugs Illicit drug use on a scale of 1–5

15 Alcohol Alcohol use on a scale of 1–5

16 Physical Hours of physical activity per day

17 Notes Prefer taking notes with notebook or laptop

18 OlderSiblings Number of older siblings

19 YoungerSiblings Number of younger siblings

20 Outlook Pessimistic, optimistic, or neutral outlook on life

21 Personality Introverted or extroverted

22 Satisfied Satisfied with academic grades

23 classGrades GPA (below average, average, good or great)

The number of hours spent studying per week, attribute 9, was a multiple choice
question for students in which 1 represents studying for 0–5 hours per week, 2
represents studying for 6–10 hours per week, 3 represents studying for 11–15 hours
per week, 4 represents studying for 16–20 hours per week, and 5 represents studying
for more than 20 hours per week.

Illicit drug use and alcohol use, attribute 14 and 15 respectively, were based on a
scale of 1–5 in which 1 signifies never used, 2 signifies rarely used, 3 signifies used
every other week, 4 signifies used every week, and 5 signifies everyday use.

Total annual household income, attribute 12, was a multiple choice attribute
for students in which 1 represents ≤ $30k, 2 represents between $30k and $50k,
3 represents between $50k and $70k, 4 represents between $70k and $100k, 5
represents between $100k and $350k, and 6 represents ≥ $350k.

Below are attribute distributions of some of the factors which will be analyzed in
Sect. 3. Table 2 shows the attribute distribution of illicit drug use and Table 3 shows
the attribute distribution of the number of hours spent on social media per week.
Table 2 indicates that almost two-thirds of the students in this dataset reported never
using illicit drugs. Table 3 shows that more than one-third of the students in the
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Table 2 Illicit drug use
attribute value distribution

Illicit drug use frequency Number of students

1 (Never used) 51

2 (Once a month/rarely) 16

3 (Sometimes) 5

4 (Every week) 8

5 (Almost everyday) 2

Table 3 Hours spent on
social media per week

Social media use Number of students

0–5 hours per week 32

5–10 hours per week 20

10–15 hours per week 13

15–20 hours per week 7

20+ hours per week 10

Table 4 GPA class
distribution

Academic performance category Number of students

Below average 5

Average 14

Good 26

Great 35

dataset use social media for less than five hours per week, while the rest of the
students use social media for longer periods of time.

Table 4 shows the GPA class distribution. Students at Fordham University have a
GPA between 0.0 and 4.0. In order to convert this regression task into a classification
task, the corresponding class values were assigned to the following GPA scores:
poor (0.0–2.49), below average (2.50–2.99), average (3.0–3.32), good (3.33–3.66)
and great (3.67–4.0). A 4.0 is the highest possible GPA a student can obtain at
Fordham University. No student reported a GPA under 2.50, hence the “poor”
category does not appear in this dataset. There were 82 total instances in the dataset,
however, 2 of those instances do not contain the class value. Hence, the performance
of the algorithms was determined by the 80 instances which have the class value
(student GPA).

2.2 Data Mining Algorithms Used

The classifiers used on this student GPA dataset include Nearest Neighbor, Decision
Trees, Random Forest, Random Trees, and Multilayer Perceptron. The performance
of these data mining algorithms were compared against the performance of ZeroR,
the baseline classifier which always predicts the majority class value of a dataset.
For all algorithms, the default parameters on the WEKA data mining application are
used to ensure fairness in performance on this dataset.
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IBk Nearest Neighbor

Nearest Neighbor is an instance-based classifier which classifies an unseen instance
based on its distance to other training records. The distance to the training record
determines the level of similarity, thus an unseen instance is classified into the same
category as its closest trained instance due to their similar attribute values. The
default parameter uses one training record as a Nearest Neighbor (also known as 1-
Nearest Neighbor), hence the class label of the closest training instance determines
the class value of that unseen instance.

J48 Decision Tree

A Decision Tree classifier splits the data based on the attributes that result in
the lowest entropy in an effort to maintain homogeneity. Each leaf node in the
Decision Tree corresponds to a combination of rules, or factors, which resulted in
that classification.

Random Forest

Random Forest is a computationally fast algorithm which creates an ensemble of
Decision Trees. Ensembles have more expressive power and can assist with bias and
variance by averaging over multiple runs. The final decision is made via majority
voting of the trees in the forest in the Random Forest method.

Random Tree

Similar to the Decision Tree algorithm, the Random Tree algorithm generates an
output in the structure of a tree that is easy to understand and justify. It also employs
the method of bagging to produce a random set of data for constructing a Decision
Tree and generates many individual learners.

Multilayer Perceptron

Multilayer Perceptron is a class of artificial neural networks. This algorithm
leverages the use of hidden layers for inputs, and it assigns weights to the attributes
based on usefulness in classification of instances. These weights are typically not
easy to justify or explain. The weights of the same attribute can vary among the
different sigmoid nodes in this method. Sigmoid nodes are used in backpropagation
with the associated data in the Multilayer Perceptron algorithm. Each sigmoid node
contains the attributes and their associated weight.
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2.3 Evaluation Metrics

A training set contains instances which serves as input to the data mining algorithm
while the test set contains instances which must be classified by the algorithm.
Classifiers build a model on the training set and they are evaluated based on their
performance on the test set. 10-fold cross-validation, the partitioning method used in
this experiment, is a type of cross-validation which entails partitioning a dataset into
10 partitions, training on 9 partitions and testing on the remaining section, iterating
for 10 times. To generate a test set, the 10-fold cross-validation method is used so
that every instance in the training set can be a part of the test set. The results of the
10-fold cross-validation on the different algorithms will be analyzed in Sect. 3.

There is also minimal preprocessing involved for this experiment. The prepro-
cessing only consists of the removal of ID (an attribute which was assigned to
each of the surveys to identify the instances). Because many of the attributes in
combination with one another proved to be useful in predicting student GPA, no
additional attributes were removed in the preprocessing stage.

To emphasize the importance of a large dataset and to analyze how the predictive
accuracy changes based on a smaller sample size, the algorithms are also tested
using 10-fold cross-validation on 25%, 50%, and 75% of the data. As the size of the
dataset decreased, the algorithms generally performed worse.

3 Results

In this section, the performance of the following algorithms using 10-fold cross-
validation are discussed. Random Forest had the highest predictive accuracy on this
dataset. The ZeroR (baseline) classifier performs the worst, as depicted in Table 5.

As mentioned previously, this classifier predicts the majority class value. Because
the majority of the students in the dataset reported having a great GPA (35 out of 80
students), the baseline always predicts that the students have a great GPA. The table
indicates that Nearest Neighbor, Decision Trees, Random Forest, Random Tree,
and Multilayer Perceptron were able to learn the dataset well since their predictive
accuracy was significantly higher than the performance of the baseline classifier.
The performance of those algorithms yields useful information regarding the GPA
classification of undergraduate computer science students.

Table 5 Accuracy among different classifiers

Nearest Decision Random Random Multilayer ZeroR
Classifier neighbor tree forest tree perceptron (baseline)

Accuracy 91.25% 75.0% 95.0% 82.5% 90.0% 43.75%
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3.1 Analysis of the Performance of IBk Nearest Neighbor

The accuracy rate for Nearest Neighbor algorithm on this dataset is 91.25%, which
shows that there are similar characteristics among students with the same GPA
classification. Instances that are a part of the training set may have similar attribute
values to unseen instances in the test set. The high accuracy rate indicates that the
Nearest Neighbor algorithm learned this dataset well. Using 1-Nearest Neighbor
(the default parameter of Nearest Neighbor) shows that students within the same
GPA classification typically shared similar attribute values.

3.2 Analysis of the Performance of J48 Decision Tree

The accuracy rate for Decision Tree on this dataset is 75.0% and it was the poorest
performing algorithm among the 5 classifiers discussed in this section. Decision
Trees typically handle irrelevant features well, but perhaps the attribute values used
to split the data did not yield the lowest entropy. Complex rules cannot be expressed
well with Decision Trees, and because there are several factors which can be used
to predict student GPA in combination with one another, the Decision Tree was not
able to perform very well on this dataset (Fig. 1).

The output of the Decision Tree suggests that the number of hours of sleep
and illicit drug use are the two most important factors for classification of student
GPA in this dataset since these are the first two splits in the tree. Sleep is the
first split, and students who reported sleeping less than 4 hours per night were
automatically categorized as having a “below average” GPA. This signifies that
sleeping more hours per night may increase the likelihood of a student performing
well academically. Among students who sleep more than 4 hours per night, those
who use illicit drugs generally have a low GPA classification whereas students who
reported never using drugs are classified as having a good or great GPA. Students
who use drugs are not very likely to have a great GPA in this dataset since only one
leaf node in the drugs greater than 1 subtree contains instances classified as “great.”

The third split in the Decision Tree is either the number of hours spent studying
or student age, depending on which subtree of the drugs feature the student belongs
to. For students who never used illicit drugs, the next feature that the Decision Tree
splits on is the number of hours spent studying. As shown in the Decision Tree
Output, students who sleep more than 4 hours per night, have never used drugs, and
study more than 15 hours per week were all classified as having a great GPA. This
particular rule applied to 13 instances, signifying that more than one-third of the
students who had a great GPA were classified as “great” based on the rule which
combines these three factors. For students who have used illicit drugs, the Decision
Tree splits on age. All students who sleep more than 4 hours per night, use drugs,
and are 20 years old or younger are classified as having an average GPA, which is
the second lowest classification in this dataset (Fig. 2).
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Fig. 1 Decision tree output

Fig. 2 Confusion matrix for
decision tree

One student who had great GPA was classified as having a below average
GPA based on the Decision Tree confusion matrix, which demonstrates that this
algorithm was off by three classes for only one particular instance. For all other
instances, the Decision Tree either classified the GPA correctly, or misclassified by
only one class value. Additionally, some students with good GPA were classified as
“great” and some students with great GPA were classified as “good.” This means
that the attribute values for students with a GPA of 3.33 or above were more similar
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than the attribute values for students with significantly lower GPA. Because some
of the responses for these two groups of students were similar, some attributes of
the Decision Tree split did not provide low entropy for the classification of these
student GPA’s.

3.3 Analysis of the Performance of Random Forest

The Random Forest classifier used an ensemble of Decision Trees in order to
classify student GPA, and it resulted in the highest accuracy rate among all of the
algorithms discussed in this paper. The accuracy rate for Random Forest is 95.0%,
which is significantly higher than the accuracy rate for Decision Tree. This suggests
that the Random Forest algorithm was able to learn the dataset extremely well
(Fig. 3).

While this algorithm performed the best among all classifiers, it categorized one
student with a below average GPA as “great”. These two classes are on opposite
ends of the spectrum as the lowest GPA classification is below average (2.50–2.99)
and the highest GPA classification is great (3.67–4.0) in this dataset. However, the
classification accuracy is significantly higher for this classifier since only 4 instances
were categorized inaccurately.

3.4 Analysis of the Performance of Random Tree

The accuracy rate for Random Tree on this dataset is 82.5%. Because Random Tree
performed better than Decision Tree for this dataset, the attribute values which were
used to split the data in Random Tree most likely resulted in lower entropy for more
accurate classification.

The output of the Random Tree classifier suggests that the number of hours spent
studying per week, total annual household income, and the number of hours of
physical activity per day are the three most important factors in the classification
of student GPA since these are the first three splits in the tree. The Random Tree
first splits on the number of hours spent studying per week. Students who studied
less than 15 hours a week typically had lower GPA classifications, depending on
other factors. Next, the Random Tree splits on either total household income or

Fig. 3 Confusion matrix for
random forest
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the number of hours of physical activity per day, depending on which subtree the
student belongs to. Students who studied more than 15 hours per week but exercised
for less than three-quarters of an hour (45 minutes) per day typically had lower GPA
classifications than students who studied more than 15 hours per week and exercised
at least 45 minutes per day. Thus, exercising regularly can improve the academic
performance of students. More than one-third of the students who were classified as
having a great GPA reported studying more than 15 hours per week and exercising
at least 45 minutes per day.

Additionally, for students who study less than 15 hours per week, the next
attribute that the Decision Tree splits on is the income attribute. If the total
household annual income exceeds $100k (value of 4 or greater on the scale of 1–6),
then the student is more likely to achieve either a good or great GPA if they use
social media for less than 17.5 hours per week and use illicit drugs either rarely or
never. In contrast, students who reported having a household income greater than
$100k but used social media for more than 17.5 hours per week generally had lower
GPA classifications. In fact, while many of the leaves in the income greater than
$100k subtree correspond to having a great or good GPA, students who spent more
than 17.5 hours on social media per week and slept for less than 5.5 hours per night
were all classified as having below average GPA, which is the lowest classification.
Therefore, an increased number of hours spent on social media, combined with other
factors, can negatively impact GPA for undergraduate computer science students.
Furthermore, students can still be classified as having a great GPA with a household
income lower than $100k if they are optimistic and use social media platforms for
less than 4.5 hours per week. This suggests that while household income can be an
important factor for predicting academic performance, other factors such as social
media use and drug use can determine the final classification of student GPA.

The split on the outlook attribute is interesting because some leaf nodes
corresponded to a great GPA for optimistic and neutral outlooks, but no leaf nodes
corresponded to a great GPA for a pessimistic outlook. This shows that a positive or
neutral outlook on life can help undergraduate computer science students obtain a
higher GPA.

Additionally, the frequency of drug use also impacted GPA. All 5 students who
were in the lowest GPA classification (below average) reported moderate to high
frequency of illicit drug use (attribute value was 3 or higher on the scale of 1–5).
Therefore, drug use negatively impacts student GPA.

It is important to note that the Random Tree and Decision Tree output generates
some rules which may not be outputs of a larger student GPA dataset since some
factors may not be causally linked and may simply be co-occurrences of one another.
Additionally, the Random Tree also splits on the same attribute within its subtrees
sometimes, unlike the Decision Tree output which splits on each attribute only
once in each subtree. For instance, there were several splits in the Random Tree
on attributes such as the number of hours spent studying per week and number of
hours spent on social media platforms. This suggests that even minor increases in
the number of hours spent on social media can negatively impact undergraduate
student GPA.
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3.5 Analysis of the Performance of Multilayer Perceptron

The Multilayer Perceptron algorithm had an accuracy rate of 90.0% on the classifi-
cation of student GPA for this dataset. It may be difficult to justify the weights of the
Multilayer Perceptron algorithm, however, there were 25 sigmoid nodes (which are
nodes with different weights on features) in which the highest weights were usually
assigned to the following attributes: studying, drugs and parental income. This may
signify that these values were the most useful in predicting student GPA for this
classifier.

3.6 General Analysis

Below are some more general observations regarding the output of these algo-
rithms:

• Students who slept less than 4 hours per night have lower GPA as suggested by
the J48 Decision Tree Algorithm. Additionally, students who slept more than 8
hours (in combination with other factors) were classified as having great GPA by
the Random Tree output.

• Students who studied more than 15 hours per week, have never used illicit drugs,
and typically slept for more than 4 hours per night were classified as having a
great GPA.

• Undergraduate seniors can be classified as having a great GPA in the Decision
Tree even if they drink alcohol at least once a week and use illicit drugs. This
suggests that those who have reached the legal age of drinking might be impacted
less severely than those who are younger.

• Students who are older tended to perform better academically than younger
students. This may occur because computer science students can enhance their
knowledge as they gain more experience in their field of study. As a result,
upperclassmen may perform better in their courses and obtain a higher GPA than
freshmen and sophomores.

• Students who spent 17.5 or more hours per week on social media tended to study
less than 15 hours per week, and as a result, had lower GPA’s than those who
dedicated more time to their studies.

3.7 Relationship Between Features and the GPA Class Value

Below are the graphs which depict the relationship between the frequency of illicit
drug use and GPA (Fig. 4a), the number of hours spent on social media platforms
per week and GPA (Fig. 4b), and the number of hours of studying per week and
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Fig. 4 Relationship between feature and GPA. (a) Illicit drug use frequency. (b) Hours of social
media use per week. (c) Hours spent studying per week
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GPA (Fig. 4c). The purple dots represent students belonging to the “below average”
GPA class, the red dots represent students belonging to the “average” GPA class,
the green dots represent students belonging to the “good” GPA class, and the blue
dots represent students belonging to the “great” GPA class.

Figure 4a shows that as the frequency of drug use increases, students typically
have lower GPA’s. Most of the students with good or great GPA reported never
using illicit drugs. Figure 4b shows that while it is possible to obtain a great GPA
when using social media for more than 12.5 hours per week, most students with
great GPA use social media platforms for fewer hours. Figure 4c shows that as the
number of hours spent towards studying per week increases, students are generally
able to achieve a higher GPA classification. Most students with a great GPA studied
for more than 15 hours per week (indicated by 3 or higher as shown in the graph).

3.8 Results Obtained by Reducing the Size of the Dataset

The size of the datset was reduced to observe how the algorithms perform using
75% of the dataset, 50% of the dataset, and 25% of the dataset. As the number of
instances decrease, the algorithms generally perform worse (Table 6). The original,
full dataset has the highest accuracy rates since the algorithms had enough instances
to learn the data and provide useful information regarding classification of student
GPA.

The algorithms were not able to learn the data well when the number of instances
were reduced. More training data generally improves classifier performance. Per-
haps if the original, full dataset contained more instances, the accuracy rates
would have been much higher since the algorithms would have more learning data.
Additionally, even if the accuracy rates were higher after reducing the size of the
dataset, we cannot generalize such information as it may not apply to a larger
population of undergraduate students. The more instances in the dataset, the less
generalization will occur.

Table 6 Accuracy of reduced size datasets on 10-fold cross-validation

Nearest J48 decision Random Random Multilayer
Training size neighbor tree forest tree perceptron

75% of dataset 78.3% 63.3% 83.3% 73.3% 80.0%

50% of dataset 52.5% 45.0% 57.5% 40.0% 62.5%

25% of dataset 40.0% 45.0% 50.0% 45.0% 55.0%
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4 Related Work

This section contains discussion regarding some related works of researchers who
studied the classification of student GPA using other datasets.

A study aimed to predict the students’ final GPA based on the dataset per-
formance on Decision Trees [9]. Based on student grades on previous courses,
such as computer architecture, computer ethics and software engineering, the
researchers predicted the student final GPA as average, good, very good, and
excellent. The predictive accuracy of the models were not presented in this paper,
but the researchers demonstrate how GPA results from previous courses can be
used to predict student GPA for future semesters. The attribute values used for this
classification task include student grades from introductory courses such as software
engineering, computer architecture, Java1, etc.

Another study uses feature extraction to classify students based on their academic
performance [10]. The researchers primarily focused on the classification of stu-
dents who have poor academic performance. They extracted features from historical
grading data in order to test different simple and sophisticated classification methods
based on big data approaches. Gradient Boosting and Random Forest performed
the best for this experiment. To classify level A students, the highest accuracy
was obtained when using course background and prerequisite attributes. To classify
students who have failing GPA, the researchers examined specific reasons which
are related to the individuals themselves, not the class background, prerequisite, or
similar courses. Area under the receiver operating characteristic (ROC) curve for
Gradient Boosting was the highest with a value of 0.877.

Alcohol and drug use can also be significant factors in predicting student GPA as
shown in various studies. A study shows that high drug use leads to more absence
from school, which affects students’ overall academic performance [11]. The results
from the dataset demonstrate that girls were more likely than boys to try alcohol
and boys were more likely to try illicit drugs. Both illicit drugs and alcohol affect
student GPA according to the researchers as increasing levels of drug and alcohol
consumption were associated with lower GPA and a higher number of days and
hours missed from school [11]. Logistic Regression was the data mining algorithm
that was used by these researchers, but the accuracy results of this method are not
stated. According to the researchers, some attributes were not helpful in predicting
student GPA since girls typically had higher GPA than boys, but also had more
missed days from school on average. Thus, days missed from school was not as
important as the student’s alcohol and drug use for this dataset.

5 Conclusion

In this paper, the features which were most important in predicting the GPA of
undergraduate computer science students in this dataset were analyzed. The output
of the data mining algorithms suggest that a combination of factors such as the
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number of hours of sleep per night, the frequency of illicit drug use, the number
of hours spent studying per week, and the number of hours of social media use per
week provide useful information that can be used to successfully classify the GPA
of computer science majors. Students who slept for more hours per night, studied
for more than 15 hours per week, spent less time using social media per week,
and never used illicit drugs tended to have the highest classification of GPA. The
Random Forest algorithm performed the best among all classifiers with a 95.0%
accuracy rate, but the other algorithms still performed much better than the baseline
classifier. Therefore, students with the same classification of GPA tend to have
similar characteristics.

Future studies can integrate some concepts from the attributes that were used in
this dataset and also focus on how specific kinds of drugs affect GPA since some
drugs might be more detrimental to academic performance than others. Researchers
can investigate how other factors impact GPA, such as the number of hours per week
spent towards self-care or meditation. Future studies can also increase the sample
size as doing so can result in higher accuracy rate and yield useful information
pertaining to student performance. One limitation of this dataset is that there
might not be enough instances to generalize the findings to a larger population of
undergraduate computer science students.
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An Algorithm for Determining if a BST
Node’s Value Can Be Changed in Place

Daniel S. Spiegel

1 Introduction

Part of graph theory, a tree is a connected graph that contains no cycles [7]. A
connected graph is one where every node is coincident with at least one edge. A tree
consists of a set of nodes and a set of directed edges, where each edge connects a
pair of nodes.

The trees referred to in this work are rooted, meaning that:

• One node r is designated as the root
• Every other node c in the tree is connected by a single edge from one other node

p

– p is denoted as the parent of c, and c is denoted as a child of p.

The depiction of a general tree is ordinarily vertically oriented with the root
node on top. All nodes are connected to the root by one or more edges and are
depicted vertically in levels below the root, where level l consists of all nodes that
are reachable by traversing l edges from the root.

A binary tree is a tree where a node can have no more than two children, i.e., any
node can have zero, one, or two children. Each node has a left and a right subtree,
although one or both can be empty. The specific binary tree of interest for this work
is a binary search tree (BST), which is ordered according to its data. The rules for a
BST apply to every node n in a BST:

• The data in every node in the left subtree is less than (based on the interpretation
of “less than” for the data type) the data in n.
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• The data in every node in the right subtree is greater (based on the interpretation
of “greater than” for the data type) than the data in n.

This invariant strictly orders the data and results in a BST being an extremely
efficient container for storing data ordered alphanumerically, according to the data,
with O(log2n) insertion and search algorithms. Insertion of new data always occurs
with the placement of a new leaf node in the tree. Leaves are found at the lowest
levels of a tree; they have no children.

Insertion occurs following a search, where the tree is negotiated according to the
value of the new data to insert. Starting from the root, the new data is compared
with the data in the current node. If the new data is less than the current node’s data,
the search goes to the left child of the current node. Otherwise it goes to the current
node’s right child. When a null pointer is encountered, the new data is placed in a
node that is a child of the previous node, in the direction followed where the null
pointer was encountered.

This methodology is also followed for a search for data. The difference is that
a successful search terminates before encountering a null pointer, if the data is
matched. The manner of providing information that the search was successful (or
not) is outside the scope of this work.

Printing traversals, as for any container, are O(n). Deletion from a BST has
several cases based upon the position of data within the tree, i.e., whether the node
with the data that is to be deleted has zero, one, or two children. Any data structures
textbook, such as Weiss [7], has a detailed description of the deletion process, which
is omitted here, as it is again outside the scope of this work.

A BST algorithm that doesn’t commonly appear in literature is editing (or
changing) a value already stored in a BST. A naïve solution [8] is to delete the
node and reinsert the updated data, which is placed in a new node. But there is
no consideration of whether the updating of the data can be done in place, i.e.,
whether updating the data can be accomplished in place without invalidating the
tree invariant. Deleting and reinserting data is inefficient if updating the data can
occur in place while maintaining the tree invariant.

In this work, several tree applications will be briefly discussed, followed by a
description of an algorithm that can be employed to determine whether a value in a
BST can be changed/edited in place while maintaining the tree invariant, or property,
that all elements in a node’s left subtree are lesser and all elements in a node’s right
subtree are greater. The efficiency of the algorithms will be compared to the naïve
deleted and reinsert method, and finally, conclusions will be drawn.

2 Tree Applications

Tree structures are used in many areas to implement real-world applications and
this goes back decades. For example, in Casey [1] a method for using a tree
search to implement queries in a data collection is described. Binary Indexed Trees,
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introduced in Fenwick [2], maintains numerical sequences on which operations
can be carried out using tree-style operations, of course with time complexity of
O(log2n).

Also, of historical significance are tree representations of expressions.
Redziejowski [5] describes the creation of trees to hold arithmetic expressions
in such a manner as to minimize the number of required accumulators. Later,
Genetic programming was an evolutionary technique that employed tree structures,
as described in O’Reilly [4].

One of the most prominent tree applications, while not specifically using binary
trees, is found in genealogy. Shockley [6] described manipulating genealogical
data for optimal storage via tree structures. The use of tree structures to optimize
memory use was mandatory at a time when the cost of memory was astronomical
and its availability in any digital computer quite limited, particularly relative to
current times. Kluge [3] discussed traversal of tree structures in memory using shift
registers. This was necessary to maintain computing time within reasonable bounds.

3 Algorithm to Determine Whether a Change Can Occur
in Place

In order to determine whether a change/edit can occur in place in a BST, the closest
values, greater and less than, to the value to be affected must be determined. Once
that has occurred, if the new value to be placed in the node is between the values
closest to the current value, the change/edit can occur in place.

Thus, the algorithm must provide a method for determining the closest values.
The algorithm makes the determination of neighboring values based on a node’s
relative location.

3.1 Relative Location Algorithm

This algorithm determines closest values by considering a node’s children and
location. While the deletion method has its greatest complexity when a node has
two children, this algorithm is most direct in the same situation.

Node to Be Changed Has Two Children

Consider the BST in Fig. 1. In this situation, if b is the value to be changed, the two
values closest to b must be d and e. This is because by the BST invariant, all nodes
in a’s left subtree must be less than a. It follows that e is bigger than b and less than
a. We can therefore conclude that if the value to which b will be updated is between
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Fig. 1 Change b

Fig. 2 Small BST

d and e, then the change can be in place, with no need to delete and reinsert any
nodes.

The general case of whether a node with two children can be changed in place is
a bit more involved, and it harkens back to deleting a node with two children. First,
it must be noted that the value held in a node with two children does not always
have as its closest values those held in those children, respectively.

Next, in the node deletion algorithm, deletion of a node with two children is
accomplished by copying one of the closest values, which are found as either the
rightmost value in the left subtree or the leftmost value in the right subtree, and then
deleting the node whose value was copied, as it can’t possibly have two children.

In Fig. 2, if a is to be deleted, it would be replaced with the data in either e or c,
and that node would be deleted.

Note that in the left subtree, b and d are less than e, and in the right subtree c is
less than f and g. The extreme in a subtree is found by going in that direction for
only one step and then the opposite way as far as possible. In the right subtree of a in
Fig. 2, the move to the right gets to c and no move the opposite direction is possible.
That leaves c as the smallest value in that subtree. Similarly, e is the largest value
less than a, the farthest right value encountered after taking one step left from a.

Thus, a can be changed in place if it falls between e and c.
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Node to Be Changed Has No Children

The BST in Fig. 2 has three leaf nodes, i.e., nodes with no children, d, e, and g. To
determine whether each can be changed in place requires a unique process. This is
because of their location in the tree. Each will be described:

• d is an extreme value, i.e., it is the smallest value in the tree. It can be changed to
any value less than b.

• e’s value falls between b and a. Any edit may not change it to a value outside
range [b,a] if it is to be changed in place.

• g’s value falls between c and f. Any edit may not change it to a value outside
range [c,f ] if it is to be changed in place.

Visual identification of the situations is straightforward, but an algorithmic
method of identifying the neighbors closest in value must be designed. For the three
values noted, it can be observed that their closest value can be discerned according to
the direction(s) traveled in the depth-first search required to arrive at their respective
nodes.

What is notable about the path from the root to d is that every move between
levels was in one direction. Such a path to a leaf can only lead to an extreme value
in the tree. Note also the path from the root to f, which must be the largest value
in the tree. f ’s node has a left child but is still as far as can be navigated via right
children, starting at the root. The node containing f will be covered in the section
for nodes with one child.

In examining the node with value d, only one direction was taken, i.e., no change
in direction occurred. But for the other two leaf nodes, there was a change in
direction. Further examination yields the following observations regarding the nodes
containing e and g:

• There was a change in direction in the path from the root to the leaf.
• The closest values are the parent of the node and the parent of the node where

the last change in direction occurred.

If a pointer, initially null, is used to track changes in direction, then once the
value to change is found, if it is both an extreme and a leaf, the pointer will have
remained null, as no change in direction was ever recorded. In this case, the node’s
value may be changed in place if the new value is more to the same extreme as the
extreme node’s parent’s data.

For the other cases, additional complexity will be examined to assure all
possibilities are being considered. Figure 3 contains a BST with 10 nodes which
will permit us to identify the nuances of all the cases for changing data in place.

The three non-extreme leaf nodes each have values between that of their parent
and the value in the parent of the node where the most recent change of direction
occurred. These are the two locations that must be preserved during the search if it
turns out the value to be changed is in a leaf node.

Going forward, the location of the parent of the node to be changed will be
denoted parentOfNode and the parent of the node where the last change of direction
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Fig. 3 Another BST

occurred will be denoted parentOfDirChange. They should be initially set to null
and assigned only when they will correctly reflect the location. This means that the
search for the node with the value to change, forthwith denoted nodeWithData, will
occur with a pointer and a trail pointer.

Assuming the search for the node to change will use pointers named t and trailT,
respectively, the pointers will be assigned as follows:

• nodeWithData will be assigned when t is equal to the node with the value to be
changed.

• parentOfDirChange is assigned any time a change of direction occurs.
• parentOfNode is assigned the value of trailT when the nodeWithData is deter-

mined.

It can be concluded that if a leaf is not an extreme, then its value falls between that
of its parent and the parent of the node on the path back to the root where the most
recent change of direction occurred. In terms of our pointers, parentOfDirChange-
>data < nodeWithData->data < parentOfNode->data, if nodeWithData is a left
child and parentOfDirChange->data > nodeWithData->data > parentOfNode->data
if nodeWithData is a right child.

Node to Be Changed Has One Child

If a node has one child, then there are four possible cases to consider, two of which
are unique and two of which are reflective of the other two, respectively. Figure 4
will be used to provide a visual depiction of these cases, which are:

1. nodeWithData is a left child that has a left child.
2. nodeWithData is a left child that has a right child.
3. nodeWithData is a right child that has a left child.
4. nodeWithData is a right child that has a right child.
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Fig. 4 BST to demo single
child cases

These can be boiled down to whether there is a change of direction at nodeWith-
Data. Cases 1 and 4 are for no change and 2 and 3 are for where there is a change.

Nodes exemplifying Cases 1 and 4 are {32, 36, 40, 60, 70, 85} while {38}
exemplifies Cases 2 and 3. 30 and 90 are not listed, as they are the extreme values
in the tree.

The nodes to which Cases 1 and 4 apply have values between that of their parent
and their child. Nodes to which Cases 2 and 3 apply will fall between their parent
and the parent of the node where the last change in direction occurred.

Pointers already exist to identify these nodes and obtain their data. As for
identifying the extreme values in the tree, if parentOfDirChange is null, as well
as the child in the same direction, then the current node holds an extreme.

4 Analysis

The worst-case analysis for inserting or deleting a node from a BST is O(log2n) . If
a node is to be changed, and it can’t be done in place or an algorithm isn’t
implemented to determine whether it can be changed in place, then the BST
operations delete() and insert() will be called, with complexity dependent on the
log base two of the size of the data, with actual complexity of twice that. But if
the algorithm presented herein is employed, the determination of whether in place
editing can occur is also O(log2n), and for a large tree a significant saving can be
achieved, as in-place updating is O(1).
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Duplicate datum was considered but not applied in developing the algorithm. It
does not add complexity to include the possibility of duplicate data; it only requires
a set of rules. If it is desired to change a value in a tree that appears multiple times,
it must first be established how the multiples are recorded, i.e., whether nodes have
a field within which a count can be maintained or each occurrence appears in its
own node. For the latter, the algorithm can be applied directly, but if nodes contain
a counter for multiples, the user then can be queried whether they wish to update
one or all occurrences, and if it is only one occurrence, then the counter can be
decremented and the new value inserted. On the other hand, if all occurrences are to
be updated, then the in-place algorithm can be applied.

5 Conclusion

The author understands that this algorithm likely doesn’t have significant practical
use on a BST, but future work will endeavor to examine the same problem
on more commonly used data structures, where in-place updating could provide
significant gains in efficiency, possibly permitting data to be stored in tree form
where previously a high rate of update made that impractical. The motivation for
development of this algorithm was educational in nature, as development of this or
a similar algorithm is an excellent educational exercise in algorithmic development.
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Class Time of Day: Impact on Academic
Performance

Suzanne C. Wagner, Sheryl J. Garippo, and Petter Lovaas

1 Introduction

This paper examines the relationship between the time of day for course scheduling
and academic success, controlling for course characteristics and instructor variabil-
ity. Student academic achievement can be impacted by a variety of uncontrollable
factors. The ability for students to schedule classes at specific times throughout
the day should enable students to align their preference for morning, afternoon, or
evening classes with their predicted academic success in the course. Students who
are “morning people” who register for morning classes should perform as well as
students who prefer afternoon or evening classes. Ideally, offering the same course
at various times throughout the day should allow for the student academic success
rates independent of the class time of day.

Prior research has shown variability concerning the impact of the start time of
instruction on cognitive performance. A study of high school students indicated
that later high school start time led to higher reading test scores for females
and that longer sleep led to greater academic success [6]. College students who
follow irregular sleep schedules resulting in sleep loss decrease their acquisition and
retention of course material [1]. The presence of next-day classes reduced alcohol
consumption among college students [2]. Students were found to perform better in
the afternoon than in the early morning, suggesting that morning classes hampered
student performance [7], and students were found to have earned higher grades in
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classes that start later in the day [3], suggesting that later classes improved student
performance. A small positive time of day effect was found to impact student grades
[4]; however, morning versus evening classes did not affect test performance [5].
Previous studies show contradictory indications of class time of day on student
performance prompting evaluation of a statistics course offered over 13 years to see
if the time of day that the course was offered had an impact on student performance.

2 Methodology

The methodology of this study was to compare student grades (as percentages out of
100) for differing class time of day course offerings controlling for course content
and course instructor.

The course studied was entitled “Using the Computer as a Research Tool.” The
course covers 18 chapters of statistical analyses using the IBM SPSS Statistics
software program. The course also covers a short section on report writing using
word processing via Microsoft Word and data analysis with graphics via Microsoft
Excel to provide students with the skills necessary to write a research paper.

Student grades were compiled from 13 years of data. The data include 38 distinct
sections of the course, offered in the fall and spring semesters. Three instructors
taught the course; however additional analysis was conducted to determine the
effect of the difference in instructors. All three instructors in this research study
employed standard handouts and similar designs in all homework assignments
and examinations. The number of student grades included in the study was seven
hundred and eighty-eight (788).

3 Results

The first hypothesis studied whether there was a significant difference in student
grades between two class times: 10:10 a.m. to 11:05 a.m. and 11:15 a.m. to 12:10
p.m. An independent samples t-test (see Table 1), using student grades as the
dependent variable, found that there is no difference in student grades across these
two class time periods (sig. 0.984).

The second hypothesis studied whether there was a significant difference in
student grades for the three instructors that participated in the study. A one-way
analysis of variance test (see Table 2), using student grades as the dependent
variable, found that there is a significant difference in student grades based on
instructor (sig. 0.000). Further analysis, using the Bonferroni multiple comparisons
Table, found that one instructor’s student grades were significantly different from
the other two instructors (sig. 0.000); two of the instructors’ student grades were
not significantly different from each other (sig. 1.000). The instructor found to be
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Table 2 ANOVA with Bonferroni multiple comparisons

ANOVA
Percentage grade

Sum of squares df Mean square F Sig.

Between groups 1.579 2 0.790 34.104 0.000
Within groups 18.174 785 0.023
Total 19.753 787

Post hoc tests
Multiple comparisons
Percentage grade Bonferroni

95%
confidence
interval

(I)
Instructor
name

(J)
Instructor
name

Mean
difference
(I-J) Std. error Sig. Lower bound Upper bound

Instructor 1 Instructor 3 0.100925* 0.013302 0.000 0.06901 0.13284
Instructor 2 0.010541 0.022831 1.000 −0.04423 0.06531

Instructor 3 Instructor 1 −0.100925* 0.013302 0.000 −0.13284 −0.06901
Instructor 2 −0.090384* 0.020674 0.000 −0.13998 −0.04078

Instructor 2 Instructor 1 −0.010541 0.022831 1.000 −0.06531 0.04423
Instructor 3 0.090384* 0.020674 0.000 0.04078 0.13998

*The mean difference is significant at the 0.05 level

statistically different from the other two instructors will be referred to as the unique
instructor resulting in further instructor analysis and control.

The third hypothesis studied whether student grades were significantly different
for the following two class times, 10:10 a.m. to 11:05 a.m. and 11:15 a.m. to
12:10 p.m., for those students who took the course from the unique instructor. An
independent samples t-test (see Table 3), using student grades as the dependent
variable, found that there is no difference in student grades across these two class
times (sig. 0.132), when only the unique instructor, with grades different from the
other two instructors, is considered.

The fourth hypothesis studied whether student grades were significantly different
for morning sections of the class versus afternoon and evening sections of the class
(all three instructors included). Morning sections were defined with starting class
times before 12:00 noon; afternoon and evening sections were defined with starting
class times after 12:00 noon. An independent samples t-test (see Table 4), using
student grades as the dependent variable, found that there is a significant difference
in student grades across the two groups (morning sections and afternoon sections)
(sig. 0.001). Students in the morning sections earned significantly higher grades
(mean of 82.3%) than students in the afternoon and evening sections (mean of
77.4%).

The fifth hypothesis studied whether student grades were significantly different
for morning sections of the class versus afternoon and evening sections of the class
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for those students who took the course from the unique instructor. An independent
samples t-test (see Table 5), using student grades as the dependent variable, found
that there is a significant different in student grades across the two groups (morning
sections and afternoon sections) (sig. 0.001), when only the unique instructor’s
grades were considered. Students in the morning sections earned significantly higher
grades (mean of 79.7%) than students in the afternoon and evening sections (mean
of 73.6%).

The sixth hypothesis studied whether student grades were equal for morning
sections of the class versus afternoon sections of the class for those students who
took the course from the two instructors with statistically similar grades (i.e., not
including the unique instructor). An independent samples t-test (see Table 6), using
student grades as the dependent variable, found that there is no significant different
in student grades across the two groups (morning sections and afternoon/evening
sections) (sig. 0.717), when only the two instructors’ grades were included.

4 Conclusions

There is no significant difference in student grades among the morning sections of
course offerings with class starting times of 10:10 a.m. versus 11:15 a.m. Although
registration data indicates that students prefer the 11:15 a.m. class over the 10:10
a.m. class, the results indicate no significant difference in performance between the
two morning classes. When considering course offerings in the morning vs. the
afternoon/evening sections, the results indicate that, when all three instructors are
included, student grades are significantly higher for those students in the morning
sections of the class versus those in afternoon and evening sections of the class.
However, the unique instructor may impact the performance difference in morning
versus afternoon/evening classes since no significant difference was found for the
courses taught by the two other instructors.

The results of analyzing the difference in instructors revealed a significant
difference in student grades among instructors, more specifically between the unique
instructor and the other two instructors. The unique instructor that participated in
the study had significantly different student grade percentages than the other two
instructors. Although all three instructors used the same class format including
design of homework assignments and examinations, the individual instruction
impacted student performance as measured by student grades. When only the two
instructors with similar grades are included, there is no significant difference in
student grades for those students in the 10:10 a.m. versus 11:15 a.m. sections and
no significant difference in student grades for those students in the morning sections
of the class versus those in afternoon and evening sections of the class. The results
of this study show that student performance is not impacted by the time of day that
a course is offered.



334 S. C. Wagner et al.

Ta
bl

e
5

In
de

pe
nd

en
ts

am
pl

es
t-

te
st

G
ro

up
st

at
is

tic
s

a.
m

.v
er

su
s

p.
m

.
N

M
ea

n
St

d.
D

ev
ia

tio
n

St
d.

E
rr

or
M

ea
n

Pe
rc

en
ta

ge
a.

m
.s

ec
tio

ns
37

4
0.

79
69

8
0.

14
88

08
0.

00
76

95
G

ra
de

p.
m

.s
ec

tio
ns

87
0.

73
59

8
0.

16
85

33
0.

01
80

69

In
de

pe
nd

en
ts

am
pl

es
te

st
L

ev
en

e’
s

te
st

fo
r

eq
ua

lit
y

of
va

ri
an

ce
s

t-
te

st
fo

r
eq

ua
lit

y
of

m
ea

ns
95

%
co

nfi
de

nc
e

in
te

rv
al

of
th

e
di

ff
er

en
ce

F
Si

g.
t

df
Si

g.
(2

-t
ai

le
d)

M
ea

n
di

ff
er

en
ce

St
d.

er
ro

r
di

ff
er

en
ce

L
ow

er
U

pp
er

Pe
rc

en
ta

ge
E

qu
al

va
ri

an
ce

s
as

su
m

ed
1.

82
3

0.
17

8
3.

35
6

45
9

0.
00

1
0.

06
10

02
0.

01
81

76
0.

02
52

84
0.

09
67

19
gr

ad
e

E
qu

al
va

ri
an

ce
s

no
ta

ss
um

ed
3.

10
6

11
9.

11
8

0.
00

2
0.

06
10

02
0.

01
96

39
0.

02
21

15
0.

09
98

88



Class Time of Day: Impact on Academic Performance 335

Ta
bl

e
6

In
de

pe
nd

en
ts

am
pl

es
t-

te
st

G
ro

up
st

at
is

tic
s

a.
m

.v
er

su
s

p.
m

.
N

M
ea

n
St

d.
de

vi
at

io
n

St
d.

er
ro

r
m

ea
n

Pe
rc

en
ta

ge
a.

m
.s

ec
tio

ns
19

4
0.

87
23

5
0.

11
11

92
0.

00
79

83
G

ra
de

p.
m

.s
ec

tio
ns

36
0.

86
52

2
0.

08
98

65
0.

01
49

87

In
de

pe
nd

en
ts

am
pl

es
te

st
L

ev
en

e’
s

te
st

fo
r

eq
ua

lit
y

of
va

ri
an

ce
s

t-
te

st
fo

r
eq

ua
lit

y
of

m
ea

ns
95

%
co

nfi
de

nc
e

in
te

rv
al

of
th

e
di

ff
er

en
ce

F
Si

g.
t

df
Si

g.
(2

-t
ai

le
d)

M
ea

n
di

ff
er

en
ce

St
d.

er
ro

r
di

ff
er

en
ce

L
ow

er
U

pp
er

Pe
rc

en
ta

ge
E

qu
al

va
ri

an
ce

s
as

su
m

ed
0.

11
0

0.
74

1
0.

36
3

22
8

0.
71

7
0.

00
71

28
0.

01
96

34
−0

.0
31

55
9

0.
04

58
15

gr
ad

e
E

qu
al

va
ri

an
ce

s
no

ta
ss

um
ed

0.
42

0
56

.8
79

0.
67

6
0.

00
71

28
0.

01
69

72
−0

.0
26

86
0

0.
04

11
16



336 S. C. Wagner et al.

References

1. M. Baynard, D. Mceachron, Work in progress – 2014; Asleep in class are the schedules of
college students hampering their ability to learn? 2011 Front. Educ. Conf. (FIE) (2011). https://
doi.org/10.1109/fie.2011.6142953

2. H.L. Berman, M.P. Martinetti, The effects of next-day class characteristics on alcohol demand
in college students. Psychol. Addict. Behav. 31(4), 488–496 (2017). https://doi.org/10.1037/
adb0000275

3. C. Cotti, J. Gordanier, O. Ozturk, Class meeting frequency, start times, and academic perfor-
mance. Econ. Educ. Rev. 62, 12–15 (2018). https://doi.org/10.1016/j.econedurev.2017.10.010

4. A.K. Dills, R. Hernández-Julián, Course scheduling and academic performance. Econ. Educ.
Rev. 27(6), 646–654 (2008). https://doi.org/10.1016/j.econedurev.2007.08.001

5. C. Gao, T. Terlizzese, M.K. Scullin, Short sleep and late bedtimes are detrimental to educational
learning and knowledge transfer: An investigation of individual differences in susceptibility.
Chronobiol. Int. 36(3), 307–318 (2018). https://doi.org/10.1080/07420528.2018.1539401

6. J.A. Groen, S.W. Pabilonia, Snooze or lose: High school start times and academic achievement.
SSRN Electron J. (2018). https://doi.org/10.2139/ssrn.3280312

7. K.M. Williams, T.M. Shapiro, Academic achievement across the day: Evidence from ran-
domized class schedules. Econ. Educ. Rev. 67, 158–170 (2018). https://doi.org/10.1016/
j.econedurev.2018.10.007

http://dx.doi.org/10.1109/fie.2011.6142953
http://dx.doi.org/10.1037/adb0000275
http://dx.doi.org/10.1016/j.econedurev.2017.10.010
http://dx.doi.org/10.1016/j.econedurev.2007.08.001
http://dx.doi.org/10.1080/07420528.2018.1539401
http://dx.doi.org/10.2139/ssrn.3280312
http://dx.doi.org/10.1016/j.econedurev.2018.10.007


A Framework for Computerization
of Punjab Technical Education System
for Financial Assistance
to Underrepresented Students

Harinder Pal Singh and Harpreet Singh

1 Introduction

Indian higher education system is largely based on University Grants Commission
(UGC) guidelines for universities, which have a large number of affiliated colleges
across the country. UGC also act as a regulator for general higher education in the
country [1] . Similarly All India Council for Technical Education (AICTE) guides
large number of engineering colleges, polytechnics, technical universities, and their
affiliated colleges and act as a regulator for engineering and other professional
education in the country. The certificate level skill/vocational courses are largely
run by Industrial Training Institutes (ITI) under the guidelines of Director General
of Employment and Training (DGET) and are regulated by the National Council for
Vocational Training (NCVT). The directorates of technical educations (DTEs) are
state government organizations that are managing the technical education system at
state levels under the guidelines of the above referred federal statutory bodies like
UGC, AICTE, DGET, and NCVT. There are tens of thousands of colleges affiliated
to universities and state boards of technical education, and millions of students
are searching for courses of their choice and financial assistance to fund their
education. There are many federal and state-funded financial assistance schemes
available for students of different economic status in the society like for weaker
sections of the society-scheduled castes (SC) and other backward classes (OBC),
minority communities, and merit cum means scholarships are available. The univer-
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sities, colleges, polytechnics, and industrial training institutes look for solution to
handle such large amount of student data ranging from enrollments, scholarships,
academic content, literature search, testing, results, and finally placements and also
for analyzing data for future decision-making. Such educational institutions are
generating huge volumes of data, from grades or test scores to enrolment numbers,
scholarships, and placement tracking. With the advent of online courses offered by
many universities, the amount of data available to educational officials and students
has exploded [2]. Various database management frameworks and analytical software
help in identifying relevant pedagogic approaches. The new frameworks are needed
in today’s world to support data mining approaches for increasing the efficacy
of educational institutions. For providing financial assistance to unrepresented
students, a new framework for computerization of Punjab Technical Education has
been suggested which is more secure, cost-effective, reliable, and easy to use and
can handle ever-increasing memory space requirements. Modern-day open-source
tools like MongoDB coupled with cloud technology are used, thereby making
comparisons with other conventional technologies. The results are interesting as
summarized in the later sections. Some characteristics of NoSQL databases are
inherently schema-less and highly scalable. Also due to advances in the information
and communication technology and faster Internet facilities, it is much easier for
institutions like schools, colleges, and universities to approach out to more and
more students and to attract them for admissions, academics, scholarships, and
other similar and related activities. Such data generated in technical and engineering
education system may be further classified such as data related to the financial
assistance/scholarships, admissions, academics, and evaluation. Universities and
other educational institutions are working overnight to identify relevant talent pools
and new courses with a view to appeal to the students based upon such data analysis.
Scholarships and financial assistance options are available for weaker sections of
the society and other minority communities through federal and state funding. As
per the 2011 census of India, for a total of 1.2 billion of population, the scheduled
castes and tribes (SC/ST), backward classes, and minority community were having
major numbers. As shown in pie chart in Fig. 1, the scheduled caste population
was about 19.59% and scheduled tribes (ST) was 8.63% of the total population in
India. Other backward classes (OBC) population was 40.94%. Similarly population
of minority community in India was about 20.5% which is a considerable chunk
as shown in Fig. 2. Most of the scholarships and financial assistance schemes
were designed for uplifting such weaker and unrepresented sections of the society
and also uplifting the minority communities with low incomes. Millions are being
spent for funding education of such students year after year in the past many years
throughout the country with spending ratio of federal-states 90:10. The bar chart
in Fig. 3 shows students applying for financial assistance/scholarship schemes only
for the state of Punjab having about 1800 affiliated colleges and polytechnics and
Industrial Training Institutes. Numbers are much higher at country level. Annual
spending on such social justice schemes is more than INR 60000000 in the state
of Punjab alone. India consists of about 30 such states, and similar social welfare
schemes are running in all the states, covering large number of students. When
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Fig. 1 Caste-based population, 2011

Fig. 2 Community-based
population, 2011

Minority 
20%

Majority 
80%

% age Community Population India

such a large no. of students apply for scholarships and financial assistance, it is
very difficult to eliminate the students with duplicate data, fake data, suspicious and
unreliable data arriving from so many sources year after year, and every new intake.
Global education systems may already be using advanced tools and using such
advanced practices for real business intelligence, financial analytics, and predictive
analytics and finally making the strategic management to remain effective. Thedata
sources may include students’ personalinformation, their results, certificates, past
educational qualifications and institutions, and parental income and dropout rates,
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Fig. 3 Students applying for financial assistance year wise in the State of Punjab

including some sensitive information like their social security number/UID (unique
identification) number, bank account number, etc.

2 Financial Assistance Management

2.1 Risk Detection

Data security and information integrity is a big challenge in institutional data as
the personal data and information of applicants can be stolen online. For example,
if national identity number (UID) of the student or bank accounts are stolen by
hackers, it can lead to financial loss to the applicant students. Leakage of such
personal and classified data can lead to various scams. So risk detection and
analysis and using various security techniques like modern encryption algorithms
are proposed to be inbuilt in the data mining system [3].

2.2 Performance Prediction

The performance prediction of students whether he/she is continuing in his studies
after availing the benefit of financial assistance need to be ascertained before grant-
ing the scholarship application for the next semester/year. His/her board/university
scores need to be linked using various data tools to the database management
system. If he/she does not appear or pass any of the subjects, his/her application is
liable to be rejected till he/she passes the requisite number of subjects and reapply
for scholarship of next semester/year. In the proposed study data, alert has been
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implemented. Dropout rates can be ascertained while analyzing the data, so finally
the decision-making can be improved for further award of scholarships.

2.3 Data Visualization

Technical educational data become more and more complex as it grow in size. Data
can be visualized using data visualization techniques to easily identify the trends
and relations in the data just by looking on the visual reports.

2.4 Intelligent Feedback

Learning systems can provide intelligent and immediate feedback to students in
response to their inputs which will improve student interaction and performance.
It is proposed to implement a new framework that can be developed by linking
application submission transaction for scholarship applications till the approval
happens.

2.5 Conventional Database Framework

There are tens of thousands of students applying for different financial assistance
and scholarships every intake. There are number of options and schemes available
on the basis of caste, social status of families, merit cum means, or uplifting of
minority communities. The step-by-step procedure is shown in Fig. 4 which is
currently in place.

2.6 Implementation of New Framework

The following Ford-Fulkerson algorithm for new framework describes it as:

input: Applications form from students
output: send checks f to banks for awards
for each application (u, v) in Database do
implement clustering approach to distribute the applications
while there exists appropriate application to scholarship.
return f
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Student submits his application and fills up the data in all 
fields 

Institute checks student data fills his/her account number
/ifsc code forwards it to district sanctioning authority.

The District authority checks eligibility, sanctions claim 
and forward it to line department

Line department randomly checks data of the 
student/institute and forward the claim to Social Justice 
D

Social Justice Department sends data in excel file format 
back to the line department to check duplicates /drop outs

Line Department sends data back to district authority for 
deletions/rejections/checking progress of student’s grades 
and attendance which return after doing needful

The social justice Department disburse scholarship money 
to student/institute account for payment as per option

Line Department sends valid claims/verified data to 
department of social justice for payment

Fig. 4 Flow chart of existing framework

It is based on the following example:
Here follows a longer example of mathematical-style pseudo-code, for the Ford-

Fulkerson algorithm:

Algorithm Ford-Fulkerson is
input: Graph G with flow capacity c,

source node s,
sink node t

output: Flow f such that f is maximal from s to t
(Note that f(u,v)is the flow from node u to node v, and c(u,v)

is the flow capacity from node u to node v)
for each edge (u, v) in GE do
f(u, v) ← 0
f(v, u) ← 0 while there exists a path p from s to t

in the residual network Gf do
let cf be the flow capacity of the residual

network Gf

cf(p) ← min{cf(u, v) | (u, v) in p}
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for each edge (u, v) in p do
f(u, v) ← f(u, v) + cf(p)
f(v, u) ← −f(u, v)

2.7 Description of Framework

The new framework is cloud-based platform using virtualized cluster of servers over
data centers over SLA [4]. Dynamic resource provisioning of the servers storage and
the networks is cloud computing basically. The student fills in the application details
from his/her mobile phone/laptop. The UID server authenticates his/her identity
from his/her UID (unique identification) number and opens up the application form.
The student fills it up, attaches and uploads eligibility documents, and submits it
online. College/university server checks his/her academic, enrollment, and perfor-
mance credentials and forwards his/her application online to district sanctioning
authority. District sanctioning authority ascertains the eligibility documents and
sanctions the student claim which goes to line department. The line department
collects all claims; checks authenticity of district sanctioning authority, university/-
college affiliation and recognition status, and the upper limit of amount claimed;

UNIVERSITIES   
COLLEGES 
PROCESSING 
SCHOLARSHIPS 

UID 
SERVER

DISTRICT 
SANCTIONING 
AUTHORTIES Social Justice 

Dept

LINE 
Departments

Mongo
Cloud

Framework
- 2020

Evaluation Uni 
Board grades 
Bio Attendance 

Student’s Desktop 
Mobile phones

Internet 
Banking

Fig. 5 New framework of computerization of Punjab Technical Education



344 H. P. Singh and H. Singh

and finally checks the attendance performance from the linked university/board
server and sends the claims for releasing payment to the Department of Social
Justice. The block diagram of new framework is shown in Fig. 5. The Department of
Social Justice sends the money to UID linked bank account of the student through
Internet banking as the account number and IFS code data in the student application.
Many students are doing multiple times same activities year after year till they
pass. This kind of big data generated ranging from admission, claiming financial
assistance, attendance, performance, etc. is stored in mongo cloud and available
for decision-making and analysis by the line department and the Department of
Social Justice for arranging funds, estimations, budgeting, and other decision-
making analytics. MongoDB data base architecture in the new framework is more
secure than MysQL based old data base model where lot of server memory and
some manual processing of re-verifying the performance of student was required
also manual deleting fake/duplicate claims and there were delays in releasing the
scholarships and financial assistance to the students account [5].

2.8 Hardware and Software Specifications

The new data model require only a server and the application software giving access
to mongo cloud platform, which can be hired for need-based memory requirements.
In the present case, existing national informatics (NIC) server is sufficient for
controlling the activity. The NIC server hosts the software application controls.
There is no need for adding more hard disk memory or other memory which may
become expensive year after year. The application software shall be connecting
all the existing servers like mongo cloud, university/board server for student
performance query, Internet banking, and (unique identification authority) UID
server to student mobile phones, laptops, or tablets. For this software application, the
student can install on his/her mobile phone or use laptop to access the application
from the Internet using normal browser. All the data can be added and processed
simultaneously using the application interface. The hardware parallel processing
diagram is given as simple illustration in Fig. 6.

In the following section for developing a computer and mobile application, the
basic algorithms for importing existing data to MongoDB are given.

3 Importing Data to MongoDB and Comparison

3.1 Importing CSV File into MongoDB

Create a folder on disk C, c:\importMongo, then download the file “Import-
DataMongo.rar” from Google Drive, then extract file ImportDataMongo.exe from
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Fig. 6 Parallel processing layout depicting jobs of all four servers connected to cloud

“ImportDataMongo.rar” in the folder c:\importMongo, then copy here the CSV file
which you want to import to Mongo in the folder c:\importMongo, then launch com-
mand prompt, and change folder to c:\importMongo.Run the file c:\importMongo\
ImportDataMongo.exe

Note: the CSV file after import will be moved to the folder c:\importMongo\
Archive

3.2 Checking the Imported Data in MongoDB

Launch the application Compass from MongoDB. Click on Sample_StdRec, click
on stdRecords, and click on Table.

3.3 Comparison of New Framework with Other Database
Systems

The field of education is gaining insight from large volumes and variety of real-
time student data. Educational institutions are generating huge volumes of data,
from grades or test scores to enrolment numbers and scholarships [6]. The big
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data paradigms are needed in today’s world to support data mining approaches
for increasing the efficacy of educational institutions [7]. The usage of MongoDB
platform for data storage and analyzing educational data is proposed. Modern-day
open-source tools like MongoDB coupled with cloud technology are being used to
test real data samples on a real-time basis for analysis of students’ scholarships data
using graphs and charts of the realistic data, and comparisons thereof with other
conventional technologies are carried out. These databases support frameworks
like MapReduce for processing of large amounts of data in parallel fashion. The
MapReduce framework deals with data mapped on distributed file systems, with
intermediate data being stored on local disks and can be retrieved remotely by
reducers [8]. Google’s proprietary MapReduce paradigm reads and writes to the
Google File System, i.e., GFS. But recently certain platforms like MongoDB,
Apache Hadoop HDFS, Hive, Bigtable, HBASE, etc. have emerged to store large
amounts of data. MongoDB is useful for storing educational data as this is NoSQL,
open-source document-oriented database system developed by 10Gen company.
MongoDB stores structured data as JSON-like heterogeneous documents with
dynamic schemas, and it scales horizontally. It also has a functionality of querying
database and suitable for storing educational data due to its scalability and flexibility
in structural format for storage. The platform is useful for content management and
delivery and is attractive due to features listed below:

(a) Data are stored in the form of JSON style documents and uses simplified
JavaScript engine.

(b) It supports GridFS for storing data.
(c) MongoDB is a document database in which one collection (i.e., data store) can

hold a variety of documents. Number of fields, content, and size of the document
can be different from one document to another.

(d) Conversion of application objects to structural format of database objects not
needed.

(e) No complex joins, as in traditional database systems.
(f) MongoDB supports dynamic queries on documents using a document-based

query language.
(g) MongoDB is easy to scale.
(h) Uses internal memory for storing the (windowed) working set, enabling faster

access of data.
(i) Index on any attribute could be made and fast in-place updates on data.
(j) It supports replication, shredding, and high availability.

4 Results and Discussion

Punjab Technical Education is providing financial assistance to underrepresented
students for post-matric scholarship (PMS) scheme. This scheme enables free
education for scheduled caste (SC) students and other backward class (OBC)
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Table 1 Year-wise SC students and claims in INR

Year Numbers Claimed amount Dropout/duplicate numbers

2014–2015 57440 2489978482/− 8283
2015–2016 54276 2608049719/− 3538
2016–2017 64029 3108739314/− 6342
2017–2018 56825 2846101493/− 7698
2018–2019 38885 2005609086/− 3207

Table 2 Year-wise OBC students and claims in INR

Year Numbers Claimed amount Dropout/duplicate numbers

2014–2015 9854 477288913 1373
2015–2016 9153 447747836 451
2016–2017 2448 121241411 289
2017–2018 952 45566433 110
2018–2019 435 21513161 37

students, whose parent’s annual income is less than INR 250,000 and INR 100,000,
respectively, and their minimum education in each case 10th standard high school.
As per the schedule of the Department of Social Justice and Empowerment of
Minorities, which is an implementing department, the students can apply for
financial assistance every year. The payment is made directly to the UID linked
bank accounts of students/institutes by the Department of Social Justice and
Empowerment of Minorities, Punjab. The data for eligible students is processed
by Punjab Technical Education department (DTE) which is designated as one of
the line department. Other line departments are Department of Medical Education,
Department of Higher Education, and Department of School Education.

The following consolidated data table shows year-wise financial assistance
claimed by underrepresented students belonging to scheduled caste (SC) whose
parents income is less than INR 250000 and other backward classes (OBC) whose
parents income is less than INR 100000. The data shown is for Punjab Technical
Education (DTE). Discussion on the data shows a lot of money is being disbursed to
the students, and there are considerable no. of students applying for such financial
assistance every year. Similarly students of other line departments like medical
education, higher education, and school education are also applying for the same
as all the students seeking any kind of education are eligible to apply if they satisfy
general eligible conditions. There is a risk of duplicate claims as same student may
be applying with other line departments as the data shows up in the last column of
table. Manual and conventional data management frameworks were not fruitful as
financial implications were involved (Tables 1 and 2).

Also there were data security risks as UID numbers and bank accounts were part
of data of personal information of the students.
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5 Conclusion

It is successfully concluded that the new framework for computerization of financial
assistance to unrepresented students will help in weeding out duplicity of claims
with other scholarship schemes of the State of Punjab Technical Education and
similar schemes of the country as UID server authenticates the student ID before
application form opens up. It will also help in asserting the student performance
like checking attendance and grades from university server simultaneously without
any delays whatsoever. It also helps in transparency in processing the student claims
as there is no manual interface with students and authorities. It also helps the Punjab
Technical Education with increased data security and authorized access of data due
to capabilities of using MongoDB-based tool and saving lots of hardware memory
space as the cloud technology is used and need-based cloud server can be hired.
Considerable improvements in data query times can also be achieved. This may
save them cost and time apart from avoiding possible frauds and scams. In the
future, students may use only smart phones for all kinds of educational activity
so this framework will come handy for them. Also in the future, the usage of
combinations of various platforms like Hadoop, MongoDB, Cassandra, etc. and
parallel programming models like Hadoop, MapReduce, PACT, etc. for various data
analytics techniques could be explored to accelerate the analysis of educational data.
This will help in building scalable models in the field of education and may provide
a better scope of improvement in the field of educational analytics as unstructured
data from social media networks can also be utilized to know the student interests.
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Parent-Teacher Portal (PTP): A
Communication Tool

Mudasser F. Wyne, Matthew Hunter, Joshua Moran, and Babita Patil

1 Introduction

In this paper we discuss the importance of research in maintaining good school-
home partnership through parent-teacher relationship. In [1], the authors conducted
a review of two studies analyzing risk factors of outcomes of student’s lack of
involvement. The paper details the importance of parent involvement in relation
to the outcomes of students’ correlated success. This study analyzed three areas
of focus with regard to a parent’s involvement in their child’s academic studies.
These categories were broken down into two main categories, the parent-child
involvement and the parent-school involvement. Parent-child involvement measured
three categories that measured how much communication the parent and child
had when discussing homework and general school discussion. The parent-school
involvement measured how much communication was occurring and at what
intervals parents were actively engaging on behalf of their child [1]. We were
curious of the results in the findings in Finn’s analysis in [1] and continued to
conduct additional research. We reason that if parent involvement was a factor that
was strongly considered in his analysis, there must be a body of evidence that has
correlated in the past. The authors in [2] state that it is difficult to base findings of
academic success and correlating factors because there is a large body of variables
that are nearly impossible to factor. The authors reiterate that there is a large body of
evidence to suggest parent involvement is beneficial to a child’s success and teachers
and parents need to partner together in helping children reach their full potential.

High school teachers are not completely opposed to the idea of communication
with parents of their students. They think that this communication, via email or
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phone, should only be in case of emergency and not on routine basis. On the
other hand, we also acknowledge and understand that some teachers may not
communicate at all. Research shows that children do better in school when parents
talk often with teachers and become involved in the school. There are number of
ways that parents and teachers can communicate with each other, rather than rely-
ing on the scheduled parent-teacher conferences. Close communications between
parents and teachers can help the student. In addition, parents who participate in
school activities and events will have added opportunities to communicate with
teachers. Becoming involved with parent-teacher organizations gives the teacher
and parent the possibility to interact outside the classroom. This will also present
an opportunity for the parent to provide input into decisions that may affect
their child’s education. Sometimes teachers conduct welcome meeting with their
students’ parents early in the school year, in an effort to better understand parents
and their children and how to support their education. Teachers appreciate knowing
that parents are concerned and interested in their child’s progress; this also helps
open the lines of communication between teachers and parents.

Parent-teacher conferences are often scheduled at the time of the first report
card for the school year. For parents and teachers, this is a chance to talk one-on-
one about the student. This conference is a good occasion to launch a partnership
between parent and teacher that will function during the school year. A good
investment in one’s children education is to volunteer, depending upon parent’s
availability, interests, skills, and the needs of the school; the opportunities are
endless, at times school personnel may not know what parents want to do as
a volunteer. Some suggestions include lunchroom monitor, tutoring, library aid,
classroom speaker on a specific topic of interest, and concession worker at school
events. Phone calls and visits to the classroom are also good ways to discuss
appropriate times and means of contact with the teacher to open communication
channel between parents and teachers and stay informed about child’s progress.

The study conducted by the National Household Education Surveys Program
reports that 59% of parents whose children are going to public schools complained
that they never had any communication from teaching staff [3]. Lack of commu-
nication from teachers of the public school can also be attributed to the fact that
each teacher is responsible for a large number of students, so they do not have time
for one-to-one communication with parents. Some of them have also reported that
they have, at time, outdated phone number and/or email address, thus making it
impossible to establish any kind of communication.

Schools need to require teacher communication with their student’s parents and
not an optional responsibility. This will result in teacher either making time during
school day or spending additional time. In addition, teacher will also need some
kind of guidance and training on the form of communication as well as contents
of the messages to be sent. One must keep in mind that low-income school with
underachieving students will present additional challenges. During parent-teacher
or back-to-school meetings is an excellent opportunity of parents to talk to their
children’s teachers but only a few parents generally show up for such meetings,
especially not the ones that you really need to talk to.



Parent-Teacher Portal (PTP): A Communication Tool 353

Texting can be considered as for the most underused and promising form of
parent-teacher communication [3]. These days, phones, even for poor families,
can be considered as a convenient and inexpensive mode of communication for
pushing vital news as well as allowing teachers to reach out to parents with a
personalized message. These messages can be very short and sweet to remind
parents of the upcoming tests, assignments, or even future school trips and meetings.
With continued and clear communication from the start of the academic year by
the teacher, it can avoid any misunderstanding on the parents’ side as well as will
keep them informed on class, school, and community activities. Such approach may
lead to having very understanding and supportive parents [4]. The authors in [5]
suggest that communication should be initiated with parents as soon as the list of
students in the class becomes available; it would be very helpful especially for
teachers who are new in the field. The communication may include a brief self-
introduction and contact information. In addition, the authors in [6] present factors
that affect the development of effective parent-teacher relationship. These factors
include matching between parent-teacher culture, societal forces for school and
family, and how parents as well as teachers view their individual roles.

The work reported in this paper is an attempt to fill the communication gap
between teachers and parents. At the heart of this issue is a lack of involvement
or ability to communicate using traditional methods. By developing a web-based
portal, we are attempting to provide tools and methods that are in use and utilized
by millions of users. We hope to use tools such as a web portal, email, text,
calendars, and event reminders to assist teachers and parents to engage in their
students learning experience.

2 Parent-Teacher Portal

Good two-way communication between parents and teachers is necessary for
student’s success. Research shows that the more parents and teachers share relevant
information with each other about a student, the better equipped both will be
to help student to succeed academically. In addition, an effective parent-teacher
communication also helps children do better socially. This is especially important
for a child who is struggling in school, as seeing his parents and teachers working
together to solve the problem can be tremendously reassuring. When children are in
elementary school where they are just starting the school or transitioning between
one grade to another, it becomes even more important for the parent and teacher
to be knowledgeable about the student’s progress. Although teachers and parents
recognize the importance of effective parent-teacher communication, few gleefully
anticipate the actual occasions of that communication. Many teachers, while fully
aware of the importance of effective parent-teacher communication, still dread the
actual occasions of that communication. It is not easy to maintain or promote
home-school partnership since it also depends on size of the community where the
school is located; in smaller communities, it is much easier because of intimate



354 M. F. Wyne et al.

connections. In any case, it is not easy to either initiate or maintain communication
with the parents; especially with difficult parents, it can be very stressful. In order
to support communication between teacher and parents, [7] presents four tools such
as Remind, ClassDojo, Bloomz, and ClassTag. Comparison of these tools with our
PTP will be presented later in this paper.

To help make parent-teacher communication easier, clear, and precise, having an
app that both the parent and the teacher can use with ease would be of great benefit;
hence we decided to develop an online parent-teacher communication app named
Parent-Teacher Portal (PTP). The PTP app can help bridge communication gaps
between the parent and teacher. The proposed portal is based on the following:

• What do teachers and parents need to talk about?
• How can learning experiences be designed that require the parent-teacher

interaction?
• How can we make app a reliable and effective tool in child’s development?
• Will using an app make it easier for the parent and teacher to initiate and have a

continuous communication?

For Teachers The app makes it easier for teachers to send out assignments,
reminders, and progress reports as well as communicate with parents about confer-
ences, field trips, volunteer opportunities, and school material donations. Teachers
can send messages to individual parents, to a group, or to the whole class. They
can also attach pictures to messages or conduct polls to ask for parent feedback.
Teachers can also choose to share classroom events and photos, giving families a
chance to feel more connected to the classroom.

For Parents The app provides parents a reliable medium to contact teachers, reply
to the teacher’s message, and ask questions pertaining to their child. Class group
chats can be created where parents can submit generic questions, suggestions, etc.
Parents can also participate in one of the existing group chats.

3 Existing Tools

In this section we are highlighting important functionality potential and a compari-
son to our proposed PTP.

3.1 Remind

Remind provides some of the features that we have but more centered on messaging.
This messaging would provide translation services, text messaging, read receipts,
and provide quick references to what was covered during the school day. There
are additional services, but they would require an upgrade for additional cost.
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We were unable to receive pricing information for these services. To receive this,
one would need to continue through with the registration/upgrade process. These
additional services include broadcast messaging and longer messages (presumably
255 characters is the max.), rostering, admin controls, and statistical analysis. There
is also a limit on the number of classes that can be added per account. The class
size is limited to 10 per account. However, it is unclear if that number is for each
teacher or each school. If that limit was on teachers, 10 is an acceptable size limit as
most teachers in elementary school will only have 1–2 classes a year. The biggest
issue here is that there would be no ability to achieve this information if it would
be needed at a later date. If the limit is opposed on a school level account, this
would not adequately address the demand and only serve individual teachers who
chose to use the Remind app. Using a quick search on the support page of Remind
site, the very first support entry is titled “My district is banning Remind this year.
What can I do?” For this reason, we envisioned the PTP being more of an integral
part of a school/district to avoid issues of privacy, support, or law. For this reason,
the application would first need to be deployed in a more regional setting. As a
national enterprise, there would be a strong argument to not allow a third party the
ability/opportunity to perform data analytics on children. This application would be
a direct competitor to our PTP application and would provide similar services when
compared to our functional requirements in communication. As far as we could tell,
Remind does not provide a calendar service.

3.2 ClassDojo

ClassDojo provides a system in which teachers are actively engaging students and
providing real-time updates to the student’s parents. ClassDojo provides a means
to integrate communication with curriculum and provides students a fun interactive
way to participate within that communication system. The biggest limitation with
ClassDojo was there are character limits (255 characters) for messages. When
communicating important information with parents, one needs to provide large
amounts of details to ensure everyone understood the request or information.
ClassDojo is not supported by older devices. This is probably not the biggest issue;
however, this can cause problems regarding support. ClassDojo provides all the
same functionality that we had planned to deliver, with the exception of a calendar
and platform support..

3.3 Bloomz

Bloomz provides all of the same communication features that our PTP would deliver.
This application is very similar to ClassDojo in the way it would be used as an
integral part of the classroom. From the use in the classroom, one can provide
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feedback on how your student is doing as well as activities they are working on
in school. A few quick searches and this app have received high marks on sites that
are comparing similar communication tools. Like ClassDojo, Bloomz seems to be a
more all-in-one app. These means that these apps would be much more appealing
to teachers. A limitation on the Bloomz site is that they have a beta version of their
application for Windows phones. Bloomz support suggests using a browser for the
best experience when using a Windows device. There is very little information about
using the browser version, so we are unsure if you retain all the features of the app.
This would also be the option when using a PC. The PTP that we have designed
can be used through the browser. This eliminates these types of platform-dependent
apps like Bloomz. This will also cut down on the management overhead.

3.4 ClassTag

ClassTag provides all of the same communication features that our PTP would
deliver with the exception of a class calendar. A class calendar can be generated, but
it will need to be synced to other tools like Google accounts, Outlook, etc. Unlike the
other three tools, ClassTag would provide the platform independence that our app
would also provide. ClassTag is free and utilizes both browser and apps to connect
parents. This will create more overhead hours devoted to maintenance and upkeep.
However, ads are displayed in exchange for reward points. We believe this system is
only displayed for teachers, but we could not find any information if the ads are used
on parents. Their site says that this system helps to offset the costs of maintaining the
site and helps keep ClassTag free. ClassTag is more closely related to our proposed
PTP than the other three tools. ClassDojo and Bloomz attempt to be more integrated
within the classroom. We feel that those two tools will run into legal troubles and
lose customers because of controversy revolving around collecting data on children
and the over focus of technology in the classroom.

ClassDojo and Bloomz are also more mature in their development and aim to
be an all-in-one tool. This is very appealing, especially for teachers. However,
we believe they will be subject to more risk as they are competing as for-profit
companies in a non-profit environment. Also, since they are more greatly integrated
in the classroom, we also feel that there will be a debate whether these tools meet
curriculum requirements. Both areas run the risk of losing support of school systems
in our opinion.

4 System Implementation

The goal for Parent-Teacher Portal (PTP) is to provide a forum for teachers and
parents to collaborate and be able to provide the highest possible level of learning for
students. The challenge is that the information that is delivered by teachers will be
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received by parents, not students. To ensure that our idea was grounded in evidence,
a series of interviews with actual teachers of elementary age students was also
conducted. While performing risk analysis for the PTP, we have identified pertinent
risks for our proposed system: system breach and privacy/loss of information.

We have secured the domain name http://www.parentteacherportal.com for our
portal from Google domains. We have developed webpages using HTML, CSS,
and JavaScript codes. For the webpage icons, we are using Bootstrap Glyphicons.
Development tools Brackets and Eclipse IDE are used, and for database MySQL
Community Edition is used, integrated with webpage using Java servlets pages.

The PTP being hosted and accessed through the Internet will be exposed to all the
security vulnerabilities that are being associated with similar sites and technologies.
Since we use HTML, CSS, and SQL and each of these tools have past, present,
and future vulnerabilities, so to mitigate these vulnerabilities, we used the most
up-to-date versions of these software tools and continue to install known good
patches. Additionally, we hosted our portal through GitHub for initial deployment.
GitHub has put in place several safeguards to protect data in transit during login,
and they perform internal and external audits. Privacy and the protection of personal
identifying information are a very important area of contention. The data that will
be used by our application will consist of names and phone numbers stored in a
database and will be transmitted. To mitigate this risk, we limit the types of data that
will be needed to create a parent account and the identifying information of their
children. This data will be limited to their phone number and first and last name.
Secure protocols will be used when data is sent to and from the PTP, and data will
remain private using secure coding standards in Java and HTML. The root password
for MySQL shall be changed and will not be used for system functions such as
running queries. In addition, the MySQL Enterprise version provides the ability to
encrypt date at rest encryption in the database using Transparent Data Encryption
(TDE). If required, we can upgrade from the free MySQL to the Enterprise version.

The risk of our target audience not using or liking our PTP is one of our biggest
risks. The concern regarding parent involvement was mentioned in our stakeholder
interviews and comes from the belief that parents that are engaged will be early
adopters of the portal, but uninvolved parents will continue to not participate. To
mitigate this risk, we will need to develop a deployment plan. This plan shall
facilitate and encourage parent involvement. The PTP personnel shall work with
the school to host an open house to familiarize parents and introduce the benefits
of the portal. During this time, local administrators can assist parents with the
processes for setting up and accessing the application functionality on their devices.
During the implementation phase and during the beginning of the school year, local
administrators will be available during times when parents are more likely to be
present on school grounds, for example, when dropping off or picking up their
children.

http://www.parentteacherportal.com
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5 Functional and Non-functional Requirements

Parent-Teacher Portal (PTP) app must work on all web and tablet devices. User
interface must be consistent on all devices. In addition, the app must also meet the
following functional requirements.

1. Class group creation: The teacher must first create a class group with name of
her choice. The class group will be assigned a system-generated unique ID on
the application.

2. Adding parent\guardian to the class group: Teacher must be able to register
parent\guardian for the application through a valid phone number. There will
be an option to register at maximum two contacts per student. After the teacher
has added the parents to the group, a short introduction email and text will be
sent to the phone numbers. The introduction will contain a link to the web portal
and instructions how to register on the portal.

3. Parents registration: Parents will receive email from the class teacher with link to
create account. The student’s ID number will be the verification code to register
into the app.

4. Send Message: Parents and teacher shall be able to send instant message to each
other. They will be notified when a message is successfully delivered to the
recipient by displaying a tick sign next to the message sent.

5. Send Attachments: Teacher shall be able to send attachments with messages.
6. Group Email: Teacher shall be able to send messages to the class group.

6 Usability

PTP usability is the key factor ensuring early and widespread acceptance by
both parents and teachers. For this reason, the most heavily used portions of this
application are tested rigorously to ensure continuity throughout the application.
Security is ensured by following best practices to ensure the privacy and security
of all user information during transit and at rest. Code is written securely, data is
encrypted during transit, and repeated tests to ensure security measures are in place.
Figure 1 shows the link between various functionalities as data flow diagram.

7 User Interface

1. Home Screen: The three options available on this screen are Login, Customer
Support, and FAQ. The Login button directs the stakeholders to the Login screen
and function.

2. Login Screen/Function: For the demo, the login and registration are left open.
The registration and login functions of the portal are operational.
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Fig. 1 Data flow diagram

3. Teacher Home Screen: The backdrop of the teacher homepage is flexible so that
teachers can frequently change these real-world boards to reflect seasons and
holidays.
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4. Class Group Screen/Function: The title banner changed from “Class Groups
Assigned” to “Classes Assigned.” It Pprovides the ability to view student details
and to see parent contact information.

5. Email Screen/Function: The emails shown in this area will be separated by the
various classes a teacher is teaching and a collection of all parent emails. It is a
filter option that would separate the emails into class groups.

8 Conclusion and Future Recommendation

The main goal of the PTP application was to streamline communication between
elementary school teachers and the parents of their students. When interviewing
several teachers, they stated that the hardest part of their job can be communicating
with parents directly about how their child is doing. The PTP application allows
teachers to create class groups with all the contact information of their student’s
parents in one location. With that information, they can send a mass class email
about a reminder or directly communicate with a parent about a child’s issues
in school. Parents can also see the information of other students in their child’s
class allowing them to coordinate and work with other parents for school events or
volunteering in class. The use of the PTP application should significantly help make
communication easier between elementary school teachers and the parents of their
students.

We have completed most of the functionality that we set out to create at the
beginning. The biggest part that we pulled back on was including a translation
service for our application. Along with communication being the hardest part for
elementary school teachers, communicating with English language learners (ELLs)
can be a barrier. This would be the first and highest priority for future release of
our application. In addition, future functionalities are translation service, calendar,
send text, class group collaboration for parents, chat feature, discussion board for
parents, and graphic design customization.
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Exact Floating Point

Alan A. Jorgensen and Andrew C. Masters

1 Introduction: IEEE Standard Floating Point

Floating point was used for representing and operating on real numbers in computers
starting with the Zuse Z4 computer in 1942. But there was no standard. At the
instigation of Professor Emeritus William Morton Kahan, the first standard for
floating point, IEEE 754, was published in 1985 (now identified as IEEE 754-1985)
by the Institute of Electrical and Electronics Engineers (IEEE). The current version
of the floating-point standard is ISO/IEC/IEEE 60559 [1].

To represent real numbers, standard floating point uses a data structure based on
scientific notation, as shown in Fig. 1. This standard floating-point format includes
representations for the sign (S), the exponent (E), and the fraction (T).

The sign S is a single bit representing the sign of the value represented, the
exponent E is the offset exponent of length e, and the fraction T is the significand
of length t. The length k is the overall length of the representation. The real number
encoded by this formulaic representation is, in most cases, an approximation, which
introduces error. Amplification of this error causes concern about the accuracy of
the final result.

The IEEE floating-point standard defines “precision” as “the maximum number,
pSFP, of significant digits that can be represented in a format, or the number of
digits to that [sic] a result is rounded” [1]. Using the IEEE standard floating-point
definition of pSFP, in binary format p = t + 1 because of the hidden bit. Instead of
merely identifying the number of significant digits that can be represented, bounded
floating point provides an enhanced pBFP that represents the actual number of digits
(bits) that are significant (have meaning), and the new variable D will represent
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Fig. 1 Standard
floating-point formatnumber
of bits in the significand

the number of digits (bits) of the representation that are NOT significant, where
D= t + 1 – pSFP. In IEEE standard representation, the value of D is not known, nor
is the precision, pBFP, the actual number of significant bits.

The value of the standard representation is shown in (1).

−1S • (
1+ T/2t

) • 2E−O or− 1S • ((
T + 2t

)
/2t

) • 2E−O (1)

where S, T, t, and E are defined above and O is the exponent offset. Offset O is
nominally 2e-1–1.

Most real values (the results from floating-point operations) cannot be repre-
sented exactly in standard floating point [2] nor in any fixed number of digits. In
bounded floating point, the value is defined to be represented “exactly” when the
error between the real value and the floating-point representation is less than ½
units in the last place (ulps) as implied in [2]. In other words, for a given pSFP, there
is no other floating-point representation which is closer to the real value.

However, IEEE standard floating point has no mechanism for indicating that
the representation of a value is exact. Thus, when only using standard floating
point, there is no intrinsic means at present of determining the accuracy of a
standard floating-point result. But knowing that a computation is sufficiently correct
is important and sometimes vital, particularly in large complex critical computations
like weather forecast modeling and other predictive modeling.

Bounded floating point provides that knowledge. Bounded floating point answers
the questions that standard floating point alone cannot, such as:

• Is the result “exact”?
• How many significant digits are there in an inexact result?
• Is the result sufficiently accurate?
• Is the result precisely zero?

2 Bounded Floating Point

Recently issued US patents on bounded floating point define a mechanism that
calculates and saves the range of error associated with a standard floating-point
value [3, 4]. As shown in Fig. 2, bounded floating point extends the standard
floating-point representation by adding an error information field identified as the
“bound” field, B. Various sizes of formats are selected by the determination of the
various field widths where “k” is the total format size or floating-point word length.
For example, in 80-bit bounded floating point, k = 80.
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Fig. 2 Bounded
floating-point format

Fig. 3 Format of the bound
field B

The bounded floating-point system, implemented in hardware, software, or a
combination of the two, calculates and saves the range of error associated with
a standard floating-point value, thus retaining and calculating the number of
significant digits. It does this by using the bound field B.

The bound field B contains subfields (D, C, R, see Fig. 3) to retain error
information provided by prior operations on the represented value, but the field of
primary importance is the “lost bits” field, D. This field identifies the number of bits
in the represented value that are no longer significant. If the value is exact, the value
of the D field will be zero.

With the exception of zero detection, bounded floating point retains the exception
features of standard floating point. Bounded floating point exactly identifies zero
when the significant remaining bits are all zero.

Bounded floating point provides a means of identifying the required number of
significant bits (or decimal digits) required in a bounded floating-point calculation.
(A default value may be used for the required number of significant bits, or the
programmer may specify the required number.) When a result lacks this required
number of significant bits, bounded floating point identifies it. A result that lacks
the required number of significant bits is represented with the “quiet” not-a-number
representation, “qNaN.sig,” indicating excessive loss of significance.

Under program control, bounded floating point will provide a “signaling” not-a-
number representation, “sNaN.sig,” when a specified bounded floating-point value
does not meet a specified precision requirement. Upon initiation of this command, a
specific result is tested to verify that it has the required number of significant digits.

The interval defined by bounded floating point is given by (2) as follows:

−1S • ((
T + 2t

)
/2t

) • 2E−O · · · − 1S •
((

T + 2t + 2D−1
)

/2t
)
• 2E−O (2)

This is the same as standard floating point except that the term 2D-1 provides
the upper bound, where D is the logarithm of the number of bits that are no longer
significant. Importantly, when D is zero, this indicates that there are no insignificant
digits; the bound is 1/2 ulp (2D-1 when D = 0 is 1/2) and the value of the error is
less than or equal to the bound, which is the definition of an “exact” representation.
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In Fig. 3, the R field of the bound is the summation of the most significant bits lost
during the final truncation and is functionally equivalent to the guard and rounding
bits of the standard floating-point operations. The equivalent of the “sticky bit”
occurs when the remainder of the truncated bits is not zero so that one is added
to the value of R, the rounding error field of the bound field. Addition to the R field
carries into the C field, which is the rounding error count in units-in-the-last-place
(ulps).

Range information includes the number of bits in the representation that are
no longer of value (insignificant) and, therefore, are referred to as the “lost bits”
(D). The number of lost bits is the logarithm of the upper bound (furthest from
zero) of the error in the value represented. The lost bits include the accumulated
contributions from both cancellation and rounding errors.

When the based two logarithm of the resulting sum of the rounding error, C, is
greater than or equal to the resulting lost bits, D, the lost bits, D, is increased by one,
and the rounding error sum, C, is set to zero. Carries out of the C field are added to
the D field.

This calculation provides a worst-case interval in which the real value repre-
sented exists. The actual precision, pBFP, of the value represented is no greater than
t + 1-D. When the value of the D field for a represented value is zero, then the
representation is “exact” as defined above.

The truncated floating-point value (round to zero) is the lower bound, and the
upper bound is determined by the addition of the error determined by the lost bits,
D (the real value represented), V ∈ R, is absolutely contained in the interval of (2).

The midpoint is determined by (3), as follows:

−1S •
( ((

T + 2t + 2D−2
)

/2t
)
• 2E−O (3)

Bounded floating point allows accuracy of the source of real values, measured
or entered, to be specified. External data sources provide data with intrinsic error;
for example, keyboard data entry with a limited precision input field or an industrial
sensor that provides fewer significant bits than that required by the precision of the
floating-point format in use.

According to Ashenhurst and Metropolis [5]:

It is convenient, and by now more or less traditional, to distinguish three sources of error,
designated generated, inherent and analytic. Generated error reflects inaccuracies due to the
necessity of rounding or otherwise truncating the numeric results of arithmetic operations,
inherent error reflects inaccuracies in initially given arguments and parameters, and analytic
error reflects inaccuracies due to the use of a computing procedure which calculates only
an approximation to the theoretical result desired.

Bounded floating point permits the representation of inherent error (inaccuracies in
input parameters). If the number of significant digits in the value provided is limited,
then bounded floating point can accurately represent that number by subtracting the
number of bits required to represent that number from pSFP to obtain D (the number
of lost bits), which are then carried throughout the calculation.



Exact Floating Point 369

Bounded floating point can manage generated error by calculating the number
of bits that are lost due to “the necessity of rounding or otherwise truncating the
numeric results of arithmetic operations.”

Additionally, bounded floating point can be used in conjunction with imple-
mentations of the current floating-point standard. Conversion between the two
formats can be accomplished when needed, which allows continued use of existing
software that is dependent upon the current floating-point standard. However, error
information will be lost when converting from bounded floating point to standard
floating point.

3 Similar Floating-Point Numbers

Catastrophic cancellation occurs when subtracting similar numbers when error
already exists [2, 6, p. 124, 7, 8, pp., 10–11, 9].

“Similar numbers” can be defined by (4) that describes the loss of significant
digits, as suggested by [10].

D = Log2(z); iff V • z/ (z+ 1) > M/S

≥ V • (z− 1) /z and z ⊂
{

2i , i = 3..pSFP
} (4)

where D is the resulting number of insignificant (lost) bits, M is the minuend, S is
the subtrahend, V is the represented floating-point value (V ∈R), pSFP is the number
of bits in the significand including the hidden bit, and M or S is inexact. Note that
for n less than 3, when guard digits are applied, the result will be “exact” [8, pp.
48–50, 11, p. J23].

The error, as represented by bounded floating point, due to the cancellation is no
greater than 2D-1.

Bounded floating point uses the value of D to determination the number of
significant digits of a value. This is done by taking the value of pSFP, which identifies
the highest number of significant digits that can be represented in a format, and
subtracting D, which identifies the number of insignificant or lost bits. The result,
which is the enhanced pBFP, of the subtraction establishes the number of significant
digits in an “exact” or inexact result.

Also, by using D a determination can be made as to whether the result is
sufficiently accurate. The required number of significant digits is known (either by
use of a default value or by programming a number required). If the result pBFP (the
number of actual significant digits) is less than the required number of significant
digits, the number is inexact. If the resulting pBFP is equal to or greater than the
required number of significant digits, the number is sufficiently accurate.

Another advantage of having the value of D known and available for use is that
a determination can be made as to whether a result is precisely zero. Knowing the
number of significant digits in a number allows bounded floating point to compare
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the number of digits that are significant against the number of leading zeros in the
result. If the significant digits of the result are all zero, the result is determined to be
significantly zero. This is in contrast to standard floating point, in which all digits of
the result must be zero.

Consequently, bounded floating point enables a determination of the “exactness”
of a value, discloses the actual number of significant bits, and ascertains when a
result is precisely zero, none of which are available without using bounded floating
point.

4 Exact and Inexact Subtraction

Subtraction is “exact” when the subtrahend and minuend have no rounding error,
as stated by Goldberg in “What Every Computer Scientist Should Know About
Floating-Point Arithmetic” [11]. However, when inexact, but similar, values are
subtracted, rounding error will cause catastrophic cancellation with a corresponding
loss of significant digits , [8 , p. 11, 11].

Table 1 shows subtraction of similar values and demonstrates catastrophic
cancellation, which occurs when the two values (minuend A and subtrahend B) to
be subtracted are similar as defined in (4).

For a test case we have selected A – B where A = 10,000,000,000 • π (scaled
for ease of representation of the result), selected z = 4,294,967,296 (232), and used
B = A • (z-1)/z from (4). The selection of 232 indicates that there are 32 lost bits in
this example.

To assure that no error was introduced by standard floating point, Table 1
provides these values as computed by Mark Mason’s High Precision Calculator that
was set for “High Precision” [12, 13], which provides a surplus number of digits
(not the limited number of digits of the 64-bit or 128-bit floating point) for the
calculations. Consequently, the values shown are “exact” values.

Using the example in Table 1, the value of B, which is 31415926528.583341988 . . .

is subtracted from the value of A, which is 31415926535.897932384 . . . We know
that standard floating-point calculations are constrained to a limited number of
digits. If we consider this calculation as limited to nine decimal digits, when the

Table 1 Subtraction of similar values

High precision results

A = 1010 •π = 31415926535.89793238462643383279502884197169399375
z = 232 = 4,294,967,296,496,729
(z-1)/z = 0.9999999997671693563461303710937
B = A • (z-1)/z = 314159265
28.5833419882906354275383398204227325084871797295159194618463516235351562
A-B =
7.3145903963357984052566890215489614852638202704840805381536483764648437
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subtraction is performed, the first nine digits will all be zero (will cancel out),
leaving no significant digits – clearly showing catastrophic cancellation.

This potential for the lack of significant digits in standard floating point is not
new. It has been known from at least 1952 when an early floating-point patent
[14] by IBM explicitly stated “ . . . under some conditions, the major portion of the
significant data digits may lie beyond the capacity of the registers. Therefore, the
result obtained may have little meaning if not totally erroneous.” Bounded floating
point can be used to clearly identify when there is a lack of significant digits.

Table 2 presents the comparison of “exact” and inexact values differing by
one binary ulp calculated with 64-bit standard floating point and 128-bit standard
floating point.

The first row shows that the decimal representation of the value of A, using
64-bit floating point, is 31415926535.897930, while the second row shows that
after adding only one ulp of error to A the decimal equivalent of A + 1 is
31415926535.897934.

The second and third rows show the decimal equivalents of A and A + 1 using
128-bit floating point.

Table 2 shows the effect of even a very small error of only one ulp, which creates
an inexact value. When similar values are subtracted, cancellation [2] occurs, and
the one-bit error is multiplied exponentially. This is a standard floating point hidden
and unknown error, but this error is revealed in bounded floating point.

Table 3 demonstrates “exact” and inexact calculations in 64-bit, 128-bit, and 80-
bit bounded floating-point calculations. This table illustrates the results of adding
a one ulp error injected into the “A” values by adding one to the significand field
(T) of the 64-bit and 128-bit standard floating-point values and adding one to the
lost bits field (D) of the bounded floating-point value. Overflow is avoided by the
selection of test values.

Table 2 High precision similar values calculation

Represented value Decimal representation of value

64-bit FP A 31415926535.897930
64-bit FP A + 1 ulp 31415926535.897934
128-bit FP A 31415926535.897932384626433832795028075364135510
128-bit FP A + 1 ulp 31415926535.897932384626433832795031384086585722

Table 3 Exact and error-injected values – 64-bit results

Exact 64-bit result 7.31459045410156250
Inexact 64-bit result 7.31459426879882810
Exact 128-bit result 7.314590396335798405256687972038204802
Inexact 128-bit result 7.314590396335798405256691280760655014
Exact BFP 80-bit result 7.314590454101562
Inexact BFP 80-bit result 7.314590
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Tests were performed using IEEE standard 64-bit floating point, 128-bit standard
floating point, and 80-bit bounded floating point (BFP), as seen in Table 3. The 80-
bit bounded floating-point model consists of S, E, and T, which are identical to
64-bit standard floating point with a 16-bit bound field, where d = 6, c = 6, and
r = 4. These values are chosen so that the total width, b, is a multiple of 8 bits and
d (the length of the lost bits field) satisfies d > log2 (t + 1) to ensure that a loss of
all significant bits can be represented. The value for c (the accumulated rounding
error in ulps) is chosen such that exponential growth rate of the loss of significant
bits due to rounding error will not exceed 2n where n = 1/2c, or, in this case, 1/64.
The width r of the rounding error field R is chosen to round the width b of the bound
field, B, up to the nearest multiple of 8-bits.

The bold and underlined digits of the 64-bit inexact results are those digits that
differ from the same digit positions of the “exact” 64-bit calculation. Similarly,
the bold and underlined digits of the 128-bit inexact result differ from the “exact”
128-bit calculation. Table 3 makes it easy to see the difference in “exact” and
inexact values. And when similar numbers with inexact values (such as may arise
from error in earlier calculations or error from input with limited significant digits)
are subtracted using floating point, these errors can multiply exponentially due to
catastrophic cancellation.

5 Conclusions

Floating-point cancellation errors that occur during subtract operations on inexact
operands are detectable and measurable under bounded floating point though they
are invisible in IEEE standard floating-point results.

Bounded floating point answers the following questions that standard floating
point cannot:

• Is the result “exact”?

– An “exact” floating-point result, defined as a result that has error within + or
- ½ units in the last place (ulps), is shown by using the value of D.

• How many significant digits are there in an inexact result?

– The number of digits known to be insignificant, D, is subtracted from the
possible number of significant digits, which is known from pSFP.

• Is the result sufficiently accurate?

– The number of significant digits needed is merely compared to the number of
significant digits that is known by use of bounded floating point.

• Is the result precisely zero?

– When bounded floating point determines the number of significant digits of
the result is all zero, then the result is significantly zero.
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Thus, bounded floating point precisely defines whether the real value represented
is “exact” for all digits provided and, if not, defines the number of significant digits.
And bounded floating point provides notification if the result is not significantly
accurate.

The bounded floating-point methodology provides greater assurance that com-
plex mission critical computations provide results sufficient to successfully com-
plete that mission. Therefore, it is recommended that bounded floating point should
be required for all mission critical systems to avoid catastrophic failures due to
accumulated floating-point error.
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Random Self-modifiable Computation

Michael Stephen Fiske

1 Introduction

What is computation? This question usually assumes that the Turing machine1

[23] is the standard model [18, 19, 21]. We reexamine this question with a new
model, called the ex-machine [12]. This model adds two special instructions to
the Turing machine instructions. The name ex-machine comes from the Latin
term extra machinam because the ex-machine computation is a non-autonomous
dynamical system [10] that may no longer be considered a machine.2 The meta
instruction adds new states and new instructions or can replace instructions. The
random instruction can be physically realized with a quantum random number
generator [14, 15]. When an ex-machine uses meta and random instructions, its
program complexity (machine size [3]) can increase, unlike a lever, pulley, or Turing
machine. Two identical ex-machines can evolve to different ex-machines even when
both start executing with the same tape input and initial state.

The original version of this chapter was revised: The DOI in reference 12 has been corrected.
The correction to this chapter is available at https://doi.org/10.1007/978-3-030-70873-3_72

1The conception of the Turing machine was motivated by Hilbert’s goal to find a general method
for constructing proofs of mathematical theorems [15].
2Each Turing machine is a discrete autonomous dynamical system in C. See the Appendix.
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We combine self-modification and randomness and construct an ex-machine
Z(x) whose program complexity |Q||A| increases as it executes.3 Z(x)’s non-
autonomous behavior circumvents the contradiction in an information-theoretic
proof [4, 5] of Turing’s halting problem. The proof’s contradiction depends upon
an information-theoretic property: each Turing machine is representable with a
finite number of bits that stays constant during the entire execution. Some ex-
machines violate this property. Z(x)’s circumvention occurs because its meta
instructions increase the number of states and instructions in Z(x), based on random
information obtained from its random instructions. Hence, the minimal number of
bits that represent an ex-machine’s evolved program can increase without bound as
execution proceeds.

1.1 Related Work—Computation

In [24], the notion of providing an oracle was introduced. Turing stated that an
oracle cannot be a machine but did not provide a physical basis for its existence.
For a summary of various physical realizations that use quantum events to generate
random binary outcomes, see [14]. In [7], the following question was asked: Is
there anything that can be done by a machine with a random element but not
by a deterministic machine? They showed for a Turing computable probability
p (e.g., p = 1

2 ) that any set of output symbols that can be enumerated with
positive probability by their probabilistic machine can also be enumerated by
a Turing machine. Overall, they were unable to produce Turing incomputable
computation when p is Turing computable. In [13], a framework is developed for
self-modifying programs, but it does not include randomness and does not address
computability. In [11], a parallel machine self-modifies with meta commands and
takes quantum random measurements to execute a Turing incomputable black box.
Prior hypercomputation models [8, 16, 17] are not physically realizable.

2 The Ex-machine

Z, N, and N
+ are the integers, non-negative integers, and positive integers,

respectively. The finite set Q = {0, 1, 2, . . . , n− 1} ⊂ N represents the ex-machine
states. As a subset of N, Q helps specify how new states are added to Q when a meta
instruction executes. Let V = {a1, . . . , an}. The set A = {0,1,#} ∪ V consists of
alphabet (tape) symbols, where # is the blank symbol and {0, 1, #} ∩ V = ∅. In
some ex-machines, A = {0,1,#,Y,N,a}, where V = {Y,N,a}. Sometimes,
A = {0,1,#}. Alphabet symbols are scanned from and written on the tape. The
tape is a function T : Z→ A. We say T is finite [21], whenever a finite number of
tape squares T (k) contain non-blank symbols.

3Q and A represent the ex-machine states and alphabet, respectively.
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2.1 Standard Instructions

Definition 1 (Execution of Standard Instructions) Standard instructions S

satisfy S ⊂ Q × A × Q × A × {−1, 0, 1} and a uniqueness condition: If
(q1, α1, r1, a1, y1) ∈ S and (q2, α2, r2, a2, y2) ∈ S and (q1, α1, r1, a1, y1) =
(q2, α2, r2, a2, y2), then (q1, α1) = (q2, α2). Instruction I = (q, a, r, α, y) follows
[19]. When the ex-machine is in state q and the tape head is scanning a = T (k) at
tape square k, I executes as follows. The ex-machine state moves from state q to
state r . Alphabet symbol a is replaced with α so that T (k) = α. If y = −1 or 1, the
tape head moves one square to the left or right, respectively. If y = 0, the tape head
does not move.

A Turing machine [23] has a finite set of machine states, a finite alphabet, a finite
tape, and a finite set of standard instructions that execute according to Definition 1.
An ex-machine that uses only standard instructions is called a standard machine
and is computationally equivalent to a Turing machine. The Turing machine is the
standard mathematical model of computation, realized by digital computers [1].

2.2 Random Instructions

This subsection defines two random axioms and the random instructions. Repeated
independent trials are called quantum random Bernoulli trials [9] if all trials have a
quantum random measurement [14] with only two outcomes and the probability of
each outcome stays constant. Unbiased means that the probability of both outcomes
is the same.

Random Axiom 1 (Unbiased Trials) Quantum random outcome xi measures 0 or
1. Probability P(xi = 1) = P(xi = 0) = 1

2 .

Random Axiom 2 (Stochastic Independence) Prior measurements x1, . . . , xi−1
have no effect on the next measurement xi . For each bi ∈ {0, 1}, the conditional
probabilities satisfy P(xi = 1|x1 = b1, . . . , xi−1 = bi−1) = 1

2 and P(xi = 0|x1 =
b1, . . . , xi−1 = bi−1) = 1

2 .

Definition 2 (Execution of Random Instructions) Random instructions R

are a subset of Q × A × Q × {−1, 0, 1}. R satisfies uniqueness condition:
If (q1, α1, r1, y1) ∈ R and (q2, α2, r2, y2) ∈ R and (q1, α1, r1, y1) =
(q2, α2, r2, y2), then (q1, α1) = (q2, α2). When scanning symbol a and in state
q, instruction (q, a, r, y) executes as follows:

(1) Measure bit b ∈ {0, 1} from a quantum random source that satisfies both
axioms.

(2) On the tape, an alphabet symbol a is replaced with a random bit b. Note {0,
1} ⊂ A.

(3) The ex-machine state q changes to state r .
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(4) The tape head moves left if y = −1, moves right if y = 1, and does not move
if y = 0.

Example 1 lists a random walk ex-machine; it shows how the random instructions
execute and how the ex-machine can exhibit non-autonomous dynamical behavior.

Example 1 (Random Walk Ex-machine) Alphabet A = {0, 1, #, E}. Q =
{0,1,2,3,4,5,6,h} with halting state h = 7. There are 3 random instructions
(0,#,0,0), (1,#,1,0), and (4,#,4,0).

(0,#,0,0) (0,0,1,0,-1) (0,1,4,1,1) ; Comments follow a semicolon.
(1,#,1,0) (1,0,1,0,-1) (1,1,2,#,1) ; Resume random walk to the left

of tape square 0
(2,0,3,#,1) (2,#,h,E,0) (2,1,h,E,0)
(3,#,0,#,-1) ; Go back to state 0. Number of random 0’s = Number of

random 1’s.
(3,0,1,0,-1) ; Go back to state 1. Number of random 0’s > Number of

random 1’s.
(3,1,h,E,0)
(4,#,4,0) (4,1,4,1,1) (4,0,5,#,-1) ; Resume random walk to the right

of tape square 0
(5,1,6,#,-1) (5,#,h,E,0) (5,0,h,E,0)
(6,#,0,#,1) ; Go back to state 0. Number of random 0’s = Number of

random 1’s.
(6,1,4,1,1) ; Go back to state 4. Number of random 1’s > Number of

random 0’s.
(6,0,h,E,0)

A valid initial tape contains only blank symbols. A valid initial state is 0. At
step 1, random instruction (0,#,0,0) measures 0, so it executes (0,#,0,0,0).
At step 3, instruction (1,#,1,0) measures 1, so it executes (1,#,1,1,0). (Per
Definition 2, 0r means 0 was randomly measured, and 1r means 1 was measured.)
In all executions shown, the tape head is reading the symbol to the right of the space.
The sequence of tape symbols shows the tape contents after the instruction in the
same row has executed.
First Execution of Random Walk Ex-machine. Steps 1–7.

STATE TAPE HEAD INSTRUCTION
0 ### 0### 0 (0,#,0,0r,0)
1 ## #0### -1 (0,0,1,0,-1)
1 ## 10### -1 (1,#,1,1r,0)
2 ### 0### 0 (1,1,2,#,1)
3 #### ### 1 (2,0,3,#,1)
0 ### #### 0 (3,#,0,#,-1)
0 ### 0### 0 (0,#,0,0r,0)

For the second execution, at step 1, a random measurement returns a 1, so
(0,#,0,0) executes as (0,#,0,1,0). Instruction (4,#,4,0) measures 0, so
(4,#,4,0,0) executes.
Second Execution of Random Walk Ex-machine. Steps 1–7.

STATE TAPE HEAD INSTRUCTION
0 ### 1### 0 (0,#,0,1r,0)
4 ###1 ### 1 (0,1,4,1,1)
4 ###1 0## 1 (4,#,4,0r,0)
5 ### 1### 0 (4,0,5,#,-1)
6 ## ##### -1 (5,1,6,#,-1)
0 ### #### 0 (6,#,0,#,1)
0 ### 1### 0 (0,#,0,1r,0)
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The first and second executions show that the execution behavior of the same ex-
machine with identical initial conditions may be distinct at two different instances.
Hence, the ex-machine is a discrete, non-autonomous dynamical system [10].

2.3 Meta Instructions

This subsection defines the meta instruction and the notion of evolving an ex-
machine. The execution of a meta instruction can add new states and new
instructions or replace instructions. Formally, the meta instructions M satisfy
M ⊂ {(q, a, r, α, y, J ) : q ∈ Q and r ∈ Q ∪ {|Q|} and a, α ∈ A

and instruction J ∈ S ∪ R}. Define I = S ∪ R ∪ M, as the set of
standard, random, and meta instructions. To help describe how a meta instruction
modifies I, the unique state, scanning symbol condition is defined. For any two
distinct instructions in I, at least one of the first two coordinates must differ. More
precisely, all six of the following uniqueness conditions must hold.

1. If (q1, α1, r1, β1, y1) and (q2, α2, r2, β2, y2) both are in S, then (q1, α1) =
(q2, α2).

2. If (q1, α1, r1, β1, y1) ∈ S and (q2, α2, r2, y2) ∈ R, then (q1, α1) = (q2, α2).
3. If (q1, α1, r1, y1) and (q2, α2, r2, y2) both are in R, then (q1, α1) = (q2, α2).
4. If (q1, α1, r1, y1) ∈ R and (q2, α2, r2, a2, y2, J2) ∈ M, then (q1, α1) =

(q2, α2).
5. If (q1, α1, r1, β1, y1) ∈ S and (q2, α2, r2, a2, y2, J2) ∈ M, then (q1, α1) =

(q2, α2).
6. If (q1, α1, r1, a1, y1, J1) ∈M and (q2, α2, r2, a2, y2, J2) ∈M, then (q1, α1) =

(q2, α2).

Given a valid machine specification, conditions 1–6 assure that there is no ambiguity
on what instruction to execute. The execution of a meta instruction preserves
conditions 1–6.

Definition 3 (Execution of Meta Instructions) Meta instruction (q, a, r, α, y, J )

executes as follows:

(1) The first five coordinates (q, a, r, α, y) are executed as a standard instruction
according to Definition 1 with one caveat. State q may be expressed as |Q|-c
and state r may be expressed as |Q| or |Q|-d, where 0 < c, d ≤ |Q|.
When (q, a, r, α, y) is executed, if q is expressed as |Q|-c , the value of q

is instantiated to the current value of |Q| − c. Similarly, if r is expressed as
|Q| or |Q|-d, the value of state r is instantiated to the current value of |Q| or
|Q| − d, respectively.

(2) Instruction J modifies I, where J has the form J = (q, a, r, α, y) or J =
(q, a, r, y). If I ∪ {J } satisfies the unique state, scanning symbol condition,
then I is updated to I∪{J }. Otherwise, there is an instruction I in I whose first



380 M. S. Fiske

two coordinates q and a equal instruction J ’s first two coordinates. In this case,
instruction J replaces instruction I in I, and I is updated to I ∪ {J } − {I }.

Remark 1 (Ex-machine Instructions are Sequences of Sets) This remark clarifies
the definitions of machine states, standard, random, and meta instructions. The
machine states are formally a sequence of sets. When the notation is formally
precise, the machine states are expressed as Q(m), where m indicates that the
mth computational step has executed. The standard, random, and all ex-machine
instructions are also sequences of sets, represented as S(m), R(m), and I(m),
respectively. Usually, index m is not shown in expressions Q, S, R, M, or I.

Example 2 shows how to add an instruction to I and how to instantiate new states
in Q.

Example 2 (Adding New States and Instructions) Consider a meta instruction
(q, a1, |Q|-1, α1, y1, J ), where J = (|Q|-1, a2, |Q|, α2, y2). After instruction
(q, a1, |Q|-1, α1, y1) executes, this meta instruction adds a new state |Q| to the
states Q and adds instruction J , instantiated with the current value of |Q|. For
clarity, states are red and alphabet symbols are blue. Set Q = { 0, 1, 2, 3, 4, 5,
6, 7}. Set A = { #, 0, 1}. An initial configuration is shown below.
State Tape

5 ##11 01##

Meta instruction (5, 0, |Q| − 1, 1, 0, J ) executes with values q = 5, a1 = 0,
α1 = 1, y1 = 0, a2 = 1, α2 = #, and y2 = −1. Note J = (|Q|-1, 1, |Q|, #, −1).
Since |Q| = 8, instruction (5, 0, 7, 1, 0) is executed. Also, standard instruction J =
(7, 1, 8, #,−1) is added as a new instruction. The instantiation of |Q| = 8 in J adds
state 8; the states are updated to Q = {0, 1, 2, 3, 4, 5, 6, 7, 8}. After (5, 0, |Q| − 1,
1, 0, J ) executes, the new ex-machine configuration is shown below.
State Tape

7 ##11 11##

Now, the ex-machine is scanning a 1 and lying in state 7, so the standard
instruction J = (7, 1, 8, #, −1) executes. (Note that J was just added to the
instructions.) After J executes, the new configuration is shown below.
State Tape

8 ##1 1#1##

Remark 2 (Self-reflection of |Q| ) Consider an ex-machine X with a meta instruc-
tion I containing symbol |Q|. The instantiation of |Q| invokes self-reflection about
X’s current number of states, at the moment when X executes I . This type of self-
reflection can be physically realized.

Definition 4 (Simple Meta Instructions) (q,a,|Q|-d,b,y), (q,a,|Q|,
b,y), (|Q|-c,a,r,y), (|Q|-c,a,|Q|-d,b,y), or (|Q|-c,a,|Q|,b,y)
are valid expressions for simple meta instructions, where 0 < c,d ≤ |Q|. Symbols
|Q|-c, |Q|-d, and |Q| instantiate to a state based on the value of |Q| when the
simple meta instruction executes.

Herein, ex-machines self-reflect only with symbols |Q|-1 and |Q|.
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Example 3 (Execution of Simple Meta Instructions.) A = {0,1,#} and Q = {0}.
Instructions (|Q|-1,#,|Q|-1,1,0) (|Q|-1,1,|Q|,0,1)
STATE TAPE HEAD INSTRUCTION NEW INSTRUCTION

0 # 1## 0 (0,#,0,1,0) (0,#,0,1,0)
1 #0 ## 1 (0,1,1,0,1) (0,1,1,0,1)
1 #0 1# 1 (1,#,1,1,0) (1,#,1,1,0)

2 #00 # 2 (1,1,2,0,1) (1,1,2,0,1)

With an initial blank tape and starting state of 0, four computational steps are
shown above. At step 1, X scans # and lies in state 0. Since |Q| = 1, a simple meta
instruction (|Q|-1,#,|Q|-1,1,0) instantiates to (0,#,0,1,0) and executes.
At step 2, X scans 1 and lies in state 0. Since |Q| = 1, (|Q|-1,1,|Q|,0,1)
instantiates to (0,1,1,0,1), updates Q = {0, 1}, and executes (0,1,1,0,1).

Definition 5 (Finite Initial Conditions) Ex-machine X has finite initial conditions
if the 4 conditions hold before X’s instructions are executed: (1) The number of
states |Q| is finite. (2) The number of alphabet symbols |A| is finite. (3) The
number of instructions |I| is finite. (4) The tape is finite.

An ex-machine’s initial conditions are analogous to a differential equation’s
boundary value conditions. Remark 3 assures that the ex-machine computation is
physically plausible.

Remark 3 (Finite Initial Conditions ) If the machine starts its execution with finite
initial conditions, then after the machine has executed l instructions for any positive
integer l, the current number of states Q(l) is finite and the current set of instructions
I(l) is finite. Also, tape T is still finite, and the number of quantum random
measurements obtained is finite.

Proof The execution of one meta instruction adds at most one new instruction and
one new state to Q. Using induction, Remark 3 follows from Definitions 1, 2, 3,
and 5.

An ex-machine can evolve from a prior computation. Evolution is useful:
random and meta instructions can increase an ex-machine’s complexity via self-
modification.

Definition 6 (Evolving an Ex-machine) Let T0, T1, T2 . . . Ti−1 each be a finite
tape. Consider an ex-machine X0 with finite initial conditions. X0 starts executing
with tape T0 and evolves to ex-machine X1 with tape S1 after the execution halts.
Subsequently, X1 starts executing with tape T1 and evolves to X2 with tape S2.
This means that when ex-machine X1 starts executing on tape T1, its instructions
are preserved after the halt with tape S1. The ex-machine evolution continues until
Xi−1 starts executing with tape Ti−1 and evolves to ex-machine Xi with tape Si after
the execution halts. One says that the ex-machine X0 evolves to Xi after i halts.

When X0 evolves to X1, then X1 evolves to X2, and so on up to Xn, then Xi is an
ancestor of Xj if 0 ≤ i < j ≤ n. Similarly, Xj is a descendant of Xi when i < j .
The sequence of ex-machines X0 → X1 → · · · → Xn . . . is an evolutionary path.
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3 Computing Ex-machine Languages

A class of ex-machines are evolutions of a fundamental ex-machine Z(x), whose 15
instructions are listed in Definition 9. These ex-machines compute languages L that
are subsets of {a}∗ = {an : n ∈ N}. an stands for n a’s. The empty string is a0 and
a3 = aaa. Set language space L = ⋃

L⊂{a}∗
{L}. Function f : N → {0, 1} defines

language Lf .

Definition 7 (Language Lf ) f : N → {0, 1} induces language Lf = {an :
f (n) = 1}. String an is in Lf iff f (n) = 1.

Trivially, Lf is a language in L. Moreover, these functions f generate all of L.

Remark 4 (Language Space) L = ⋃

f∈{0,1}N
{Lf }.

Definition 8 (X Computes Language L in L) Set alphabet A = {#, 0, 1, N, Y, a}.
Let X be an ex-machine. The language L in L that X computes is defined as follows.
A valid initial tape has the form # #an#. The valid initial tape # ## represents
the empty string. After X starts executing with initial tape # #an#, string an is in
X’s language if X halts with tape #an# Y#. String an is not in X’s language if X
halts with tape #an# N#.

The use of special alphabet symbols Y and N—to decide whether an is in
the language—follows [18]. For string # #am# , some X could first halt with
#am# N# and in a second execution could halt with #am# Y#. The oscillation of
halting outputs can continue indefinitely, and X’s language is not well defined per
Definition 8. In this chapter, we avoid ex-machines whose halting outputs do not
stabilize.

3.1 Ex-machine Z(x)

The purpose of Definition 9 is to show that Z(x) can evolve to compute any language
Lf in L; and that evolutions of Z(x) compute Turing incomputable languages on a
set of Lebesgue measure 1 in language space L, where L also has measure 1.

Definition 9 (Ex-machine Z(x)) A = {#, 0, 1, N, Y, a}. States Q = { 0, h, n, y, t, v, w,

x, 8 } where halting state h = 1 and states n = 2, y = 3, t = 4, v = 5, w = 6, x = 7. The
initial state is always 0. For the reader’s benefit, letters represent states instead of
explicit numbers. State n indicates NO that the string is not in the language. State y

indicates YES that the string is in the language. State x helps generate a new random
bit.

(0,#,8,#,1) (8,#,x,#,0)
(y,#,h,Y,0) (n,#,h,N,0)
(x,#,x,0) (x,a,t,0)
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(|Q| − 1,a,x,a,0)
(|Q| − 1,#,x,#,0)

(x,0,v,#,0,(|Q| − 1,#,n,#,1))
(x,1,w,#,0,(|Q| − 1,#,y,#,1))

(t,0,w,a,0,(|Q| − 1,#,n,#,1))
(t,1,w,a,0,(|Q| − 1,#,y,#,1))

(v,#,n,#,1,(|Q| − 1,a,|Q|,a,1))
(w,#,y,#,1,(|Q| − 1,a,|Q|,a,1))
(w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1))

With initial state 0 and tape # #aaaa##, an execution instance of Z(x) is below.
STATE TAPE HEAD INSTRUCTION EXECUTED NEW INSTRUCTION

8 # aaaa### 1 (0,#,8,#,1)
x # aaaa### 1 (8,a,x,a,0) (8,a,x,a,0)
t # 1aaa### 1 (x,a,t,1r,0)
w # aaaa### 1 (t,1,w,a,0,(|Q| − 1,#,y,#,1)) (8,#,y,#,1)
9 #a aaa### 2 (w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1)) (8,a,9,a,1)
x #a aaa### 2 (9,a,x,a,0) (9,a,x,a,0)
t #a 1aa### 2 (x,a,t,1r,0)
w #a aaa### 2 (t,1,w,a,0,(|Q| − 1,#,y,#,1)) (9,#,y,#,1)

10 #aa aa### 3 (w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1)) (9,a,10,a,1)
x #aa aa### 3 (10,a,x,a,0) (10,a,x,a,0)
t #aa 0a### 3 (x,a,t,0r,0)
w #aa aa### 3 (t,0,w,a,0,(|Q| − 1,#,n,#,1)) (10,#,n,#,1)

11 #aaa a### 4 (w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1)) (10,a,11,a,1)
x #aaa a### 4 (11,a,x,a,0) (11,a,x,a,0)
t #aaa 1### 4 (x,a,t,1r,0)
w #aaa a### 4 (t,1,w,a,0,(|Q| − 1,#,y,#,1)) (11,#,y,#,1)

12 #aaaa ### 5 (w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1)) (11,a,12,a,1)
x #aaaa ### 5 (12,#,x,#,0) (12,#,x,#,0)
x #aaaa 0## 5 (x,#,x,0r,0)
v #aaaa ### 5 (x,0,v,#,0,(|Q| − 1,#,n,#,1)) (12,#,n,#,1)
n #aaaa# ## 6 (v,#,n,#,1,(|Q| − 1,a,|Q|,a,1)) (12,a,13,a,1)
h #aaaa# N# 6 (n,#,h,N,0)

This instance of Z(x)’s execution replaces (8,#,x,#,0) with (8,#,y,#,1).
Instruction (w,a,|Q|,a,1,(|Q|-1,a,|Q|,a,1)) replaces (8,a,x,a,0) with new
instruction (8,a,9,a,1). Also, the simple meta instruction (|Q|-1,a,x,a,0)
temporarily added instructions (9,a,x,a,0), (10,a,x,a,0), and (11,a,x,a,0).
These instructions are replaced by (9,a,10,a,1), (10,a, 11,a,1), and (11,a

12,a,1), respectively. Instruction (|Q|-1,#,x,#,0) added (12,#,x,#,0) and
instruction (12,#,n,#,1) replaced (12,#,x, #,0). Instructions (9,#,y,#,1),
(10,#,n,#,1), (11,#,y,#,1), and (12,a,13,a,1) are added. Five new states
9, 10, 11, 12, and 13 are added to Q. After halting, Q = {0, h, n, y, t, v, w, x, 8, 9, 10,

11, 12, 13}, and the evolved ex-machine Z(11010 x) has 24 instructions.
Two different instances of Z(x) can evolve to two different machines and

compute distinct languages according to Definition 8. After Z(x) has evolved to
a new machine Z(a0a1 . . . am x) as a result of a prior execution with input tape #
#am#, then for each i with 0 ≤ i ≤ m, machine Z(a0a1 . . . am x) always halts with
the same output when presented with input tape # #ai#. Z(a0a1 . . . am x)’s halting
output stabilizes on all input strings ai where 0 ≤ i ≤ m. Example 4 shows this
stabilization property.
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Example 4 (Ex-machine Z(1101 x))

(0,#,8,#,1) (y,#,h,Y,0) (n,#,h,N,0)

(x,#,x,0) (x,a,t,0)
(x,0,v,#,0,(|Q| − 1,#,n,#,1))
(x,1,w,#,0,(|Q| − 1,#,y,#,1))

(t,0,w,a,0,(|Q| − 1,#,n,#,1))
(t,1,w,a,0,(|Q| − 1,#,y,#,1))

(v,#,n,#,1,(|Q| − 1,a,|Q|,a,1))
(w,#,y,#,1,(|Q| − 1,a,|Q|,a,1))
(w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1))

(|Q| − 1,a,x,a,0)
(|Q| − 1,#,x,#,0)

(8,#,y,#,1) (8,a,9,a,1)
(9,#,y,#,1) (9,a,10,a,1)
(10,#,n,#,1) (10,a,11,a,1)
(11,#,y,#,1) (11,a,12,a,1)
(12,#,n,#,1) (12,a,13,a,1)

New instructions (8,#,y,#,1), (9,#,y,#,1), and (11,#,y,#,1) help
Z(11010 x) compute that the empty strings a and aaa are in its language,
respectively. Similarly, the new instructions (10,#,n,#,1) and (12,#,n,#,1)

help Z(11010 x) compute that aa and aaaa are not in its language, respectively.
The 1’s in Z(11010 x)’s name indicate that the empty strings a and aaa are in its
language. The 0’s indicate that strings aa and aaaa are not in its language. Symbol
x indicates that Z(11010 x) has not yet determined for n ≥ 5 whether strings an are
in Z(11010 x)’s language.

Starting at state 0, Z(11010 x) computes that the empty string is in its language

STATE TAPE HEAD INSTRUCTION
8 ## ### 1 (0,#,8,#,1)
y ### ## 2 (8,#,y,#,1)
h ### Y# 2 (y,#,h,Y,0)

Starting at state 0, Z(11010 x) computes that string aa is not in its language.

STATE TAPE HEAD INSTRUCTION
8 ## aa### 1 (0,#,8,#,1)
9 ##a a### 2 (8,a,9,a,1)

10 ##aa ### 3 (9,a,10,a,1)
n ##aa# ## 4 (10,#,n,#,1)
h ##aa# N# 4 (n,#,h,N,0)

Similarly, starting at state 0, Z(11010 x) computes that a and aaa are in its language
and Z(11010 x) computes that aaaa is not in its language. For each of these
executions, no new states are added and no instructions are added or replaced. Thus,
for all subsequent executions, Z(11010 x) computes that the empty strings a and
aaa are in its language, and strings aa and aaaa are not.

Starting at state 0, below is an execution of Z(11010 x) on input tape
# #aaaaaa##.
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STATE TAPE HEAD INSTRUCTION EXECUTED NEW INSTRUCTION
8 # aaaaaa## 1 (0,#,8,#,1)
9 #a aaaaa## 2 (8,a,9,a,1)

10 #aa aaaa## 3 (9,a,10,a,1)
11 #aaa aaa## 4 (10,a,11,a,1)
12 #aaaa aa## 5 (11,a,12,a,1)
13 #aaaaa a## 6 (12,a,13,a,1)
x #aaaaa a## 6 (13,a,x,a,0)
t #aaaaa 0## 6 (x,a,t,0r,0)
w #aaaaa a## 6 (t,0,w,a,0,(|Q| − 1,#,n,#,1)) (13,#,n,#,1)

14 #aaaaaa ## 7 (w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1)) (13,a,14,a,1)
x #aaaaaa ## 7 (14,#,x,#,0) (14,#,x,#,0)
x #aaaaaa 1# 7 (x,#,x,1r,0)
w #aaaaaa ## 7 (x,1,w,#,0,(|Q| − 1,#,y,#,1)) (14,#,y,#,1)
y #aaaaaa# # 8 (w,#,y,#,1,(|Q| − 1,a,|Q|,a,1)) (14,a,15,a,1)
h #aaaaaa# Y 8 (y,#,h,Y,0)

Z(11010 x) evolves to Z(11010 01 x). The first random instruction (x,a,t,0)

measures a 0, so it executes as (x,a,t, 0_r,0). Instruction (13,#,n,#,1) is
added due to the random 0 bit; in all subsequent executions of Z(11010 01 x), string
a5 is not in Z(11010 01 x)’s language. The second random instruction (x,#,x,0)

measures a 1 and executes as (x,#,x,1_r,0). Instruction (14,#,y,#,1) is added.
In all subsequent executions, string a6 is in Z(11010 01 x)’s language.

Definition 10 specifies Z(a0a1 . . . am x) and covers Z(11010 x)’s execution.

Definition 10 (Ex-machine Z(a0a1 . . . am x)) Let m ∈ N. Set Q = {0, h, n, y, t,
v, w, x, 8, 9, 10, . . . m+8,m+9 }. For 0 ≤ i ≤ m, ai is 0 or 1. In Z(a0a1 . . . am x)’s
instructions, symbol b8 = y if a0 = 1, else b8 = n if a0 = 0; symbol b9 = y if
a1 = 1, else b9 = n if a1 = 0; and so on until the second to the last instruction
(m+ 8,#,bm+8,#,1), bm+8 = y if am = 1, else bm+8 = n if am = 0.

(0,#,8,#,1) (y,#,h,Y,0) (n,#,h,N,0)

(x,#,x,0)
(x,a,t,0)

(|Q| − 1,a,x,a,0)
(|Q| − 1,#,x,#,0)

(x,0,v,#,0,(|Q| − 1,#,n,#,1))
(x,1,w,#,0,(|Q| − 1,#,y,#,1))

(t,0,w,a,0,(|Q| − 1,#,n,#,1))
(t,1,w,a,0,(|Q| − 1,#,y,#,1))

(v,#,n,#,1,(|Q| − 1,a,|Q|,a,1))
(w,#,y,#,1,(|Q| − 1,a,|Q|,a,1))
(w,a,|Q|,a,1,(|Q| − 1,a,|Q|,a,1))
(8,#, b8,#,1) (8,a,9,a,1) (9,#,b9,#,1) (9,a,10,a,1)
(10,#, b10,#,1) (10,a,11,a,1) . . . (i + 8,#,bi+8,#,1) (i + 8,a,i +
9,a,1) . . .

(m+ 7,#,bm+7,#,1) (m+ 7,a,m+ 8,a,1) (m+ 8,#,bm+8,#,1) (m+ 8,a,m+
9,a,1)
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Lemma 1 If i satisfies 0 ≤ i ≤ m, string ai is in Z(a0a1 . . . am x)’s language if
ai = 1, and string ai is not in Z(a0a1 . . . am x)’s language if ai = 0. If n > m, it
has not yet been determined whether an is in Z(a0a1 . . . am x)’s language or not in
its language.

Proof When 0 ≤ i ≤ m, the first consequence follows immediately from the
definition of ai being in Z(a0a1 . . . am x)’s language and from Definition 10. In
instruction (i + 8,#,bi+8,#,1) , the state value of bi+8 is y if ai = 1 and bi+8 is
n if ai = 0.

For the indeterminacy of strings an when n > m, Z(a0 . . . am x) executes its last
instruction (m+ 8,a, m+ 9,a,1) when scanning the mth a in an. For each a to the
right of #am on the tape, Z(a0 . . . am x) executes random instruction (x,a,t,0).

If (x,a,t,0) measures 0, then meta instructions (t,0,w,a,0,(|Q|-1,#,n,
#,1)) and (w,a,|Q|,a,1 (|Q|-1,a,|Q|,a,1)) execute. Otherwise, (x,a,t,0)

measures 1, so (t,1,w,a,0, (|Q|-1,#,y,#,1)) and (w,a,|Q|,a,1, (|Q|-1,a,
|Q|,a, 1)) execute. If the next alphabet symbol to the right is an a, then a new
standard instruction executes, derived from an instantiation of (|Q|-1,a,x,a,0).
When the tape head scans the last a in an, a new standard instruction executes,
derived from (|Q|-1,#,x,#,0).

For each a to the right of #am on the tape, the execution of random
instruction (x,a,t,0) determines whether string am+k , such that 1 ≤
k ≤ n − m, is in Z(a0a1 . . . an x)’s language. After the execution of
(|Q|-1,#,x,#,0), the tape head is scanning a blank symbol, so the random
instruction (x,#,x,0) is executed. If the random source generates 0, the meta
instructions (x,0,v,#,0, (|Q|-1,#,n,#,1)) and (v,#,n,#,1, (|Q|-1,a,|Q|,
a, 1)) execute. Then, instruction (n,#,h,N,0) executes last, which indicates
that an is not in Z(a0a1 . . . an x)’s language. If the execution of (x,#,x,0)

measures 1, the instructions (x,1,w,#,0,(|Q|-1,#,y,#,1)) and (w,#,y,#,

1,(|Q| -1,a,|Q|,a,1)) execute. Then, instruction (y,#,h,Y,0) executes last,
which indicates that an is in Z(a0a1 . . . an x)’s language. During the execution
of the instructions, for each a on the tape to the right of #am, Z(a0a1 . . . am x)

evolves to Z(a0a1 . . . an x) according to the instructions, specified by Definition 10,
where one substitutes n for m.

3.2 Some Turing Incomputable Properties of Z(x)

When the measurements in Z(x)’s two random instructions satisfy both axioms, all
2n finite paths of length n in the infinite binary tree of Fig. 1 are equally likely. The
1-to-1 correspondence between f : N→ {0, 1} and an infinite downward path (red)
in the binary tree helps show that Z(x) can evolve to compute any language Lf in L.

Consider Z(x) and all Z(a0 . . . am x) for each m ∈ N and a0 . . . am in {0, 1}m+1.

Theorem 1 Each language Lf in L can be computed by the evolving sequence of
ex-machines Z(x), Z(f (0) x), Z(f (0)f (1) x), . . . , Z(f (0)f (1) . . . f (n) x), . . . .
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Fig. 1 Infinite binary tree. A graphical representation of {0, 1}N

Proof Apply Definitions 9 and 10 and Lemma 1.

Corollary 1 For any f : N→ {0, 1} and any n, the evolving sequence Z(f (0) x),
. . .Z(f (0)f (1) . . . f (n)f (n+ 1) x), . . . . computes language Lf .

Corollary 2 For each n, the evolution of ex-machines Z(x), Z(f (0)x),
Z(f (0)f (1) x), . . . , Z(f (0)f (1) . . . f (n) x) have cumulatively used only a finite
amount of tape, finite number of states, finite number of instructions, and finite
number of instruction executions, and only a finite amount of quantum information
is measured by the random instructions.

Proof Remark 3 and Definitions 5 and 10 imply finite computational resources.

Theorem 2 and Corollary 3 come from the following intuition. A set X is
countable if there exists a bijection between X and N. L is uncountable, so most
languages Lf in L are Turing incomputable. Since each Lf is equally likely of
being computed by Z(x), most languages computed by Z(x)’s evolution are Turing
incomputable.

For each n ∈ N, define language tree L(a0 . . . an) = {Lf : f ∈ {0, 1}N and
f (i) = ai for i such that 0 ≤ i ≤ n}. Define subtree S(a0 . . . an) =
{f ∈ {0, 1}N : f (i) = ai such that 0 ≤ i ≤ n}. Let � be this 1-to-

1 correspondence: L
�↔ {0, 1}N and L(a0 . . . an)

�↔ S(a0 . . . an). Since random
axioms 1 and 2 hold, each finite path f (0)f (1) . . . f (n) is equally likely. There
are 2n+1 of these paths, so each path has probability 2−(n+1). The uniform
probabilities on finite strings of the same length extend to Lebesgue [9, 22] measure
μ on probability space {0, 1}N. Subtree S(a0 . . . an) has measure 2−(n+1), where
μ

(
S(a0 . . . an)

) = 2−(n+1) and μ({0, 1}N) = 1. Via �, μ induces uniform
probability measure ν on L, where ν

(
L(a0 . . . an)

) = 2−(n+1) and ν(L) = 1.

Theorem 2 The Turing incomputable languages Lf have measure 1 in (ν,L).

Proof The Turing computable functions f : N → {0, 1} are countable. Via the �

correspondence, the Turing computable languages Lf have ν-measure 0 in L.

Corollary 3 For all a0 . . . am in {0, 1}m+1, Z(a0 . . . am x) is not a Turing machine.

Proof Z(x) can evolve to compute Turing incomputable languages on a set of
ν-measure 1 in L. Z(a0 . . . am x) can evolve to compute Turing incomputable
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languages on a set of ν-measure 2−(m+1) in L. Each Turing machine only computes
one language, so the measure of all Turing computable languages is 0 in L.

4 An Ex-machine Halting Problem

In [23], Turing posed the question, does there exist a Turing machine D that can
determine for any given Turing machine M and finite tape T whether M’s execution
on tape T eventually halts? Turing proved that no Turing machine could solve this
problem. His halting problem can be extended to ex-machines. Does there exist
an ex-machine X(x) such that for any given Turing machine M , then X(x) can
sometimes compute whether M’s execution on finite initial tape T will eventually
halt? In order for this question to be well-posed, the phrase can sometimes compute
whether must be defined.

From the universal Turing machine / enumeration theorem [21], there is
a Turing computable enumeration E : N → {Turing machines M} ×
{Each initial state of M} of every Turing machine. Similar to ex-
machines, for each machine M , the set {Each initial state of M} is
realized as a finite subset {0, . . . , n − 1} of N. Since E(n) is an ordered pair, the
phrase “Turing machine E(n)” refers to the first coordinate of E(n). The “initial
state E(n)” refers to the second coordinate of E(n). Turing’s halting problem is
equivalent to the blank-tape halting problem [19]. The blank-tape halting problem
translates to: for each Turing machine E(n), does E(n) halt when E(n) begins
executing with a blank initial tape and initial state E(n)?

Lemma 1 implies that the same initial ex-machine can evolve to two different ex-
machines; these two ex-machines will never compute the same language no matter
what descendants they evolve to. For example, Z(0 x) and Z(1 x) can never compute
the same language in L. Hence, sometimes means that for each n, there exists an
evolution of X(x) to X(a0x), then to X(a0a1x), and so on up to X(a0a1 . . . an x)

. . . , where for each i with 0 ≤ i ≤ n, then X(a0a1 . . . an x) correctly computes
whether Turing machine E(n) halts or does not halt. The word computes means
that X(a0a1 . . . ai x) halts after a finite number of instructions executed, and the
halting output written by X(a0a1 . . . ai x) on the tape indicates whether machine
E(n) halts. For example, if the input tape is # #ai#, then enumeration machine
ME writes the representation of E(i) on the tape, and then X(a0a1 . . . am x) with
m ≥ i halts with # Y# written to the right of the representation for machine E(i).
Alternatively, X(a0a1 . . . am x) with m ≥ i halts with # N# written to the right
of the representation for machine E(i). The word correctly means that ex-machine
X(a0a1 . . . am x) halts with # Y# written on the tape if machine E(i) halts and ex-
machine X(a0a1 . . . am x) halts with # N# written on the tape if machine E(i) does
not halt.

Next, the ex-machine halting problem is transformed so that the results from
Sect. 3 can be applied. Choose alphabet A = {#, 0, 1, a, A, B, M, N, S, X, Y}.
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As before, identify the set of Turing machine states Q as a finite subset of N. Let
ME be the Turing machine that computes a Turing computable enumeration 4 as
Ea : N → {A}∗ × N, where the tape # #an# represents natural number n. Each
Ea(n) is an ordered pair where the first coordinate is the Turing machine and the
second coordinate is an initial state chosen from Ea(n)’s states. Define the halting
function hEa

: N → {0, 1} such that for each n, set hEa
(n) = 1, whenever Ea(n)

halts. Otherwise, set hEa
(n) = 0, if Ea(n) with blank initial tape and initial state

Ea(n) does not halt. Function hEa
(n) is well defined because for each n ∈ N, with

blank initial tape and initial state Ea(n), Turing machine Ea(n) either halts or does
not halt. Via function hEa

(n) and Definition 7, define halting language LhEa
.

Theorem 3 There exists an evolutionary path for ex-machine Z(x) that computes
halting language LhEa

; namely, Z(hEa
(0) x) → Z(hEa

(0) hEa
(1) x) → . . .

Z(hEa
(0) hEa

(1) . . . hEa
(m) x) . . .

Proof Apply the mathematical developments in the previous three paragraphs,
using halting function hEa

, language LhEa
, and Theorem 1.

Theorem 3 implies that a proof by contradiction for Turing’s halting problem
does not hold for ex-machines: the existence of path Z(hEa

(0) x) → Z(hEa
(0)

hEa
(1) x) → . . . Z(hEa

(0) hEa
(1) . . . hEa

(m) x) . . . circumvents the
contradiction. From an information-theoretic perspective, almost every (w.r.t. to μ

on {0, 1}N) evolutionary path Z(f (0) x) → Z(f (0)f (1) x) → . . . Z(f (0)f (1)

. . . f (n) x) . . . avoids the contradiction in Chaitin’s information-theoretic proof
[5] that the halting problem for Turing machines is unsolvable. The contradiction
depends upon the following: the minimum number of bits needed to represent
a Turing machine stays constant. In contrast, there is a set F ⊂ {0, 1}N with
μ(F) = 1 such that for all f ∈ F, the minimum number of bits needed to represent
Z(f (0)f (1) . . . f (n) x) increases without bound as n increases.

5 A Research Direction

Theorem 3 and information-theoretic analysis both show that a proof by contradic-
tion of the unsolvability of Turing’s halting problem does not apply to ex-machines.
This capability suggests that novel self-modification procedures, cleverly integrated
with randomness, should be explored to help enhance theorem proving [2, 6] and
constructive type systems that use conservative workarounds [20] to avoid the
halting problem.

4Chapter 7 of [19] provides explicit details of encoding quintuples with a particular universal
Turing machine. Alphabet A was selected to be compatible with this encoding. A careful study of
chapter 7 provides a clear path of how ME’s instructions can be specified to implement Ea .
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Fig. 2 Machine configuration (q, k, T ) before executing a standard instruction

6 Conclusion

We showed that ex-machines can compute Turing incomputable languages and
that ex-machines are not limited by the halting problem for Turing machines. The
language computed by an ex-machine reflects its computational capabilities. The
problem of determining program correctness for a digital computer program is
unsolvable by a Turing machine. The detection of an infinite loop in a computer
program (i.e., a case of program correctness) can be reduced to Turing’s halting
problem. For these reasons, it is important to understand how far methods of
evaluating program correctness for digital computer programs can be extended with
randomness and advanced self-modification procedures.

Appendix: A Turing Machine Is an Autonomous Dynamical
System

Fix a Turing machine M . Transformation φ maps a machine configuration to a point
in the complex plane C; φ also maps each of M’s instructions to a finite number |A|
of unique affine functions each with a distinct domain. These affine functions can
be extended to a function F on a bounded region W in C, containing these domains
and a disjoint bounded set, called the halting attractor. Via φ, one computational
step of M corresponds to one iteration of the discrete autonomous dynamical system
(F,W).

Let machine states Q = {q1, . . . , qm}. Let alphabet A = {a1, . . . , an}, where
a1 is the blank symbol. Halt state h is a special state that is not in Q. Function η :
Q×A→ Q∪{h}×A×{−1,+1} is the machine M’s program. A single instruction
is η(q, a) = (r, b, x), where q ∈ Q, r ∈ Q ∪ {h}, a, b ∈ A, and x ∈ {−1,+1}.
Set B = |A| + |Q| + 1. Define symbol value function ν : {h} ∪ Q ∪ A → N as
ν(a1) = 0, . . . , ν(ai) = i − 1, . . . , ν(an) = |A| − 1, ν(h) = |A|, ν(q1) = |A| + 1,
. . . , ν(qi) = |A| + i, . . . , ν(qm) = |A| + |Q|.

Fig. 3 Machine configuration after executing instruction η(q, Tk) = (r, b,+1)
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Fig. 4 Machine configuration after executing instruction η(q, Tk) = (r, b,−1)

T : Z → A is the tape and is finite. Tk is the alphabet symbol in tape square
k. Machine configuration (q, k, T ) lies in Q × Z × AZ and maps to the complex
number:

φ(q, k, T ) = |A|ν(Tk)+
∞∑

j=0

ν(Tk+j+1)|A|−j +
(
Bν(q)+

∞∑

j=0

ν(Tk−j−1)|A|−j
)
i.

(1)

In Eq. 1, the infinite series in both the real and imaginary parts sums to rational
numbers because the initial tape squares contain a finite number of non-blank
symbols.

Next, we define how φ maps each instruction in program η to a finite set of affine
functions. When instruction η(q, Tk) = (r, b,+1) executes, state q moves to state
r , symbol b replaces Tk on tape square k, and the head moves to tape square k + 1.

The right affine functions corresponding to instruction η(q, Tk) = (r, b,+1)

are of the form f (x + yi) = f1(x) + f2(y) i, where f1(x) = |A|x + m and
f2(y) = 1

|A|y + n. Using Eq. 1 and Fig. 3 to solve for m and n, φ maps instruction
η(q, Tk) = (r, α,+1) to the affine function f (x + yi) = f1(x)+ f2(y) i, where

f1(x) = |A|x + (|A| − 1)ν(Tk+1)− |A|2ν(Tk) (2)

f2(y) = 1

|A|y + Bν(r)+ ν(b)− B

|A|ν(q). (3)

For each of the |A| distinct values v(Tk+1) in f1, f is a different affine function.
Thus, there are |A| distinct affine functions that correspond to instruction η(q, Tk) =
(r, b,+1). The domain of each right affine function is Uj,k =

{
x + yi ∈ C : j ≤

x < j + 1 and k ≤ y < k + |A|}, where j = |A|ν(Tk)+ ν(Tk+1) and k = Bν(q).
When η(q, Tk) = (r, b,−1) executes, state q moves to state r , symbol b replaces

Tk on square k, and the head moves to tape square k − 1.
From Eq. 1 and Fig. 4, φ maps instruction η(q, Tk) = (r, b,−1) to affine function
g(x + yi) = g1(x)+ g2(y) i, where

g1(x) = 1

|A|x + |A|ν(Tk−1)+ ν(b)− ν(Tk) (4)

g2(y) = |A|y + Bν(r)− |A|Bν(q)− |A|ν(Tk−1). (5)

For each of the |A| distinct values v(Tk−1) in g1 and g2, g is a different
affine function. Thus, there are |A| distinct left affine functions that correspond
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to instruction η(q, Tk) = (r, b,−1). The domain of each left affine function is
Vj,k =

{
x + yi ∈ C : j ≤ x < j + |A| and k ≤ y < k + 1

}
, where j = |A|ν(Tk)

and k = Bν(q)+ ν(Tk−1).
Define halting attractor H = {

x + yi ∈ C : 0 ≤ x < |A|2 and B|A| ≤ y ≤
(B + 1)|A|}. The points in C that correspond to halting configurations (h, k, T )

are called halting points. Using elementary algebra and simple geometric series
calculations, one can verify that the halting points are a subset of H . Define halting
map h : H → H , where h(x + yi) = x + yi on H . Every point in the halting
attractor is a fixed point of h. Moreover, the intersection of each affine function’s
domain and H is empty. This implies that h and all left and right affine functions
corresponding to η’s instructions can be extended to a function F on domain W that
contains H and all domains Uj,k and Vj,k .

Overall, the φ correspondence transforms Turing’s halting problem to a discrete
autonomous dynamical systems problem in C. If machine configuration (q, k, T )

halts after n computational steps, then the orbit of φ(q, k, T ) exits one of the
domains Uj,k or Vj,k on the nth iteration and enters the halting attractor H . If
machine configuration (r, j, S) never halts, then the orbit of φ(r, j, S) never reaches
the halting attractor.
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ECM Factorization with QRT Maps

Andrew N. W. Hone

1 Introduction

Elliptic curves are a fundamental tool in modern cryptography. The abelian group
structure on an elliptic curve makes it suitable for versions of Diffie–Hellman
key exchange and ElGamal key encryption, as well as providing techniques for
primality testing and integer factorization, among many other applications relevant
to network security [4, 22, 32, 36]. In this chapter, we consider an approach to integer
factorization using elliptic curves.

The elliptic curve method (ECM) due to Lenstra [24] is one of the most effective
methods known for finding medium-sized prime factors of large integers, in contrast
to trial division, Pollard’s rho method, or the p−1 method, which quickly find small
factors, or sieve methods, which are capable of finding very large prime factors. For
factoring an integer N , the basic idea of the ECM is to pick (at random) an elliptic
curve E and a point P ∈ E, then compute the scalar multiple sP = P + · · · + P
(s times) in the group law of the curve, using arithmetic in the ring Z/NZ, take a
rational function f on E with a pole at the point O corresponding to the identity in
the group E, and evaluate f (sP) for some s chosen as the largest prime power less
than some fixed bound B1 or as the product of all such prime powers. For certain
choices of E and P, this computation may lead to an attempt to divide by a non-unit
in the ring, resulting in a factor of N being found.
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To be more precise, traditionally, one starts with a Weierstrass cubic defined over
Q, which can be taken with integer coefficients as

y2 = x3 + Ax + B, A,B ∈ Z,

so that arithmetic mod N corresponds to working with the pseudocurve (or group
scheme) E(Z/NZ) consisting of all (x, y) ∈ (Z/NZ)2 that satisfy the cubic
equation together with O, the point at infinity; but, when N is composite, the group
addition P1+ P2 is not defined for all pairs of points P1, P2 ∈ E(Z/NZ). Typically,
f is taken to be the coordinate function x, and the method is successful if computing
the scalar multiple sP leads to an x-coordinate with a denominator D which is not
a unit in Z/NZ, such that gcd(D,N) > 1 is a non-trivial factor of N . When this
fortunate occurrence arises, it indicates that there is a prime factor p|N for which
sP = O in the group law of the bona fide elliptic curve E(Fp), which is guaranteed
if s is a multiple of the order #E(Fp).

The original description of the ECM was based on computations with affine
coordinates for a Weierstrass cubic; computing the scalar multiple sP is now known
as “stage 1” of the ECM, and there is a further “stage 2”, due to Brent, involving
computing multiples �sP for small primes � less than some bound B2 > B1, but
here we only focus on stage 1. Improvements in efficiency can be made by using
various types of projective coordinates and/or Montgomery curves (see chapter 7 in
[4]). However, all of these approaches share an inconvenient feature of the addition
law for P1 + P2 on a Weierstrass cubic, namely that the formulae for P2 = ±P1 or
P2 = O are different from the generic case.

An important new development was the proposal of Bernstein and Lange [1] to
consider a different model for E, namely the Edwards curve [6]

Ed : x2 + y2 = 1+ dx2y2 (1)

(d is a parameter), for which the addition law

(x1, y1)+ (x2, y2) =
(

x1y2 + y1x2

1+ dx1x2y1y2
,

y1y2 − x1x2

1− dx1x2y1y2

)

(2)

has the advantage that it is also valid for a generic pair of points P1, P2 ∈ Ed , even
when P1 = P2, so it can be used for doubling (following [1], we have used a rescaled
curve compared with the original version in [6]). The fact that the addition law (2)
on Ed is unified in this sense is implicit in the classical addition formula for the
Jacobi sine function (see chapter XXII in [35], or chapter 22 in [28]), for we have
been

sn(z+ w) = sn(z)cd(w)+ cd(z)sn(w)

1+ k2sn(z)sn(w)cd(z)cd(w)
,
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cd(z+ w) = cd(z)cd(w)− sn(z)sn(w)

1− k2sn(z)sn(w)cd(z)cd(w)
,

using Glaisher’s notation for the quotient cd(z) = cn(z)/dn(z) = sn(z + K), with
the complete elliptic integral K = K(k) being a quarter period of the Jacobi sine,
which yields (2) when we parametrize the points on Ed by

(x, y) = (
sn(z), cd(z)

) = (
sn(z), sn(z+K)

)
(3)

and identify d = k2.
It was shown in [1] that, compared with the Weierstrass representation and its

variants, the Edwards addition law gives more efficient formulae for computing an
addition step (P1, P2) �→ P1 + P2 or a doubling step P1 �→ 2P1, both of which
are required to obtain the scalar multiple sP in subexponential time O(log s) via
an addition chain. The implementation EECM-MPFQ introduced in [2] gains even
greater efficiency by using twisted Edwards curves, with an extra parameter a in
front of the term x2 on the left-hand side of (1), and further optimizing the ECM
in other ways, including the use of projective coordinates in P

2, extended Edwards
coordinates in P

3, and choosing curves with large torsion.
In this chapter, we explore implementations of the ECM using other models of

elliptic curves, which arise in the context of QRT maps, an 18-parameter family of
birational maps of the plane introduced by Quispel, Roberts, and Thompson [30]
to unify diverse examples of maps and functional relations appearing in dynamical
systems, statistical mechanics, and soliton theory. A QRT map is one of the simplest
examples of a discrete integrable system, being a discrete avatar of a Hamiltonian
system with one degree of freedom, with an invariant function (conserved quantity)
and an invariant measure (symplectic form) [5].

Each orbit of a QRT map corresponds to a sequence of points P0 + nP on a
curve of genus one, and in the special case P0 = O, the orbit consists of the scalar
multiples nP, being closely related to an elliptic divisibility sequence (EDS) [34].
Thus, we can implement the ECM by iterating a QRT map with a special choice of
initial data and performing all the arithmetic in Z/NZ.

A terse overview of QRT maps is provided in the next section; see [5, 20, 21, 33]
for further details. Section 3 briefly introduces Somos sequences and related EDS,
showing how three particular examples of QRT maps arise in this context, namely
the Somos-4 QRT map, the Somos-5 QRT map, and the Lyness map. Each of the
subsequent Sects. 4–6 is devoted to one of these three types of QRT map, including
the doubling map that sends any point P1 �→ 2P1 and a corresponding version of the
ECM. In Sect. 7, we analyse the complexity of scalar multiplication, concentrating
on the Lyness case in projective coordinates, and the final section contains some
conclusions.
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2 A Brief Review of QRT Maps

A QRT map can be constructed from a biquadratic curve of the general form

F(x, y) :=
2∑

i,j=0

aij x
iyj = 0. (4)

For generic coefficients aij , this is a smooth affine curve, and with the inclusion of
additional points at infinity, it lifts to a smooth curve in P

1 × P
1, by introducing

homogeneous coordinates
(
(X : W), (Y : Z)

)
and setting x = X/W , y = Y/Z to

obtain a homogeneous equation of bidegree (2, 2), that is,

F̂ (X,W, Y,Z) = W 2Z2F(X/W, Y/Z) = 0;

this curve is a double cover of P1 with four branch points and so has genus one by
Riemann-Hurwitz. A biquadratic curve admits two simple involutions, namely the
horizontal/vertical switches given by

ιh : (x, y) �→ (x†, y), ιv : (x, y) �→ (x, y†),

where x† is the conjugate root of (4), viewed as a quadratic in x, and similarly for
y†; the Vieta formulae for the sum/product of the roots of a quadratic allow explicit
birational expressions to be given for these two involutions. On a given biquadratic
curve, the QRT map is defined to be the composition of the two switches,

ϕQRT = ιv ◦ ιh,

which acts as a translation in the group law of the curve, ϕQRT : P0 �→ P0 + P,
where the shift P is independent of the choice of initial point P0 on the curve.

So far, the map ϕQRT is restricted to a single curve, but to define a map on the
plane, one should allow each coefficient aij = aij (λ) to be a linear function of a
parameter λ, so that (4) becomes a biquadratic pencil,

Eλ : F(x, y) ≡ F1(x, y)+ λ F2(x, y) = 0. (5)

The map (x, y) �→ λ = −F1(x, y)/F2(x, y), obtained by solving (5) for λ, defines
an elliptic fibration of the plane over P1 (except at finitely many base points where
F1 = F2 = 0). Each value of λ corresponds to a unique curve in the pencil, where
the map ϕQRT is defined, and on each such curve, a suitable combination of Vieta
formulae yields a birational expression, which is independent of λ, so defines a
birational map on the (x, y) plane, also denoted ϕQRT. By construction, the function
−F1/F2 is constant on each orbit and so is a conserved quantity for the map ϕQRT
in the plane.
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Henceforth, we restrict to the symmetric case F(x, y) = F(y, x), so that each
curve in the pencil also admits the involution

ι : (x, y) �→ (y, x),

making the horizontal/vertical switches conjugate to one another; thus, ϕQRT is a
perfect square: ιv = ι ◦ ιh ◦ ι, hence ϕQRT = (ι ◦ ιh)

2 = ϕ ◦ ϕ, where the “square
root” of ϕQRT is the symmetric QRT map

ϕ = ι ◦ ιh.

As a simple example, note that the Edwards curve (1) is a symmetric biquadratic,
and we can identify d = λ as the parameter of the pencil. Then, the Vieta formula
for the sum of the roots gives an expression that is independent of this parameter,
and the symmetric QRT map ϕ = ϕEdwards associated with this pencil has the very
simple form

ϕEdwards : (x, y) �→ (y,−x),

which is periodic with period four, i.e. (ϕEdwards)
4 = id. This is another

manifestation of the well-known fact that Edwards curves have 4-torsion or of the
fact that the complete elliptic integral K in (3) is a quarter period of the Jacobi sine.

A generic symmetric QRT map is far from being so simple: starting from an
initial point P0 in the plane, each orbit is a sequence of points Pn = P0 + nP on a
particular curve Eλ, and in general (at least, over an infinite field), the shift P need
not be a torsion point. Even over a finite field Fp, where every point is torsion, the
order of P typically varies with the choice of curve in the pencil, i.e. with the value
of λ.

In the cases of interest for the rest of the chapter, the symmetric QRT map ϕ can
be written in multiplicative form, so that the sequence of points Pn has coordinates
(x, y) = (un, un+1), where un satisfies a recurrence of second order,

un+2 un = R(un+1), (6)

for a certain rational function R of degree at most two, with coefficients that are
independent of λ (cf. Proposition 2.5 in [15], or [20, 21], for more details).

3 Somos and Elliptic Divisibility Sequences

A Somos-k sequence satisfies a quadratic recurrence of the form
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τn+kτn =
�k/2�∑

j=1

αj τn+k−j τn+j , (7)

where (to avoid elementary cases) it is assumed that k ≥ 4 with at least two
parameters αj = 0. It was a surprising empirical observation of Somos [31] that
such rational recurrences can sometimes generate integer sequences, which was
proved by Malouf [26] for the Somos-4 recurrence

τn+4τn = α τn+3τn+1 + β (τn+2)
2, (8)

in the particular case that the coefficients are α = β = 1 and the initial values
are τ0 = τ1 = τ2 = τ3 = 1. A broader understanding came from the further
observation that the recurrence (8) has the Laurent property [10], that is, τn ∈
Z[α, β, τ±1

0 , τ±1
1 , τ±1

2 , τ±1
3 ] ∀n ∈ Z. Somos sequences arise from mutations in

cluster algebras [9] or LP algebras [23] and as reductions of the bilinear discrete
KP/BKP equations, being associated with translations on Jacobian/Prym varieties
for the spectral curve of a corresponding Lax matrix [7, 17].

The three simplest non-trivial examples of Somos recurrences, with two terms
on the right-hand side, are the Somos-4 recurrence (8), the Somos-5 recurrence

τn+5τn = α̃ τn+4τn+1 + β̃ τn+3τn+2, (9)

and the special Somos-7 recurrence

τn+7τn = a τn+6τn+1 + b τn+4τn+3. (10)

All three of them can be reduced to two-dimensional maps of QRT type, and hence
their orbits correspond to sequences of points P0 + nP on curves of genus one. (In
contrast, generic Somos-6 sequences and Somos-7 sequences are associated with
points on Jacobians of genus 2 curves [7].)

To see the connection with QRT maps, in (8), one should substitute

un = τn−1τn+1

τ 2
n

�⇒ un+2 un = α un+1 + β

(un+1)2 , (11)

yielding a second-order recurrence that can be reinterpreted as the map

(un, un+1) �→ (un+1, un+2)

in the plane, and it turns out to be a symmetric QRT map; for the associated
biquadratic pencil and other details, see Sect. 4. Similarly, for the Somos-5 recur-
rence (9), one can make the substitution
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un = τn−2τn+1

τn−1τn

�⇒ un+2 un = α̃ un+1 + β̃

un+1
, (12)

where the latter recurrence for un is equivalent to the QRT map described in Sect. 5.
Finally, for the special Somos-7 recurrence (10), one should substitute

un = τn−3τn+2

τn−1τn

�⇒ un+2 un = a un+1 + b, (13)

reducing the order from seven to two. The recurrence for un in (13) is known in the
literature as the Lyness map, after the particular periodic case b = a2 found in [25];
for details, see Sect. 6. The first two of these substitutions were derived in an ad hoc
way in [14] and [15], but they all have a very natural interpretation in the theory of
cluster algebras [8], which implies that these are the only Somos-k recurrences that
can be reduced to two-dimensional maps.

Morgan Ward’s elliptic divisibility sequences (EDSs) [34] are sequences of
integers τn with τ0 = 0, τ1 = 1, τ2, τ3, τ4 ∈ Z, and τ2|τ4, subject to the relations

τn+mτn−m = (τm)2τn+1τn−1 − τm+1τm−1(τn)
2, (14)

τ2τn+m+1τn−m = τm+1τmτn+2τn−1 − τm+2τm−1τn+1τn (15)

for all m, n ∈ Z. An EDS corresponds to a sequence of points nP on an elliptic curve
over Q. The relation (14) for m = 2 is a special case of the Somos-4 recurrence (8),
with α = (τ2)

2 and β = −τ3; similarly, (15) with m = 2 gives a special case
of (9), and a linear combination of this relation for m = 2 and m = 3 yields (10)
with the coefficients/initial values related in a particular way. The fact that the same
EDS satisfies these higher Somos relations [29] provides one way to derive the
isomorphisms between the associated biquadratic curves and a Weierstrass cubic
in Theorem 1 below, which can also be deduced from results in [18].

4 Somos-4 QRT Map

Here, we give further details of the QRT map defined by (11) and the associated
family of curves.

QRT map : ϕ : (x, y) �→
(
y,

(
α y + β

)
/(xy2)

)
. (16)

Pencil of curves : x2y2 + α (x + y)+ β − J xy = 0. (17)

Elliptic involution : ιE : (x, y) �→ (
x, (α x + β)/(x2y)

)
. (18)

Identity element and shift : O = (∞, 0), P = (0,−β/α). (19)
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Doubling map : ψ : (x, y) �→
(

α (x − y)y (α x + β − x3y)

(α x + β − x2y2)2
,− (α x + β − x2y2)(α y + β − x2y2)

α xy(x − y)2

)

. (20)

The map (16) preserves the symplectic form ω = (xy)−1dx ∧ dy, that is, ϕ∗(ω) =
ω, and the doubling map ψ gives ψ∗(ω) = 2ω; the same is true for the Somos-
5/Lyness maps. Each orbit of ϕ lies on a fixed biquadratic curve of the form (17),
with λ = −J being the parameter of the pencil (5); equivalently, solving (17) for
J = J (x, y) gives a conserved quantity for the map. On any curve (17), the elliptic
involution (18) sends any point P �→ −P. A special sequence of points (un, un+1) on
the curve is generated by iterating (16) with a suitable starting point, corresponding
to the scalar multiples nP of a particular point P (the shift). To have both coordinates
finite and non-zero, one should start with

2P = (−β/α,−α(α2 + βJ )/β2) = (u2, u3). (21)

However, in order to calculate a particular scalar multiple sP in time O(log s), rather
than O(s), one must employ the doubling map on the curve, using some variant of
the “double-and-add” method (an addition chain).

We can now present a version of the ECM based on the QRT map (16).

Algorithm 1 ECM with Somos-4 QRT To factorize N , pick α, β, J ∈ Z/NZ at
random and some integer s > 2. Then, starting from the point 2P = (u2, u3) on the
curve (17), given by (21), use the QRT map (16) to perform addition steps and (20)
to perform doubling steps, working in Z/NZ, to compute sP = (us, us+1). Stop if,
for some denominator D, g = gcd(D,N) > 1 appears at any stage; when g < N ,
the algorithm has been successful, but if g = N or no forbidden divisions appear,
then restart with new α, β, J , and/or a larger value of s.

Example 1 Given N = 1,950,153,409, we pick α = β = 1 and J = 4 to find
(u2, u3) = (−1,−5), take s = 12, and compute the sequence (un mod N), that is,

∞, 0,−1,−5, 1482116591, 121884579, 452175879, 1062558798, 154165861,

1566968710, 1329544730, 56956778,

where the last term is u11; then, g = gcd(u11, N) = 16,433, so the algorithm
terminates. Of course, not all the above terms are necessary, since by writing 12 =
22 × (2+ 1), it is more efficient to compute the addition chain 2P �→ 3P �→ 6P �→
12P using (16) and (20) as

(u2, u3)
ϕ�→ (u3, u4)

ψ�→ (u6, u7)
ψ�→???

and then observe that the denominator αx + β − x2y2 in (20) has common factor
g > 1 with N when (x, y) = (u6, u7).
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5 Somos-5 QRT Map

Here, we describe the features of the QRT map corresponding to recurrence (12).

QRT map : ϕ : (x, y) �→
(
y,

(
α̃ y + β̃

)
/(xy)

)
. (22)

Pencil of curves : xy(x + y)+ α̃ (x + y)+ β̃ − J̃ xy = 0. (23)

Elliptic involution : ιE : (x, y) �→ (y, x).

Identity element and shift : O = (∞,∞), P = (∞, 0).

Doubling map : ψ : (x, y) �→
(

(x2y − α̃x − β̃)(x2y − α̃y − β̃)

x(x − y)(xy2 − α̃x − β̃)
,
(xy2 − α̃x − β̃)(xy2 − α̃y − β̃)

y(y − x)(x2y − α̃y − β̃)

)

. (24)

The double of the translation point (shift) is 2P = (0,−β̃/α̃) = (u2, u3), so to
obtain the sequence of multiples nP, one must start with

3P = (−β̃/α̃, J̃ + α̃2/β̃ + β̃/α̃) = (u3, u4). (25)

We can paraphrase Algorithm 1 to get another version of the ECM.

Algorithm 2 ECM with Somos-5 QRT To factorize N , pick α̃, β̃, J̃ ∈ Z/NZ

at random and some integer s > 3. Then, starting from 3P = (u3, u4) on the
curve (23), given by (25), use (22) to perform addition steps and (24) to perform
doubling steps, working in Z/NZ, to compute sP = (us, us+1). Stop if, for some
denominator D, g = gcd(D,N) with 1 < g < N appears at any stage.

6 Lyness Map

The real and complex dynamics of the recurrence (13), known as the Lyness map,
has been studied by many authors, with a very detailed account in [5].

QRT map : ϕ : (x, y) �→
(

y,
a y + b

x

)

. (26)

Pencil of curves :
xy(x + y)+ a (x + y)2 + (a2 + b) (x + y)+ ab −K xy = 0. (27)

Elliptic involution : ιE : (x, y) �→ (y, x).

Identity element and shift : O = (∞,∞), P = (∞,−a). (28)
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Doubling map : ψ : (x, y) �→
(
R(x, y), R(y, x)

)
,

R(x, y) = (xy − ay − b)(x2y − a2x − by − ab)

x(x − y)(y2 − ax − b)
. (29)

Doubling and tripling P give 2P = (−a, 0), 3P = (0,−b/a), so to obtain the
multiples nP = (un, un+1) by iteration of (26) and (29), one should begin with

4P =
(

−b

a
,−a − b(Ka + b)

a(a2 − b)

)

= (u4, u5). (30)

Henceforth, it will be assumed that b = a2, since otherwise all orbits of (13)
are periodic with period five, meaning that P is a 5-torsion point on every curve
in the pencil. This special case is the famous Lyness 5-cycle [25], related to the
associahedron K4 via the A2 cluster algebra and to the Abel pentagon identity for
the dilogarithm [27], among many other things.

The above formulae (and those for Somos-4/5) can all be obtained via the
birational equivalence of curves described in the following theorem (cf. [18]).

Theorem 1 Given a fixed choice of rational point P = (ν, ξ) ∈ Q
2 on a Weierstrass

cubic

E(Q) : (y′)2 = (x′)3 + Ax′ + B

over Q, a point (x, y) on a Lyness curve (27) is given in terms of (x′, y′) ∈ E(Q)

by

x = −β(αu+ β)

uv
− a, y = −βuv − a,

where

(u, v) =
(

ν − x′, 4ξy′ + Ju− α

2u2

)

are the coordinates of a point on the Somos-4 curve (17), and the parameters are
related by

a = −α2 − βJ, b = 2a2 + aβJ − β3, K = −2a − βJ, (31)

with

α = 4ξ2, J = 6ν2 + 2A, β = 1

4
J 2 − 12νξ2.
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Also,

(

−x + a

β
,−y + a

β

)

is a point on the Somos-5 curve (23) with parameters

α̃ = −β, β̃ = α2 + βJ, J̃ = J.

Conversely, given a, b,K ∈ Q, a point (x, y) on (27) corresponds to (x̄, ȳ) ∈ Ē(Q),
a twist of E(Q) with coefficients Ā = α2β4A and B̄ = α3β6B, and P in (28)
corresponds to the point (ν̄, ξ̄ ) = ( 1

12 (βJ )2 − 1
3β3, 1

2α2β3) ∈ Ē(Q).

Algorithm 3 ECM with Lyness To factorize N , pick a, b,K ∈ Z/NZ at random
and some integer s > 4. Then, starting from 4P = (u4, u5) on the curve (27), given
by (30), use (26) to perform addition steps and (29) to perform doubling steps,
working in Z/NZ, to compute sP = (us, us+1). Stop if, for some denominator D,
g = gcd(D,N) with 1 < g < N appears at any stage.

7 Complexity of Scalar Multiplication

Of the three symmetric QRT maps above, the Lyness map (26) is the simplest, so we
focus on that for our analysis. Before proceeding, we can make the simplification
a → 1 without loss of generality, since over Q we can always rescale (x, y) →
(ax, ay) and redefine b and K . To have an efficient version of Algorithm 3, it is
necessary to work in projective coordinates, to avoid costly modular inversions;
then, only a single gcd needs to be calculated at the end. For cubic curves, it is most
common to work in the projective plane P

2 (or sometimes, Jacobian coordinates
in the weighted projective space P(1, 2, 3) are used for Weierstrass cubics [11]).
However, for the biquadratic cubics (27), P1×P

1 is better, since doubling with (29)
is of higher degree in P

2.
In terms of projective coordinates in P

1 × P
1, the Lyness map (26) becomes

(
(X : W), (Y : Z)

)
�→

(
(Y : Z), ((aY + bZ)W : XZ)

)
. (32)

Then, taking a → 1, each addition step using (32) requires 2M + 1B, i.e. two
multiplications and one multiplication by parameter b.

The affine doubling map (29) for the Lyness case lifts to the projective version

(
(X : W), (Y : Z)

)
�→

(
(A1B1 : C1D1), (A2B2 : C2D2)

)
, (33)

where

X∗ = A1B1, W ∗ = C1D1, Y ∗ = A2B2, Z∗ = C2D2,
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A1 = A+ + A−, A2 = A+ − A−, B1 = B+ + B−, B2 = B+ − B−,

C1 = 2XT, C2 = −2YT , D1 = ZA2 + C2, D2 = WA1 + C1,

with A− = aT and

A+ = 2G−aS−2H ′, B+ = S(G−a2H−H ′)−2aHH ′, B− = T (G−a2H+H ′),

S = E+F, T = E−F, E = XZ, F = YW, G = XY, H = WZ, H ′ = bH.

Setting a → 1 once again for convenience and using the above formulae, we see
that doubling can be achieved with 15M + 1B. (To multiply by 2, use addition:
2X = X +X.)

This should be compared with EECM-MPFQ [2]: using twisted Edwards curves
ax2 + y2 = 1+ dx2y2 in P

2, the projective addition formula requires 10M+ 1S+
1A+ 1D (S, A, and D denote squaring and multiplication by the parameters a and
d, respectively), while doubling only takes 3M+ 4S+ 1A. So, the Lyness addition
step (32) is much more efficient than for twisted Edwards, but doubling requires
twice as many multiplications. For any addition chain, the number of doublings
will be O(log s), so employing Algorithm 3 to carry out the ECM with the Lyness
map in projective coordinates should require on average roughly twice as many
multiplications per bit as for EECM-MPFQ.

8 Conclusions

Due to the complexity of doubling, it appears that scalar multiplication with Lyness
curves is not competitive with the state of the art using twisted Edwards curves.
However, in a follow-up study [19], we have shown that the projective doubling
map (33) for Lyness curves can be made efficient by distributing it over four
processors in parallel, dropping the effective cost to 4M + 1B. On the other hand,
this is still roughly twice the cost of the best known algorithm for doubling with
four processors on twisted Edwards curves in the special case a = −1 [13].

However, by Theorem 1, any elliptic curve over Q is isomorphic to a Lyness
curve, while twisted Edwards curves only correspond to a subset of such curves.
Thus, there may be other circumstances, whether for the ECM or for alternative
cryptographic applications, where Lyness curves and QRT maps will prove to be
useful. For instance, one could use families of Lyness curves with torsion subgroups
that are impossible with twisted Edwards curves in EECM-MPFQ. Also, bitcoin
uses the curve y2 = x3 + 7, known as secp256k1, which cannot be expressed in
twisted Edwards form.
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The remarkable simplicity of the addition step (32) means that it might also
be suitable for pseudorandom number generation. In that context, it would be
worth exploring non-autonomous versions of QRT maps mod N . For example, the
recurrence

un+2un = un+1 + bnq
n, bn+6 = bn (34)

is a q-difference Painlevé version of the Lyness map (13) (see [16]), and over Q, the
arithmetic behaviour of such equations appears to be analogous to the autonomous
case [12], with polynomial growth of logarithmic heights; although for (34), the
growth is cubic rather than quadratic as in the elliptic curve case. It is interesting
to compare this with the case where q = 1 and the coefficient bn is periodic with
a period that does not divide 6, when generically (34) appears to display chaotic
dynamics [3], e.g. the period 5 example un+2un = un+1 + bn, bn+5 = bn, for
which the logarithmic height along orbits in Q grows exponentially with n. Working
mod N , it would be worth carrying out a comparative study of the pseudorandom
sequences generated by (34) to see how the behaviour for q = 1 differs from the
Lyness case (13) and the effect of changing the period of bn.
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What Have Google’s Random Quantum
Circuit Simulation Experiments
Demonstrated About Quantum
Supremacy?

Jack K. Horner and John F. Symons

1 What Is Quantum Supremacy?

Quantum computing is of high interest because it promises to perform at least some
kinds of computations much faster than classical computers. Quantum computers
can execute some tasks “faster” than classical computers1 only if those tasks can
be executed “concurrently”.2 For example, the search for prime numbers can be
executed concurrently (see, e.g., [5]). In contrast, solving some computational fluid
dynamics systems requires time-ordering of computational steps (see, e.g., [16]) in
the sense that there is no known computational method that would allow us to avoid
that ordering.

For the purposes of this paper, we need not comprehensively characterize
classical or quantum computing; we assume, however, at least the following
difference between quantum and classical computers ([19], 13):

(CQD) A quantum computer performs a computation in a way that is describable only
by implying superposition of states as defined by the quantum theory [3, 18]. A classical

1For the purpose of this paper, a “classical” computer is a computer to which a finite Turing
machine ([6], 44) is homomorphic.
2Informally speaking, a calculation schema can be executed concurrently if more than one instance
of the schema can be executed “at the same time” on a computing system. (For a more rigorous
definition, see [11], esp. Chaps. 2–4).
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computer in contrast performs a computation that is describable in a way that does not imply
superposition of states.

Informally, quantum supremacy is the claim (see, e.g., [4, 10]) that

(IQS) A quantum computer can perform some set of computational tasks faster than a
classical computer can.

There are many ways of interpreting IQS, depending on how we characterize
“task,” “faster,” and “physical computation.” The declared objective of Arute et al.
[1] (p. 505) is to demonstrate what we call Google quantum supremacy:

(GQS) At least one computational task can be executed exponentially faster on a quantum
computer than on a classical computer.

2 Overview of Arute et al. [1, 2]

The computational task (“benchmark”) used by the Google Quantum Team to
demonstrate GQS is the sampling of the output of simulated pseudo-random quan-
tum circuits. These simulated circuits are designed to entangle a set of quantum bits
(qubits) by repeated application of single-qubit and two-qubit logical operations.
The output of these circuits can be represented as a set of bitstrings (e.g., {000101,
11001, . . . }). Because of the entanglement induced by the operations on the qubits,
some bitstrings are more much likely to occur than others ([1], 506).

Sampling the output of simulated random quantum circuits is a good benchmark
for evaluating GQS because random circuits possess no structure other than the
total number of qubits and the operations performed on individual, and pairs, of
qubits. This approach helps to maximize the generality of the results, in the best
case allowing the benchmark to confirm that the problem is computationally hard
(e.g., cannot be solved in non-polynomial time).

The experiments of Arute et al. [1, 2] use a 53-qubit quantum computer – which
they call the “Sycamore” processor – that contains fast, high-fidelity gates that can
be executed simultaneously across a two-dimensional qubit array whose qubits are
connected by adjustable (“configurable”/“programmable”) couplers (see Fig. 1).

We will call a processor that has the kind of connection scheme shown in Fig. 1
a “Sycamore architecture processor.”

The Google Quantum Team evaluated the correctness of Sycamore’s computa-
tion in two general ways: (a) by comparison with the output of a supercomputer
running simulations of random quantum circuits and (b) by component-level
calibration of the Sycamore system, extrapolated to all configurations of interest.
Some details on each of these approaches follows.

(a) The bitstring output of Sycamore’s simulation of sampling of pseudo-random
entangled quantum circuits was compared with the output of a classical
supercomputer (the JUQCS-E and JUQCS-A simulators [8] on supercomputers
at the Jülich Supercomputing Center) simulating the sampling of entangled
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Fig. 1 Connection scheme of
a 53 (working)-qubit
Sycamore processor solid
crosses denote qubits that
work; outlined crosses denote
qubits that don’t work.
“Squares” represent
“adjustable couplers”.
(Adapted from [1], 505)

pseudo-random quantum circuits. For simulating circuits of 43 qubits or fewer,
the supercomputer used in the experiments employed a Schrödinger algorithm
([2], 49–50) to compute the full quantum state.

For pseudo-random quantum circuits containing more than 43 qubits, Arute
et al. [1] report there was not enough random access memory in the supercom-
puter used in the experiments to store the full quantum state, so the full quantum
state had to be calculated by other means. On the supercomputer used, in
order to simulate the state of pseudo-random quantum circuits containing 44–53
qubits, Arute et al. [1] employed a hybrid Schrödinger-Feynman algorithm [17].
The latter method breaks a circuit into two (or more) subcircuits, simulates each
subcircuit with a Schrödinger method, and then “reconnects” the subcircuits
using an approach in some ways analogous to the Feynman path integral [9].

The outputs obtained from the Sycamore processor and the supercomputer
simulations agree well for the specific set of simulated quantum circuits
analyzed by Arute et al. [1].

(b) To further assess the results of comparison of the outputs of the Sycamore
processor and the corresponding supercomputer simulations ((a), above) the
Google Quantum Team calibrated the “fidelity” of the Sycamore processor for
a subset of possible circuit configurations of 53 or fewer qubits. The Google
Quantum Team showed that a “fidelity” model ([2], Section VIII) defined
in terms of component-level error rates in a Sycamore architecture processor
containing Q qubits

F =
∏

g∈G1

(
1− eg

) ∏

g∈G2

(
1− eg

) ∏

q∈Q

(
1− eq

)
, (1)

where there are G1 gates of “Type 1” and G2 gates of “Type 2,” and

eg is the Pauli error of gate g
eq is the state preparation and measurement error of qubit q
F is the fidelity of the processor configuration of interest
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produces predictions that agree well with the fidelity Sycamore architecture systems
used in the Google Quantum Team’s experiments. The predictions of Eq. 1 thus
at least partially corroborate the results of (a), for the cases tested by the Google
Quantum Team.

If extrapolated, Eq. 1 might seem to be a fidelity/error distribution model
for Sycamore architecture systems containing more than 53 qubits or for circuit
configurations of 53 qubits or less that were not simulated. To this, and the more
general question of whether GQS can be extrapolated to cases not yet observed, we
now turn.3

3 What Do the Google Quantum Team’s Experiments Show
About Quantum Supremacy?

The Google Quantum Team’s methods and results make a compelling case that
GQS summarizes the experiments the team performed. Can GQS be extrapolated to
cases not tested to date? Answering that question requires answering several others.
Among these are the following:

1. Could an extrapolation of Eq. 1 for Sycamore architecture systems containing
more than 53 qubits be grounded in statistical inference theory, based on the
results reported in Arute et al. [1, 2]?

2. Does any method for comparing the performance of a quantum computer to the
performance of a classical computer generalize beyond cases tested (including,
but not limited to, those tested by the Google Quantum Team)?

3.1 Could an Extrapolation of Eq. 1 for Sycamore Architecture
Systems Containing More Than 53 Qubits Be Grounded
in Statistical Inference Theory, Based on the Results
Reported in Arute et al. [1, 2]?

Let’s assume that the Google Team’s experiments show that Eq. 1 produces,
for Sycamore architecture systems containing no more than 53 qubits, fidelity
predictions that agree well enough with those of the simulators running on classical
computers.

The mathematical form of Eq. 1 is identical to the mathematical form of the
fidelity/error distribution of a collection of components whose error distributions are
independent and identically distributed (IID; ([12], 121)). IID models are commonly

3Arute et al. [1, 2] do not explicitly claim or imply that Eq. 1 or GQS can be extrapolated for
configurations other than those tested by them.
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used to characterize system-level failure distributions in such as computer compo-
nents, lighting equipment, fasteners, and many other mass-produced hardware items
[20]. One might be tempted to infer that Eq. 1 can therefore be unproblematically
extrapolated to describe the distribution of errors in Sycamore systems containing
more than 53 qubits. But is this reasoning robust?

There is no question that the results of the Google Quantum Team’s experiments
are consistent with the behavior of a Sycamore architecture system containing fewer
than 54 qubits whose component-level error distributions are characterized by IID.
Equation 1, however, does not imply (in the sense of [22], 98) the component-level
error distributions are IID. Why? Consider a set of component-level non-IID that in
aggregate produce exactly the predictions of Eq. 1 for systems of 53 or fewer qubits.
Let’s call such cases Kalai configurations.4

The existence of Kalai configurations tells us that we have to be clear what role
Eq. 1 is intended to play if it is extrapolated beyond the experimental evidence. Any
such extrapolation would have to treat Eq. 1 as a distribution function in a statistical
inference ([12], Chaps. 5–12).5 Statistical inference requires that its domain of
application be characterizable in terms of random variables. More specifically,

(AP) Random variables are defined in terms of random experiments. In order to define a
random experiment, E, we must know, independent of experience (i.e., a priori), all possible
outcomes of that experiment. ([12], Section 1.1 and Df. 1.5.1)

As used by Arute et al. [1, 2], Eq. 1 concerns only physics-/hardware-related
errors. There is another potential source of error in computing systems that is
not as such derivable from the physics or hardware of the system as such. In the
experiments of Arute et al. [1, 2] in particular, the process of configuring a Sycamore
architecture, a prescription for “adjusting the couplers,” involves manipulating
the apparatus in ways that are formally equivalent to “writing a program” or
“developing software” for the processor. For economy of expression, we will call
such a prescription software. Software in this sense can include, among other things,
conditional prescriptions. For example, suppose that the couplers in a Sycamore
architecture system are named A, B, C . . . and suppose also that we prescribe that
the coupler between A and B must be “adjusted” if B is coupled to C. This kind of
conditional prescription would instantiate a binary branch in the setup/software of
the system.

Let S be software in the sense of the previous paragraph. Suppose S contains,
on average, one binary branch per 10 instructions. Branching induces an execution
path network (equivalently, an execution state-space [27]) structure on S. In order
to know – as required by AP – all the possible outcomes of a random experiment E
performed on S, we must know what S will do when each of these paths is executed.
Now in general, the number of such paths in a system of M instructions, with, on
average, a binary branch instruction every N instructions, is 2M/N , where N < M. In

4This is a generalization of a suggestion made by Gil Kalai (See [14]).
5For further detail, see Symons and Horner [25].
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general, determining S’s behavior on all paths by testing would take ~1013 lifetimes
of the universe even if M is as small as 1000 and N = 10 (see [24–26] for further
detail).

The testing-based “state-explosion” [27] problem sketched in the previous
paragraph could be overcome if we could determine, without testing (i.e., a priori),
the behavior of S on each path. In particular, if we had a method for automatically
generating provably correct software from provably correct models/specifications,
and if using this method were less onerous than exhaustively testing all paths in the
resulting software, it would seem that we could dodge the state-explosion problem
faced by characterization through testing.

There is such a method, generically called model checking, and it has contributed
to some impressive practical results [7]. Notwithstanding those achievements,
however, almost if not all software involving model checking to date has been
produced by using software (development) systems/environments that themselves
were not produced through model checking. Those software development envi-
ronments typically include editors, compilers, linkers, operating systems, etc., and
each of these contains thousands to millions of instructions. To the extent that these
environments were not developed through model checking, we cannot infer that the
software produced by using those environments is fully characterized (see [25]).6

We conclude, therefore, that Requirement AP cannot be satisfied by purely
empirical methods. This implies, in particular, that Eq. 1 and GQS cannot, on the
basis of experiments like those of Arute et al. [1, 2] per se, be extrapolated by
statistical inference to cases that have not been observed.

3.2 Does Any Method for Comparing the Performance
of a Quantum Computer to the Performance of a Classical
Computer Generalize Beyond the Cases Tested?

In order to answer this question, we need to be clear about what it means to compare
the performance of two physical computing systems. We posit the following
condition of adequacy for any such comparison:

(CCA) Let A and B be physical computing systems. Let C(A) be a computation performed
on A and C(B) be a computation performed on B. Let T(A) be the physical theory required
to completely describe the trajectory of A while performing C(A). Let T(B) be the physical
theory required to completely describe the trajectory of B while performing C(B). Then
C(A) and C(B) can be compared only T(A) and T(B) are consistent with each other.

The comparison of the performances of quantum and classical computers is
not like comparing the performance of two classical computers that have the

6The configuration prescriptions used in the experiments of Arute et al. [1, 2] in particular were not
produced in a software development environment all of which was produced by model checking.



What Have Google’s Random Quantum Circuit Simulation Experiments. . . 417

same architecture.7 Why? By CQD, quantum computation requires that states can
be superposed; classical computation, by definition, denies that state(s) can be
superposed. Thus, by CCA, classical and quantum computations are simply not
comparable.

Given the Copenhagen interpretation (CI) of quantum mechanics (see, e.g., [18],
Vol. I, Chap. 4, Sections 16 and 17), furthermore, even determining the state
of a quantum computer is inherently different from determining the state of a
classical computer: in the CI, quantum state measurement is relativized to specific
measurement configurations but classical state measurement is not. Thus, given the
CI, by CCA, classical and quantum computations are not comparable.

Given these arguments, what can be the claim that the performances of a
classical, and a quantum computer, at least in one case, are comparable (as, e.g.,
Arute et al. [1, 2] do) mean? Just this: any such a claim is only comparing the
speeds at which a given classical and a given quantum computer produces given
classically described outputs, given classically described inputs. That kind of claim,
however, treats a computer as a (classical) “black box.” By definition, black box
comparisons compare only outputs, for given inputs [21]. A black box comparison
is defined only for particular pairs of outputs because, by definition, there can be no
theory that allows us to extrapolate from the particular observations we have made
to anything else.8

4 Conclusions

Arute et al. [1, 2] provide strong empirical evidence of GQS for the test cases
considered. Given CQD in Sect. 1, Requirement AP in Sect. 3.1, however, quantum/-
classical computing comparisons can show at most only that GQS holds for the set
of specific quantum/classical computer pairs that have already been observed. Given
the problems of comparing classical and quantum computers discussed in Sect.
3.2, furthermore, it is not possible to compare classical and quantum computing
except in a “black box” sense, and such comparisons cannot be extrapolated beyond
the results of specific experiments. These results show that generalizing the claim
of quantum supremacy beyond what has been observed in particular cases will
continue to be a difficult problem.

Acknowledgments We would like to thank the referees for this paper for their helpful criticism.
Thanks also to Francisco Pipa for his careful reading and comments. JFS was supported in part by

7Even defining what “same architecture” means in the case of classical computers is complicated
(see [11, 15]).
8This problem is not the same as the well-known problem of induction (see, e.g., [13], Book I, Part
III; [23], Section I), i.e., the problem of inferring events we haven’t observed from those we have.
The quantum/classical computer comparison conundrum trades only the fact that the concepts of
“state” in quantum and classical contexts are incompatible.



418 J. K. Horner and J. F. Symons

NSA Science of Security initiative contract #H98230-18-D-0009. JKH was supported in part by a
Ballantine Foundation grant.

References

1. F. Arute et al., Quantum supremacy using a programmable superconducting processor. Nature
574, 505–511 (2019). https://doi.org/10.1038/s41586-019-1666-5. Open access. Accessed 1
January 2020

2. F. Arute, et al., Supplemental Information for Arute F et al. 2019a
(2019), File supp_info_41586_2019_1666_MOESM1_ESM.pdf. https://static-
content.springer.com/esm/art%3A10.1038%2Fs41586-019-1666-5/MediaObjects/
41586_2019_1666_MOESM1_ESM.pdf. Accessed 6 Feb 2020

3. D. Bohm, Quantum theory. Dover reprint, 1989 (1951)
4. S. Boixo et al., Characterizing quantum supremacy in near-term devices. Nat. Phys. 14, 595–

600 (2018). https://doi.org/10.1038/s41567-018-0124-x
5. S.H. Bokhari, Multiprocessing the sieve of Eratosthenes. IEEE Comput. 20(4), 50–58 (1984)
6. G.S. Boolos, J.P. Burgess, R.C. Jeffrey, Computability and Logic, 5th edn. (Cambridge, 2007)
7. E. M. Clarke, T. A. Henzinger, H. Veith, R. Bloem (eds.), Handbook of Model Checking

(Springer, 2018)
8. H. De Raedt et al., Massively parallel quantum computer simulator, eleven years later.

Comput. Phys. Commun. 237, 57–61 (2018). https://www.sciencedirect.com/science/article/
pii/S0010465518303977?via%3Dihub. Open access. Accessed 26 January 2020

9. C. Grosche, An introduction into the Feynman path integral. arXiv: hep-th/930209v1 (1993)
10. A. Harrow, A. Montanaro, Quantum computational supremacy. Nature 549, 203–209 (2017).

https://doi.org/10.1038/nature23458
11. J.L. Hennessy, D.A. Patterson, Computer Architecture, Fourth edn. (Morgan Kaufmann, 2007)
12. R.V. Hogg, J.W. McKean, A.T. Craig, Introduction to Mathematical Statistics, 6th edn.

(Prentice Hall, 2005)
13. D. Hume, A Treatise of Human Nature. Ed. by L. A. Selby-Bigge. (Oxford, 1739)
14. Israeli Institute for Advanced Science, Hebrew University, Panel discussion of quantum

supremacy. Part of the Mathematics of Quantum Computation Winter School (19
December 2019), https://iias.huji.ac.il/SchoolCSE4. You Tube. https://www.youtube.com/
watch?v=H4t2G2gay7Q&feature=youtu.be&fbclid=IwAR2xkgWBPtNCJlnEmk_Rak2gTm6
M5yXKcV-zInW9xW2znWwJI554nXXLaug. Accessed 1 Feb 2020

15. H. Jagode, A. Danalis, H. Anzt, J. Dongarra, PAPI software-defined events for in-depth
performance analysis. Int. J. High Perform. Comput. Appl. 33, 1113–1127 (2019)

16. D. Kuzmin, J. Hämäläinen, Finite Element Methods for Computational Fluid Dynamics: A
Practical Guide (SIAM, 2014)

17. I.L. Markov, A. Fatima, S.V. Isako, S. Boixo, Quantum supremacy is both closer and farther
than it appears. Preprint at https://arxiv.org/pdf/1807.10749 (2018). Accessed 15 Jan 2020

18. A. Messiah, Quantum Mechanics. Trans. by G. H. Temmer and J. Potter. Dover reprint, 1999
(1958)

19. M.A. Nielsen, I.L. Chuang, Quantum Computation and Quantum Information. 10th Anniver-
sary Edition. (Cambridge, 2010)

20. P.D.T. O’Connor, Practical Reliability Engineering, 4th edn. (Wiley, 2002)
21. R. Patton, Software Testing, 2nd edn. (Sams Publishing, Indianapolis, 2005)
22. B. Russell, A.N. Whitehead, Principia Mathematica, vol I (Merchant Books, 1910)
23. W.C. Salmon, The Foundations of Scientific Inference (University of Pittsburgh Press, 1966)
24. J.F. Symons, J.K. Horner, Software intensive science. Philos. Technol. 27, 461–477 (2014)

http://dx.doi.org/10.1038/s41586-019-1666-5
https://static-content.springer.com/esm/art%3A10.1038/s41586-019-1666-5/MediaObjects/41586_2019_1666_MOESM1_ESM.pdf
http://dx.doi.org/10.1038/s41567-018-0124-x
https://www.sciencedirect.com/science/article/pii/S0010465518303977?via%3Dihub
http://dx.doi.org/10.1038/nature23458
https://iias.huji.ac.il/SchoolCSE4
https://www.youtube.com/watch?v=H4t2G2gay7Q&feature=youtu.be&fbclid=IwAR2xkgWBPtNCJlnEmk_Rak2gTm6 M5yXKcV-zInW9xW2znWwJI554nXXLaug
https://arxiv.org/pdf/1807.10749


What Have Google’s Random Quantum Circuit Simulation Experiments. . . 419

25. J.F. Symons, J.K. Horner, Software error as a limit to inquiry for finite agents: Challenges for
the post-human scientist, in Philosophy and Computing: Essays in Epistemology, Philosophy
of Mind, Logic, and Ethics, ed. by T. M. Powers, (Springer, New York, 2017), pp. 85–98

26. J.F. Symons, J.K. Horner, Why there is no general solution to the problem of software
verification. Found. Sci. (2019). https://doi.org/10.1007/s10699-019-09611-w

27. A. Valmari, The state explosion problem, in Lectures on Petri Nets I: Basic Models, Lectures
in Computer Science 1491, (Springer, 1998), pp. 429–528

http://dx.doi.org/10.1007/s10699-019-09611-w


Chess Is Primitive Recursive

Vladimir A. Kulyukin

1 Introduction

A deterministic two-player board game is played by two players on a finite board.
The players take turns in choosing a move out of finitely many moves. Such a game
has a unique starting board and end boards can be classified as a win for either
player or a draw. Examples of deterministic two-player board games are Tic Tac
Toe [1] and its many variants (e.g., Qubic [2]), chess, and checkers. Let an epoch
be the set of all boards reachable from the starting board after a given number
of moves. A deterministic two-player game is primitive recursive if there exists a
primitive recursive (p.r.) function G(p, i, j), where p is a player and i and j are
epoch numbers such that i < j , that returns for p an optimal sequence of moves
from a given board in epoch i to a board in epoch j if it is p’s turn to play at epoch
i.

In a previous paper [3], we showed Tic Tac Toe to be p.r. In this paper, a proof
is presented to show that chess is a deterministic p.r. game. In Sect. 2, several
operators on Gödel numbers are defined. Section 3 presents a proof that chess is
p.r. Conclusions are presented in Sect. 4.

2 Gödel Number Operators

All variables such as x, y, z, a, b, i, j , k, and t refer to natural numbers (i.e., elements
of N). The Greek letters α, γ , and ω with appropriate subscripts refer to auxiliary
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functions. All functions map N to N. Let 〈x, y〉 = z, where z = 2x(2y+1)
.−1, x =

max
d
{2d |(z+1)}, and y = ((z+1)/2x−1)/2. The pairing functions l(z) and r(z) are

defined in (1) and shown to be p.r. in [4], where min is the minimalization function
that returns the smallest natural number for which the predicate being minimalized
is true.

l(z) = min
x≤z
{(∃y)≤z{z = 〈x, y〉}}

r(z) = min
y≤z
{(∃x)≤z{z = 〈x, y〉}} (1)

Let (a1, . . . , an) be a sequence of numbers. The Gödel number of this sequence
is defined in (2).

[a1, . . . , an] =
n∏

i=1

p
ai

i (2)

The function [a1, . . . , an] is p.r., because x · y, xy , and pi are p.r., as shown
in [4]. The Gödel number of () is 1. Let x = [a1, . . . , an]. Then the function (x)i =
ai, 1 ≤ i ≤ n defined in (3) is shown to be p.r. in [4].

(x)i = min
t≤x
{¬(pt+1

i |x)}. (3)

The length of x is the position of the last non-zero prime power in the Gödel
representation of x defined by the p.r. function Lt(x) in (4).

Lt(x) = min
i≤x
{(x)i = 0 ∧ (∀j)≤x{j ≤ i ∨ (x)j = 0}} (4)

Let the p.r. function �x/y� return the integer part of the quotient x/y [4]. Let
γ1(i, b) ≡ i > Lt(b) ∨ i < 1 ∨ b < 1. The p.r. function set in (5) sets the i-th
element of b to x.

set(b, i, x) =
⎧
⎨

⎩

0 if γ1(i, b),

� b

p
(b)i
i

� · px
i otherwise.

(5)

Let

cntx(x, y, 0) = 0,

cntx(x, y, t + 1) = γ2(x, y, t,cntx(x, y, t)),

where s(x) = x + 1 and

γ2(x, y, t, c) =
{

1+ c if (y)s(t) = x,

c otherwise.
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The p.r. function count in (6) returns the count of occurrences of x in y. Let
in(x, y) ≡ count(x, y) = 0. In the remainder of the paper, in(x, y) and x ∈ y

are used interchangeably.

count(x, y) = cntx(x, y, Lt (y)) (6)

The p.r. function rap in (7) appends its first argument x to the right of the second
argument y.

rap(x, y) =
{
[x] if y = 0 ∨ y = 1,

y · px
Lt(y)+1 otherwise.

(7)

Let

lcx(x1, x2, 0) = x2,

lcx(x1, x2, t + 1) = γ3(x1, t,lcx(x, y, t)),

where γ3(x, t, y) = rap((x)s(t), y). The p.r. function ⊗l in (8) places all elements
of x2, in order, to the left of the first element of x1. Let ⊗l |ki=1xi = x1 ⊗l x2 ⊗l

. . .⊗l xk = (. . . ((x1⊗l x2)⊗l . . .⊗l xk) . . .) = (. . . (x1⊗l (x2⊗l (. . .⊗l (xk−1⊗l

xk) . . .))) . . .).

x1 ⊗l x2 = lc(x1, x2) = lcx(x1, x2, Lt (x1)) (8)

The p.r. function ⊗r in (9) places all elements of x2, in order, to the right of the
last element in x1. Let ⊗r |ki=1xi = x1 ⊗r x2 ⊗r . . . ⊗r xk = (. . . ((x1 ⊗r x2) ⊗r

. . . ⊗r xk) . . .) = (. . . (x1 ⊗r (x2 ⊗r (. . . ⊗r (xk−1 ⊗r xk) . . .))) . . .). Note that
0⊗l x = 1⊗l x = 0⊗r x = 1⊗r x = x.

x1 ⊗r x2 = lc(x2, x1) (9)

Let rmx(x, y, 0) = [ ] and rmx(x, y, t+1) = γ4(x, y,rmx(x, y, t), s(t)), where

γ4(x, y, z, i) =
{

z if (y)i = x,

[(y)i] ⊗l z otherwise.

The p.r. function rm(x, y) = rmx(x, y, Lt (y)) removes all occurrences of x

from y.
Let f (x) be a p.r. predicate and let mapxf (y, 0) = [ ] and mapxf (y, t + 1) =

γ5(y,mapxf (y, t), s(t)), where

γ5(y, z, i) =
{

z if f ((x)i) = 0,

[(y)i] ⊗l z if f ((x)i) = 1.
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The p.r. function mapf (y) = mapxf (y, Lt (y)) returns the list of occurrences of
those elements x in y for which f (x) = 1.

Let pssx(x, y, 0) = [ ] and pssx(x, y, t + 1) = γ6(x, y,pssx(x, y, t), s(t)),
where

γ6(x, y, z, i) =
{
[i] ⊗l z if (y)i = x,

z otherwise.

The p.r. function pstn(x, y) = pssx(x, y, Lt (y)) returns all positions of x in
y.

3 Chess

We can encode a chess board as a Gödel number B with 64 elements (see Fig. 1). An
empty cell is encoded as 1. A white pawn is encoded as 2 ≤ n ≤ 9, the two white
rooks are 10 and 17, the two white knights are 11 and 16, the two white bishops
are 12 and 15, the white queen is 13, and the white king is 14. A black pawn is
18 ≤ n ≤ 25, the two black rooks are 26 and 33, the two black knights are 27 and

26 27 28 29 30 31 1 33
18 19 20 21 1 23 24 25
1 1 1 1 1 32 1 1
1 1 1 1 22 1 1 1
1 1 1 1 6 1 1 1
1 1 1 1 1 16 1 1
2 3 4 5 1 7 8 9

10 11 12 13 14 15 1 17

Fig. 1 Chess board after 2 moves (above) and its Gödel number represented as a 2D matrix
(below)
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32, the two black bishops are 28 and 31, the black queen is 29, and the black king is
30. Let b0 be the starting board. Then (b0)j , 1 ≤ j ≤ 16, encode the black pieces,
(b0)j , 49 ≤ j ≤ 64, encode the white pieces, and (b0)j , 17 ≤ j ≤ 48, encode the
four empty rows in the middle of the board.

Let b be a board. The p.r. predicate γ7(b) ≡ count(14, b) = count(30, b) = 1
ensures that b has exactly one white king (i = 14) and exactly one black king (i =
30). The predicate γ8(b) ≡ (∀i)≤64{{i ≤ 1∨i = 14∨i = 30}∨{count(i, b) ≤ 1}}
ensures that, unless i encodes an empty square (i = 1), the white king (i = 14), or
the black king (i = 30), its count on b is 0 or 1. The predicate γ9(b) ≡ (∀i)≤64{{i =
1} ∨ {32 ≤ count(i, b) ≤ 62}} ensures that the count of the empty spaces on b is
between 32 (in the starting chess board) and 62 (when only the two kings remain on
the board). The predicate valid(b) in (10) is true if b is a valid chess board.

valid(b) ≡ Lt(b) = 64 ∧ γ7(b) ∧ γ8(b) ∧ γ9(b) (10)

For each piece x in a specific position, there is a set of positions reachable for
x from that position. Let z = [1, 2, . . . , 64] be the Gödel number encoding the
board positions, where 1 encodes the top-left corner of the board and 64 encodes the
bottom-right corner of the board, and let Lk

j be the Gödel number whose elements
are the board positions where chess piece j can move from position k. For example,
L1

15 is the list of positions reachable by the light-colored bishop 15 from position
1. The lists of positions reachable by bishop 15 from the positions along the main
diagonal are

L1
15 = [10, 19, 28, 37, 46, 55, 64];

L10
15 = [1, 3, 17, 19, 28, 37, 46, 55, 64];

L19
15 = [1, 10, 5, 12, 26, 33, 28, 37, 46, 55, 64];

L28
15 = [1, 10, 19, 7, 14, 21, 35, 42, 49, 37, 46, 55, 64];

L37
15 = [1, 10, 19, 28, 16, 23, 30, 44, 51, 58, 46, 55, 64];

L46
15 = [1, 10, 19, 28, 37, 32, 39, 53, 60, 55, 64];

L55
15 = [1, 10, 19, 28, 37, 46, 48, 62, 64];

L64
15 = [1, 10, 19, 28, 37, 46, 55].

Let W be the Gödel number whose elements are the white-colored cells on the
chess board. Then L15 in (11) defines the Gödel number whose elements are all
possible board positions for bishop 15.

L15 = ⊗r |i∈WLi
15. (11)

Such lists (i.e., Gödel numbers) can be computed in a p.r. fashion for all pieces
and all positions on the board. Let L = ⊗r |33

i=2[<i,Li>] be the list of pairs
<i,Li>, where i denotes a chess piece and Li is the list of all possible positions
where i can move. The p.r. function in (12) returns, for each piece x at position i on
b, all potentially reachable positions where x can move from i.
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prp(x, i, b) =
{

r((Lx)γ10(i,Lx)) if valid(b)

0 otherwise,
(12)

where γ10(i, L) = min
k≤Lt(L)

{i = l((L)k)} and Lx = r((L)γ10(x,L))).

The p.r. predicate wp(x) ≡ 2 ≤ x ≤ 17 is true if x is a white piece and
the p.r. predicate bp(x) ≡ 18 ≤ x ≤ 33 is true if x is a black piece. Let the
predicate arp(x, i, b) be true if and only if position i on b is actually reachable
for piece x (i.e., prp(x, i, b) = 1 and i is not blocked by another piece). Since
arp(x, i, b) can be defined in this manner by cases, each of which is defined in
terms of p.r. predicates such as bp, wp, valid, Lt, rap, etc., and combinations of
compositions and primitive recursions thereof, arp is p.r.

Let z = [1, 2, . . . , 64] be the Gödel number encoding the board positions and b

a chess board. Let f (x) ≡ arp(x, j, b), where j ∈ z and wp(x) = 1 or bp(x) =
1. Then the p.r. function alst(x, b) = mapf (x, z) returns the Gödel number of
actually reachable positions for x on b.

Let bkp(b) = (pstn(30, b))1 be a p.r. function that returns the position of the
black king on b. The black king is checked when there is a white piece (other than
the white king encoded as 14) for which the current position of the black king is
actually reachable. Formally, bchk(b) ≡ (∃x)<34{wp(x) ∧ x = 14 ∧ γ11(x, b)},
where γ11(x, b) ≡ (∃j)<65{j > 0 ∧ α(x, j, b)} and α(x, j, b) ≡ (pstn(x, b))1 =
j ∧ in(bkp(b),alst(x, b)). The black king is mated if, when checked, it cannot
move to any cell that is not actually reachable by a white piece. The p.r. predicate
bmtd in (13) defines this logic.

bmtd(b) ≡ bchk(b) ∧ γ12(b), (13)

where γ12(b) ≡ (∀j)<65{¬in(j,alst(30, b)) ∨ γ13(j, b)} and γ13(j, b) ≡
(∃x)<34{wp(x) ∧ in(j,alst(x, b))}. The same logic can be used to define a p.r.
predicate wmtd(b) to return 1 when the white king is mated and 0, otherwise.

A draw by stalemate occurs when the player whose turn it is to move is not
in check but has no legal move. The p.r. black stalemate predicate bstlmt(b) ≡
¬bchk(b) ∧ γ14(b), where γ14(b) ≡ (∀j)<65[¬bp(j) ∨ Lt(alst(j, b)) = 0],
checks if the black king is not checked and no black piece has actually reachable
positions. A white stalemate can be defined in the same fashion. All cases of the
dead position rule can be defined as p.r. predicates with count, valid, in, =, and
boolean combinations thereof.

A draw by repetition is achieved when the same position occurs three times in a
row with the same player to move. The 50-move rule states that a game is a draw
when the last 50 moves contain no capture or pawn move. The dead position rule
applies when neither player can checkmate the opponent by any series of moves.
The dead position rule applies to situations when there are only two kings left on
the board, when one side has the king and a bishop and the other side has the king,
when one side has the king and a knight and the other side has the king, when both
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sides have the king and a bishop and the bishops are both light-colored or dark-
colored. The rules for the draw by repetition and the 50-move rule will be outlined
below after we formalize the notion of the board history. Consider the p.r. function
in (14).

(
b
)x

j
=

{
set(b, j, x) if γ15(x, b)

0 otherwise,
(14)

where γ15(x, b) ≡ valid(b)∧{wp(x)∨bp(x)}∧in(j,alst(x, b)). For example,
the chess board in Fig. 1 is

((((
b0

)6
37

)22
29

)16
46

)32
22.

Let b1 be the list of all possible boards obtained from b by exactly one move of
the white player, assuming that it is the white’s turn to move.

b1 = ⊗r |17
x=2 ⊗r |64

j=1[(b)xj ].

Let b2 be the list of all possible moves obtained from b by exactly one move of
the black player, assuming that it is the black’s turn to move.

b2 = ⊗r |33
x=18 ⊗r |64

j=1[(b)xj ].

Since both b1 and b2 are p.r., we can combine b1 and b2 into a single p.r. function
pm(x, p) that maps the current board to the list of all possible boards obtained from
it by exactly one move of either player.

pm(b, p) =

⎧
⎪⎪⎨

⎪⎪⎩

b1 if p = 1 ∧ valid(b)

b2 if p = 2 ∧ valid(b)

0 otherwise.

(15)

Let Z = [bi0 , bi1 , . . . , bik ] such that valid(bij ) = 1, 0 ≤ j ≤ k. Let p ∈ {1, 2}.
The p.r. function scr(Z, p) in (16) takes a Gödel number that consists of valid
boards and a player’s number and returns another Gödel number that consists of
successor boards such that each successor board is obtained from one of the boards
in Z by exactly one move of p, assuming that it is p’s turn to move.

scr(Z, p) = rm(0,⊗r |Lt(Z)
i=1 pm((Z)i , p)) (16)

Let b1 and b2 be two boards and let p ∈ {1, 2} be a player whose turn it is to
play on b1. The p.r. predicate prn(p, b1, b2) ≡ valid(b2)∧ in(b2,pm(p, b1)) is
true when b2 is in the Gödel number of the boards obtained from b1 by exactly one
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move of p on it. In other words, b1 is the parent of b2. Let the p.r. function B(t),
defined in (17), return the Gödel number that includes all boards, actually reachable
from b0 after t moves. We will refer to each B(t) as epoch t . Let B(0) = [〈[b0], 1〉].

B(t + 1) = [〈scr(l((B(t))1), γ16(s(t)))〉], (17)

where γ16(x) = 1 if ¬(2|x) and 2 if 2|x. Let G0 = [b0] and Gi , for i > 0, be
the Gödel number encoding all boards actually reachable from the boards in Gi−1
in 1 move by the appropriate player. Let b ∈ Gi , Gi−1 = l((B(i − 1))1), and
p = r((B(i − 1))1). The p.r. function ipb in (18) returns the index of the parent of
b in Gi−1 for i > 0.

ipb(b, i) = min
t≤Lt(G(i−1))

{prn(p, (Gi−1)t , b)} (18)

The p.r. function prb in (19) returns the parent of b.

prb(b, i) = (l((B(i − 1))1))ipb(b,i) (19)

The p.r. function prbs in (20) computes the Gödel number whose last element
is b and whose previous elements are its predecessors. In other words, element 8 is
the parent board of element 9, element 7 is the parent board of element 8, etc.

prbs(b, i) = [prb(. . . (prb(b, i), 7), . . . , 1),

. . . ,

prb(prb(prb(b, i), 7), 6),

prb(prb(b, i), 7), prb(b, i), b] (20)

Let X = prbs(b, i) such that i > 7 and valid(b) = 1. The p.r. predicate
drw3r(b, i) ≡ γ17(X), where γ17(X) ≡ {(X)1 = (X)5 = (X)9} ∧ {(X)2 =
(X)6} ∧ {(X)3 = (X)7} ∧ {(X)4 = (X)8} is true if b is a threefold repetition board.
To put it differently, in the list of b’s predecessors, elements 1 and 5 must be the
same as b (i.e., element 9), element 2 must be the same as element 6, element 3 is
the same as element 7, and element 4 is the same as element 8.

It is straightforward to extend the definition of prbs(b, i) to a p.r. predicate
drw50(b, i) that computes 49 predecessors of a valid board b in epoch B(i) and
checks if each board in the Gödel number of the predecessors and b itself contains
no capture, which can be done by comparing the number of pieces on a given board
and its immediate predecessor (i.e., its parent), or a pawn move, which can be done
by comparing the pawn positions of all the predecessor boards of b and b itself. All
these functions are p.r., because they manipulate Gödel numbers.

We can similarly express, in a p.r. fashion, each case of the dead position rule.
For example, checking if a given board b contains only two kings or whether the
white has the king and a knight and the black has only the king is p.r., because it
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requires checking p.r. properties of a given Gödel number. Consequently, we may
assume that there is a p.r. predicate drw(b, i) that returns 1 if a valid board b in
epoch i > 0 is a draw and 0 otherwise.

Let t ∈ N. We define the chess game history in (21) as the Gödel number
encoding the boards at each epoch and the player whose turn it is to play at the
next epoch.

H(t) = ⊗r |ti=0B(i) (21)

For example H(3) = [B(0),B(1),B(2),B(3)] = [〈G0, 1〉, 〈G1, 2〉, 〈G2, 1〉,
〈G3, 2〉]. Let t, i, j ∈ N. Let Gt

i = l((H(t))i), bt
i,j = (Gt

i)j , Lt = Lt(H(t)),
and Lt

i = Lt(Gt
i). The p.r. predicate ww(t), t ≥ 0, in (22) returns true if there is a

board in epoch i, 0 ≤ i ≤ t , where the white checkmates its opponent.

ww(t) ≡ (∃i)≤Lt {(∃j)≤Lt
i
{bmtd(bt

i,j )}} (22)

The p.r. predicate bw(t) in (23) is true if there is a board in epoch i, 0 ≤ i ≤ t ,
where the black checkmates its opponent.

bw(t) ≡ (∃i)≤Lt {(∃j)≤Lt
i
{wmtd(bt

i,j )}} (23)

If H(t) is the history of the game, then the white can win only in the even-
numbered epochs and the black can win only in the odd-numbered epochs. We
can define two predicates Ww(m) and Wb(m) that are true if the white or black,
respectively, wins within t moves. Specifically, Ww(m) ≡ (∃t)≤m{ww(t)} and
Wb(m) ≡ (∃t)≤m{bw(t)}. The p.r. predicate in (24) combines both predicates into
one.

W(p,m) =

⎧
⎪⎪⎨

⎪⎪⎩

Ww(m) if p = 1

Wb(m) if p = 2

0 otherwise.

(24)

In a similar fashion, we can define the p.r. predicate in (25) that is true if a draw
is achieved for player p within m moves.

D(p,m) ≡ (∃i)≤Lt {(∃j)≤Lt
i
{dwr(bt

i,j , i)}. (25)

Let p ∈ {1, 2}, t ∈ N. The p.r. functions W≤(p, t) in (26) and D≤(p, t) in (27)
return the lists of all win and draw boards for p, respectively, within t moves.

W≤(p, t) = ⊗r |ti=1W(p, i) (26)

D≤(p, t) = ⊗r |ti=1D(p, i) (27)
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Let bx ∈ l((B(i))1) and by ∈ l((B(j))1), where i < j . Let

ptx(bx, by, 0) = γ18(bx, by),

ptx(bx, by, t + 1) = [by] ⊗l ptx(bx,prb(by, s(t)), t),

where

γ18(x, y) =
{
[x] if x = y,

0 otherwise.

The p.r. function path in (28) gives the list of boards, possibly empty, from the
board bx ∈ B(i) to the board by ∈ B(j).

path(bx, by, i, j) = ptx(bx, by, j − i) (28)

If path(bx, by, i, j) = 0, by ∈ B(j) is reachable from bx ∈ B(i). If
path(bx, by, 1, 3) = 0, then by is unreachable from bx . Let b ∈ l((B(i))1), k ≥ 0,
i < j , and let Z ∈ N be a list of boards. Let

ppx(b, Z, i, j, 0) = [ ],
ppx(b, Z, i, j, t + 1) = γ19(b, Z, t, i, j)⊗l

ppx(b, Z, i, j, t),

where γ19(b, Z, t, i, j) = [path(b, (Z)s(t), i, j)]. The p.r. function ppx returns
a list of paths from a given board b to each board in Z. Let ppxx(b, Z, i, j) =
ppx(b, Z, i, j, Lt (Z)). The p.r. function in (29) returns the list of all paths, possibly
empty, from b ∈ l((B(i))1) to a win board b′ ∈ l((B(j))1).

wpss(b, i, j) = ⊗r |jk=i+1γ20(b, k, i, j), (29)

where γ22(b, k, i, j) = ppxx(b,W(p, k), i, j), where p = 1 if 2|i and p = 2,
otherwise. The p.r. function in (30) removes all empty paths from the list returned
by wpss.

wps(b, i, j) = rm(0,wpss(b, i, j)) (30)

The p.r. function in (31) returns the list of all paths, possibly empty, that start at
b ∈ l((B(i))1) and end with a draw board b′ ∈ l((B(j))1).

dpss(b, i, j) = ⊗r |jk=i+1γ21(b, k, i, j), (31)

where γ21(b, k, i, j) = ppxx(b,D(p, k), i, j), where p = 1 if 2|i and p = 2,
otherwise. The p.r. function in (32) removes all empty paths from the list returned
by dpss.
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dps(b, i, j) = rm(0,dpss(b, i, j)) (32)

Let 0 ≤ k < t , k < j ≤ t , p ∈ {1, 2}, and b ∈ l((B(k))1). If p = 1 (i.e., p

plays white), then p is the max player whose objective is to maximize the utility
score of b. Let the highest utility score that can be assigned to b be 3 if there is
at least one win board b′ ∈ B(j) reachable from b. If there are no reachable win
boards, let the utility of b be 2 so long as there is at least one draw board b′ ∈ B(j)

reachable from b. Let b have the lowest utility score of 1 when there is no win or
draw board b′ ∈ B(j) reachable from b. Let the utility score of 0 be assigned to
invalid boards. The p.r. function in (33) returns the utility score of b for p = 1,
where γ22(b, k, t) ≡ Lt(dps(b, k, t)) = Lt(wps(b, k, t)) = 0.

Umax(b, k, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

3 if Lt(wps(b, k, t)) > 0,

2 if Lt(dps(b, k, t)) > 0,

1 if γ22(b, k, t),

0 if ¬valid(b).

(33)

If p = 2 (i.e., p plays black), then p is the min player whose objective is to
minimize the utility score of b. Let the utility score of b be 1 if there is at least one
win board b′ ∈ B(j) reachable from b. If there are no win boards in B(j) reachable
from b, let the utility score of b be 2 so long as there is at least one draw board in
b′ ∈ B(j) reachable from b. Let the highest utility score of 3 indicate that there is
no win or draw board b′ ∈ B(j) reachable from b. Again, let the utility score of 0
be assigned to invalid boards. The p.r. function in (34) returns the utility score for b

for player 0.

Umin(b, k, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if Lt(wps(b, k, t)) > 0,

2 if Lt(dps(b, k, t)) > 0,

3 if γ22(b, k, t),

0 if ¬valid(b).

(34)

Let b ∈ l((B(i))1), 0 ≤ i < j , The p.r. function U in (35) returns the utility score
of b ∈ B(i) for player p ∈ {1, 2}when the game continues from epoch B(i) to epoch
B(j).

U(b, p, i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

Umax(b, i, j) if 2|i,
Umin(b, i, j) if ¬(2|i),
0 otherwise.

(35)
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Let 0 ≤ i < j . The p.r. function fb in (36) returns a list of boards with a given
utility score x ∈ {1, 2, 3} for player p from epoch i to epoch j .

fb(p, i, j, x) = fbx(p, i, j, Z,L, x), (36)

where Z = l((B(i))1), L = Lt(l((B(j))1)), fbx(p, i, j, Z, 0, x) = [ ],
fbx(p, i, j, Z, t + 1, x) = γ23(p, i, j, (Z)s(t),fbx(p, i, j, Z, t, x), x), and

γ23(p, i, j, b, Z, x) =
{
[b] ⊗l Z if U(b, p, i, j) = x,

b if U(b, p, i, j) = x.

Let 0 ≤ i < j and α3(p, i, j) ≡ fb(p, i, j, 3) = 0, α2(p, i, j) ≡
fb(p, i, j, 2) = 0 ∧ fb(p, i, j, 3) = 0, and α1(p, i, j) ≡ fb(p, i, j, 1) =
0 ∧ fb(p, i, j, 3) = fb(p, i, j, 2) = 0, The p.r. function fbmax returns a list of
boards for player p = 1 from epoch i to epoch j .

fbmax(p, i, j) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

fb(p, i, j, 3) if α3(p, i, j),

fb(p, i, j, 2) if α2(p, i, j),

fb(p, i, j, 1) if α1(p, i, j),

0 otherwise.

Let β1(p, i, j) ≡ fb(p, i, j, 1) = 0, β2(p, i, j) ≡ fb(p, i, j, 2) = 0 ∧
fb(p, i, j, 1) = 0, and β3(p, i, j) ≡ fb(p, i, j, 3) = 0 ∧ fb(p, i, j, 1) =
fb(p, i, j, 2) = 0. The p.r. function fbmin returns a list of boards for player p = 2
from epoch i to epoch j .

fbmin(p, i, j) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

fb(p, i, j, 1) if β1(p, i, j),

fb(p, i, j, 2) if β2(p, i, j),

fb(p, i, j, 3) if β3(p, i, j),

0 otherwise.

The p.r. function fbmnx in (37) returns the list of optimal boards for player p ∈
{1, 2} from epoch i to epoch j .

fbmnx(p, i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

fbmax(p, i, j) if p = 1,

fbmin(p, i, j) if p = 2,

0 otherwise.

(37)

The p.r. function et(k) in (38) determines whose turn it is to play at epoch B(k).
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et(k) =
{

1 if 2|k,

2 if ¬(2|k).
(38)

Let 0 ≤ k < t . Let

ω1(k, t) = ⊗r |t−1
j=k[(fbmnx(et(j), j, t))1].

The p.r. ω1 function chooses the first board returned from the function fbmnx .
Other p.r. functions can also be defined to inspect the first n boards returned by
fbmnx . The p.r. function bseq in (39) returns a sequence of optimal boards for
player p whose turn it is to play at k.

bseq(p, k, t) =
{

ω(k, t) if et(k) = p,

[ ] otherwise.
(39)

Let 0 ≤ k < t and let b1 and b2 be two boards such that φ(b1, b2, k) ≡
in(b1, l((B(k))1)) ∧ in(b2, l((B(k + 1))1)) and prb(b2, k + 1) = b1. Let

ω2(b1, b2) = min
i≤64

{(b1)i = 1 ∧ (b2)i = 1}.

The p.r. function ω3(b1, b2) extracts a move 〈p, j 〉, where 1 ≤ j ≤ 64, that
changes b1 to b2.

ω3(b1, b2, k) =
{
〈et(k), ω2(b1, b2)〉 if φ(b1, b2, k),

0 otherwise.
(40)

Let Z = bseq(p, k, t) = [b1, . . . , bt−k+1] and let

mseq(p, k, t) = ⊗r |Lt(Z)−1
i=1 [ω3((Z)i, (Z)i+1, k − 1+ i)]

Let γ24(p, i) ≡ {2|i ∧ p = 1} ∨ {¬(2|i) ∧ p = 2}. The p.r. function in (41)
defines a game of chess for player p and epoch i by returning a sequence of optimal
moves for p beginning at epoch B(i) and ending at epoch B(j).

G(p, i, j) =
{
mseq(p, i, j) if γ24(p, i),

0 otherwise.
(41)

Since G(i, j) is p.r., we have the following theorem.

Theorem Chess is a deterministic two-player p.r. game.
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4 Conclusion

A proof is presented to show that chess is a deterministic two-player primitive
recursive game. To the extent that the proof holds, chess can be characterized
in terms of primitive recursive functions. If this is the case, some deterministic
two-player games and processes that can be formalized as such are likely to have
algorithmic solutions that outperform human players. The techniques developed in
this paper may lead to proofs that other deterministic two-player board games are
primitive recursive and contribute to the theory of primitive recursive functions [5].
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How to Extend Single-Processor
Approach to Explicitly Many-Processor
Approach

János Végh

1 Introduction

Physical implementations of a computer processor in the 70-year old computing
paradigm have several limitations [1]. As the time passes, more and more issues
come to light, but development of processor, the central element of a computer,
could keep pace with the growing demand on computing till some point. Around
2005 it became evident that the price paid for keeping Single Processor Approach
(SPA) paradigm [2], (as Amdahl coined the wording), became too high. “The
implicit hardware/software contract, that increases transistor count and power
dissipation, was OK as long as architects maintained the existing sequential pro-
gramming model. This contract led to innovations that were inefficient in transistors
and power—such as multiple instruction issue, deep pipelines, out-of-order exe-
cution, speculative execution, and prefetching—but which increased performance
while preserving the sequential programming model” [3]. The conclusion was that
“new ways of exploiting the silicon real estate need to be explored” [4].

“Future growth in computing performance must come from parallelism” [5] is
the common point of view. However, “when we start talking about parallelism and
ease of use of truly parallel computers, we’re talking about a problem that’s as
hard as any that computer science has faced” [3]. Mainly because of this, parallel
utilization of computers could not replace the energy-wasting solutions introduced
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to the formerly favorited single-thread processors. They remained in the Multi-Core
and/or Many-Core (MC) processors, greatly contributing to their dissipation and,
through this, to the overall crisis of computing [6].

Computing paradigm itself, the implicit hardware/software contract, was sus-
pected even more explicitly: “Processor and network architectures are making rapid
progress with more and more cores being integrated into single processors and
more and more machines getting connected with increasing bandwidth. Processors
become heterogeneous and reconfigurable . . . No current programming model is
able to cope with this development, though, as they essentially still follow the
classical van Neumann model” [7]. On one side, when thinking about “advances
beyond 2020”, the solution was expected from the “more efficient implementation
of the von Neumann architecture” [8]. On the other side, there are statements such
as “The von Neumann architecture is fundamentally inefficient and non-scalable for
representing massively interconnected neural networks” [9].

In our other works [10–13] we have pointed out that one of the major reasons is
neglecting the temporal behavior of computing components. The other major reason
is, that the architecture developed for that classic paradigm is development-unaware,
and cannot be equally good for the present needs and the modern paradigm.
These two reasons together represent the major bottleneck—among others—to
build supercomputers having reasonable efficiency in solving real-life tasks and
biology-mimicking systems with the required size and efficiency, such as Artificial
Intelligence (AI)s [14, 15] and brain simulators [16]. The interplay of these two
reasons is that conventional processors do not have autonomous communication.
The classic paradigm is about a segregated processor and, because of this, its
communication is implemented using Input/Output (I/O) instructions and needs
help of the operating system (OS). Both of these features increase non-payload
(and sequential!) portion of the code and so they degrade efficiency, especially in
excessive systems.

It is worth, therefore, to scrutinize that implicit hardware/software contract,
whether the processor architecture could be adapted in a better way to the changes
that occurred in the past seven decades in technology and utilization of computing.
Implicitly, both hardware (HW) and software (SW) solutions advantageously use
multi-processing. The paper shows that using a less rigid interpretation of terms that
that contract is based upon, one can extend the single-thread paradigm to use several
processors explicitly (enabling direct core-to-core interaction), without violating the
‘contract’, the 70-year old HW/SW interface.

Section 2 shortly summarizes some of the major challenges, modern computing
is expected to cope with and sketches the principles that enable it to give a
proper reply. The way to implement those uncommon principles proposed here is
discussed in Sect. 3. Because of the limited space, only a few of the advantages are
demonstrated in Sect. 4.



How to Extend Single-Processor Approach to Explicitly Many-Processor Approach 437

2 The General Principles of EMPA

During the past two decades, computing developed in direction to conquer also some
extremes: the ‘ubiquitous computing’ led to billions of connected and interacting
processors [17], the always higher need for more/finer details, more data and shorter
processing times led to building computers comprising millions of processors
to target challenging tasks [18], different cooperative solutions [19] attempt to
handle the demand of dynamically varying computing in the present, more and
more mobile, computing. Using computing under those extreme conditions led to
shocking and counter-intuitive experiences that can be comprehended and accepted
using parallels with modern science [10].

Developing a new computing paradigm being able to provide a theoretical basis
for the state of the art of computing cannot be postponed anymore. Based on
that, one must develop different types of processors. As was admitted following
the failure of supercomputer Aurora’18: “Knights Hill was canceled and instead
be replaced by a “new platform and new microarchitecture specifically designed
for exascale”” [20]. Similarly, we expect shortly to admit that building large-scale
AI systems is simply not possible based on the old paradigm and architectural
principles [14, 15, 21]. The new architectures, however, require a new computing
paradigm, that can give a proper reply to power consumption and performance
issues of our present-day computing.

2.1 Overview of the Modern Paradigm

The new paradigm proposed here is based on fine distinctions in some points,
present also in the old paradigm. Those points, however, must be scrutinized
individually, whether and how long omissions can be made. These points are:

• consider that not only one processor (aka Central Processing Unit) exists, i.e.

– processing capability is one of the resources rather than a central singleton
– not necessarily the same processing unit is used to solve all parts of the

problem
– a kind of redundancy (an easy method of replacing a flawed processing unit)

through using virtual processing units is provided (mainly to increase the
mean time between technical errors)

– instruction stream can be transferred to another processing unit [22, 23]
– different processors can and must cooperate in solving a task, including direct

data and control exchange between cores, communicating with each other,
being able to set up ad-hoc assemblies for more efficient processing in a
flexible way

– the large number of processors can be used for replacing memory operations
with using more processors

– a core can outsource the received task
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• misconception of segregated computer components is reinterpreted

– efficacy of using a vast number of processors is increased by using multi-port
memories (similar to [24])

– a “memory only” concept (somewhat similar to that in [25]) is introduced (as
opposed to the “registers only” concept), using purpose-oriented, optionally
distributed, partly local, memory banks

– principle of locality is introduced at hardware level, through introducing
hierarchic buses

• misconception of “sequential only” execution [26] is reinterpreted

– von Neumann required only “proper sequencing” for a single processing unit;
this concept is extended to several processing units

– tasks are broken into reasonably sized and logically interconnected fragments
– the “one-processor-one process” principle remains valid for task fragments,

but not necessarily for the complete task
– fragments can be executed (at least partly) simultaneously if both data depen-

dence and hardware availability enables it (another kind of asynchronous
computing [27])

• a closer hardware/software cooperation is elaborated

– hardware and software only exist together: the programmer works with virtual
processors, in the same sense as [28] uses this term, and lets computing system
to adapt itself to its task at run-time, through mapping virtual processors to
physical cores

– when a hardware has no duty, it can sleep (“does not exist”, does not take
power)

– the overwhelming part of the duties such as synchronization, scheduling of
the OS are taken over by the hardware

– the compiler helps work of the processor with compile-time information and
the processor can adapt (configure) itself to its task depending on the actual
hardware availability

– strong support for multi-threading, resource sharing and low real-time latency
is provided, at HW level

– the internal latency of large-scale systems is much reduced, while their
performance is considerably enhanced

– task fragments shall be able to return control voluntarily without the interven-
tion of OS, enabling to implement more effective and more simple operating
systems

– the processor becomes “green”: only working cores take power
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2.2 Details of the Concept

We propose to work at programming level with virtual processors and to map them
to physical cores at run-time, i.e., to let the computing system to adapt itself to its
task. A major idea of EMPA is to use quasi-thread (QT) as atomic unit of processing,
that comprises both HW (the physical core) and the SW (the code fragment running
on the core). Its idea was derived with having in mind the best features of both HW
core and SW thread. QTs have “dual nature” [10]: in the HW world of “classic
computing” they are represented as a ‘core’, in SW world as a ‘thread’. However,
they are the same entity in the sense of ‘modern computing’. We borrow the terms
‘core’ and ‘thread’ from conventional computing, but in ‘modern computing’, they
can actually exist only together in a time-limited way.1 EMPA is a new computing
paradigm (for an early version see [29]) which needs a new underlying architecture,
rather than a new kind of parallel processing running on a conventional architecture,
so it can be reasonably compared to terms and ideas used in conventional computing
only in a minimal way; although the new approach adapts many of its ideas and
solutions, furthermore borrows its terms, from ’classic computing’.

One can break the executable task into reasonably sized and loosely dependent
Quasi-Thread (QT)s. (The QTs can optionally be nesteded, akin to subroutines.)
In EMPA, for every new QT a new independent Processing Unit (PU) is also
implied, the internals (PC and part of registers) are set up properly, and they execute
their task independently2 (but under the supervision of the processor comprising the
cores).

In other words: we consider processing capacity as a computing resource in the
same sense as memory is considered as a storage resource. This approach enables
programmers to work with virtual processors (mapped to physical PUs by the
computer at run-time) and they can utilizequick resource PUs to replace utilizing
slow resource memory (say, renting a quick processor from a core pool can be
competitive with saving and restoring registers in slow memory, for example when
making a subroutine call). The third primary idea is that PUs can cooperate in
various ways, including data and control synchronization, as well as outsourcing
part of the received job (received as an embedded QT) to a helper core. An obvious
example is to outsource housekeeping activity to a helper core: counting, addressing,
comparing, can be done by a helper core, while the main calculation remains to
the originally delegated core. As mapping to physical cores occurs at run-time (a

1Akin to dynamic variables on the stack: their lifetime is limited to the period when the HW and
SW are appropriately connected. The physical memory is always there, but it is “stack memory”
only when handled adequately by the HW/SW components.
2Although the idea of executing the single-thread task “in pieces” may look strange for the first
moment, the same happens when the OS schedules/blocks a task. The key differences are that in
EMPA not the same processor is used, the Explicitly Many-Processor Approach (EMPA) cuts the
task into fragments in a reasonable way (preventing issues like priority inversion [30]). The QTs
can be processed at the same time as long as their mathematical dependence and the actual HW
resource availability enable it.
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Fig. 1 EMPA processors
have a two-layer processing:
configuring resources and
computing, respectively
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function of actual HW availability), an EMPA processor can avoid using (maybe
temporarily) denied cores as well as to adapt the resource need (requested by the
compiler) of their task to actual computing resource availability.

Processor has an additional control layer for organizing joint work of its cores,
see Fig. 1. Cores have just a few extra communication signals and can execute
both conventional and so-called meta-instructions (for configuring their internal
architecture) in the two layers. A core executes a meta-instruction in a co-processor
style: when finding a meta-instruction, the core notifies its processor which suspends
conventional operation of the core, then controls executing the meta-instruction
(utilizing resources of the core, providing helper cores and handling connections
between cores as requested), then resumes core operation.

The processor needs to find the needed PUs (cores), and its processing ability has
to accommodate to the received task. Also, inside the processor, quickly, flexibly,
effectively, and inexpensively. A kind of ‘On demand’ computing that works ‘As-
a-Service’. This task is not only for the processor: the complete computing system
must participate, and for that goal, the complete computing stack must be rebuilt.

Behind former attempts to optimize code execution inside processor, there
was no established theory, and they had only marginal effect, because processor
is working in real-time, it has not enough resources, knowledge and time do
discover those options entirely [31]. In contrary, compiler can find out anything
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about enhancing performance but has no information about actual run-time HW
availability. Furthermore, it has no way to tell its findings to the processor. Processor
has HW availability information but has to “reinvent the wheel” to enhance its
performance; in real-time. In EMPA, compiler puts its findings in the executable
code in form of meta-instructions (“configware”), and the actual core executes
them with the assistance of a new control layer of the processor. The processor
can choose from those options, considering actual HW availability, in a style ‘if
NeededNumberOfResourcesAvalable then Method1 else Method2’, maybe nested
one into another.

2.3 Some Advantages of EMPA

The approach results in several considerable advantages, but the page limit enables
us to mention just a few of them.

• as a new QT receives a new PU, there is no need to save/restore registers and
return address (less memory utilization and less instruction cycles)

• OS can receive its PU, initialized in kernel mode and can promptly (i.e., without
the need of context change) service the requests from the requestor core

• for resource sharing, a PU can be temporarily delegated to protect the critical
section; the next call to run the code fragment with the same offset shall be
delayed (by the processor) until processing by the first PU terminates

• processor can natively accommodate to the variable need of parallelization
• out-of-use cores are waiting in low energy consumption mode
• hierarchic core-to-core communication greatly increases memory throughput
• asynchronous-style computing [32] largely reduces loss stemming from the gap

[33] between speeds of processor and memory
• principle of locality can be applied inside the processor: direct core-to-core

connection (more dynamic than in [34]) greatly enhances efficacy in large
systems [35]

• the communication/computation ratio, defining decisively efficiency [11, 15, 36],
is reduced considerably

• QTs thread-like feature akin to f ork() and hierarchic buses change the depen-
dence of the time of creating many threads on the number of cores from linear to
logarithmic (enables to build exascale supercomputers)

• inter-core communication can be organized in some sense similar to Local Area
Network (LAN)s of computer networking. For cooperating, cores can prefer
cores in their topological proximity

• as the processor itself can candle scheduling signals in HW and in most cases
the number of runnable tasks does not exceed the number of available computing
resources, the conventional scheduling iin multi-tasking systems can be reduced
considerably
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Fig. 2 The logical overview of the EMPA-based computing.

3 How to Implement EMPA

The best starting point to understand implementation of EMPA principles is
conventional many-core processors. Present electronic technology made kilo-core
processors available [37, 38], in a very inexpensive way and in immediate proximity
of each other, in this way making the computing elements a “free resource” [39].
Principles of SPA, however, enable us to use them in a rather ineffective way
[40]. Their temporal behavior [12] not only makes general-purpose cores ineffective
[41], but their mode of utilization (mainly: their interconnection) leads to very low
efficiency in performing real-life tasks [16, 42].

Given that true parallelism cannot be achieved (working with components
anyhow needs time and synchronization via signals and/or messages, the question
is only time resolution), EMPA targets an enhanced and synchronized paral-
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lelized sequential processing based on using many cooperating processors. The
implementation uses variable granularity and as much truly parallel portions as
possible. However, focus is on the optimization of the operation of the system,
rather than providing some new kind of parallelization. Ideas of cooperation
comprise job outsourcing, sharing different resources and providing specialized
many-core computing primitives in addition to single-processor instructions; as well
as explicitly introducing different types of memory.

In this way EMPA is an extension of SPA: conventional computing is consid-
ered consisting of a single non-granulated thread, where (mostly) SW imitates
the required illusion of granulating and synchronizing code fragments. Mainly
because of this, many of components have a name and/or functionality familiar
from conventional computing. Furthermore, we consider the computing process
as a whole to be the subject of optimization rather than segregated components
individually.

In SPA, there is only one active element, the Central Processing Unit (CPU).
The rest of components of the system serves requests from CPU in a passive way.
As EMPA wants to extend conventional computing, rather than to replace it, its
operating principle is somewhat similar to the conventional one, with important
differences in some key points. Figure 2 provides an overview of operating
principle and major components of EMPA. We follow hints by Amdahl: “general
purpose computers with a generalized interconnection of memories or as specialized
computers with geometrically related memory interconnections and controlled by
one or more instruction streams” [2].

3.1 The Core

An EMPA core of course comprises an EMPA Processing Element (EPE). Further-
more, it addresses two key deficiencies of conventional computing: inflexibility
of computing architecture by EMPA Morphing Element (EME), and lack of
autonomous communication by EMPA Communicating Element (ECE). Notice the
important difference to conventional computing: the next instruction can be taken
either from memory pointed out by the instruction pointer (conventional instruction)
or from the Meta FIFO (morphing instruction).

The Processing Element

The EPE receives an address, fetches the instruction (if needed, also its operands). If
the fetched instruction is a meta-instruction, EPE sets its ‘Meta’ signal (changes to
‘Morphing’ regime) for the EME and waits (suspends processing instructions) until
the EME clears that signal.
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The Morphing Element

When EPE sets ‘Meta’ signal, EME comes into play. Since the instruction and
its operands are available, it attempts to process the received meta-instruction.
However, the meta-instruction refers to resources handled by the processor. At
processor level, order of execution of meta-instructions depends on their priority.
Meta-instructions, however, may handle the ‘Wait’ of the core signal correspond-
ingly. Notice that the idea is different from configurable spatial accelerator [43, 44]:
the needed configuration is assembled ad-hoc, rather than chosen from a list of
preconfigured assemblies.

Unlike in SPA, communication is a native feature of EMPA cores and it is
implemented by ECE. Core assemble message content (including addresses), then
after setting a signal, the message is routed to its destination, without involving
a computing element and without any respect to where destination is. Message
finds its path to its destination autonomously, using EMPA’s hierarchic bus system
and ECEs of the fellow cores, taking the shortest (in terms of transfer time) path.
Sending messages is transparent for both programmer and EPE.

The Storage Management Element

EMPA Storage Manager Element (ESME) is implemented only in cluster head
cores, and its task is to manage storage-related messages passing through ECE. It
has the functionality (among others) similar to that of memory management unit
and cache controller in conventional computing.

3.2 Executing the Code

The Quasi-Threads

Code (here it means a reasonably sized sequence of instructions) execution begins
with ‘hiring’ a core: the cores by default are in a ‘core pool’, in low energy
consumption mode. The ‘hiring core’ asks for a helper core from its processor.
If no cores are available at that moment, the processor sets the ‘Wait’ signal for the
requester core and keeps its request pending. At a later time, processor can serve
this pending request with a ‘reprocessed’ core.

Notice that the idea is quite different from the idea of eXplicit MultiThreading
[45, 46]. Although they share some ideas such as the need for fine-grained multi-
threaded programming model and architectural support for concurrently executing
multiple contexts on-chip, unlike XMTs, QTs embody not simply mapping the idea
of multi-threading to HW level. QTs are based on a completely unconventional
computing paradigm; they can be nested.
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This operating principle also means that code fragment and active core exist
only together, and this combination (called Quasi-Thread) has a lifetime. Principle
of the implementation is akin to that of the ‘dynamic variable’. EMPA hires a core
for executing a well-defined code fragment, and only for the period between creating
and terminating a QT. In two different executions, the same code fraction may run
on different physical cores.

Process of Code Execution

When a new task fragment appears, an EMPA processor must provide a new
computing resource for that task fragment (a new register file is available). Since
an executing core is ‘hired’ only for the period of executing a specific code
fragment, it must be returned to core pool when execution of the task fragment
terminates. The ‘hired’ PU is working on behalf of the ‘hiring’ core, so it must have
the essential information needed for performing the delegated task. Core-to-core
register messages provide a way to transfer register contents from a parent core to a
child core.

Beginning execution of an instruction sets signal ‘Meta’, i.e. selects either EPE or
EME for the execution, and that element executes the requested action. The acting
core repeats the process until it finds and ‘end of code fragment’ code. Notice the
difference to conventional computing: processing of the task does not terminate;
only the core is put back into ‘core pool’ as at the moment it is not anymore needed.

When ‘hired’ core becomes available, processing continues with fetching an
instruction by the ‘hired’ core. For this, the core sends a message with the address
of the location of the instruction. The requested memory content arrives at the core
in a reply message logically from the addressed memory, but the ESME typically
intercepts the action. The process is similar to the one in conventional computing.
However, here memory triggers sending a reply to the request when it finds the
requested contents, rather than keeping the bus busy. Different local memories,
such as addressable cache, can also be handled. Notice also that the system uses
complete messages (rather than simple signals with the address); this makes possible
accessing some content independently from its location, although it needs location-
dependent time.

Of course, ‘hiring’ core wants to get back some results from the ‘hired’ core.
When starting a new QT, ’hiring’ core also defines, with sending a mask, which
register contents the hired core shall send back. In this case, synchronization is a
serious issue: parent core utilizes its registers for its task, so it is not allowed to
overwrite any of its registers without an explicit request from parent. Because of this,
when a child terminates, it writes the expected register contents to a latch storage of
the parent, then it may go back to ‘core pool’. When parent core reaches the point
where it needs register contents received from its child, it explicitly asks to clone
the required contents from latches to its corresponding register(s). It is the parent’s
responsibility to issue this command at such a time when no accidental register
overwriting can take place.
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Notice that beginning execution of a new code fragment needs more resources,
while terminating it frees some resources. Because of this, terminating a QT has a
higher priority than creating one. This policy, combined with that cores are able to
wait until their processor can provide the requested amount of resources, prevents
“eating up” computing resources when the task (comprising virtually an infinite
number of QTs) execution begins.

Compatibility with Conventional Computing

Conventional code shall run on an EMPA processor (as an implicitly created
QT). However, that code can only use a single core, since it contains no meta-
instructions to create more QTs. This feature enables us to mix EMPA-aware code
with conventional code, and (among others) to use the plethora of standard libraries
without rewriting that code.

Synchronizing the Cooperation

The cores execute their instruction sequences independently, but their operation
must be synchronized at several points. Their initial synchronization is trivial:
processing begins when the ‘hired’ core received all its required operands (including
instruction pointer, core state, initial register contents, mask of registers the contents
of which the hiring core requests to return). The final synchronization on the side
of ‘hired’ core is simple: the core simply sends contents of the registers as was
requested at the beginning of executing the code fragment.

On the side of a ‘hiring’ core, the case is much more complex. The ‘hiring’ core
may wait for the termination of the code fragment running on the ‘hired’ core, or
maybe it is in the middle of its processing. In the former case, a simple waiting until
the message arrives is sufficient, but in the latter case, receiving some new register
contents in some inopportune time would destroy its processing. Because of this,
register contents from the ‘hired’ core are copied to the corresponding registers
only when the ‘hiring’ core requests so explicitly. Figure 3 attempts to illustrate the
complex cooperation between EMPA components.

3.3 Organizing ‘ad hoc’ Structures

EME can ‘morph’ nternal architecture of the EMPA processor, as required by
the actual task (fragment). EMPA uses principle of creating ‘parent-child’ (rather
than ’Master-Slave’) relation between its cores. The ‘hiring’ core becomes parent,
and the ‘hired’ core becomes child. A child has only one parent, but parents can
have any number of children. Children can become parents in some next phase of
execution; in this way, several ‘generations’ can cooperate. This principle provides



How to Extend Single-Processor Approach to Explicitly Many-Processor Approach 447

Pr
oc

es
ss

or
,v

ia
la

tc
he

s

ParentAvail,Meta,Wait Inter-Core Block

ModeTriggering

Children Mask

Preallocated MaskRegister f ile

Backlinking

Cloning

Pseudo RegisterTriggering

FromParent

F romChild

ForParent

ForChild
Code Offset IDTriggering

ChildAvail,Meta,Wait Inter-Core Block

Parent ModeTriggering

ParentID

Register f ile

Backlinking

Cloning

Pseudo RegisterTriggering

FromParent

F romChild

ForParent

ForChild
Code Offset IDTriggering

Fig. 3 Implementing the parent-child relationships: registers and operations of the EICB

a dynamic processing capacity for different tasks (in different phases of execution).
The ‘parent-child’ relations simply mean storing addressing information, in the case
of children combined with concluding the address from ‘hot’ bits of a mask.

As ‘parents are responsible for their children’, parents cannot terminate their
code execution until all their children returned result of the code fragment that
their parent delegated for them. This method enables parents also to trust in their
children: when they delegate some fragment of their code to their children, they can
assume that that code fragment is (logically) executed. It is the task of compiler
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to provide the required dependence information, how those code fragments can be
synchronized.

This fundamental cooperation method enables the purest form of delegating code
to existing (and available) cores. In this way, all available processing capacity can be
used, while only the actually used cores need energy supply (and dissipate). Despite
its simplicity, this feature enables us to make subroutine calls without needing to
save/restore contents through memory and to implement mutexes working thousands
of times quicker than in conventional computing.

3.4 Processor

Processor comprises many physical EMPA cores. An EMPA processor appears
in role of a ‘manager’ rather than a number-crunching unit, it only manages its
resources.

Although individual cores initiate meta-instructions, their synchronized oper-
ation requires the assistance of their processor. Meta-instructions received by
EMPA cores are written first (without authorization) in a priority-ordered queue
(Meta FIFO) in the processor, so the processor can always read and execute only
the highest priority meta-instruction (a core can have at most one active meta-
instruction).

3.5 Clustering the Cores

The idea of arranging EMPA cores to form clusters is somewhat similar to that of
CNNs [47]. In computing technology, one of the most severe limitations is defined
by internal wiring, both for internal signal propagation time and area occupied on
the chip [1]. In conventional architectures, cores are physically arranged to form
a 2-dimensional rectangular grid matrix. Because of SPA, there should not be any
connection between segregated cores, so the inter-core area is only used by some
kind of internal interconnection networks or another wiring.

In EMPA processors, even-numbered columns in the grid are shifted up by a
half grid position. In this way cores are arranged in a way that they have common
boundaries with cores in their neighboring columns. In addition to these neighboring
cores, cores have (up to two) neighbors in their column, with altogether up to six
immediate neighbors, with common boundaries. This method of positioning also
means that cores, logically, can be arranged to form a hexagonal grid, as shown in
Fig. 4. Cores physically have a rectangular shape with joint boundaries with their
neighbors, but logically they form a hexagonal grid. This positioning enables to
form “clusters” of cores, forming a “flower”: an orange ovary (the cluster head) and
six petals (the leaf cores of cluster, the members).
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Fig. 4 The (logically) hexagonal arrangement (internal clustering) of EMPA cores in the EMPA
processor

Between cores arranged in this way also neighborhood size can be interpreted
similarly to the case of cellular computing. Based on neighborhood of size r = 1
(that means that cores have precisely one common boundary), a cluster comprising
up to six cores (cluster members) can be formed, with the orange cell (of size
r = 0, the cluster head) in the middle. Cluster members have shared boundaries
with their immediate neighbors, including their cluster head. These cores define the
external boundary of the cluster (the “flower”). Cores within this external boundary
are “ordinary members” of the cluster, and the one in the central position is head of
the cluster.

There are also “corresponding members” (of size r = 2): cores having at
least one common boundary with one of the “ordinary members” of the cluster.
“Corresponding members” may or may not have their cluster head, but have a
common boundary with one of the “ordinary members”. White cells in the figure
represent “external members” (also of size r = 2): they have at least one common
boundary with an “ordinary member”, like the “corresponding members”, but unlike
the “corresponding members” they do not have their cluster head. Also, there are
some “phantom members” (see the violet petals in the figure) around the square
edges in the figure: they have a cluster head and the corresponding cluster address,
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but (as they are physically not implemented in the square grid of cores during the
manufacturing process) they do not exist physically.

That means: a cluster has one core as “cluster head”; up to six “ordinary
members”, and up to twelve “corresponding members”; i.e., an “extended cluster”
can also be formed, comprising up to 1+6+12 members. Notice that around the edge
of the square grid “external members” can be in the position of the “corresponding
members”, but the upper limit of the total number of members in an extended cluster
does not change. Interpreting members of size r >= 2 has no practical importance.
The cores with r <= 2 have a direct communication mechanism (Fig. 5).

3.6 Communication in EMPA

As discussed in [14], communication strongly degrades computing performance,
even in relatively small-size computing systems [15, 21]. Its basic reason is the
shared medium (whether it is physically Ethernet-like or serial connection), so
EMPA introduces network-like addressing scheme, organizes traffic and introduces
hierarchic bus system, to implement principle of locality at HW level.

Addressing and transport systems must provide support for all transport modes.
Cluster addressing is of central importance because of the topology of cores:
cores having common boundary surely do not need a bus between the neighboring
cores. In this sense, the native, cross-boundary data transfer represents a zeroth-
level communication bus (actually several, parallelly working “buses”), with no
contention. This feature, combined with the “small world” nature of most computing
tasks (especially the biology mimicking ones) and that nearby cores can share
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Fig. 6 Implementing the hierarchical cluster-based addressing bit fields of the cores of EMPA
processors. A cluster address is globally unique.

memory contents available through the cluster head core) results in a serious perfor-
mance boost. These architectural changes shall be useful for future neuromorphic
architectures/applications, as AIs represent a very specific workload.3

Addressing (see also Fig. 6) must support the goal to keep messages at the
lowest level of communication buses. Messages from/to outside the cluster are
received/sent by cluster head. The rest of the messages are sent directly (through the
corresponding Inter-Core Communication Block (ICCB)) or with using a proxy to
their final destination. To implement that goal, EMPA processors use the addressing
scheme shown in Fig. 6. Notice that the proposed addressing system a network
logical address can be directly (and transparently) mapped to the ID and vice versa.

In EMPA, cluster addressing carries also topological information, partly relies
on relative topological positions, and enables to introduce different classes of
relationship between cells. As mentioned, cluster head cores have a physically
distinct role (In this sense, they can also be a “fat” core) and enables us to introduce
cluster addressing for members of the extended clusters. Only cluster head cores
have an immediate global memory access, see Fig. 5 (considerably reducing the
need for wiring). The cores being in neighborhood of size r = 1 can access memory
through their cluster head. These cores can also be used as a proxy for cores in
neighborhood of size r = 2. The latter feature also enables to replace a denied
cluster head core.

In SPA, the grid and linear addressing are purely logical ones, which use absolute
addresses known at compile time. Similarly to computer networks, EMPA cores
have (closely related through the cluster architecture) both logical and physical
addresses, enabling autonomous (computing-unrelated) communication and virtual
addressing.

3.7 The Compiler

Compiler plays a significant role in EMPA. It should discover all possibilities of
cooperation, especially the ones that become newly available with the philosophy

3https://www.nextplatform.com/2019/10/30/cray-revamps-clusterstor-for-the-exascale-era/: arti-
ficial intelligence, . . . it’s the most disruptive workload from an I/O pattern perspective.

https://www.nextplatform.com/2019/10/30/cray-revamps-clusterstor-for-the-exascale-era/
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that appearance of a new task is attached with appearance of new computing
resource, with a new register file. Because at the time of compilation actual HW
availability cannot be known, code for different scenarios must be prepared and put
in the object code.

The philosophy of coding must be drastically changed. Given that, with outsourc-
ing, a new computing facility appears, and processor assures proper synchronization
and data transfer, there is no need to store/restore return address and save/restore
data in the registers, leading to less memory traffic, and quicker execution time.

Object code is essentially unchanged, except that some fragments (the QTs) are
bracketed by meta-instructions. The QTs can be nested (i.e., meta-instructions are
inserted into conventional code). One can consider that QTs represent a kind of
atomic macros which have some input and output register contents but do not need
processing capacity from the actual core.

4 New Features EMPA Offers

Although EMPA does not want to address all challenges of computing, it addresses
many of them (and leaves the door open for addressing further challenges). Due to
lack of space, code examples, comparisons, and evaluations, based on the loosely-
timed SystemC simulation [48], are left for simulator documentation and the early
published version [49].

4.1 Architectural Aspects

Notice that ad hoc assemblies consider both current state of cores, and also their
‘Denied’ signal. That is, the flawed (or just temporarily overheated) cores are not
used, significantly increasing mean time between machine failures. Also, notice
that this approach enables using ‘hot swap’ cores, in this way providing dynamic,
connected systems (the addressing is universal, and the information is delivered by
messages; it takes time, but possible), as well as to deliver the code to the data: the
physical cores can be located in the proximity of the ‘big data’ storage, instruction
is delivered to the place, and only processed, needed result is to be transported back.

Virtualization at HW Level

In EMPA no absolute processor addresses are utilized: virtual processors seen by
the programmer are mapped ‘on the fly’ to physical core by the EMPA processor.
Physical cores have a ‘denied’ state that can be set permanently (like fabrication
yield) or temporarily (like overheating), in which case the core will not be used to
map a virtual core to it. When combined with a proper self-diagnostic system, this
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feature prevents extensive systems to fail because of a failing core. Processor has
the right and possibility to replace a physical core with another one at any time.

Redundancy

Huge masses (literally millions/billions) of silicon-based elements are deployed
in all systems. As a consequence, components showing a tolerable error rate in
“normal” systems, but (purely due to the high number of components) need special
care in the case of large-scale systems [50].

The usual engineering practice is to rely on the high reliability of components.
Fault-tolerant systems require particular technologies, typically majority voting, but
they are also based on the same type of single high-reliability components.

Reduced Power Consumption

The operating principle of a processor is based on the assumption that processors
are working continuously, executing instructions one after the other, as their control
unit defines the required sequencing. Because of this principle, in the OS an ‘idle’
task is needed. In EMPA, cores can return control voluntarily, enabling most of the
cores to stay in a ‘ilow power’ state.

Also, as discussed in [12], a major contribution of power consumption comes
from moving data unnecessarily. Given that EMPA reduces memory usage in many
ways (and, that according to [51], about 80% of consumed energy is used for moving
data), it shall have a significant effect also of power efficiency of computing.

4.2 Attacking Memory Wall

The ‘memory wall’ is known as the ‘von Neumann’ bottleneck of computing,
especially after that memory access time became hundreds of times slower than
processing time. Although in SPA systems ‘register only’ processing and cache
memories can seriously mitigate its effect, in the case of large systems the
‘sparse’ calculations that poorly use the cache, show up orders of magnitude worse
computing efficacy, i.e., further improvement in using the memory is of utmost
importance.

Register-to-Register Transfer

The idea of immediate register-to-register transfer [34] seriously can increase
performance of real-life tasks [35]. In EMPA, the idea is used in combination with
the flexibility of using virtual cores, multiple register arrays via children.
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Subroutine Call Without Stack

In SPA, a subroutine call requires to save/restore return address and (at least
part of) register file; unfortunately, one can use only main memory for that
temporary storage. In EMPA, for executing subroutine code, another PU is provided.
Because of this solution, HW can remember (in a nested way) the return address.
Furthermore, working area is provided by the register file of the ‘hired’ core. Given
that a register-to-register transfer is provided, code execution can be hundreds of
times quicker. With proper organization, hiring and hired cores can also run partly
parallel.

Interrupt and Systems Calls Without Context Switching

Given that interrupts and OS service calls can be considered as special service
calls, where also context switching is needed, using a prepared (waiting in kernel
mode) core can service a request thousands of times quicker. Event, interrupts can
be serviced without interrupting the running process.

Resource Sharing Without Scheduling

For multitasking, only the OS can provide exclusive access to some resource (as
in SPA, no other processor/task exists). EMPA offers a simple, elegant, and quick
solution: it can delegate a QT for the task of guarding a critical section, and all tasks
issue a conditional subroutine call to the code guarded by that QT. All but the first
requester QT must wait (but are scheduled automatically by the processor), and after
servicing all requests, the delegated core is put back to the pool. Since compiler
creates reasonably sized code fragments, cases leading to priority inversion [30]
cannot happen, so no specialized protocols are needed in the OS: the orchestrated
work in EMPA prevents those issues.

4.3 Attacking the Communication Wall

In SPA, communication is not natively present (no other processor exists); it
must be performed and synchronized using I/O instructions and OS operations, in
payload processing time; resulting in performing a severe amount of non-payload
instructions.
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Decreasing the Internal Latency

When using interconnected cores, ECE can take over most of the non-payload
duties, enabling to decrease the sequential-only portions of the task that decisively
define communication/computation ratio [36]; a significant point when developing
large scale computing systems [11] or using AI-type workloads [15]. As discussed
in [11], the housekeeping (the FP0) contribution is a considerable limitation when
running High Performance Linpack (HPL) benchmark. Borrowing nearby cores
and using their physical proximity enables us to achieve higher HPL maximum
performance values.

Hierarchic (Local) Communication

Using temporally or spatially local memory accesses can increase efficiency dozens
of times. Similarly, providing ‘interconnection cache’ for EMPA processor can
result in considerable improvement in final efficiency of the system. As computing
tasks change their state between ‘computing bound’ and ‘communication bound’
dynamically, this solution mitigates both limiting factors as much as possible.

Fully Asynchronous Operation

As von Neumann only required a ‘proper sequencing’ of instructions, and hav-
ing less ‘idle’ times during core operation appears as performance increase,
asynchronous operation (i.e., turning all components to active) can considerably
contribute to more effective (i.e., comprising fewer losses) operation.

5 Summary

In computing, incremental development methods face more and more difficulties,
because of the drastic changes both in technology and utilization. The final reason,
as has been suspected by many researchers, is the computing paradigm reflecting a
70-year old state of the art. Computing needs renewal [49] and rebooting. Firstly,
the ever smaller components driven by ever quicker clock signal, because of
scientific reasons, show a temporal behavior [12], and suppressing their natural
behavior causes severe computing performance loss (and enormously increased
power consumption). Secondly, many technical implementations and architectural
solutions, inherited from the past decades, become outdated. It was presented that
it is not a necessary condition that the same computer solves all the tasks: von
Neumann only required a “proper sequencing” in executing machine instructions.
This requirement can be satisfied in a much better way via using the presently
available many “free” processors. That way requires an entirely different thinking
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(and component base) and offers real advantages. We can implement the introduced
new paradigm by putting the presently available technology solutions along with
different principles that approach offers considerable advantages.
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Formal Specification and Verification
of Timing Behavior in Safety-Critical IoT
Systems

Yangli Jia, Zhenling Zhang, Xinyu Cao, and Haitao Wang

1 Introduction

The Internet of things (IoT) emerges as a common platform and service for
consumer electronics [1]. IoT systems can be deployed into safety-critical missions
such as defense, traffic, process control, environmental control, automotive systems,
medical service, etc., and a failure in the temporal aspect in these systems can be as
critical as one in the functional aspect and many, directly affecting the environment
and lives of people [2]. To efficiently guarantee the high quality of these safety-
critical IoT systems, it is necessary to clearly model, visualize, and verify the
systems’ interaction behavior before deploying them.

Formal modeling methods have the characteristics such as consistent, concise,
unambiguous, and precise clarity, and we can also visualize and verify the behaviors
based on the formal specification. Therefore it has great significance to improve
accuracy, reliability, security of the systems by formal modeling, visualization, and
verification of the behavior of complex IoT systems [3].

Many methods have been presented for modeling systems’ interaction and other
behavior properties [4]. These methods can be divided into two different categories.
The first set of behavior specification methods can be called automata theory-
based methods, such as duration automata [5], timed automata [6], timed I/O
automata [7], and timed interface automata [8]. Timed automata has clock variable
to express timing constraint information, while duration automata gives timing
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constraints by binding a simple upper bound and lower bound for each transition.
The other set of component behavior specification methods is usually based on
process algebras, such as timed CSP [9], hybrid CSP [10], and behavior protocol
[11]. All of these methods are easy to learn and usually supported by automated
verification, but as without considering structural aspect of components, such
behavior modeling techniques focus only on the behavioral aspect and are unable to
describe the interconnection structure of hierarchical component architecture which
also influences the behavior. This is one of the reasons why these models are often
considered unavailable and cannot describe the time constraint information in IoT
systems [12].

In this paper, we use formal method to model the interactive actions and give
a visualization of these interaction behaviors. The formal model can be used
easily to specify and verify IoT systems’ interaction behavior and timing constraint
information.

The rest of this paper is organized as follows. Section 2 focuses on the specifi-
cation language of enhanced time behavior protocol. Composition and verification
of timing behavior are discussed in Sect. 3. Section 4 gives an application example.
The last section concludes the paper with the future work.

2 Specification Language for Modeling of IoT Systems’
Behavior

2.1 Behavior Protocol

Behavior protocol [11] is a formalism used to describe abstract model of software
systems by a set of admissible sequences of method calls. In behavior protocol,
every method call or a return from a method call forms an event which can be
denoted by event tokens. For a method named m, event tokens !mˆ, ?mˆ, !m#, and
?m# stand for emitting a method call, accepting a method call, emitting a return,
and accepting a return. We can use the basic operators (eg. “;”, “+”, and “*”), the
enhanced operators (eg. “|”, “||”, and “/”), and the composed operators (eg. “∩x”,
“|T|”) to construct a behavior protocol in a way similar to a regular expression.
A sequence of event tokens denoting events occurs in a component of the system
form a trace. Thus, the trace <!mˆ,?m#> describes the activity of a caller (emitting a
method call followed by accepting the return), while the trace <?mˆ; !m#> denotes
what the call does (accepting a call and emitting the return).

Behavior protocol uses regular-like expressions to specify systems’ interaction
behavior and provides clear support for behavior specification and formal reasoning
about the correctness of behavior. In addition, it is easy to read and apply.
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2.2 Enhanced Time Behavior Protocol

We extend behavior protocol to the area of IoT systems and the result is enhanced
time behavior protocol (ETBP). ETBP programs model systems’ interaction behav-
ior as a sequence of timed communication events and timed internal events. Events
in ETBP are bound with a timing constraint like duration automata and a 2-tuple
time consumption constraint according to requirements of IoT applications. ETBP
programs are easy to read and apply just as BP programs. Based on the advantages
of both behavior protocol and duration automata, ETBP can be used easily to specify
and verify IoT systems’ interaction behavior and timing constraint information. The
syntax and semantics of enhanced time behavior protocol owe much to timed CSP
[9].

We can specify the time delay conditions and the time consumption constraint
by means of timed event tokens. Inspired by duration automata [5], we extend
event tokens by binding timing constraint and time consumption information on
each event token needed. So timed event tokens take the forms of !m[t1][t2,t3]ˆ,
?m[t1][t2,t3]ˆ, !m[t1][t2,t3]#, and ?m [t1][t2,t3]#.

For example, !interface.method[t1][t2,t3]ˆ stands for that invoking component of
IoT system emit a method call request within t1 time units delay and the event’s
time consumption interval is [t2,t3], while ?interface.method[t1][t2,t3]ˆ means the
request must be accepted by the target component of IoT system within t1 time
units. !interface.method[t1][t2,t3]# stands for the target component emits a response
delayed for at most t3 time units, and ?interface.method[t1][t2,t3]# means the
invoking component accepts the response within t4 time units. All the invoke and
acception events must be done in time interval [t2,t3].

The time consumption constraint is represented as a 2-tuple [a,b], where a,b ∈
N and a ≤ b. The relative time consumption interval [a,b] is a time consumption
interval measured with respect to some reference time consumption instant. We
represent it by a natural number. The number starts from 0 and increases by 1 each
time when a new tick is generated.

Time consumption constraints will be used as guards for enhanced time behavior
protocol.

Basic operators of ETBP are defined in classical regular expressions.
Enhanced operators in ETBP include the parallel operators “|” and “||”, the

restriction operator “/”, the timeout operator, the delay operator “Idle,” the guard
operator “when,” and the reset operator and the “Stop” operator.

If we use A, B denotes a protocol. Timed BP can be defined by the following
Backus-Naur form:

P ::= A;B |A+ B|A∗ | A�tB |A|B |A| |B|A/G | Reset (t) |Idle (t)|
When | Stop | A∩xB.

Basic operators in ETBP include the sequencing operator “;”, the alternative
operator “+”, and the repetition operation “*”.
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• A;B represents a succession of protocol A by protocol B. The set of event
traces formed by A;B are a concatenation of a trace generated by A and a trace
generated by B.

• A+B represents an alternative of protocol A and protocol B. The set of event
traces formed by A+B are generated either by A or by B.

• A* represents an repetition of protocol A., and it is equivalent to NULL + A +
(A;A) + (A;A;A) + ... where A is repeated any finite number of times.

Then we give the enhanced operators including the parallel operators “|” and “||”
and the restriction operator “/”.

• A|B represents the “and-parallel” of protocol A and protocol B. The set of event
traces formed by A|B are an arbitrary interleaving of event tokens of traces
generated by A and B.

• A||B represents the “or-parallel” of protocol A and protocol B. It stands for A +
B + (A|B).

• A/G represents the “restriction” of protocol A. The event tokens not in a set G
are omitted from the traces generated by A.

Besides operators in behavior protocol, we give other time-related operators to
ETBP to construct more complicated protocols. These operators include the timeout
operator, the delay operator “Idle,” the guard operator “when,” the reset operator,
and the “Stop” operator.

• A�tB expresses the timeout operation of protocol A and protocol B. It may
execute any events that A may perform before time t, but if a timeout occurs,
it will execute events that B may perform.

• When operator takes the form (when b A) which means that it will perform events
trace generated by A if b is true, otherwise the events trace generated by A cannot
be chosen for execution.

• Idle(t) is the delay operator. It does nothing but waits t time units.
• Reset(t) operator just reset the clock variable t to 0.

Stop can be used to specify a component behavior which does nothing except
terminate.

2.3 Example of Enhanced Time Behavior Protocol

Consider the protocol ?a;(!p[2][8, 9]+!q[2][8, 9])�2!b[2] [8, 9]||?c. It contains
event tokens ?a,!p[2][8, 9],!q[2][8, 9],!b[2] [8, 9],?c and the operators ;, +, �2, and
||. (In the examples here, we omit event suffixes “ˆ” and “#” and connection names
for simplicity.) The protocol generates traces including, for instance, <?a;!p[2][8,
9] �2!b[2][8, 9]>, <?a;!q[2][8, 9] �2!b[2][8, 9]>, <?a;?c;!p[2][8, 9]�2!b[2][8, 9]>,
and <?a;!p[2] [8, 9] �2!b[2][8, 9];?c>. The trace <?a;!p[2][8, 9] �2!b[2][8, 9]>
starts with ?a, followed by !p[2][8, 9] �2!b[2][8, 9], which means emitting the
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method call p within 2 time units delay, and if timeout occurs, it will emit the method
call b within 2 time units. All the invoke and acception events must be done in time
interval [8, 9]

3 Composition and Visualization of ETBP

To better support for complex real-time component-based systems’ development,
we must provide compatibility verification theory and automation tools for the
ETBP model.

3.1 Composition of Enhanced Time Behavior Protocol

For behavior protocol P and behavior protocol Q, we use P ∩x Q to give the
definition of composition of enhanced time behavior protocol P and Q. Their
composition must meet the timing constraint information of the application. In the
case of composition, the time behavior protocol P or Q sends an event, the time
behavior protocol Q or P receives an event, the time behavior protocols P and Q
interact with the event, and internal events are generated.

If their composition meets the timing constraint information, any appear-
ance of !interface.method[t][t2,t3], ?interface.method[t][t2,t3], resp. ?inter-
face.method[t][t2,t3], and !interface.method[t][t2,t3], as a result of the interleaving,
is merged into τ interface. method[t] in the resulting trace, and the invoke and
acception events must be done in time interval [t2,t3] if every event has a time
consumption constraint.

In an ideal case, the event perfectly matches, that is, the time behavior protocol
P or Q executes the “send an event,” and the corresponding behavior protocol Q
or P exactly executes the “receive an event,” the time consumption constraint also
satisfied, and then the two time behavior protocols P and Q interact with the event
to generate internal events.

For example:the enhanced time behavior protocols P = !tm.begin[t1][t3,t4];
(!tm.commit[t1][t3,t4]+!tm.rollback[t1][t3,t4]) and Q = ?tm.begin[t1][t3,t4];
?tm.rollback[t1][t3,t4], P∩xQ create the path τ tm. begin; τ tm. rollback. The
combined enhanced time behavior protocol does not contain events tm. commit,
because the right side of the combination operator requires that events rollback must
occur and events rollback and commit can only be executed by one of them.

In order to describe composite operations accurately, we give the formal oper-
ational semantics of composite operations, and the interaction between P and Q
needs to be considered. Suppose A and B are event sets of time behavior protocol P
and Q, respectively. In the case of interaction, protocol P or Q executes the sending
operation, and the protocol Q or P executes the receiving event. P and Q interact
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with the event on this way, and internal events are generated in the case of combined
operation.

From an evolutionary perspective,

P →
t

P′, Q −→
t

Q′

P∩XQ −→
t

P′∩XQ′

From a migration perspective,

P
(t,!a)−→ P′, Q

(t,?a)−→ Q′

P∩XQ
(t,!a∧?a)−→ P′∩XQ′

[!a ∈ A, ?a ∈ B, a ∈ X]

3.2 Composition and Verification of Behavior Protocols

We give the composition and verification algorithm of timing behaviors as follows.
Algorithm input: enhanced time behavior protocol P, Q, event set X, Algorithm
output: the composition result of P,Q. (1) read the two protocol P, Q, classified
the events in P,Q into the sets SP, prov, SP, req, SQ, prov, SQ, req(2) while not end of
protocol P or Q, (3) if there is a call event ?mˆ[t][t2,t3] or !m#[t][t2,t3] in P or Q,
(4) then traverse Q or P to find if there is any event m in the form of ?mˆ[t][t2,t3]
or ?m#[t][t2,t3], generates the composition traces tc = !mˆ[t][t2,t3]?mˆ[t][t2,t3] ,
or tc = !m# [t][t2,t3]?m#[t][t2,t3 ], m ∈ X(5) T(c) =Utci(6) traverse all T (c),
(7) any tc ∈ T(c) (8) while tc is not terminated (9) if there is trace tc1 =
!mˆ[t1][t3,t4]?mˆ[t2][t3,t4], or, tc2 = !m#[t1][t3,t4]?m#[t2][t3,t4],m ∈ X(10) then
(11) if there is overlap of [t1], [t2] and done in [t3,t4] (12) then combined as
τm[t] (13) else output the path, and invalid timed activity error (14) if there is
m ∈ (SP, prov ∪ SQ, prov) ∧ m ∈ X(15) then output the path, and invalid timed activity
error (16) if there is m ∈ (SP, req ∪ SQ, req) ∧ m ∈ X(17) then output the path, and
stop forward error (18) tc← tc’, tc’ ∈ T(c) , goto (8)

Obviously, the algorithm gives the composition result, and compatibility of two
protocol is verified by determining the related compatible errors in composition.
Based on the composition algorithm, we can visualize the process and the result.

Based on the LTSA tool [13] which has an extensible architecture allowing extra
features to be added by means of plugins, we have developed an integrated tool
named ETBPSV for specifying and verifying IoT systems’ behavior.
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4 Application of ETBP

To demonstrate the specification model described above, consider the case of
a boiler pressure control real-time system. The boiler pressure control real-time
system consists of four components including pressure sensor, pressure monitor,
pressure controller, and alert. The pressure monitor component acquires pressure
data from the pressure sensor component every 18 ms and sends information to
the pressure controller component within 2 ms to request the issue of cooling or
warming if the pressure is too high or too low. The controller responds to the
information within 1 ms. If error occurs, the system will give an alarm and stop
running within 1 ms.

We give the formal specification of enhanced time behavior protocol for the
components in the system as follows:

Pressure_sensor:
?pressureˆ;!pressure#;
Pressure_monitor:
(!pressureˆ;?pressure#;
(
!lowˆ[2]�2 (!alertˆ;?alert#;Stop)[1];?low#; Idle(18-t)
+!highˆ[2]�2 (!alertˆ;?alert#;Stop)[1];?high#;Idle(18-t)
+Idle(18);
)
)*;
where t is the delay time for the pressure monitors sending

request information of cooling or warming to the
controller, and t<2.

Pressure_controller:
?lowˆ;!low#[1]+?highˆ;!high#[1];
Alert:
(?alertˆ;!alert#) or ?alert.
The four sub-components can be combined into a

composition-component (system/subsystem), which behavior as:
(τpressureˆ;τpressure#;
(
τlowˆ[2]�2 ( τalertˆ;τalert#;Stop)[1];τlow#; Idle(18-t)
+τhighˆ[2]�2 ( τalertˆ;τalert#;Stop)[1];τhigh#;Idle(18-t)
+Idle(18);
)
)*;

By using the time-related operators in ETBP, components’ real-time behavior
can be formally specified easily and precisely in designing component-based IoT
systems. Obviously, combining the advantages of both simplicity and practicality,
ETBP has more powerful description ability and can be used easily to specify
real-time components’ behavior and timing constraint information. The behavior
protocols of real-time sub-components can be composed together to build high-level
protocols based on the composition definition. And based on the formal specifica-
tion, we can analyze and verify the timeliness, safety, and other trustworthiness
properties of component-based IoT systems.
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We input the enhanced time behavior protocol of the three components into
ETBPSV. After compiling, we can see the states migration diagram of each protocol
as shown in Figs. 1, 2, and 3, respectively.

The behavior protocol composition migration diagram of pressure sensor and
pressure monitor is shown in Fig. 4.

As the composite protocol will send out event !tem_lowˆ[2], when it combines
with time behavior protocol of pressure controller, the corresponding response event

Fig. 1 States migration diagram of pressure sensor’s protocol

Fig. 2 States migration diagram of pressure monitor’s protocol



Formal Specification and Verification of Timing Behavior in Safety-Critical IoT. . . 467

Fig. 3 States migration diagram of pressure controller’s protocol

Fig. 4 States migration diagram of the combined two protocols

?tem_highˆ[2] cannot be found; the combined result will give bad activity prompt,
as shown in Fig. 5.

Three behavior protocols can be combined into one, and the graphical results
can be displayed using ETBPSV as Fig. 6. It can be seen that the diagram is very
complex. Therefore, it is unrealistic to analyze the results of time behavior protocol
combination manually. We can formally verify in ETBPSV as shown in Fig. 7.

We have experimentally specified several specifications of IoT systems modeled
by enhanced time behavior protocol, and these specifications were visualized
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Fig. 5 Verification of the combined two protocols

Fig. 6 Migration diagram of the combined three protocols
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Fig. 7 Verification result of the composition

and verified using ETBPSV, and some errors about timeliness, safety, and other
trustworthiness properties were found effectively. But with the complex increasing
of ETBP model, state space explosion problem is becoming significantly aggravated
and affect the efficiency of visualization and verification seriously.

5 Conclusions and Future Work

We presented a formal specification method of timing interaction behavior in
IoT systems. In addition, we developed a more efficient automatic verification
framework based on enhanced time behavior protocol and gave an example to show
how the method can be used. Combining the advantages of both simplicity and
practicality, the enhanced time behavior protocol has more powerful description
ability and can be used easily to specify real-time interaction behavior and timing
constraint information which provide a rich base for further application of formal
methods.

As future work related to timing behavior specification and verification, we
intend to focus on (1) giving the semantics of operators in enhanced time behavior
protocol and (2) dedicating to the research of state space reduction algorithm.

Acknowledgments This work is supported by the National Natural Science Foundation of China
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Introducing Temporal Behavior to
Computing Science

János Végh

1 Introduction

Computing science is on the border of mathematics and, through its physical imple-
mentation, science. Since the beginning of computing, the computing paradigm
itself, “the implicit hardware/software contract [1]”, defined how mathematics-
based theory and its science-based implementation must cooperate. Mathematics,
however, considers only the dependencies between its operands; it assumes that the
needed operands are instantly available. That is, computing science considers that
performing operations, delivering operands to and from processing units, is as kind
of engineering imperfectness. At the time when von Neumann proposed his famous
abstraction, both time of processing and time of accessing data (including those on
a mass storage device) were in the milliseconds region, while physical data delivery
time was in the range of microseconds, i.e., three orders of magnitude smaller. It
was a plausible assumption to consider that total time of processing comprises only
time of computation plus time of data access; data delivery time was neglected.

For today, however, technical development changed the relations between those
timings drastically. Today the data access time is much larger than the time
needed to process them. Besides, the relative weight of the data transfer time
has grown tremendously, for many reasons. Firstly, miniaturizing the processors
to sub-millimeter size, while keeping the rest of the components (such as buses)
above the centimeter scale. Secondly, the single-processor performance stalled [2],
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mainly because of reaching the limits, the laws of nature enable [3]. Thirdly,
making truly parallel computers failed [1], and to reach the needed high computing
performance we need to put together an excessive number of segregated processors.
This latter way replaces parallel computing with parallelized sequential computing,
disregarding that the operating rules of that different kind of computing [4–6]
sharply differ from those of the segregated processors. Fourthly, the mode of
utilization (mainly multitasking) forced out using operating system (OS), which
imitates a “new processor” for a new task, at serious time expenses. Finally, the idea
of “real-time connected everything” introduced geographically large distances with
the corresponding several millisecond data delivery times. Theory of computing
kept the idea of “instant delivery”; although even within the core, wiring has an
increasing role. The idea of non-temporal behavior was confirmed by accepting
“weak scaling” [7], suggesting that all housekeeping times, such as organizing
joint work of parallelized serial processors, sharing resources, using exceptions and
OS services, delivering data between processing units and data storage units, are
negligible.

Vast computing systems can cope with their tasks with growing difficulty,
enormously decreasing computing efficiency, and enormously growing energy
consumption; one can experience similar issues in the world of networked edge
devices. Being not aware of that collaboration between processors needs a different
approach (another paradigm), resulted in demonstrative failures already known
(such as supercomputers Gyoukou and Aurora’18, or brain simulator SpiNNaker)1

and many more may follow: such as Aurora’21 [9], the China mystic supercom-
puters2 and the EU planned supercomputers.3 General-purpose computing systems
comprising “only” millions of processors already show the issues, and brain-like
systems want to comprise four orders of magnitude higher number of computing
elements. When targeting neuromorphic features such as “deep learning training”,
the issues start to manifest already at a couple of dozens of processors [10, 11]. The
scaling is nonlinear [5], strongly depending on the workload type, and the Artificial
Intelligence (AI)-class workload is one of the worst workloads [5, 11] one can run
on conventional architectures.4

“Successfully addressing these challenges [of neuromorphic computing] will
lead to a new class of computers and systems architectures” [12]. However, the
roundtable concentrated only on finding new materials and different gate devices.
They did not even mention that for such systems new computing paradigm may

1The explanations are quite different: Gyoukou was withdrawn after its first appearance; Aurora
failed: retargeted and delayed; Despite the failure of SpiNNaker1, the SpiNNaker2 is also under
construction [8]; “Chinese decision-makers decided to withhold the country’s newest Shuguang
supercomputers even though they operate more than 50 percent faster than the best current US
machines”.
2https://www.scmp.com/tech/policy/article/3015997/china-has-decided-not-fan-flames-super-
computing-rivalry-amid-us.
3https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=60156.
4https://www.nextplatform.com/2019/10/30/cray-revamps-clusterstor-for-the-exascale-era/: arti-
ficial intelligence, . . . it’s the most disruptive workload from an I/O pattern perspective.

https://www.scmp.com/tech/policy/article/3015997/china-has-decided-not-fan-flames-super-computing-rivalry-amid-us
https://www.scmp.com/tech/policy/article/3015997/china-has-decided-not-fan-flames-super-computing-rivalry-amid-us
https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=60156
https://www.nextplatform.com/2019/10/30/cray-revamps-clusterstor-for-the-exascale-era/
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also be needed. The result was that, as noticed by judges of the Gordon Bell Prize,
“surprisingly, [among the winners of the supercomputer competition] there have
been no brain-inspired massively parallel specialized computers” [13]. Despite the
vast need and investments, furthermore the concentrated and coordinated efforts,
just because of the vital bottleneck: the missing theory.

2 Introducing Time to Computing

As suspected by many experts, the computing paradigm itself, “the implicit
hardware/software contract [1]”, is responsible for the experienced issues: “No
current programming model is able to cope with this development [of processors],
though, as they essentially still follow the classical van Neumann model” [14]. When
thinking about “advances beyond 2020”, the solution was expected from the “more
efficient implementation of the von Neumann architecture” [15], however.

There are many analogies between science and computing [16]; among others,
how they handle time. Both classic science and classic computing assume instant
(infinitely quick) interaction between its objects. That is, an event happening at
any location can be instantly seen at all other locations: time has no specific role,
and an event has immediate effect on all other considered objects. In science,
discovering that the speed of light is insurmountable, led to introducing the four-
dimensional space-time. Special relativity introduces a ‘fourth space dimension’,
and we calculate that coordinate of the Minkowski space from the time as the
distance the light traverses in a given time.

2.1 Why Temporal Logic Is Needed

In computing, distances get defined during fabrication of components and assem-
bling the system. In biological systems, nature defines neuronal distances, and in
‘wet’ neuro-biology, signal timing rather than axon length is the right (measurable)
parameter. To describe temporal operation of computing systems correctly, we need
to find out how much later a component notices that an event occurred in the system.
To introduce a temporal logic (i.e. that value of a logical expression depends on
where and when it is evaluated) into computing, the reverse of Minkowski transform
is required: we need to use a special 4-vector, where all coordinates are time values:
the first three are the corresponding local coordinates (distances from the location of
the event, divided by the speed of interaction) having time dimension, and the fourth
coordinate is the time itself; that is, we introduce a 4 dimensional time-space system.
The resemblance with the Minkowski-space is obvious, and the name difference
signals the different aspects of utilization.

Figure 1a shows why time must be considered explicitly in all kinds of computing.
The figure shows (for visibility) a 3-dimensional coordinate system: how an event
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behaves in a two-dimensional space plus time (the concept is easier to visualize
with the number of spatial dimensions reduced from three to two). In the figure, the
direction ‘y’ is not used, but enables to place observers at the same distance from
the event, without the need to locate them in the same point. The event happens at
point (0,0,0), the observers are located on the ‘x’ axis; the vertical scale corresponds
to the time.

In the classic physical hypothetical experiment, we switch on a light in the origo,
and the observer switches his light when notices that the first light was switched
on. If we graph the growing circle with the vertical axis of the graph representing
time, the result is a cone, known as the future light cone (in 2D space plus a time
dimension). Both light sources have some “processing time”’, that passes between
noticing the light (receiving the instruction) and switching the light on (performing
the instruction). That is, the instruction is received at the origo, at the bottom of
the green arrow. The light goes on at the head of the arrow, (i.e., at the same
location, but at a later time), after that the ‘processing time’ Tp passed. Following
that, the light propagates in the two spatial dimensions as a circle around axis “t”.
Observers at larger distance notice the light at a later time: a ‘transmission time’ Tt

is needed. If “processing time” of the light source of the first event were zero, the
light would propagate along the gray surface at the origo. However, because of the
finite processing time, the light will propagate along the blueish cone surface, at the
head of the green arrow.
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Fig. 1 The origin of “idle waiting time” and its effect on the efficiency on parallelized sequential
processing systems. (a) The computing operation in time-space approach. The processing operators
can be gates, processors, neurons or networked computers. (b) The surface and the figure marks
show at what efficiency the top supercomputers run the ‘best workload’ benchmark HPL, and the
‘real-life load’ HPCG [6]. The right bottom part displays the expected efficiency [17] of running
neuromorphic calculations on SPA computers
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A circle denotes position of our observer on the axis “x”. With zero “transmission
time”, the second gray conical surface (at the head of the green dotted arrow) would
describe his light. However, its “processing time” can only begin when the observer
notices the light at his position: when the dotted red arrow hits the blueish surface. At
that point begins “processing time” of the second light source; the yellowish conical
surface describes the second light propagation. The horizontal (green dotted) arrow
describes the physical distance of the observer (as a time coordinate), the vertical
(red dotted) arrow describes the time delay of the observer light. It comprises two
components: the Tt transmission time to the observer and its Tp processing time.
The light cone of the observer starts at t = 2 ∗ Tp + Tt .

The red arrow represents the resulting apparent processing time TA: the longer
is the red vector; the slower is the system. As the vectors are in the same plane,

TA =
√

T 2
t + (2 · Tp + Tt )2, that is TA = Tp ·

√
R2 + (2+ R)2. This means,

that the apparent time is a non-linear function of both of its component times and
their ratio R. If more computing elements are involved, Tt denotes the longest
transmission time. (Similar statement is valid if the Tp times are different) The
effect is significant: if R = 1, the apparent execution time of performing the
two computations is more than 3 times longer than the processing time. Two more
observers are located on the axis ‘x’, at the same position. For visibility, their timings
are displayed at points ‘1’ and ‘2’, respectively. Their results illustrate the influence
of the transmission speed (and/or the ratio R). In their case the transmission speed
differs by a factor of two compared to that displayed at point ‘0’; in this way three
different R = Tt/Tp ratios are displayed.

Notice that at half transmission speed (the horizontal green arrow is twice as long
as that in the origo) the vector is considerably longer, while at double transmission
speed, the decrease of the time is much less expressed.5 Given that the apparent
processing time TA defines the performance of the system, Tp and Tt must be
concerted.

2.2 Consequences of Temporal Behaviour

Notice an important aspect: the Tp transmission time is an ‘idle time’ (the orange
arrow on the figure) for the observer: it is ready to run, takes power, but does
no useful work. Due to their finite physical size and limited interaction speed
(both neglected in the classic paradigm), temporal operation of computing systems
results inherently in an idle time of their processing units,6 and—since it sensitively
depends on many factors and conditions—can be a significant contributor to non-
payload portion of their processing time. With other major contributors, originating

5Reference [6] discusses this phenomenon in details.
6It can be a crucial factor of inefficiency of general-purpose chips [18].
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Listing 1. The essential lines of source code of the one-bit adder implemented in SystemC
//We are making a 1-bit addition
aANDb = a.read() & b.read();
aXORb = a.read() ^ b.read();
cinANDaXORb = cin.read() & aXORb;

//Calculate sum and carry out
sum = aXORb ^ cin.read();
cout = aANDb | cinANDaXORb;

from their technical implementation (see Sect. 3.2), these “idle waiting” times
sharply decrease payload performance of the systems. Figure 1b depicts how
efficiencies of recent supercomputers depend [6] on the number of single-threaded
processors in the system and the parameter (1−α), describing non-payload portion
of the corresponding benchmark task. It is known since decades that “this decay
in performance is not a fault of the architecture, but is dictated by the limited
parallelism” [4]; in excessive systems of modern hardware (HW), is also dictated
by laws of nature [16].

Using shorter operands (half precision rather than double precision) reduces TA

non-proportionally: the housekeeping costs (such as fetching, addressing) remain
constant (although the amount of data movement and manipulation decreases). One
expects a four-fold performance increase when using half-precision rather than dou-
ble precision operands [19], and the consumed power consumption data underpin
that expectation. However, the measured increase in computing performance was
only three times higher: the apparent execution time TA and the processing time Tp

differ.

2.3 Example: Temporal Diagram of a 1-Bit Adder

Although for its end-users, the processor is the “atomic unit” of processing,7

principles of computing are valid also at “sub-atomic” level of gate operations.
Describing the temporal operation at gate level is an excellent example, that
the line-by-line compiling (sequential programming, called also Neumann-style
programming [20]), formally introduces only logical dependence, but through
its technical implementation it implicitly and inherently introduces a temporal
behavior, too.

The one-bit adder is one of the simplest circuits used in computing. Its common
implementation comprises 5 logic gates, 3 input signals and 2 output signals. Gates

7The reconfigurable computing, with its customized processors and non-processor-like processing
units, does not change significantly the landscape.
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are logically connected internally: they provide input and output for each other. The
relevant fraction of the equivalent source code is shown in Listing 1.

Figures 2a and b show the timing diagram of a one-bit adder, implemented using
common logic gates. The three input signals are aligned on axis y, the five logic
gates are aligned on axis x. Gates are ready to operate as well as signals are ready
to be processed (at the head of the blue arrows). The logic gates have the same
operating time (the length of green vectors), their access time includes the needed
multiplexing. Signals must reach their gate (dotted green arrows), that (after its
operating time passes) produces its output signal, that starts immediately towards the
next gate. Vertical green arrows denote gate processing (one can project the arrow to
axis x to find out the ID of the gate), labelled with the name of the produced signal.
There are “pointless” arrows in the figure. For example, signal a&b reaches the OR

gate much earlier, than the signal to its other input. Depending on the operands of
OR, it may or may not result in the final sum.

Notice, that considering physical distance and finite interaction speed, drastically
changes the picture we have (based on “classic computing”), that the operating time
of an adder is simply the sum of the corresponding “gate times”. For example, the
very first AND and XOR operations could work in parallel (at the same time), but
the difference in their physical distance the signals must travel, changes the times
when they can operate with their signals. Also, compare the temporal behavior of
the signal sum on the two figures. The only difference between subfigures is that
the second XOR gate moved to another place.
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Fig. 2 Temporal diagram of a one-bit adder in time-space system. The diagram shows the logical
equivalent of the SystemC source code of Listing 1., the time from axis x to the bottom of green
arrows signals “idle waiting” time (undefined gate output). Notice how changing position of a gate
affects signal timing. (a) Temporal dependence diagram of a 1-bit adder. The second XOR gate is
at (−1,0) . (b) Temporal dependence diagram of a 1-bit adder. The second XOR gate is at (+1,0).
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The difference in timing roots not only in the different number of gates involved:
the distance traversed by the signals can contribute equally, and even counterbal-
ance the different number of involved gates. As the co output is the input ci for the
next bit, is must be wired there. The total execution time of, say, a 64-bit adder
shall be optimized at that level, rather than at bit level. Orchestrating temporal
operation through considering both complexity of operation, and positions of signals
and operators, can significantly enhance performance.

The goal of this section and Figs. 2a and b is only to call the attention to
that in addition to the viewpoint of mathematics (using standard gates and logic
functions) and technology (which technology enables to produce smaller gate
times and smaller expenses), also the temporal behavior must be considered, when
designing chips. Even inside a simple adder circuit, the performance can be changed
significantly, only via changing physical distance of gates; in strong contrast with
the “classic computing”.

The meaning of “idle waiting” is slightly changed here, The gates produce valid
output only after they received all of their internally-produced operand(s), plus their
“gate time”, at the head of the corresponding green arrow. The total operating time
of the adder is considerably longer than the sum of operating times of its gates. The
proper positioning of gates (and wiring them) is a point to be considered seriously,
and maybe also the role of gates must be rethought.

2.4 Using New Effect/Technology/Material in Computing
Chain

Given that apparent processing time TA defines performance of the system, Tp

(physical processing time, a vector perpendicular to the XY plane) and Tt (transfer
time, a vector between different planes) must be concerted. In a complex system, it is
not reasonable to fabricate smaller components without decreasing their processing
time proportionally; and similarly, replacing a Processing Unit (PU) with a very
much quicker one has only marginal effect, if the physical distance of the PUs cannot
be reduced proportionally, at the same time.

Figure 3 demonstrates why: two different topologies and two different physical
cache operating speeds are used in the figure. Two cores are in positions (−0.5,0)
and (0.5,0), furthermore two cache memories at (0,0.5) and (0,1). The signal,
requesting to access cache, propagates along the dotted green vector (it changes both
its time and position coordinates), the cache starts to operate only when the green
dotted arrow hits its position. After its operating time (the vertical orange arrow),
the result is delivered back to the requesting core. This time can also be projected
back to the “position axes”, and their sum (red thin arrow) can be calculated. The
physical delivery of the fetched value begins at the bottom of the lower vertical
green arrows, includes waiting and finishes at the head of the upper vertical green
arrows; their distance defines the apparent cache access time TA. Physical cache
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Fig. 3 Performance dependence of an on-chip cache memory, at different cache operating times,
in the same topology. Cores at x= −0.5 and x=0.5 positions access on-chip cache at y=0.5 and
y=1.0, respectively. Vertical orange arrows represent physical cache operating time, and vertical
green arrows the apparent access time. The physical operations speed of cache memory of the right
subfigure is 10 times better. Compare the apparent access times to the corresponding physical ones
(the time ratio is better only about a factor of two). Notice also that the apparent operating speed
is more sensitive to the position rather than to the speed of the cache memory. (a) Normal speed
cache memory. Two different cache memories, with the same physical cache sped, but at different
internal on-chip cache position. (b) Super-quick (10 times quicker) cache memory. Assumes new
material/physical mechanism. Two different cache memories, with the same physical cache sped,
but at different internal on-chip cache position

access time (the vertical orange arrow) begins when signal reaches the cache. Till
that time, cache is idle waiting. Core is also idle waiting until the requested content
arrives. Notice that apparent processing time is a monotonic function of the physical
processing time, but because of the included—fixed time—‘transmission times’ due
to physical distance of the respective elements, their dependence is far from being
linear. Repeated operation of course can change the idle/to active ratio; one must
consider, however, the resources the signal delivery uses.

The apparent processing time (represented by the distance of the vertical green
arrows) is only slightly affected by the physical speed of the cache memory
(represented by vertical orange arrows). The right subfigure assumes that some new
material/technology/effect decreases access time to one tenth of the time assumed on
the left subfigure. In the figure, the technology (at considerable expenses) improved
physical access time by a factor of ten, but the apparent access speed has improved
only by a factor of less than two. Even if the physical cache time could be reduced
to zero, the apparent access time cannot be reduced below the time defined by the
respective distances/interaction times. Mimicking the biology is useful also here:
the time window, where the decision is made, is of the same size, independently
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of the path traversed by the signal (the axon length) and the speed of the signal
(conduction velocity); and is in the order of the ‘processing time’ of the neurons.8

A recently proposed idea is to replace slow digital processing with quick analog
processing [21, 22], and may be proposed using any future new physical effect
and/or material, such as in [23]: they decrease Tp, but to make them useful
for computing, their in-component transmission time Tt , and especially inter-
component transmission time must be considerably decreased. Neglecting their
temporal behavior limits the utility of any new method, material or technology, if
they are designed/developed/used in the spirit of the old (timeless) paradigm.

3 Identifying Bottlenecks of Computing Due to Their
Technical Implementation

3.1 Synchronous and Asynchronous Operation

The case depicted in Fig.1a is an asynchronous operation: when the light cone
arrives at the observer, the second processing can start. If we have additional
observers, their T A

t and T B
t may be different, and we have no way to synchronize

their operation. If we have another observer at the point mirrored to the origo, the
light cone arrives at it at about the same T A

t , but to synchronize the operation of the
two observers, we would need Tsynch = Tt + T A

t + T B
t . Instead, we issue another

light cone (a central clock) at the origo (it the case of that light cone, the processing
time is zero, just a rising edge) and observers are instructed to start their processing
when this synchronizing light cone reaches their point of observation.

In the time-space system, not only observers on the surface of the cone, but also
the ones inside the cone, can notice that the first light went on. If Tsynch is large
enough, all observers will notice the first light. After noticing the light, they all can
start their processing at that time t = 2 ∗ Tp + Tsync. Given that both Tp,i and
Tt,i can be different, Tsynch ≥ Tp,i + Tt,i , for any observer i, must be fulfilled.
This time is larger than any of the Tp,i + Tt,i times: for the rest of observers, the
idle time increases. Given that their internal wiring can be very different, we must
choose the clock period according to the “worst-case”. For the rest of observers, this
constraint means a significant increase in their value Tt,i . All observers must wait
for the slowest one. The more observers (and the more steps!), the more waiting.
This effect is considerable even inside the chip (at ≤ cm distances); in the case of
supercomputers, the distance is about 100 m.

A careful analysis [17] discovered that using synchronous computing (using
clock signals) has a significant effect on performance of large-scale systems mim-
icking neuromorphic operation. The performance analysis [25] of large-scale brain

8The biology can change the conduction velocity, that needs energy, so finding an optimum is not
as simple.
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simulation facilities demonstrated an exciting parallel between modern science and
large-scale computing. The commonly used 1 ms integration time, limited both the
many-thread software (SW) simulator, running on general-purpose supercomputers,
and the purpose-build HW brain simulator, to the same value of payload perfor-
mance. Similar shall be the case very soon in connection with building the targeted
large-scale neuromorphic systems, despite the initial success of specialized neuronal
chips (such as [26, 27]). Although at a higher value (about two orders of magnitude
higher than the one in [25]), systems built from such chips also shall stall because
of the “quantal nature of time” [16], although using asynchronous operating mode
can slinghtly rearrange the scene.

3.2 The High Speed Serial Bus

Components of technical computing systems (including biology-mimicking neu-
romorphic ones) are connected through a set of wires, called “bus”. The bus is
essentially the physical appearance of the “technical implementation” of commu-
nication, stemming from the SPA, as illustrated in Fig. 4. The inset shows a simple
neuromorphic use case: one input neuron and one output neuron communicating
through a hidden layer, comprising only two neurons. Figure 4a mostly shows the
biological implementation: all neurons are directly wired to their partners, i.e.,
a system of “parallel buses” (axons) exists. Notice that the operating time also
comprises two non-payload times (Tt ): data input and data output, which coincide
with the non-payload time of the other communication party. The diagram displays
logical and temporal dependencies of the neuronal functionality. The payload
operation (“the computing”) can only start after data is delivered (by the, from this
point of view, non-payload functionality: input-side communication), and output
communication can only begin when the computing finished. Importantly, com-
munication and calculation mutually block each other. Two important points that
neuromorphic systems must mimic noticed immediately: i/ the communication time
is an integral part of the total execution time, and ii/ the ability to communicate is a
native functionality of the system. In such a parallel implementation, performance
of the system, measured as the resulting total time (processing + transmitting),
scales linearly with increasing both non-payload communication speed and payload
processing speed.

Figure 4b shows a technical implementation of a high-speed shared bus for
communication. To the right of the grid, the activity that loads the bus at the given
time is shown. A double arrow illustrates communication bandwidth, the length of
which is proportional to the number of packages the bus can deliver in a given time
unit. We assume that the input neuron can send its information in a single message
to the hidden layer, furthermore, that the processing by neurons in the hidden layer
both starts and ends at the same time. However, the neurons must compete for
accessing the bus, and only one of them can send its message immediately, the
other(s) must wait until the bus gets released. The output neuron can only receive the
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Fig. 4 Implementing neuronal communication in different technical approaches. (a): the parallel
bus; (b) and (c): the shared serial bus, before and after reaching the communication “roofline” [24]

message when the first neuron completed it. Furthermore, the output neuron must
first acquire the second message from the bus, and the processing can only begin
after having both input arguments. This constraint results in sequential bus delays
both during non-payload processing in the hidden layer and payload processing in
the output neuron. Adding one more neuron to the layer, introduces one more delay.

Using the formalism introduced above, Tt = 2 · TB + Td + X, i.e., the bus must
be reached in time TB (not only the operand delivered to the bus, but also waiting
for arbitration: the right to use the bus), twice, plus the physical delivery through the
bus. The X denotes “foreign contribution”: if the bus is not dedicated for “neurons
in this layer only”, any other traffic also loads the bus: both messages from different
layers and the general system messages may make processing slower.

Even if only one single neuron exists in the hidden layer, it must use the
mechanisms of sharing the bus, case by case. The physical delivery to the bus takes
more time than a transfer to a neighboring neuron (both the arbiter and the bus
are in cm distance range). If we have more neurons (such as a hidden layer) on
the bus, and they work in parallel, they all must wait for the bus. The high-speed
bus is very slightly loaded when only a couple of neurons are present, and its load
increases linearly with the number of neurons in the hidden layer (or, maybe, all
neurons in the system). The temporal behavior of the bus, however, is different.
Under the biology-mimicking workload, the second neuron must wait for all its
inputs originating in the hidden layer. If we have L neurons in the hidden layer, the
transmission time of the neuron behind the hidden layer is Tt = L · 2 ·TB +Td +X.
This temporal behavior explains why “shallow networks with many neurons per
layer . . . scale worse than deep networks with less neurons” [10]: the physical bus
delivery time Td , as well as the processing time Tp, become marginal if the layer
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forces to make many arbitrations to reach the bus: the number of the neurons in
the hidden layer defines the transfer time (Recall Fig. 1a for the consequences of
increasing the transfer time). In deeper networks, the system sends its messages
at different times in different layers (and, even they may have independent buses
between the layers), although the shared bus persists in limiting the communication.
Notice that there is no way to organize the message traffic: only one bus exists.

Figure 5 discusses, in terms of “temporal logic”, the case depicted in the inset
in Fig. 4 (where the same operation is discussed in conventional terms): why using
high-speed buses for connecting modern computer components leads to very severe
performance loss, especially when one attempts to imitate neuromorhic operation.
The two neurons of the hidden layer are positioned at (−0.3,0) and (0.6,0). The bus
is at position (0,0.5). The two neurons make their computation (green arrows at the
position of neurons), then they want to tell their result to fellow neurons. Unlike in
biology, first they must have access to the shared bus (red arrows). Core at (−.3,0)
is closer to the bus, so its request is granted. As soon as the grant signal reaches
requesting core, the bus operation is initiated, and the data starts to travel to the bus.
As soon as it reaches the bus, it is forwarded by the high speed of the bus, and at
that point bus request of the other core is granted, and finally, also calculated result
of the second neuron is bused.

At this point comes into picture the role of the workload on the system: the two
neurons in the hidden layer want to use the single shared bus, at the same time,
for communication. As a consequence, the apparent processing time is several
times higher, than the physical processing time, and it increases linearly with the
number of neurons in the hidden layer (and maybe with also the total number of
neurons in the system, if a single high-speed bus is used). In vast systems, especially
when attempting to mimic neuromorphic workload, the speed of the bus is getting
marginal. Notice that times shown in the figure are not proportional: the (temporal)
distances between cores are in the several picoseconds range, while the bus (and the
arbiter) are at a distance well above nanoseconds, so the actual temporal behavior
(and the idle time stemming from it) is much worse than the figure suggests. This

Fig. 5 The operation of the
sequential bus, in time-space
coordinate system system.
Near to axis t, the lack of
vertical arrows signals “idle
waiting” time
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is why “The idea of using the popular shared bus to implement the communication
medium is no longer acceptable, mainly due to its high contention” [28]. The figure
suggests to use another design principle instead of using the bus exclusively, directly
from the position of the computing component (Fig. 5).

Given that the bus bandwidth is finite, there comes the point when the amount of
messages exceeds the available bus bandwidth. Figure 4c demonstrates the case,
where for better visibility, the bus bandwidth is lower, but the required packet
bandwidth slice is the same. In this case, the second neuron in the hidden layer
cannot send its message when the first one finishes its transmission: the bus
transmission roofline [24] is reached. In that case the transmission time shall be
extended with a new term Tt = (B + L) · 2 · TB + Td + X, where B is the
number of messages above the number of messages that the bus can deliver in a
unit time. Reaching the roofline causes further extra delay in both non-payload and
payload processing times, extending the total execution time. A single sequential
bus can deliver messages only one after the other, i.e., increasing number of neurons
increases utilization of the bus and prolongs total execution time as well as apparent
processing time of the individual neurons. This effect can be so strong in large
systems, that emergency measures must have been introduced: the events “are
processed as they come in and are dropped if the receiving process is busy over
several delivery cycles” [25].

When using a shared bus, increasing either processing speed or communication
speed does not affect linearly the total execution time any more. Furthermore, it
is not the bus speed that limits performance. Recall Fig. 1a again, to see, how
the time projection of a relatively small increase in the transfer time Tt can lead
to a relatively large change in the value of apparent processing time TA; and so
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Fig. 6 The parallelized sequential operation as described in the proposed time-space system, with
its simplified, non-technical model [6]. (a) Time diagram of parallelized sequential operation in
time-space. (a) A non-technical, simplified model of parallelized sequential computing operations.
Notice the different nature of those contributionsand that they have only one common feature: they
all consume time. The vertical scale displays the actual activity for processing units shown on the
horizontal scale
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leads to incomprehensible slowdown of the system: the slowest component defines
efficiency. Conventional way of communication may work fine as long as there is
no competition for the bus, but leads to queuing of messages in the case of (more
than one!) independent sources of communication. The bursty nature, caused by the
need of central synchronization, tops the effect, and leads to a “communicational
collapse” [29], that denies huge many-processor systems, especially neuromorphic
ones [30].

To have a chance to connect a large number of computing units in biology-
mimicking systems, drastically new bus system and drastically new traffic organi-
zation is required [31]. Using a single high-speed bus greatly contributes to the
experienced very low efficiency of Artificial Neural Network (ANN)s [5], and finally
that “Core progress in AI has stalled in some fields” [32].

3.3 Parallelized Sequential Processing

Present technical approaches assume a linear dependence between payload and
nominal performances of computing systems as “Gustafson’s formulation [7] gives
an illusion that as if N [the number of the processors] can increase indefinitely” [33].
The fact that “in practice, for several applications, the fraction of the serial part
happens to be very, very small thus leading to near-linear speedups” [33] (see also
value of α in Fig. 1b), however, misled the researchers. Gustafson’s “linear scaling”
neglects all non-payload contributions entirely, including the temporal behavior of
the components. He established his conclusions on only several hundred processors.
The interplay of improving parallelization and general HW development (including
non-determinism of modern HW [34]) covered for decades that weak scaling
was used far outside of its range of validity [5]. In our terminology, Gustafson’s
assumption means that Tt = 0, which is not the case, in any computing system,
and especially not in the case of neuromorphic computing systems. As pointed out
above, having idle time in computing systems is inevitable; the vastly increased
number of idle cycles due to physical size and operating mode of computing systems
led to the effects detailed above.

Figure 6a depicts temporal diagram of distributed parallel processing in the
introduced time-space system. One of the PUs (in our case the one at (0,0.5))
orchestrates the operation, including receiving the start command and returning
the result. This core makes some sequential operations (such as initializing data
structures, short green arrow), then it sends the start command and operands to
fellow cores at (−0.5,0) and (1,0), one after the other. Signal propagation takes time
(depending on distance from the coordinator), and after that time, fellow cores can
start their calculation (their part of the parallelized portion). Of course, orchestrator
PU must start all fellow PUs (red arrows), then it can start its portion of distributed
processing. In the case of large number of fellow processors, it may be advantageous
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if the coordinator does not have its own portion of parallelizable code:9 executing
that code may delay receiving results from the fellow processors.

As fellow PUs finish their portion, they must transmit their data Resi to the
orchestrator, that receives those data in sequential mode, and finally makes some
closing sequential processing. Again, the inherently sequential-only portion [35] of
the task increases with number of cores and its idle waiting time (time delay of
signals) increases with physical size (cable length). The times shown in the figure
are not proportional, and largely depend on type of the system. For example, in
supercomputers, total calculation time is in the hours range, number of red arrows
(without clustering) can be up to several millions, and the delay, due to the finite
speed of signal propagation, in several thousand clock cycles (in the case of using
Ethernet networks, several millions).

Notice, that the figures assume no dependence (such as logical dependence on
sharing physical resources) between the computing objects (threads), and especially
not the case when several SW threads share the same PU. Notice also, that the
orchestrating PU must wait results from all fellow PUs, i.e. the slowest branch
defines performance.

Amdahl listed [36] different reasons why losses in “computational load” can
occur. Fortunately, Amdahl’s idea enables us to put everything that cannot be paral-
lelized, i.e., distributed between the fellow processing units, into the sequential-only
fraction. For describing the parallel operation of sequentially working units, the
model depicted in Fig. 6b was prepared. The technical implementations of the
different parallelization methods show up virtually infinite variety [37], so we
present here a (by intention) strongly simplified, non-technical, model. The model
has some obvious limitations, among others, because of the non-determinism of
modern HW systems [34, 38].

In addition to “idle time”s discussed above, the serialized parallel processing
adds one more contribution. Even the simplest (parallelized sequential) task has
a non-parallelizable portion of time, that—according to Amdahl’s Law—limits
the achievable payload computing performance. Here the sequential bus and the
transmission delay play a role, again. Because, in the SPA, the initiating processor
can address only one processor (or through clustering: only a few of them), the other
processors must make additional idle waiting: the loop to address them takes time,
and the cable length significantly increases their Tt . This effect, however, comes
to light only at a relatively high number of cores and real-life workloads. At a
lower number of cores and HPL-class benchmarks, only a slight deviation from
the linearity, predicted by the “weak scaling”, can be noticed.

The right subfigure in Fig. 7 displays the payload performance of a many-
processor SPA system when executing different workloads (that define the non-
payload to payload ratio); for the math details see [6, 16]. The top diagram
lines represent the best payload performance that the supercomputers can achieve
when running the benchmark HPL, which represents the minimum communication

9For examples see the architectures of supercomputers T aihulight and Summit .
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Fig. 7 The limiting effect considered in the “modern” theories. One left side, the speed limit, as
explained by the theory of relativity, is illustrated. The refractory index of the medium defines
the value of the speed limit. On the right side, the payload performance limit of the parallelized
sequential computing systems, as explained by the “modern paradigm”, is illustrated. The ratio of
the non-payload to payload processing defines the value of the payload performance

a parallelized sequential system needs. The bottom diagram line represents the
estimation of the payload performance that neuromorphic-type processing can
achieve in SPA systems (See also Fig. 1b). Notice the similarity with the left
subfigure: under extreme conditions, in the science, an environment-dependent
speed limit exist, and in computing, a workload-dependent payload performance
limit exists [16].

To have hopes to significantly increase computing performance of our present
cutting-edge conventional and future neuromorphic computing systems, principle
other than parallelizing otherwise sequentially processing systems, must be discov-
ered. The recent paradigm leads to not only inherent performance limits, but also to
irrationally high power consumption.

3.4 Communication

One of the worst computing performance limiting factors is the method of com-
munication between processors, which increases exponentially with increasing
complexity/number. Historically, in the model of computing proposed by von
Neumann, there was one single entity, an isolated (non-communicating) proces-
sor, whereas in bio-inspired models, billions of entities, organized into specific
assemblies, cooperate via communication. (Communication here means not only
sending data, but also sending/receiving signals, including synchronization of the
operation of entities.) Neuromorphic systems, expected to perform tasks in one
paradigm, but assembled from components manufactured using principles of (and
implemented by experts trained in) the other paradigm, are unable to perform at
the required speed and efficacy for real-world solutions. The larger the system, the
higher the communication load and the performance debt. With reference to Fig. 1a,
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time contribution of the communication is part of the processing time Tp, although
the overwhelming part of it could be done in parallel with the computing activity.
This feature both decreases available processing capacity of a neuron, and strongly
changes value of R. More importantly, it must use communication facilities through
Input/Output (I/O) instructions, wasting a massive amount of time for that.

4 The Effect of Temporal Behavior on Scaling

Dependence of payload performance on nominal performance in many-many
processor systems is strongly nonlinear at higher performance values (implemented
using a large number of processors). This effect is especially disadvantageous for
networks, such as neuromorphic ones, that show up non-proportionally much idle
wait time, mainly because of the reasons presented above. The linear dependence
at low nominal performance values explains why initial successes of any new
technology, material or method in the field, using the classic computing model,
can be misleading: in simple cases classic paradigm performs tolerably well thanks
to that compared to biological neural networks, current neuron/dendrite models are
simple, the networks small and learning models appear to be rather basic.

The biology is aware of that the transmission time is a crucial part of the
processing. “Importantly, distally projecting axons of long-range interneurons have
several-fold thicker axons and larger diameter myelin sheaths than do pyramidal
cells, allowing for considerably faster axon conduction velocity” [39]. Faster
conduction increases the energy consumption of a cell (needing more myelin),
but it prevents a race condition between the signals. The biology “wastes” extra
energy only when required, and here there appears the need to refine the “fire
and wire together” operating principle with modulating the conduction velocity.
The surprising resemblance between Fig. 8a and Fig. 7 in [39] also underlines
the importance of making a clear distinction between handling ‘near’ and ‘far’
signals. Although the Inter-Core Communication Block (ICCB) blocks in the
biology-mimicking architecture [31] can adequately represent ‘locally connected’
interneurons and the ‘G’ gateway the ‘long-range interneurons’, the biological
conduction time must be separately maintained. Computer technology cannot speed
up communication selectively, as biology does, and it is not worth to slow it
down selectively. Making time-stamps and relying on computer network delivery
principles is not sufficient: temporal behavior is a vital feature of biology-mimicking
systems and we must not replace them with synchronization principles of computing.

5 Summary

Statements such as “The von Neumann architecture is fundamentally inefficient
and non-scalable for representing massively interconnected neural networks” [40]
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Fig. 8 The communication scheme between local and farther neurons, as can be implemented
in technically [31]. (a) The conceptual communication diagram (compare to Fig. 7 in [39]),
mimicking the communication between local neurons the farther neurons. (b) The proposed
implementation: the Inter-Core Communication Blocks represent a “local bus” (directly wired,
with no contention), while the cores can communicate with the cores in other clusters through the
‘G’ gateway as well as the ‘M’ (local and global) memory

should be modified like this “the architectures based on the non-temporal abstrac-
tion proposed by von Neumann”. Especially the figures above, provide a very clear
pointer: to make efficient and large systems (including neuromorphic ones), the
fundamental principles of operation of computing, communication, including the
bus system and principle of handling messages, as well as the cooperation between
processors, must be scrutinized and drastically changed. Comprehending the timely
behavior of the components can serve as a good starting point to do so.
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Evaluation of Classical Data Structures
in the Java Collections Framework

Anil L. Pereira

1 Introduction

The Java Collections framework [1] is a unified architecture for representing and
manipulating data collections. The classical data structures [2] implemented in the
Java Collections framework and considered in this paper are array, array list, linked
list, doubly linked list, stack, and queue [3]. This paper asks an important question
and attempts to answer it. The question is, what are the important performance
considerations of the classical data structures as implemented in the Java Collections
framework when using asymptotic analysis [4] for software design? For example,
inserting or removing an element at the end of an array list or linked list data
structure takes constant time irrespective of the number of elements in the data
structure. However, the software execution time relative to the array list is much
faster due to its memory being allocated contiguously and with less overhead.
Even though the time complexity in this case is the same for both data structures,
clearly the array list would be a better choice among the two in order to buffer
small amounts of data while transmitting or receiving data at high speeds through
a network. The paper seeks to answer the above question by analyzing the
performance gap between the data structures when similar operations have equal
time and equal space complexity. To the best of the author’s knowledge, there is
no work reported in the available technical literature that poses the above question
and attempts to answer it. Why is this question important? It is important because
the performance of software applications for computer networking, Web services,
and cloud computing, with respect to speed, scalability, fault tolerance, and quality
of service, is critical. Designing software for these applications involves choosing
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the right kind of data structure. Choosing the right kind of data structure is crucial
because its performance with respect to space (memory utilization, i.e., how much
memory is used to store data and what is the overhead) and performance of its
operations with respect to time (execution speed, i.e., how fast does the software
implementation run) play a significant role in determining the overall performance
of the application.

Software developers should know how to compare various data structures based
on their memory utilization and performance of their operations. As with most
choices in computer programming and design, no method is well suited to all
circumstances. A linked list data structure might work well in one case, but cause
problems in another case. Also, how does the performance of one data structure
scale with data size compared to another data structure? To answer this question,
software developers can use asymptotic analysis for a theoretical comparison
between the data structures regarding the scalability of their performance. However,
software developers should be aware of any practical considerations affecting
scalability of performance that may arise from the implementation of the data
structures and their operations. They should be able to identify any implementation
overhead that may adversely affect practical performance, for example, using data
types incorrectly (using double where byte would suffice) or excessive recursion
where iteration might be used. In this paper, improvements are proposed to obtain
better performance than currently available. The required data for performance
evaluation was obtained through software implementation conducted in Java. For
the software implementation, Java methods to profile available program memory
and execution time of operations were used.

The broader impacts of this work can be in academia and research. The Java
Collections framework is increasingly used in undergraduate computer science and
information technology courses covering data structures. Students can experimen-
tally verify the practical performance of the data structures using the performance
evaluation method described in this paper. Researchers can explore and possibly
improve the implementation of data structures in similar frameworks of other
programming languages.

The paper is organized as follows. Section 2 contains an explanation of data
structures. Section 3 discusses array lists and the asymptotic analysis of their
operations. Section 4 discusses linked lists and the asymptotic analysis of their
operations and compares them to array lists. Section 5 discusses doubly linked lists
and the asymptotic analysis of their operations. Section 6 contains performance
evaluation. Section 7 explains stacks and discusses how best to implement them.
Section 8 explains queues and discusses how best to implement them. Section 9
contains conclusions and future work.
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2 Data Structure

A data structure is an organized collection of data. A data structure not only
stores data but also supports the operations for manipulating data in the structure.
For example, a classical data structure, array list, holds a collection of data in
sequential order and is dynamically resizable (its capacity can increase or decrease
to accommodate the amount of data). You can find the size of the array list and store,
retrieve, delete, and modify data in the array list. Other examples of classical data
structures are arrays, lists, stacks, and queues. A list is a collection of data stored
sequentially. Insertion and deletion operations are supported anywhere in the list.
A stack can be perceived as a special type of list where insertions and deletions
take place only at one end, referred to as the top of the stack. A queue represents a
waiting list, where insertions take place at the back (also referred to as the tail) of
the queue and deletions take place from the front (also referred to as the head) of a
queue.

3 Array List

To explain an array list and its limitations, we will first see how the Java program
code implementing it complies and executes. Instantiating a generic class by passing
a specific type (e.g., String) to the parameterized type is called generic type
invocation, as shown in the first line of the Java program code below.

ArrayList <String> list = new ArrayList<>(4);
list.add(“Atlanta”);
list.add(“Chicago”);
list.add(“Denver”);ArrayList list = new ArrayList();
list.add(“Atlanta”);
list.add(“Chicago”);
list.add(“Denver”);

Because, the class ArrayList is instantiated with the generic type invocation of
String, the compiler first checks if only String objects are added to the array list. If
any other object, for example, Integer, is added, then there will be a compile time
error. Also, String is declared final, meaning it cannot be extended, and thus cannot
have subclasses. A class would be made final if the programmer desires that none
of its methods be overridden, so that only those specific behaviors that are desired
by the programmer are maintained. But, an array list of a class that is not declared
final, can contain objects of the subclasses, because of the compiler support for
Polymorphism [5]. In the next step, as shown in the fifth line of code above, the
compiler performs type erasure. Meaning, the parameterized type is removed. This
can be done because at this point only objects of the class or subclass of the generic
type invocation would be stored in the array list. The array list has an instance
variable named elementData that can reference an array of instances of the class
Object, as shown in Fig. 1. The class Object is the root of the hierarchical class tree
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Fig. 1 Array list
implemented using an array
of the class Object

in Java. In other words, it is the superclass of all the classes. When class ArrayList
is instantiated with generic type invocation, an array of Object is also instantiated.
Objects of the generic type invocation that are added to the array list are stored in
the array.

The performance of the add (or insert) operation, that is, adding (or inserting)
an object to the array list, depends upon where in the underlying array the object is
being added. If adding objects to the end of an existing sequence of objects (best
case), one after another, then it takes constant time to add an object no matter how
many objects there are in the array and how many objects are added because the
array is indexed. Indexes allow for direct access (also called random access) to
memory. This means that it does not matter where in memory you are accessing
or storing an object or how many objects are accessed or stored, it takes the same
time to access or store a single object, i.e., constant time.

The constant time to add is represented by a time complexity of Big-Theta (1),
symbolically noted as � (1). Big-Theta notation is used in asymptotic analysis.
Asymptotic analysis refers to the study of an algorithm’s or operation’s performance
with respect to resource usage (time complexity, i.e., execution time, and space
complexity, i.e., memory size) as the data size grows larger. Asymptotic analysis
provides a simplified model of resource usage of an algorithm or operation.
Asymptotic notation shows how an algorithm or operation scales when compared to
another algorithm or operation. In other words, it shows the rate of growth of cost
of an algorithm or operation with respect to time or space as n (the data size grows).
� is used to indicate that the upper and lower bounds for the cost of an operation
are the same within a constant factor.

3.1 Limitations of Array List

If the array list is full, then the elements have to be copied to a new bigger array,
and the next element can then be added to the new array. This reallocation is done
automatically in an array list. It may not be possible to reallocate if memory is
fragmented. The cost of reallocation can be averaged out over many insertions, and
the time complexity of an insertion due to reallocation would still be � (1).
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Insertion at the Beginning of an Array List

For adding to the beginning of the array list (worst case), all elements must be shifted
one place to the right before adding the element to the beginning of the array list.
Reallocation may be required. The execution time increases linearly with the size of
the array list. Asymptotically the time complexity is �(n).

Insertion at a Specified Index in an Array List

Before inserting a new element at a specified index, all the elements at and after
the index must be shifted to the right one place and the list size must be increased
by 1. On average, half the elements in the array list must be shifted to the right
one place when adding (inserting) an element at a particular index. The execution
time increases linearly with the size of the array list. Reallocation may be required.
Asymptotically, the time complexity is also �(n). This is because, asymptotically
n/2, the data size to be right shifted if adding in the middle (average case), or,
n, the data size to be right shifted if adding at the beginning, does not matter.
Linear increase or decrease of the data size (i.e., increase or decrease by a constant
factor) does not affect the growth rate of the cost of an operation with respect to its
execution time.

Deletion at a Specified Index

To remove an element at a specified index (average case for remove), all the
elements after the index must be shifted to the left by one position, and the list
size must be decreased by 1. On average, half the elements in the array list must
be shifted to the left one place when removing (deleting) an element at a particular
index. The execution time increases linearly with the size of the array list. The left
shifts are necessary to avoid fragmentation in the array list. Fragmentation adversely
affects iteration because the elements are no longer stored contiguously. An array
from (which many elements are removed) may also have to be resized in order to
avoid wasting too much space, though the cost of resizing can be averaged out over
many deletions. Asymptotically, the time complexity is �(n).

Deletion at the Beginning

To remove from the beginning (worst case), all following elements must be shifted
to the left one place. The execution time increases linearly with the size of the array
list. An array from which many elements are removed may also have to be resized
in order to avoid wasting too much space. Asymptotically, the time complexity is
also �(n).
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Deletion at the End

To remove from the end (best case), the reference to the last element can be replaced
by a null pointer. This operation is done in constant time. An array from which many
elements are removed may also have to be resized in order to avoid wasting too much
space. Asymptotically, the time complexity is �(1).

Asymptotically n/2 (data size shifted if adding or removing from middle), n
(data size shifted if adding or removing from beginning), or any other linear
decrease (e.g., n/3, n/4, n/5, and so on) or increase (e.g., 2n, 3n, 4n, and so
on) does not matter. Linear increase or decrease of the data size (i.e., increase
or decrease by a constant factor) does not affect the growth rate of the cost of
an operation with respect to its execution time. Asymptotic notation of Big-Oh
(O), Big-Omega (�), Big-Theta (�), small-Oh (o), and small-omega (ω) are not
the same as the best, worst, or average case. For example, there is a difference
between the best, worst, or average case and asymptotic notation like Big-Theta
(�). For an array list, the best/worst/average case for the add (or insert) operation is
addLast/addFirst/addMiddle. They are each �(1)/�(n)/�(n).

4 Linked List

A linked list, as shown in Fig. 2, consists of a chain of objects called nodes, each
containing a data element and linked to its next neighbor via a pointer. A node can
be defined as a class in Java. The Java class for a node consists of two variables,
an element (generic) object reference to data and an object reference to the next
neighboring node. Nodes can be non-contiguously stored in memory. The memory
size due to storing the references to data and the next node can be considered
overhead. Asymptotically, the space complexity of memory overhead in a linked
list is �(n). The maximum size, i.e., the maximum number of nodes of a linked list,
is constrained by the amount of available heap memory allocated to the program. A
linked list is less susceptible to memory fragmentation than array list because nodes
in a linked list do not have to be contiguously stored in memory, unlike the object
references in an array list.

Data access and reading take longer in a linked list as the number of nodes
increases, because on average, in order to access and read an element, all preceding

Fig. 2 Linked list of class String containing three nodes
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nodes must be traversed to get to the particular node. Asymptotically, the time
complexity to access and read a data element in a linked list is �(n).

An array list consists of object references pointing to the data. Object references
in an array list are stored contiguously. Array lists require less memory than linked
lists for the same number of data elements. Asymptotically, the space complexity of
the memory overhead is also �(n). The maximum size, i.e., the maximum number
of object references of an array list, is equal to the maximum positive value of the int
data type, which is (231–1). However, the maximum size is restricted practically by
heap memory allocated to the program. An array list is more susceptible to memory
fragmentation than a linked list due to the need for contiguous memory allocation,
and in extreme cases reallocation to resize the array list may not be possible due to
a memory block of sufficient size being unavailable.

Data access and reading in an array list is done in constant time, because an array
list supports random access (direct access). An index (as shown in the Java program
code below) is translated to a memory address which allows direct retrieval via the
operating system and hardware. Asymptotically, the time complexity to access and
read a data element in an array list is �(1).

list.get(0) => array[0] => “Atlanta”
list.get(1) => array[1] => “Chicago”
list.get(2) => array[2] => “Denver”

4.1 Insertion Operations for a Linked List

There are three implementations of the add operation: addLast(E o), addFirst(E o),
and add(int index, E o).

addLast(E o): Creates a new node for the given element and adds the node to the
end of the linked list. Takes constant time no matter how big the linked list, because
a node needs to be added only at the end without displacing any other nodes before
it. Asymptotically, the time complexity is �(1).

addFirst(E o): Creates a new node for the given element and adds the node to the
beginning of the linked list. Takes constant time no matter how big the linked list,
because a node needs to be added only at the beginning without displacing other
nodes after it. Asymptotically, the time complexity is �(1).

add(int index, E o): Creates a new node for the given element and adds the node
at a particular position (given by the index) in the linked list. On average, a linked
list must be traversed along its nodes (beginning from the first node) in order to
reach the point of insertion. Asymptotically, the time complexity is �(n). It takes
constant time if a pointer to the last node inserted is maintained. This could be done
if a sequence of nodes were inserted one after another. Asymptotically, the time
complexity is �(1).
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4.2 Deletion Operations for a Linked List

There are three implementations of the remove operation: removeFirst(), remove-
Last(), and remove(int index).

removeFirst(): Removes the first node of the linked list and returns its reference to
the calling program. Takes constant time no matter how big the linked list, because
a node needs to be removed only at the beginning without displacing other nodes
after it. Asymptotically, the time complexity is �(1).

removeLast(): Removes the last node of the linked list and returns its reference
to the calling program. A linked list must be traversed along its nodes (beginning
from the first node) in order to reach the last node for removal. Asymptotically, the
time complexity is �(n). It takes constant time if the pointer to the node before the
last one is maintained. This could be done if a sequence of nodes were removed,
one after another. Asymptotically, the time complexity is �(1).

remove(int index): Removes the node at a particular position (given by the index)
in the linked list and returns its reference to the calling program. A linked list must
be traversed along its nodes (beginning from the first node) in order to reach the
node for deletion at the given index. Asymptotically, the time complexity is �(n). It
takes constant time if the pointer to the node before the node before the one that was
deleted is maintained. This could be done if a sequence of nodes were removed, one
after another. Asymptotically, the time complexity is �(1).

5 Doubly Linked List

A doubly linked list contains nodes with two pointers. One points to the next node
and the other points to the previous node. These two pointers are called a forward
pointer and a backward pointer. So, a doubly linked list can be traversed forward
and backward. The java class for the node consists of three variables, an element
(generic) object reference to data and two object references to the next neighboring
nodes. Nodes can be non-contiguously stored in memory. The memory size due to
the references to data and the next and previous nodes can be considered overhead.
Asymptotically, the space complexity of memory overhead in a doubly linked list is
�(n). Data access and reading can be faster than a linked list because traversal can
be done in both directions. Asymptotically, the time complexity to access and read
a data element in a linked list is �(n).
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5.1 Insertion and Deletion Operations for a Doubly Linked List

For a doubly linked list, addFirst is always done in constant time no matter how big
the doubly linked list, because displacement of the following nodes is not required.
Asymptotically, the time complexity is �(1).

The addLast operation is always done in constant time no matter how big
the doubly linked list, because displacement of preceding nodes is not required.
Asymptotically, the time complexity is �(1).

For add(index, E o), on average, half the doubly linked list must be traversed in
order to reach the point of insertion. Asymptotically, the time complexity is �(n).
Asymptotically, the time complexity is �(1), if a pointer to the last node inserted
is maintained. This could be done if a sequence of nodes were inserted, one after
another.

removeFirst(): Takes constant time no matter how big the doubly linked list,
because displacement of the following nodes is not required. Asymptotically, the
time complexity is �(1).

removeLast(): Takes constant time no matter how big the doubly linked list,
because displacement of preceding nodes is not required. Asymptotically, the time
complexity is �(1).

remove(index): On average, half the doubly linked list must be traversed in
order to reach the node for deletion at the given index. Asymptotically, the time
complexity is �(n). Asymptotically, the time complexity is �(1), if a pointer to the
node before the one that was deleted is maintained. This could be done if a sequence
of nodes were removed, one after another.

6 Performance Evaluation

Performance evaluation of the add and remove operations for array list and
linked list were undertaken on a 2018 MacBook Pro with 2.6 GHz 6-Core Intel
Core i7 processor and 32 GB 2400 MHz DDR4 RAM. The profiling software
and experiments were implemented using Java version 11.0.1 on Eclipse IDE
version 4.10.0. The generic LinkedList class in the Java Collections framework is
implemented as a doubly linked list. The time complexity of the addLast operation
for both an array list and linked list as discussed in the previous sections is �(1).
A time complexity of �(1) means that an operation takes constant time to complete
irrespective of the data size. The time complexity does not provide information
about the practical execution time of the operation. An operation that is �(1) might
take 5 ms to complete when implemented one way and 50 ms to complete for a
completely different implementation. Obviously, with respect to execution time, the
one that takes 5 ms is the better choice of the two. This kind of information is
important when a software developer needs to identify operations in software that
perform poorly and improve upon their implementation.
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6.1 Performance of Insertion Operations

As shown in Figs. 3 and 4, the practical performance (with respect to execution
time and memory usage) of the addLast operation is different for array list and
linked list implementations in the Java Collections framework. The memory profile
was obtained using the Java Runtime class, and the software execution time was
obtained using the Java System class. The profile of the heap memory allocated to
the program is as follows: total memory is 512 MB and maximum memory is 8 GB.
The objects of integer (wrapper class for the 4-byte int data type) were used to
store data generated as uniform random integers in the range 0 to 1,000,000, where
0 is inclusive and 1,000,000 is exclusive. The objects are created on the heap. A
logarithmic scale is used for n (the data size, i.e., the number of integers) on the
x-axis of the graphs.

Figures 3 and 4 show how the execution time and memory size for calling
addLast repeatedly (to create an array list or doubly linked list) increases as n
increases. For a linked list, a separate node is created for each call of addLast which
has greater memory overhead per data point and thus leads to greater total memory
allocation compared to an array list. For n > 200,000,000, the memory usage for
doubly linked list nears the maximum heap size (8 GB) and for array list nears
70% of the maximum heap size. The performance gap widens to the point where
the performance for array list is 8.5 times faster than that for linked list. Also, the
execution time and memory usage for array list are little more than doubles when
the data size increases from n = 100,000,000 to n > 200,000,000. This is expected.
For the same increase in data size, the memory usage for linked list is also little more
than doubles; however the execution time is more than triples. This is because, in
nearing the maximum heap size, there is greater overhead of growing the heap in the
case of a linked list. Also, the Java garbage collector (GC) [6] runs more frequently,
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when more than 70% of the heap is used [7]. GC is a program that deletes objects
for which no object reference exists in the program. GC is run automatically and
periodically by the Java virtual machine (JVM). It can be invoked using the Runtime
class, but is non-deterministic, which means the exact start time of execution cannot
be predicted.

The addFirst method shows similar performance to addLast for linked list, but
worse performance for array list because of the overhead of right shifting each
object reference one place. To construct a doubly linked list in the Java Collections
framework that does not exceed the maximum data capacity of an array list, the
author proposes that instead of using addFirst or addLast operations for linked list,
the software developer should first create an array list and then use the addAll
method to create the linked list from the array list. Figure 4 shows that this method
(cp_AL_LL) uses more memory because both the array list and linked list are
resident on the heap. This also means that the maximum possible data size of the
linked list will be half of that which is possible with addLast. However, the proposed
method performs better in constructing a linked list and takes 20% less time for
n = 100,000,000. If greater data size is desired, then the heap memory size can be
increased, which is possible in Eclipse or on the command line when running the
program. Using a different data type such as Double (wrapper class for the 8-byte
double data type) has negligible effect on the performance.

6.2 Performance of Deletion Operations

Figures 5 and 6 show how the execution time and memory size for calling
removeLast repeatedly (to delete an array list or linked list) increases as n increases.
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In Fig. 6, the plot for linked list is hidden because it follows the same trajectory
as the plot for the removeAll method for linked list. Also, the plots for the memory
usage of linked list and array list in Fig. 6 follow the same trajectory as in Fig. 4. For
n > 200,000,000, the performance gap widens to the point where the performance
for array list is more than 2.5 times faster than that for linked list. This is because
the GC runs more frequently when the heap is greater than 70% its maximum size.
Also, prior to deletion of the linked list, the heap is already close to its maximum
size; therefore there is no overhead to grow the heap, thus limiting the performance
gap. Furthermore, Figs. 3 and 5 show that deleting a linked list is about 25 times
faster than creating the link list and deleting an array list is about 10 times faster
than creating the array list. It should be noted, however, that the GC did not run
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during the repeated calls to removeLast and thus the execution time did not include
the overheads for object deletion and reduction of the heap size.

As memory usage for linked list reduces to half the maximum heap size for
n = 100,000,000, the performance gap widens to the point where the performance
for array list is nearly 20 times faster than that for linked list, but the performance
for linked list stays about the same. This almost static performance level for linked
list even though the memory usage is cut by half is interesting and requires further
investigation. The removeFirst method shows similar performance to removeLast
for linked list, but worse performance for array list because of the overhead of
left shifting each object reference one place. Also, as shown in Figs. 5 and 6,
the removeAll method for the LinkedList class shows almost static performance
level for linked list even though n and the memory usage are cut by half from
nearly the maximum heap size for n > 200,000,000. Again, this is interesting and
requires further investigation. Repeated calls to the removeLast method for deletion
of the linked list performs about 25% faster than removeAll as the memory usage
approaches maximum heap size for n > 200,000,000. Using removeLast also has
the advantage of returning the objects containing the data points. The comparatively
poorer performance of removeAll is due to its implementation which includes
several recursive calls and conditional statements as fail safes. The removeAll
method also calls removeFirst, and hence its performance for array list is extremely
poor and reduces exponentially. If simply deleting all objects in the array list or
linked list is desired, then the author proposes that the clear method be used. The
clear method is implemented for the classes ArrayList and LinkedList and simply
assigns a null reference to each data object reference. The clear method performs
about 60% faster for array list and about 30% faster for linked list when compared
to repeated calls of removeLast as the memory usage approaches maximum heap
size for n > 200,000,000. The clear method also shows almost static performance
level for linked list even though n and the memory usage are cut by half from nearly
the maximum heap size for n > 200,000,000. This is interesting and requires further
investigation.

7 Stack

A stack can be viewed as a special type of list, where the elements are accessed,
inserted, and deleted only from the end, called the top, of the stack. Parsing
algorithms used by compilers to determine whether a program is syntactically
correct involve the use of stacks. Stacks can be used to evaluate arithmetic
expressions. A stack is a last-in-first-out (LIFO) or first-in-last-out (FILO) data
structure. It behaves like a stack of books. Objects are pushed (added) to the stack
on top of previous objects. Objects are popped (removed) from the top of the stack.
Other important applications of stacks are in recursive backtracking and method
calls in computer programs.



506 A. L. Pereira

A linked list can be used to implement a stack because insertion and deletion
operations are efficient when done at the front end of the linked list. However,
memory overhead is greater than that of an array list. For a doubly linked list,
insertion and deletion operations are efficient irrespective of being done at the front
end or back end. A doubly linked list supports search better than a linked list, if
search functionality is desired. However, memory overhead is greater than a linked
list.

The best choice for implementing a stack of objects is an array list because it is
faster to add and remove objects, has less memory overhead than a linked list and
search, and performs much better than a doubly linked list due to random access.
However, for data that consists only of numbers, an array of primitive data type (the
type depends on the range of values in the data) has the least memory overhead
and best search performance. However, an array is not dynamically resizable and
additional implementation will be required to implement a stack that is not of
fixed capacity. Furthermore, on systems that allow heap memory size expansion to
accommodate extremely large data sizes, the maximum capacity (231–1) of arrays
and array lists may prove restrictive. Also, the size variable for the LinkedList class
is of type int, thus restricting the maximum positive value to (231–1). In this case,
a doubly linked list should be implemented, because its capacity is restricted only
by the maximum heap size. The size variable could be implemented as type long
(8-bytes) for a maximum positive value of (263–1). Alternatively, the BigDecimal
class could be used to store and manipulate extremely large integers as Strings.

8 Queue

A queue represents a waiting list. A queue can be viewed as a special type of list,
where the elements are inserted into the end (tail) of the queue and are accessed
and deleted from the beginning (head) of the queue. Queues are widely used in
modeling and simulations. They are used in serving requests of a single shared
resource (printer, disk, CPU), transferring data asynchronously (data not necessarily
received at same rate as sent) between two processes (IO buffers), and interrupt
handling in operating systems. A queue is a first-in-first-out (FIFO) data structure. It
has the same methods as a stack except that the method push is replaced by enqueue
and the method pop is replaced by dequeue. The method enqueue adds an object to
the end of the queue and dequeue removes an object from the front of the queue.

A priority queue can be perceived as a special type of queue where data is
prioritized for deletion. The data at highest priority is deleted first.

The best choice for implementing a queue is either a linked list or a doubly linked
list. Removal operations from the front of a linked list and doubly linked list are
efficient. If less memory overhead is desired, then the best choice is a linked list.
However, if increased search capability is desired, then the best choice is a doubly
linked list. This is because a doubly linked list can be traversed from both directions.
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For an array and arraylist, removals from the front end are inefficient because all the
following elements must be moved one position toward the front end.

9 Conclusion and Future Work

Insertion and deletion operations of data structures that are asymptotically identical
might display severe performance gaps practically. Some of these gaps are identified
in this paper and alternative approaches leading to improved performance are
proposed. As per the performance evaluation, it was found that a stack can be
best implemented using an array list and a queue can be best implemented using
a linked list. The stack class in the Java Collections framework uses the class Vector
which gives similar performance to an array list. However, Vector is deprecated and
class ArrayList is essentially its replacement. Furthermore, to implement a queue
the ArrayDeque class can be used because it implements a circular array in which
the left shift of elements is eliminated for the removeFirst method. Furthermore,
searches are faster because of random access in ArrayDeque. The average case,
where data is inserted or deleted from the middle of the array list or linked list,
takes about the same time to execute for a single operation. This is expected as
right or left shifts are required for an array list and traversal of preceding objects are
required for a linked list. Furthermore, the locality of reference for a linked list is
far poorer than that of an array list causing greater paging overhead with respect to
the CPU cache.

Future work can involve the evaluation of multiple successive calls and main-
tenance of a reference to avoid multiple traversals in a linked list. Using the
Iterator class can speed up the above operation because it maintains references to
the nodes in the linked list. Also, for future work, compiler optimization effects
on performance can be evaluated. The approach adopted in this paper can be
leveraged to evaluate practical performance of data structures implemented in other
programming languages such as the C++ standard template library and compare
and contrast them with the Java Collections framework.
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Securing a Dependability Improvement
Mechanism for Cyber-Physical Systems
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Jan Reich, Eric Armengaud, and Marc Zeller

1 Introduction

Cyber-physical systems (CPS) harbor the potential for vast economic and societal
impact in domains such as mobility, home automation, and delivery of health. At
the same time, if such systems fail, they may harm people and lead to temporary
collapse of important infrastructures with catastrophic results for industry and
society [1]. There are two core challenges while assessing the dependability
of a CPS. First, the inherent complexity of modern CPS [2] and the resulting
complex market organization requiring the tight cooperation between different
teams, expertise, and institutions, while managing confidentiality issues. The second
challenge is related to the increase of connectivity, e.g., through machine-to-
machine cooperation enabled by the Internet of things, which introduces a new
dynamic in system operation [2]. As a result, cyber-physical systems of systems
(CPSoS) come together as temporary configurations of CPS, which dissolve and
give place to other configurations. This leads to a potentially infinite number of
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variants, with cooperation between systems potentially not analyzed during design
time.

The DEIS project [3] addresses these important and unsolved challenges by
developing technologies that form a science of dependable system integration. In
the core of these technologies lies the concept of a Digital Dependability Identity
(DDI) of a component or system. The DDI targets (1) improving the efficiency
of generating consistent dependability argumentation over the supply chain during
design time and (2) laying the foundation for runtime certification of ad hoc
networks of embedded systems.

Contribution of this paper is to present the protocol for securing the DDI while
it is in transit and at rest. The paper is organized as follows: Sect. 2 presents an
overview of the DDI, while the research methodology is presented in Sect. 3. Section
4 presents the protocol for securing the DDI while it is in transit, while Sect. 5
presents the protocol for securing the DDI while it is at rest. Finally, Sect. 6 presents
validation results, while Sect. 7 concludes this work.

2 Overview of DDI

Assurance cases represent the backbone of modern dependability assurance pro-
cesses, because they record the dependability requirements to be fulfilled by a
system (of system) in an intended operational environment together with the
evidences that support the requirement’s validity in the finally implemented system.
All produced dependability engineering artifacts using such evidence are motivated
by an uncertainty about whether a dependability claim about the system is actually
fulfilled.

Since there is an interrelation between the system, its dependability claims,
and the supporting evidence artifacts that exist in the real world, we claim this
should also be the case for the system’s model-based safety reflection, i.e., its DDI
(see Fig. 1).

DDIs represent an integrated set of dependability data models that may be (semi-)
automatically analyzed, generated, or manipulated during the execution of safety
engineering processes. A DDI contains information that uniquely describes all
the dependability characteristics of a system required for certifying the system’s
dependability. DDIs are formed as modular assurance cases, and their compos-
ability allows for the (semi-)automatically synthesizing of system DDIs from the
DDIs of the subcomponents. The DDI of a system contains (a) claims about the
dependability guarantees given by a system to other systems and derived system
dependability requirements and (b) supporting evidence for those claims in the form
of various models and analyses. For security assurance, it contains a threat and risk
analyses (TARA) which is composed of attack trees, while for safety assurance,
hazard and risk analyses (HARA), architecture modeling, and failure propagation
modeling such as fault trees, FMEA, or Markov chains are supported.
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Fig. 1 The Open Dependability Exchange Metamodel (ODE)

Due to the integration and standardization of these models in the Open Depend-
ability Exchange Metamodel (ODE), a self-contained system dependability package
can support many dependability engineering activities of the system life cycle.
A video of the DDI being employed in a truck platooning use case can be seen
here [4].

3 Methodology

The data confidentiality, integrity, and availability (CIA) triad is a common concept
to ensure data security. The attacker can launch various attacks to compromise the
CIA of data in transit and at rest. To mitigate these attacks and to assure the CIA
of the DDI, this research designed a security protocol which is presented in Fig. 2.
The proposed security protocol consists of three key stages: (1) identify the possible
threats, (2) identify the security controls, and (3) evaluate the security of DDI.

Risk assessment process such as NIST 800-30 [4], CIS RAM [5], or a threat
modeling technique such as STRIDE [6] can be used to identify the possible threats.
As the focus of this research is on securing the DDI and not the whole application,
attacks such as denial of service (DOS), eavesdropping, and data modification are
considered.

The next stage in the protocol is to identify mitigating security controls. There are
several standards, guidelines, and frameworks which provide the security controls
to put countermeasure against various attacks. Examples include ISO/IEC 27002
[7], NIST 800-53 [8], and the NIST Cybersecurity Framework [9]. This research
adopted ISO 27002 as a source for selecting security controls because it is a widely
used data security standard. This standard provides a large list of security controls
with very high-level implementation details. Exclusion criteria, as detailed in Fig. 2,
were used to select the appropriate security controls for assuring the security of the
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Fig. 2 DDI security protocol

DDI in transit and at rest. For example, controls related to business and management
operation, or to personal security, were excluded. This resulted in the following
four key security control categories: access control, cryptography, physical and
environmental security, and communications security. With the appropriate security
controls selected, the next step was to review the implementation details of each
selected control. If any of the selected security controls did not have adequate
implementation details, then sources external to the ISO/IEC 27002 standard were
employed. For example, ISO/IEC 27002 proposes to use cryptography to assure the
integrity and confidentiality of data. However, this standard does not provide enough
detail for implementing cryptography in an application. Therefore, external sources
such as the NIST 800-175B Cryptographic Standard [10] and the ISO/IEC 11770
key management standard [11] were reviewed for implementation detail.

To evaluate the proposed security protocol, a truck platooning use case was
selected which was implemented via a simulator framework. The simulation
involves two trucks, with their intercommunication implemented via the Robot
Operating System (ROS) [12]. By default, messages published to a ROS topic
are in plaintext. We considered the following three types of attacks: First, an
attacker could attack a critical service which monitors sensor variables and force
it to be deactivated. We deemed this to be an attack on the service’s availability.
Second, attackers could eavesdrop on the packet traffic and capture the plaintext
ROS messages which would violate the confidentiality of the platoon’s information.
Finally, attackers could alter the content of the exchanged ROS messages and insert
incorrect or misleading information to compromise the system’s integrity.
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4 Securing the DDI in Transit

DDI data can be in transit between components within a system, or between system
to cloud server, or between systems.

4.1 DDI in Transit Between System Components

Communication between components in a system can be hardwired or wireless.
Whether the connection is hardwired or wireless, the following measures are
required:

Communicating components of CPS can be known (i.e., pre-certified) or
unknown. If an entity is known, a pre-signed key can be used to secure
communication. If an entity is unknown, the widely used Elliptic-Curve Diffie-
Hellman (ECDH) protocol can be used to secure communication. This protocol is
standardized by NIST in SP 800-56A and allows two parties to establish a shared
secret over an insecure channel. Basic Diffie-Hellman (instead of ECDH) can be
used as well, as it has lower memory and power requirements; however, ECDH
produces a stronger secret key as ECCH uses algebraic curves method to generate
the key.

Additionally, policies for firmware upgrade and installation and policy for
port management auditing are required. These policies assist with ensuring the
confidentiality and integrity of data in transit between system components.

4.2 DDI in Transit from System to Cloud Server

For scenarios where DDI packages are transmitted between CPS and cloud services,
it is recommended to use the HTTPS (Hypertext Transfer Protocol Secure) protocol.
HTTPS establishes an encrypted link using Secure Socket Layer (SSL) or Transport
Layer Security (TLS). TLS is the new version of SSL. TLS establishes an encrypted
link using a TLS certificate which is also known as a digital certificate. TLS can be
configured to ensure the following properties:

• Private connection via symmetric cryptography
• Authentication via public key cryptography
• Data integrity via a message authentication code (MAC)
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4.3 DDI in Transit from System to System

Individual constituent systems can be unknown, known to each other or known
centrally by some management authority. Unknown parties are inherently untrusted
and are potential avenues for malicious attacks on confidentiality and integrity.
Therefore, where communication involves directly or indirectly untrusted parties,
exchanged data must be secured at the system boundaries. To secure the transit of
data between systems, the following considerations need to be taken into account:

• Are the systems involved in the exchange pre-certified or do they need to be
certified on the fly? For pre-certified systems, each CPS’ key will be stored in the
Key Management Service (KMS) and can be shared from there. For systems that
need to be certified on the fly, each system can generate their own encryption key
and share it. Additionally, if a system is known centrally, it can retrieve the key
from the KMS and share from there.

• Choice of encryption key, i.e., asymmetric or symmetric? The choice of cryp-
tography technique (asymmetric/symmetric) depends on device resources (i.e.,
computational power, memory, etc.) and the KMS cost. In general, symmetric
encryption requires less device resources, is less costly, and requires minimal
effort for key management.

• Is the communication to be one-to-one between systems, and/or is the message
to be broadcast to all systems in the network?

The following section portrays how the system-to-system protocol can be applied
to the platoon use case.

4.4 System-to-System Protocol Applied to Platoon Use Case

Figure 3 provides the communication model for the platoon use case. Communica-
tion can be “bidirectional” or “bidirectional with centralized broadcast.”

The options for securing both of these communication models for pre-certified
and certified on-the-fly systems are now provided.

Fig. 3 Platoon communication models
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Bidirectional with Pre-certification
With pre-certification, there are two encryption options available – using a symmet-
ric or an asymmetric key. The choice of asymmetric versus symmetric encryption
is decided based on computational cost and key management cost. The choice of
encryption approach ultimately depends on trade-off analysis during development.

Asymmetric encryption is generally more resource intensive. For asymmetric
encryption, the central authority always maintains a private key, and each system
has a public key. There are two ways to generate asymmetric keys:

• RSA – for a shared public key
• X.509 – for each system having their own individual public key

Symmetric key encryption means each system shares their symmetric keys with
the system they want to communicate with.

For the platoon use case with asymmetric key encryption, RSA with shared
public key option is chosen because a certificate authority is required for managing
X.509 certificate, and deploying such a service is costly and time-consuming. Using
symmetric key encryption, the symmetric key will be generated using AES 256
which is a widely recognized standard. Each truck shares their symmetric keys with
the truck they want to communicate with.

With pre-certified key sharing, all keys are generated and stored centrally in the
Key Management Service (KMS). Thus, each authenticated truck can obtain both
their own key, as well as their neighbor’s truck key from the KMS.

Bidirectional with On-the-Fly Certification
Asymmetric key encryption – Public Key Infrastructure (PKI) certification (e.g., via
X.509) cannot be used because a certificate authority is needed. Deploying such a
service is too costly and time-consuming for an ad hoc network of systems. For RSA
certification, a public and private key pair must be generated, between two systems.

There are many ways to exchange asymmetric keys; the following are reasonable
options:

• A master key or signature (manufacturer-specific) is used to encrypt the keys and
share them over the communication channel.

• Keys are shared during ACK handshake with Message Authentication Code
(MAC)

For the platoon use case, using asymmetric key encryption, RSA certification
with a public and private key pair is chosen because it is cheaper and less time-
consuming when compared to X.509.

• When two trucks want to communicate and share keys in this platoon scenario,
there are two options which they can adopt. The choice of which option is
determined by the manufacturer during development.

• Option 1: Truck 1 will use a master key or signature (manufacturer-specific)
to encrypt the keys and share with the follower truck over the communication
channel.
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• Option 2: The two trucks can share keys during ACK handshake with Message
Authentication Code (MAC).

For the platoon use case using symmetric key encryption, each truck must be
approved by a central authority (CA) server, and this server will generate symmetric
key using AES 256 for each truck. The CA notifies each truck of its neighbors
(if any) and shares the neighbors’ keys. At this point, each truck knows the key
for its preceding and following trucks, so their bidirectional communication can be
secured.

Bidirectional with Broadcast Message with Pre-certification
In this model, trucks communicate with their neighbors, but the lead truck can also
broadcast to each truck. For broadcast messages from the lead truck, asymmetric
encryption can be used by sharing the manufacturer’s specific public key with all
members in the platoon. If symmetric encryption is preferred, a known common key
must be shared with all platoon members. The techniques for exchanging keys and
the use of a KMS, as described in the “Bidirectional with Pre-certification” section,
can be applied again.

Bidirectional with Broadcast Message: On-the-Fly Certification
Asymmetric Encryption – For one-to-one communication between two platoon
members, the same recommendation as per the “Bidirectional with On-the-Fly
Certification” section can be used, i.e., using RSA to generate public-private keys
between platoon member pair.

For message broadcasting, the leader’s public key will be shared with all
members in the platoon. The same recommendations for sharing keys as per the
“Bidirectional with On-the-Fly Certification” still apply.

Symmetric Encryption – Assumption: Any truck wanting to join platoon is
approved by platoon leader. The leader will generate each truck’s symmetric key
using AES 256 and exchange using the Diffie-Hellman technique. The recommen-
dations for platoon member communication are the same as per the “Bidirectional
with On-the-Fly Certification” section.

For broadcast message, the leader will generate a generic key and share it with
each member of the platoon separately. To share generic key securely, the leader will
encrypt the generic key using each individual’s key (which was generated during
one to one). This encrypted generic key can now be decrypted by each individual
member.

5 Securing the DDI at Rest

The DDI at rest is the case where the DDI is stored statically within a CPS, for
instance, in local memory or on a cloud service. When the stored data involves
intellectual property concerns, or is significant for the system’s functionality, or is
personal data, then it may be prudent or even mandatory to encrypt the data.
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Asymmetric and symmetric encryptions are two mutually exclusive options.
Asymmetric keys (also known as public keys) require high computational power
for encryption and decryption but are considered very secure. Symmetric keys
are comparatively cheaper, require less computational power, and introduce less
communication delay. For the above reasons, symmetric keys are recommended by
default for DDI applications.

There are two further options to consider with symmetric keys:

• Stream ciphers encrypt and decrypt data one bit at a time which means that
they are particularly well-suited to real-time hardware-based applications, such
as audio and video applications. Stream ciphers are weaker and less efficient
than block ciphers when it comes to software applications and are less frequently
used in that sphere. The encryption key size is often the same length in both
approaches;

• For block ciphers, strong algorithms mean that reverse engineering the cipher,
or determining which functions were performed on each block, or their order, is
virtually impossible.

For symmetric cryptographic encryption, the Advanced Encryption Standard
(AES) 256 is recommended. AES 256 is a widely recognized symmetric key and
recognized by standards bodies, i.e., ISO 18033-3 (Security Techniques Standard)
and NIST 800-175B (Using Cryptographic Standards in the Federal Government).
Symmetric key block cipher algorithms include SEED (block), Camellia (block),
CAST-128 (block), Blowfish (block), AES (block), and DES (block).

Encryption Key Storage
After the encryption keys have been generated, consideration needs to be given
as to how they will be stored in the system and in the cloud. For cloud storage,
the KMS can be used. A cloud service with FIPS 140-2 (Cryptographic Modules
Standards), which use hardware security modules (HSMs) to generate and protect
keys, should be chosen. HSMs are considered more secure than software encryption
for generating encryption keys. For system storage, the key can be stored in the
erasable programmable read-only memory (EPROM).

Cloud Service-Specific Security Measures
To secure data in the cloud, an “Encryption at Rest” feature should be enabled. This
means the hard drive in the cloud is encrypted. Additionally, for port management,
ensure that only those ports that you require are open. Finally, every cloud has an
Identity Management Service, which needs to be configured to ensure appropriate
Identity Management for Access Control (IMAC).

DDI File Security in the Cloud
For files stored in cloud “Storage Service,” the storage should be encrypted at file
level. Additionally, files should not be publicly accessible, i.e., only authorized
access by application.
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Application Security
A web application firewall (WAF) should be employed in the cloud. The WAF
helps protect against attacks such as DDOS, SQL injection, path traversal, etc. The
firewall will help ensure the availability of the system.

Database Security
Appropriate access control and role management should be employed so that only
the application has access to the database. To encrypt the hard drive of the database,
it should be configured with “Encryption at Rest” service. Finally, all sensitive
information (Personal Identifiable Information) in the database should be encrypted
using field-level encryption, e.g., AES 256.

6 Results

To demonstrate the attack in our use case, we used the built-in ROS command-
line utility “rostopic echo” that directly outputted the contents of the messages
exchanged by the vehicle systems. The result can be seen on the left of Fig. 4.
After enabling encryption and message authentication, message contents instead
only include the encrypted payload and the MAC, seen on the right side of Fig. 4.

To address availability, we implemented a service supervisor for the sensor
monitor. The attack defended against would attempt to take down the monitor
service, debilitating the vehicle. Such attacks are possible in ROS via the RosPenTo
[13]. After taking down the sensor monitor, the following vehicle no longer reacts
to changing conditions, leading to potentially unsafe driving behavior. The service
supervisor is activatable via the simulation user interface, seen in Fig. 5. Once
enabled, taking down the service leads to the supervisor detecting and re-launching
the monitor, thereby ensuring availability and safe driving behavior.

Fig. 4 Encryption and MAC application
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Fig. 5 Partial view of simulator interface

7 Conclusion

Securing open and adaptive CPS is paramount to maintaining their effectiveness
and delivering their full potential to users and infrastructure. The DEIS project
developed the concept of the DDI to support generic information exchange across
CPS. In this publication, we presented our investigation into recommended security
protocols that aim to provide base coverage across a diverse set of CPS application
scenarios, e.g., securing the DDI in transit, at rest, and more. These preliminary
recommendations are by no means exhaustive, and it will be useful to expand upon
them in future work.

As part of DEIS, we chose a subset of the recommended protocols to implement
and evaluate within a truck platooning use case. We identified attacks that covered
the standard confidentiality, integrity, and availability properties of the platoon CPS.
We then implemented our recommended protocols successfully against the chosen
attacks. The above use case should provide a reasonable basis for security analysis
and protection for applications of a similar nature to the platoon system investigated.
For more diverse CPS applications, the recommended protocols presented earlier
can be reviewed and adjusted to secure DDI and/or similar exchanged information
concepts.

Moving forward, we will be investigating in more detail means of incorporating
privacy-specific threat analyses and protection methods, such as LINDDUN [14].
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A Preliminary Study of Transactive
Memory System and Shared Temporal
Cognition in the Collaborative Software
Process Tailoring

Pei-Chi Chen, Jung-Chieh Lee, and Chung-Yang Chen

1 Introduction

Contemporary software development is dynamic in nature [14]. Because of this
nature, software development project teams often need to alter their process. Such
an activity of customizing standard processes to meet the project’s needs is called
software process tailoring (SPT) [2, 35, 40, 41]. Because SPT critically determines
how a software project is conducted, its performance merits an investigation
[15]. From a team management perspective, software teams play a core role and
are primarily responsible for SPT execution. However, in the SPT context, the
association between teams’ operations and behaviors and SPT performance remains
unknown. Accordingly, we propose a study to comprehend teams’ operational
mechanism in achieving higher levels of SPT performance.

The essence of SPT is knowledge- and learning-intensive. It requires team mem-
bers, as task owners with diversified domain knowledge, to integrate, collaborate,
and mutually learn to make suitable tailoring decisions regarding project tasks.
Thus, in such an attempt, we consider the team’s transactive memory system (TMS)
that may play a critical role. Theoretically, TMS refers to shared understanding
of where specialized knowledge exists in the team, thereby effectively integrating
team members’ distributed and complementary expertise and optimizing the value
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of members’ knowledge [1, 4, 16, 31]. In this regard, the precise role of the TMS on
software teams should be investigated. Hence, this study explores how a software
team’s TMS can improve SPT performance, in terms of efficiency and effectiveness
of SPT [15, 41], given the characteristics of SPT.

As mentioned above, SPT is a collaborative activity that requires members
to reciprocally coordinate their distinct tailoring missions, tasks, and specialized
knowledge. However, performing SPT may be conflictual. Specifically, in dis-
cussing the re-planning of the development, team members often have different
temporal perspectives and propensities [21, 22], which may trigger temporal con-
flicts [29, 34]. During SPT, such conflicts are amplified because the process involves
disputes among members about time-related issues, such as different perceptions of
schedules and deadlines, different pacing styles to accomplish a tailoring activity,
and members’ different views regarding the length of task durations. Temporal
conflicts may decrease a software team’s synchronization and coordination [9] in
performing SPT. Thus, we focus on STC to explore how it exerts a contextual effect
in tailoring results and outcomes.

In this context, three research questions are considered: (1) Does a software
team’s TMS contribute to SPT performance, and if so, how? (2) Does task conflict
moderate the effect of TMS on SPT performance, and if so, how? (3) How does the
moderating role of STC influence the relationship of TMS-SPT performance? To
answer these questions, our entire study consists of two parts: (1) conceptualization
of a research model and (2) empirical investigation of the research model. This
paper serves as the first part with the goal to review the theoretical background for
developing the research model. The remainder of this study is organized as follows.
Sections 2, 3, and 4 review the theoretical backgrounds of this study. Section 5
presents the theorized model and the propositions. Section 6 concludes and outlines
future research directions.

2 Software Process Tailoring (SPT)

The nature of software development is dynamic and fickle. Software projects
have unique characteristics, such as the diverse requirements of customers, the
technical complexity, and different sizes and scopes of projects. Therefore, no single
software process can be fully applied to all projects [32, 41]. In this sense, software
processes need to be tailored to accommodate a particular project’s requirements
and environments ([26, 40]). Specifically, SPT includes four steps [41]. The first
step refers to the assessment of project goals and environments, which means that
a software project team may need to adjust the project environment (e.g., budget,
schedule, personnel) and project goals (e.g., the purpose of the software product
and the derived quality requirements) to ensure consistency between the two.

The second step is to assess the resulting impacts due to tailoring. These impacts
include corresponding changes or bad fixes on other processes to be modified and
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the resources, budget, and personnel to be rearranged for the modified processes.
The third step refers to identifying strategies of process modification to mitigate the
impact of change. Tailoring strategies include, but are not limited to, the decision
to expand, delete, replace, or simplify process elements. These strategies are used
to alter the form, frequency, granularity, and scope of process elements to make
the process suitable for a specific project environment [10]. The final step includes
validation and evaluation of the process tailoring. Specifically, this step refers to the
assessment of the influence on the project outcome after the implementation of the
tailoring decision [25].

Although software development is collaborative in nature, conducting SPT is a
challenging process. These challenges are twofold. First, in addition to the distinct
characteristics of team members, conflicts primarily stem from their interdependent
work relationship in development [18, 30]. Such conflicts are addressed in a later
section. Second, the SPT is a knowledge-intensive activity that requires the team
to possess and handle a great deal of product, process, or project knowledge.
Product knowledge is knowledge regarding the product or software features and
how they relate to other products, standards, and protocols. Project knowledge refers
to knowledge about resources, deliverables, timing, milestones, increments, and
quality targets. Process knowledge denotes knowledge about business processes,
workflows, responsibilities, supporting technologies, and interfaces between pro-
cesses [5].

3 Transactive Memory Systems (TMS)

Theoretically, TMS is a shared system that people in relationships develop to
encode, store, and retrieve information about different substantive domains [28].
TMS can be regarded as a collaborative division of labor to allow a team to learn,
remember, and communicate from complementary knowledge domains. Through
TMS, team members can perceive who knows what and how [23, 28]. Team
members can obtain other’s knowledge and know-how by establishing a positive
social interaction process [11]. Moreover, TMS facilitates a cross understanding
of teammates’ distributed knowledge, which can help in better coordinating and
applying the knowledge to tasks [11, 17].

In the SPT context, conducting tailoring tasks involves the redesign of various
and interdependent professional tasks and procedures. Thus, it requires intensive
knowledge exchange and transfer among team members. In the literature, existing
TMS studies mostly emphasize general teams’ TMS (e.g., [3, 11, 27, 38]). In
software development environments, however, the composition of the software
project team is dynamic and temporary. Such a team setting, in addition to the
aforementioned conflictual nature of the SPT process, may lead to discrepancies
between the nature of SPT and the harmonious development of TMS. In this
situation, it remains unknown whether a software team’s TMS exerts an effect on
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SPT tasks. Therefore, this study attempts to investigate and examine how TMS
influences the performance of SPT.

4 Shared Temporal Cognitions (STC)

In theory, STC refers to a shared understanding among team members regarding
the time-related aspects of a collective task execution, such as meeting the deadline,
(sub)task completion times, and the pacing style of task implementation [22, 29].
STC helps members to have a similar attitude, orientation, and perspective on
time and to foresee and comprehend each other’s actions and thus to adopt more
compatible work patterns. This may reduce the temporal diversities and differences
among members, contributing to higher levels of temporal synchronization and
enhancing the harmony and coordination of group task activities [29, 37]. Scholars
have shown that STC helps streamline team processes, which in turn benefits team
outcomes, and it decreases the extent of temporal and process conflicts, thereby
increasing team performance [8, 22, 29].

As mentioned earlier, SPT is a conflicting process. Moreover, the heterogeneity
of members also imposes temporal diversities and differences on a team [21,
22]. Because of the divergent temporal personalities of team members, future
tasks or missions at the same time distance result in members’ different ideas
and perceptions, which in turn lead to different behaviors and decisions [19, 36].
For example, the duration of the residual half-month of a software project can
be expressed as “the remaining half of a month” as a positive temporal frame
or “still having a half month” as a negative temporal frame [24]. In this case,
with the same time limit, individuals will have different perceptions, orientations,
and cognitions due to different temporal frames [12]. These different temporal
construal effects may lead to temporal conflicts among members [9, 29, 34] when
performing tailoring tasks. Given that temporal conflicts that may exist in teams
and because TMS relies on a well-coordinated team environment, the way that STC
are contextually exerted on the mechanism of a team’s TMS for an effective and
efficient SPT decision is unknown. Therefore, this study explores the moderating
effect of STC on TMS-SPT performance.

5 Development of a Theoretical Model

The development of a software project involves various types of knowledge and
communication in different professional fields, such as engineering, administration,
design, process assurance, and other management expertise (e.g., legal, customer
relations) [20]. This complex and dynamic interaction and knowledge exchange may
be amplified when conducting SPT that is conflicting in nature. Performing SPT
requires the team to possess and handle a great deal of knowledge (i.e., product,
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process, or project knowledge). From the theory of bounded rationality and the
perspective of information overload, humans have only a limited capacity to absorb
and process massive information or knowledge [6, 13]. In other words, individuals
may receive enormous knowledge without effectively identifying, justifying, and
understanding it. This will limit their cognitive processing ability to address and
utilize the knowledge, thereby decreasing the quality of their decision-making [6,
13, 33].

Because software development is conducted in teams, if information overload
occurs, it may limit and decrease the team’s processing ability in terms of the
recognition, analysis, application, and integration of knowledge. This is especially
true when conducting knowledge-intensive SPT that may result in unilateral or
fragmentary tailoring decisions. Nevertheless, with the assistance of TMS, the
SPT process is facilitated by strengthening the knowledge identification capacity
of expert members. Each member can concentrate on his/her domain-specific
acquainted knowledge while collaboratively composing the knowledge network to
produce a holistic tailoring decision. TMS is expected to lead team members in
a natural way to replenish appropriate and conversant individual knowledge areas
in the grand scheme of the tailoring needs. Thus, members’ work can be mutually
adjusted based on their complementary knowledge that is deficient in others [39]. In
this sense, TMS decreases the possibility of information overload at the team level
when performing SPT and enables the team to make better tailoring decisions. Thus,
the following propositions are formed:

Proposition 1 TMS has a positive influence on the efficiency of SPT.

Proposition 2 TMS has a positive influence on the effectiveness of SPT.

With regard to SPT, the time remaining in a project determines how a software
team reschedules and redesigns the project. In this context, STC enable team
members to be in the same temporal frame regarding the length of project schedules
and to have a common understanding of time-based perspectives on executing
collective tasks. High levels of STC indicate that members possess equal temporal
considerations [9, 22] regarding the tailoring decision, including agreement on the
pacing style and meeting temporal milestones, how the work should be scheduled
over time through times of process alterations, and agreement regarding when
to start and finish the work on tailored tasks. Therefore, the team’s “temporal
dynamics” [22] are reduced, and the members can better organize and align time-
related concerns to reach a decision. This improves members’ shared sense of the
peripheral knowledge related to the tailored tasks and subsequent tasks because
members can more accurately understand others’ specialized knowledge and skills
in relation to these tasks at different points in time during the project. Thus, the
team’s TMS may be enhanced, which in turn yields a more comprehensive scheme
for tailoring decisions.

Moreover, scholars have indicated that coordinative efforts are most effective
when the temporal perspectives and behaviors of team members are aligned [7, 34].
In SPT, this may synchronize the timing of knowledge processing to the tailoring



528 P.-C. Chen et al.

Transactive memory system 
(TMS)

SPT Efficiency

SPT Effectiveness

SPT Performance

Shared temporal cognition (STC)

Fig. 1 The theoretical model in this paper

work. Specifically, increased coordination and time-based compatible behavioral
patterns promote a flow of knowledge that composes, aggregates, diffuses, and
permeates among the members, thus streamlining the discussion process during
SPT. Conversely, when team members perceive time distance and time frames dif-
ferently, the members may suffer mismatch and disrupted knowledge interactions,
and they may have difficulty reaching a consensus regarding how tasks are adjusted
and rescheduled. This may reduce the flow of knowledge transmission and transfer
when performing SPT tasks. In this sense, STC improves the shared sense among
members when knowledge is needed to support and contribute to the flow because
members can more accurately participate in the discussion process of SPT. Thus,
when a high level of shared STC exists within a software team, its TMS could
be strengthened, which leads to the efficient exchange of SPT knowledge during
process tailoring. In other words, the effect of the team’s TMS on the efficiency of
SPT could be reinforced by STC. Therefore, we propose the following:

Proposition 3 Shared temporal cognitions positively moderate the effect of a
software team’s TMS on SPT effectiveness.

Proposition 4 Shared temporal cognitions positively moderate the effect of a
software team’s TMS on SPT efficiency.

Based on the aforementioned development, a theoretical model is then estab-
lished by examining the constructs of TMS, STC, and SPT performance, as shown
in Fig. 1 below.

6 Concluding Remark and Future Research

This paper serves as a preliminary study of proposing a theoretical model to explore
the effects of TMS and STC on SPT performance. We took the propositional
approach to theorize a research model comprising several propositions basing on
existing theoretical background of the three subjects. The model is conceptual in
nature; thus in the next study, we would like to conduct an empirical investigation
to realize the theoretical model proposed in this paper to receive a broader and
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generalized aspect of the results from samples to the population of interest.
Specifically, we will take the survey method, in which empirical data are collected
from software development teams that have exercised and possess experiences of
process tailoring. Due to the scope of the survey that is at the team level, single-
source bias may occur, and thus matched pairs (i.e., different informants for different
constructs) are suggested in the participant design. As for the statistical techniques
for analysis, structural equation modeling (SEM) may be appropriate for testing
theoretical relationships to obtain more quality results.

As for other future research, we suggest that future research extension can take
the following directions. Firstly, the proposed model and propositions can be further
studied using case-based approach. A case research method is useful when the
empirical study expects a more in-depth exploration that is from the operational
aspect. In conducting this method, we suggest that data collection should consider
the issue of triangulation. That is, the empirical evidences can be collected from
at least three different sources within the studied case. For example, data can be
acquired from (1) archives, such as project documentations, tailoring technical
reports, and customer records; (2) onsite observations on tailoring meetings, work
activities, and team conversations to obtain elaborate field notes; and (3) interviews
to obtain data for analysis. As for the validity of data when conducting multiple
cases, it is suggested to perform a cross analysis to compare the practices across the
teams to ensure the inter-consistency of the results.
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Mixed-Integer Linear Programming
Model for the Simultaneous Unloading
and Loading Processes in a Maritime
Port

Ali Skaf, Sid Lamrous, Zakaria Hammoudan, and Marie-Ange Manier

1 Introduction and Literature Review

The general process in a container terminal can be described as a sequence of
operations from the arrival to the departure of the container’s vessels. The container
vessel is dedicated to transport containers from a maritime port to another. The
container is a parallelepiped metal box designed for the transport of goods by
different modes of transport. The quay crane is used to load containers into or unload
containers from the vessel. Yard trucks are used for transporting containers from the
station of quay cranes to the storage location or vice versa. In the storage location,
there is a type of crane called reach-stacked crane, it can be used to load containers
into or unload containers from the yard trucks. In this study, we have two container
vessels, the first one is dedicated for the containers to be unloaded and transported to
the storage location (U-containers), and the second one is dedicated to the containers
to be unloaded from the storage location and loaded into the vessel (L-containers).
There are two separated storage locations, one for the U-containers and one for the
L-containers. More precisely, the unloading process includes the following steps:

1. A quay crane unloads the U-container from the vessel and loads it into a yard
truck.

2. A yard truck transports the U-container to the storage location.
3. A reach-stacker crane unloads the U-container from the yard truck and loads it

in the storage location.
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After this process, the yard truck continues its way to the storage location dedicated
for the L-containers. The loading process includes the following steps:

1. A reach-stacker crane collects a L-container from storage location and loads it
into the yard truck coming from the storage location for the U-containers.

2. A yard truck transports the L-container to the quay crane station.
3. A quay crane unloads the L-container from the yard truck and loads it into the

vessel.

Figures 1 and 2 describe the full unloading and loading operations.
In our previous studies, Skaf et al. [1] proposed a mixed-integer linear pro-

gramming model and a dynamic programming algorithm to solve the quay crane
scheduling problem at port of Tripoli-Lebanon. Later, Skaf et al. [2] proposed a new
genetic algorithm to solve the problem, due to the inability to provide results from
the two previous exact methods.

After that, Skaf et al. [3] proposed a mixed-integer linear programming model
and a dynamic programming algorithm to solve the scheduling problem for single
quay crane and multiple yard trucks at port of Tripoli-Lebanon.

This study is considered new to the literature, but we addressed some researchers
who solved the scheduling problem for the quay cranes, the yard trucks or for both
of them.

Daganzo [4] studied the quay crane scheduling problem for multiple vessels.
He considered that each vessel is divided into many bays, and each bay contains
a number of containers. His objective is to reduce the cost of delay using an
approximate and an exact method. Furthermore, Peterkofsky and Daganzo [5]
proposed a branch and bound method for the quay crane scheduling problem in
the case of quay cranes crossing. After that, Kim and Park [6] explored the quay

Fig. 1 U-container unloading process
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Fig. 2 L-container loading process

crane scheduling problem with non-crossing constraints, and they considered that
only one quay crane can work into the vessel. Their objective was to minimize the
total completion time.

Lim et al. [7] considered that each vessel is a job and each quay crane is assigned
to this job. They developed a dynamic programming algorithm with a taboo search
method to solve the problem. Steeken and Stahlbock [8] also studied the quay
crane scheduling problem and they classified and described the logistic processes
and present a new survey for their optimization. Homayouni et al. [9] proposed a
genetic algorithm to schedule the quay cranes with integration of automated guided
vehicles (AGV). Moreover, Diabat and Theodorou [10] proposed a formulation for
the scheduling problem and all assignments for the quay cranes such as quay crane’s
position. They developed a genetic algorithm to solve this problem. Furthermore,
Kaveshgar et al. [11] proposed a mixed integer programming model for quay cranes
and yard trucks scheduling. They also developed a genetic algorithm with a greedy
search method. After that, Al-Dhaheri and Diabat [12] defined the sequence for
the unloading operations by fixing a number of quay cranes to perform it. They
proposed a mixed-integer programming (MIP) formulation for this problem. Finally,
Vahdani et al. [13] aimed to combine the quay cranes and yard truck assignments
among them. For this problem, they proposed a bi-objective optimization model.

This study proposes a mixed-integer programming model solved by CPLEX
for jointly quay crane and yard truck scheduling problem where both loading and
unloading operations are considered. After that, we generated results and tested our
model for small and large instances, and a comparison with real results from the
port of Tripoli-Lebanon.
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In Sect. 2 we propose a mixed-integer linear programming model. In Sect. 3, we
provide the results of the proposed model. Finally, in Sect. 4, we give a conclusion
and a step for future works.

2 Mathematical Formulation

2.1 Assumptions

– The required times for loading and unloading the containers by quay cranes and
reach-stacker cranes are known, so as the required times to transport containers
and the positions of the containers in the vessels.

– Each quay crane can operate in a single container ship at a time.
– Each vessel can be handled by one or more quay cranes at a time.
– The priority of the containers is taken into account and there maybe a time it

waits for quay cranes and yard trucks (they both expect one another).
– Each truck can transport only one container at a time.
– Each reach-stacker crane can unload/load only one container at a time.
– Each container can be transported by only one yard truck at a time.
– Each container can be unloaded/loaded by only one quay crane at a time.
– All containers are homogeneous (same size).
– We do not consider the number of reach-stacker cranes.

2.2 Notations

– Q Set of quay cranes that will unload containers from the vessel.
– Q

′
Set of quay cranes that will load containers to the vessel.

– T Set of yard trucks.
– C Set of containers to be unloaded from the vessel, c is the number of containers.
– C

′
Set of containers to be loaded to the vessel, c′ is the number of containers.

– pi Position of container i in the vessel 1, ∀i ∈ C.
– p′i Position of container i in the vessel 2, ∀i ∈ C

′
.

– v Yard truck time from vessel 2 to vessel 1.
– v′i Yard truck time from vessel 1 to the yard location for unloaded containers

which exists container i, ∀i ∈ C.
– v′′i Yard truck time from yard location for unloaded containers which exists

container i to the vessel 1, not loaded by any container ∀i ∈ C.
– v′′′i Yard truck time from yard location for containers to be loaded which exists

container i to the vessel 2, ∀i ∈ C
′
.
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– λij Yard truck time from yard location for unloaded containers which exists
container i to yard location for containers to be loaded which exists container
j, ∀i ∈ C and ∀j ∈ C

′
.

– di Quay crane unloading time of container i, ∀i ∈ C.
– d ′i Quay crane loading time of container i, ∀i ∈ C

′
.

– rs Unloading time of a container by RS.
– rs′ Loading time of a container by RS.
– s0 Distance between quay cranes for safety reason.
– �1 Set of precedence containers to be unloaded.
– �2 Set of precedence containers to be loaded.
– u One unit moving time for the quay crane.
– M Big integer.

2.3 Decision Variables

Boolean Variables

– Xijq =
{

1 if quay crane q unloads U-container i before U-container j
0 otherwise,∀i ∈ {0, . . . , c},∀j ∈ {1, . . . , c + 1},∀q ∈ Q

– Yijq =
{

1 if quay crane q loads L-container i before U-container j
0 otherwise,∀i ∈ {0, . . . , c′},∀j ∈ {1, . . . , c′ + 1},∀q ∈ Q′

– H
ii
′ =

{
1 if U-container i is matched with L-container i

′

0 otherwise,∀i ∈ C,∀i ′ ∈ C′

– Zijt =
{

1 if yard truck t transport U-container i before U-container j
0 otherwise,∀i ∈ {0, . . . , c},∀j ∈ {1, . . . , c + 1},∀t ∈ T

– Wij =
⎧
⎨

⎩

1 if round operation time of U-container i finishes before the starts of
round operation of U-container j by the quay crane

0 otherwise,∀i ∈ C,∀j ∈ C

– W
′
ij =

⎧
⎨

⎩

1 if round operation time of L-container i finishes before the starts of
round operation of L-container j by the quay crane

0 otherwise,∀i ∈ C′,∀j ∈ C′

Float Variables

– Ei The time when the process of U-container i ends, ∀i ∈ C

– E′i The time when the process of L-container i ends, ∀i ∈ C′
– HA′i Time when U-container i is ready to be transported by the yard truck, ∀i ∈

C

– HA′′i Time when L-container i is ready to be transported by the yard truck, ∀i ∈
C′
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– HA′′′i Time when L-container, which is matched with U-container i, is ready to
be transported by the yard truck, ∀i ∈ C

– Cmax Makespan for both vessels loading and unloading

2.4 Modeling

The following is a mixed-integer linear programming model that we propose for the
quay crane and yard truck scheduling:

Objective

minimize Cmax (1)

Equation (1) is the objective function which aims to minimize the completion time.

Subject to

c+1∑

j=1

X0jq = 1 ∀q ∈ Q (2)

c∑

i=0

Xi(c+1)q = 1 ∀q ∈ Q (3)

∑

q∈Q

c+1∑

j=1

Xijq = 1 ∀i ∈ C (4)

c+1∑

j=1

Xijq =
c∑

j=0

Xjiq ∀i ∈ C,∀q ∈ Q (5)

Constraints (2), (3), (4) and (5) define the sequence of unloading for U-containers
by quay cranes (which ensures that the 1st U-container must be unloaded from the
vessel as well as the last U-container, and ensures that all quay crane-container
assignments for unloading are made).

c′+1∑

j=1

Y0jq = 1 ∀q ∈ Q′ (6)
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c′∑

i=0

Yi(c′+1)q = 1 ∀q ∈ Q′ (7)

∑

q∈Q′

c′+1∑

j=1

Yijq = 1 ∀i ∈ C′ (8)

c′+1∑

j=1

Yijq =
c′∑

j=0

Yjiq ∀i ∈ C′,∀q ∈ Q′ (9)

Constraints (6), (7), (8) and (9) define the sequence of loading for L-containers by
quay cranes (which ensures that the 1st L-container must be loaded in the vessel
as well as the last L-container, and ensures that all crane-container assignments for
loading are made).

c+1∑

i=1

Z0it = 1 ∀t ∈ T (10)

c∑

i=0

Zi(c+1)t = 1 ∀t ∈ T (11)

∑

t∈T

c+1∑

j=1

Zijt = 1 ∀i ∈ C (12)

c+1∑

j=1

Zijt =
c∑

j=0

Zjit ∀i ∈ C,∀t ∈ T (13)

Constraints (10), (11), (12) and (13) provide the transport sequence of the U-
containers from the vessel by the yard trucks.

∑

i
′ ∈C′

H
ii
′ = 1 ∀i ∈ C (14)

∑

i∈C

H
ii
′ = 1 ∀i ′ ∈ C′ (15)

Constraints (14), (15) give all the unique assignment for the pairs of U-containers
and L-containers which correspond to each other.
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Ei >= di −M ∗ (1−
∑

q∈Q

X0iq ) ∀i ∈ C (16)

Ei >= Ej −M ∗ (1−
∑

q∈Q

Xjiq)+ (pi − pj ) ∗ u+ di ∀i ∈ C,∀j ∈ C (17)

Constraints (16), (17) provide the completion time for unloading the U-containers
by the quay cranes from the vessel.

E′i >= E′j −M ∗ (1−
∑

q∈Q′
Xjiq)+ (p′i −p′j ) ∗u+ d ′i ∀i ∈ C′,∀j ∈ C′ (18)

E′i >= HA′′i + d ′i ∀i ∈ C′ (19)

Constraints (18), (19) provide the completion time for loading L-containers by quay
cranes into the vessel.

HA′i >= Ei + v′i + rs ∀i ∈ C (20)

HA′i >= HA′′′j −M ∗ (1−
∑

t∈T

Zjit )+ v′i + rs ∀i ∈ C,∀j ∈ C (21)

Constraints (20), (21) provide the completion time for transporting the U-containers
by the yard trucks.

HA′′i′ >= HA′i −M ∗ (1−Hii′)+ λii′ + rs′ + v′′′i′ + v ∀i ∈ C,∀i′ ∈ C′ (22)

Constraint (22) provides the completion time for transporting L-containers by yard
trucks.

HA′′′i >= HA′′i′ −M ∗ (1−Hii′) ∀i ∈ C,∀i′ ∈ C′ (23)

Constraint (23) provides the completion time to transport the L-container which is
matched with the U-container, by the yard truck.

Ej − dj >= Ei ∀(i, j) ∈ �1 (24)

Constraint (24) ensures that the operation of each U-container must be completed
before another U-container that follows it, if they belong to �1.

E′j − d ′j >= E′i ∀(i, j) ∈ �2 (25)
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Constraint (25) ensures that the operation of each L-container must be completed
before another L-container that follows it, if they belong to �2.

M ∗ (1−Wij ) >= Ei − (Ej − dj ) ∀i ∈ C,∀j ∈ C (26)

M ∗ (1−W ′
ij ) >= E′i − (E′j − d ′j ) ∀i ∈ C′,∀j ∈ C′ (27)

Ej − dj − Ei <= M ∗Wij ∀i ∈ C,∀j ∈ C (28)

E′j − d ′j − E′i <= M ∗W ′
ij ∀i ∈ C′,∀j ∈ C′ (29)

(pi−pj )∗(i−j)+M∗(Wij+Wji) >= (i−j)∗s0 ∀i ∈ C,∀j ∈ C, i = j (30)

(p′i − p′j ) ∗ (i − j)+M ∗ (W ′
ij +W ′

j i) >= (i − j) ∗ s0 ∀i ∈ C′,∀j ∈ C′, i = j

(31)
Constraints (26), (27), (28), (29), (30) and (31) guarantee the non-crossing and the
safety margin between the quay cranes.

Cmax >= E′i ∀i ∈ C′ (32)

Constraint (32) indicates the completion time of the vessel who contains the U-
containers.

In the previous model, we suppose that the number of U-containers is equal
to the number of L-containers. Nevertheless, the numbers of U-containers and L-
containers are different. For the case where the number of U-containers is bigger
than the number of L-containers, there are no L-containers that matched with the
U-containers and the yard truck will return empty from the storage location. So for
this reason we will add c − c′ fictive L-containers.

For this case, we propose a model extension and it is formulated as follows:

Objective

minimize Cmax (33)

Subject to

constraints (2) → (14), (16) → (21), (23) → (31)
∑

i∈C

H
ii
′ = 1 ∀i ′ ∈ {1, . . . , c′, . . . , c} (34)

Constraint (34) provides all the unique assignments for the pairs including the fictive
L-containers.

HA′′i′ >= HA′i −M ∗ (1−Hii′)+ v′′i
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∀i ∈ C ∀i′ ∈ {c′ + 1, . . . , c′} (35)

Constraint (35) presents the completion time of the U-containers with the empty
movements.

Cmax >= HA′′′i ∀i ∈ C (36)

Constraint (36) defines the makespan of all arriving vessels.
In another way, we swapped the constraint (15) by (34), the constraint (22)

by (35) and the constraint (32) by (36).

3 Experimental Results

The model is solved using the CPLEX 12.6 solver, and the tests are run on MacBook
Pro 2.7 GHz Intel Core i5 with 8GB RAM 1867 MHz DDR3 under OSX 10.11.6.

In this section, we are presenting the results generation and the results obtained
for real cases in the port of Tripoli-Lebanon. The makespan is measured in time
units (u.t).

3.1 Results for Randomly Generated Instances

Table 1 shows the results of the calculation tests when the numbers of U-containers
and L-containers are the same, and when the number of U-containers is greater than
the L-containers. For example in instance 24 in Table 1, for 30 U-containers, 25
L-containers, 7 quay cranes (jointly for unloading and loading) and 10 yard trucks,
CPLEX cannot provide any result after 3 hours of execution, then we interrupt the
execution (N.A. = Interrupt execution (No results)). In this table, we notice that the
proposed MILP works for small and medium instances and does not work so well for
large instances. So in our next work, we will propose a new exact or metaheuristic
methods to improve the execution time and obtain near optimal solutions.

3.2 Results for Real Instances from Port of Tripoli-Lebanon

Table 2 compares some results from the port of Tripoli-Lebanon, with the obtained
results by this model . We emphasize that all port’s results are considered in the
same values and conditions of the port of Tripoli-Lebanon. As shown in Table 2,
our model succeeded in improving the completion time of containers, for all the
tested instances, by an average 20%. GAP(%) = ((port result - CPLEX result)/port
result)*100.
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Table 1 Experimental results

Instance |C| |C′| |Q| |Q′| |T | CPLEX

1 6 6 1 1 1 1115

2 6 4 1 1 2 492

3 8 8 1 1 2 748

4 8 6 2 2 3 433

5 10 10 2 2 4 467

6 10 6 2 2 3 527

7 10 8 2 2 4 450

8 12 8 2 2 4 445

9 12 10 2 2 4 545

10 12 12 2 2 5 452

11 12 10 2 2 5 351

12 14 12 2 2 5 382

13 14 12 3 2 6 270

Instance |C| |C′| |Q| |Q′| |T | CPLEX

14 15 15 2 2 4 562

15 16 12 3 2 6 312

16 16 14 3 2 6 433

17 16 14 3 2 7 327

18 18 14 4 3 8 340

19 18 16 4 3 10 337

20 18 16 4 3 8 229

21 20 20 2 3 6 476

22 25 20 4 3 10 229

23 26 24 4 3 10 225

24 30 25 4 3 10 N.A

25 30 30 2 2 6 N.A

Table 2 Comparison with the real results in port of Tripoli-Lebanon

Instance |Q| |Q′| |C| |C′| |T| Port results (s) CPLEX results (s) GAP (%)

P1 1 1 2 2 1 783 629 19.67

P2 1 1 5 4 2 965 782 18.96

P3 1 1 6 6 2 1129 912 19.22

P4 1 1 7 4 2 1046 835 20.17

P5 1 1 8 7 2 1393 1076 22.76

4 Conclusion

This model investigates the scheduling problem for the quay cranes with yard trucks
in an integrated way. We use the dual strategies to reduce the empty movements
for the yard trucks. We proposed a mixed-integer linear programming model to
minimize the completion time of all containers in the vessels, and thus reducing the
docking time of all vessels. From the numerical results, we can see that the proposed
model is feasible. For small instances, CPLEX provides results with an acceptable
execution time. But for larger instances, CPLEX cannot provide any result. So, in
our future studies, we will develop exact or metaheuristic algorithms to compare
operational results and thus obtain results for large instances.
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How to Test Interoperability of Different
Implementations of a Complex Military
Standard

Andre Schöbel , Philipp Klotz , Christian Zaschke ,
and Barbara Essendorfer

1 Introduction

In nowadays military defense coalitions it is inevitable to standardize the used
material and equipment as well as the applied procedures among the partners and
units. This enables an efficient cooperation in a coalition and between collaborating
troops. To establish these guidelines and procedures in the NATO (North Atlantic
Treaty Organization) environment, Standardization Agreements (STANAGs) were
defined and ratified. These documents were developed and continuously adapted
taking into account changes in technology as well as in the requirements specified by
international working groups called Custodian Support Teams (CSTs). Those teams
consist of experts from nations and organizations that have an interest in a specific
STANAG. The connection between many STANAGs used in the context of Joint
Intelligence, Surveillance, and Reconnaissance (JISR) and how they are working
together is specified in the NATO Intelligence, Surveillance, and Reconnaissance
Interoperability Architecture (NIIA) [12].

Although the standards were created with the intention to define a clear specifi-
cation and guideline, some parts of these documents are described very superficially
and with several ambiguities. This is due to finding a common agreement between
the different nations and due to the general issue that specifying in natural language
is often ambiguous. Especially in the usage of standards that result in a software
system, these ambiguities can lead to a wide range of possible implementations
among the different software providers. Nevertheless, the interoperability between
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the resulting heterogeneous systems must be established. To meet this requirement,
it is necessary to test the systems and their interactions with each other before going
into common usage.

This can be done in two ways:

Software Testing With software tests, the software providers validate the desired
behavior and the correctness of their developed software. According to test-driven
development (TDD) [4], during the implementation of a software, test cases need
to be defined and implemented by the developers. Then, the tests can be used to
validate that newly created functionalities are working correctly and do not break
the already existing code.

Therefore, the tests are usually executed periodically and fully automatically
several times a day using continuous integration and continuous delivery (CI/CD)
[14] tools and mechanisms. The creation and the continuous maintenance of the tests
can only be achieved by investing a lot of time and money. Nevertheless, it cannot
be guaranteed that all characteristics and cases of failures are covered. Additionally,
those tests are also depending on the interpretation of the specification. This results
in the fact that a system can be successfully tested internally but nevertheless be
unable to exchange data with other systems when going into operation.

Military Exercises and Trials In the military environment, it is also common to
arrange exercises and trials to simulate various scenarios. These events are used to
train and validate predefined operational scenarios and workflows as well as the
interoperability between the systems in use. The “Coalition Warrior Interoperability
eXercise (CWIX)” [1] and the trial “Unified Vision” are two events in the NATO
environment where different operators and software providers come together to
collaborate and verify the ability to work in cooperation.

Especially the trials have an operational focus meaning that, as a prerequisite,
systems need to cooperate and interoperability must be ensured beforehand. High
costs and a long-time interval between the exercises are the disadvantages of this
kind of possibility to validate the correctness of a system. To derive the most benefit
of such an exercise, it is essential that all participating systems are working correctly
and can be used to fulfill the scenario. In the past, that has not always been the case.
Time was wasted to find general bugs and malfunctions especially with regard to
the interoperability between the different implementations.

These problems led to considerations to establish a central and independent
testing facility providing standardized test cases that can be used by the software
providers and developers to validate the conformance of their implementations to
the STANAG 4559 standard [11].

Within this chapter, an overview of the underlying documents that can be
considered as a source for test cases is provided. Then, the analysis of these
documents toward the definition of concrete test cases and requirements is described
followed by a section that lists some general aspects and ideas regarding a testing
facility. The chapter closes with an overview and possible next steps.
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2 Fundamentals

One of the central elements of the NIIA is the STANAG 4559. This standard defines
interfaces, data models, and workflows to disseminate artifacts within the JISR
process. Since the focus of a testing facility should be on testing the compliance of
implementations to the STANAG 4559, the standard itself and its related documents,
especially the AEDP-17 [8], form the foundation for the test cases. To provide the
needed background for the main chapter, a short introduction into the observed
documents will be given in the following sections.

2.1 JISR Process

In multinational operations that include all forces it is necessary to define interop-
erable processes to be able to exchange information efficiently. The JISR process
aims at synchronizing and integrating the planning and operation of data collection
capabilities from different intelligence disciplines with the processing, exploitation,
and dissemination of the resulting information. In AJP-2.7 [6] and AIntP-14 [7] this
process is described, and relevant roles and activities are specified. To be able to
support this process with technical means it is important to also define standards,
like the STANAG 4559, and workflows with a technical perspective.

2.2 STANAG 4559

To fulfill a military mission target, different systems are combined in a so-called
System of Systems (SOS) architecture. Thereby, each system provides its features to
the coalition, so that in combination of all systems an advantage for all participants
can be created. In the military surveillance and reconnaissance environment, this
concept is already applied by connecting different planning, tasking, sensor, and
exploitation systems together with data storage and dissemination components to
a large SOS. In the NATO environment, this is called “Coalition Shared Data
(CSD) concept.” Different information artifacts can be exchanged through common
services, interfaces, and data models. The concept includes the dissemination of
artifacts that are relevant for planning operations within the Information Require-
ments Management and Collection Management (IRM&CM) [13] process and are
relevant for initializing the JISR process. These artifacts are shared using services
described in NATO - AEDP-19 - NATO Standard ISR Workflow Architecture [10].

Products like images, videoclips, and reports are stored in combination with
additional metadata information like geographic references, creation date, and
publisher. It is also possible to link the products to each other via associations,
e.g., the relation between an image and a derived report can be defined. One part
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of this concept is called CSD-Server and is described in NATO - AEDP-17 -
NATO Standard ISR Library Interface [8]. The CSD-Server provides a standardized
interface to store standardized products (referenced in the JISR process as JISR
results) with their corresponding metadata and to search for them via query or
subscription.

To disseminate the data in the coalition network, a synchronization functionality
is also defined in the standard. Thereby, the CSD metadata is shared across
multiple CSD-Servers over a Wide Area Network (WAN) in consideration of
different releasability and security requirements. In order to reduce the bandwidth
consumption, the actual products are only transferred when requested. To search
and use the stored data, a client system can be connected to a CSD-Server in the
network. A CSD-Client allows to retrieve and update the stored products or to ingest
completely new products.

In the chapters “Evolution of the Coalition Shared Data concept in Joint ISR”
[2] and “Adaptation of interoperability standards for cross domain usage” [3] the
whole concept is described in more detail and several restrictions of the standard
are outlined.

Similar to the concept of the CSD-Server, the CSD-Streaming Server enables the
sharing of data streams as videos or tracks. The streaming capability is described in
NATO - AEDP-18 - NATO Standard ISR Streaming Services [9]. All mentioned
AEDPs (AEDP-17, AEDP-18, AEDP-19) are part of the STANAG 4559 in its
current version [11]. As a starting point to validate and test the conformity of an
implementation, the AEDP-17 describes the “Abstract Conformance Test Suite”
(A.C.T.S.) which defines a collection of abstract conformance test cases [8, see
ANNEX L]. Each standard-compliant implementation must be able to pass these
test cases. The test cases were defined considering the primary and secondary actors
described in the AEDP-17 [8, see Chapter B-2.2] and can be used to test the basic
functions and requirements defined by the standard.

Basically the test cases are separated into two main groups:

Conformance Testing for CORBA Interface

These tests are defined to validate the Common Object Request Broker Architecture
(CORBA) interface implementation.
Considered test cases according to [8, Chapter L-2]:

– “Ingest Catalogue Entry”
– “Search and Subscription”
– “Retrieval of Files”
– “Updating Metadata”
– “Retrieval of Data Model”
– “Mark Metadata Obsolete”
– “Synchronize with Another Server”
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Conformance Testing for Web Service Interfaces

These tests are defined to validate the implementation of the web service interfaces.
Considered test cases according to [8, Chapter L-3]):

– “Ingest Catalogue Entry”
– “Updating Metadata”
– “Mark Metadata Obsolete”
– “Search and Incremental queries”

3 Test Center

The STANAG 4559 documentation is the result of a long-time, evolutionary process.
It defines the requirements for different subjects of the exchange and provision
process of data between NATO nations and their partners on different levels of
abstraction and with a greater or lesser extent of detail. The varying quality of the
specification is the main challenge in testing systems that implement this standard.
The inherent ambiguity in the specification makes it almost impossible to test the
standard in detail without establishing a broad agreement in every single detail
between all stakeholders involved. This agreement has not been achieved yet and
also is hard to be achieved in the future.

Taking into account the liabilities of the standard, it is necessary to achieve a
certain depth of tests without interpreting ambiguous finer points of the specifica-
tion. A certain test depth is crucial for the relevance and validity of the test results.
The absence of subjective interpretation, e.g., of one provider, is essential for the
acceptance of the tests in the STANAG 4559 community.

To provide an opportunity for all interested stakeholders to test their implemen-
tations, the idea of creating an independent testing facility emerged. The testing
facility “JISR Test Center” aims to provide meaningful tests to prove standard
conformity of specific implementations provided by customers, i.e., software
providers.

These tests could serve as a precondition for the participation in exercises and
trials or to validate the standard conformance before putting a system into operation.
The tests could also help to identify potential weaknesses in the implementation
and in the tests, e.g., concerning test coverage, of a customer’s system. As another
aspect, the tests potentially uncover deficiencies in the specification of the standard
itself. It could therefore help to start a constructive debate about weaknesses of the
standard and to enhance the overall quality of the specification and derived tests.

The JISR Test Center purposes to allow easy test attendance and to provide
meaningful and comprehensible test results. To achieve easy participation in testing,
the tests should be executable at the JISR Test Center, i.e., on-site, as well as
remotely. Test results should be written in a comprehensible language and with
regard to a clear presentation.



550 A. Schöbel et al.

Because the JISR Test Center, as a neutral authority, will be operated by testers
that have not necessarily studied or implemented the standard in all details, the JISR
Test Center should be easy to operate. The tests should also be well documented.
To reduce the complexity of the standard, the description of specific aspects of the
standard should be abstracted and simplified wherever possible and useful. A high
degree of automation of the JISR Test Center tests helps reducing the execution time
and the effort of conducting complex tests.

The following section describes the demands, challenges, and solution
approaches for the realization of tests for the JISR Test Center.

4 Testing

4.1 Requirements on the Tests

As mentioned above, the JISR Test Center is intended to be a central and inde-
pendent testing facility for the stakeholders of the different implementations of the
STANAG 4559 systems. Tests must be executed and understood by testers without
deep understanding of programming or fine granular knowledge of the STANAG
4559. Therefore, the requirements on testing, described in the following, mainly
concern the usability of tests.

Before starting the tests, the essential information, needed by the tests to be
executed, has to be provided by the testers. The tests then should run fully
automatically without involving the testers until all tests have been executed.

The testers should be able to easily follow the progress of the tests and view the
previous results of all tests in one perspective. Testers should have easy access on
details of test results for later analysis. Details of a test should reflect information
about what was done in a test. The detailed information should ideally provide the
reason why a test failed. When all tests have been executed, a summary of all tests
should be given. The test results and the summary should be supplied in one place
so that testers are able to easily access them as a whole. In the best case, testers can
do other work during automatic test procedures.

4.2 How to Get Test Cases

The first considered source for tests was one of the annexes of the STANAG
4559 and the therein specified Abstract Conformance Test Suite (A.C.T.S.) [8, see
ANNEX L]. The scope of tests defined in this annex are testing the use cases of
systems which are implementing the AEDP-17 [8, see 2.2 USE CASES]. Use cases
are, for example, the ingest of products or associating products with each other.
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The A.C.T.S.-tests are defined on a technical level, that means that they specify
the CORBA—and web service interface methods that should be called. The general
intention of these tests is that the interface method calls can be made, but neither
that they are answered correctly nor that they have been correctly executed.

Consider the following specification of a test for the CORBA interface which
scope is to determine the amount of products, respectively, the amount of associa-
tions in the system to be tested [8, see L-2.2.2 Searching for hit count]:

L-2.2.2 Test Case “Searching for hit count”

Perform the following sequence of steps for both products and associations:

1. get Library instance
2. get CatalogMgr instance
3. invoke CatalogMgr::hit_count
4. invoke HitCountRequest::complete
5. clean up request

(a) invoke HitCountRequest::cancel
(b) invoke CatalogMgr::delete_request

The test specification states the CORBA interface methods that must be invoked
in sequence to set up and clean up the actual test method—the hit_count method. It
does not make any constraint on the outcome of the hit_count method. The integer
returned is not supposed to be compared to the real amount of products, respectively,
associations in the system to be tested, which is from now on called “customer
system.” The method may return any integer.

As another example, consider the following specification of a test for the
web service interface where the scope is to update the metadata of products and
associations [8, see L-3.2 Test Case “Updating Metadata”]:

L-3.2 Test Case ‘Updating Metadata’

Perform the following sequence of steps for both products and associations:

1. Get CSD-Publish interface
2. Invoke update on the CSD-Publish interface with the new metadata content

The test specification states that an update method should be invoked on the CSD-
Publish interface with new metadata content for products and associations. The test
neither specifies the exact attributes nor their values for the metadata content that
should be updated. It also does not require a final check that the metadata content
was updated by the customer system.

Considering both test specifications, in order to implement corresponding tests,
additional documents such as the interface Application Programming Interface
(API) description for the CORBA- and the web service-interfaces are necessary.
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4.3 Synchronization Tests

At the end of this section, the specification for tests that deal with the metadata
exchange, referred to as synchronization in the standard, between two AEDP-17-
conform servers should be considered [8, see L-2.7 Test Case “Synchronize with
Another Server”]. In general, these tests describe the CORBA interface methods
which must be invoked by a client, e.g., a synchronization service, in order to
transfer products or associations between the systems.

Consider the following specification of a test for the synchronization of metadata
between a supplementing system and the customer system [8, see L-2.7.1 Test Case
“Synchronize metadata”]. The supplementing system, besides the customer system,
is hereinafter referred to as the “reference system.”

L-2.7.1 Test Case “Synchronize metadata”

On the client library, where the client library is attempting to obtain catalog
entries from a server library, perform the following sequence of steps to initiate
a synchronization:

1. get Library instance from the server
2. get StandingQueryMgr instance
3. invoke CatalogMgr::submit_standing_query to retrieve entries with

NSIL_CARD.dateTimeModified > t0, where t0 is time of last successful
synchronization

4. invoke SubmitStandingQueryRequest::complete_DAG_results and wait for
results

5. process query result set

(a) validate incoming DAG against supported data model
(b) update catalog entry for existing metadata OR
(c) insert new catalog entry for metadata

i. modify catalog entry NSIL_FILE.productURL and related file
URLs in NSIL_RELATED_FILE.URL if applicable, to point to the
client library

ii. modify NSIL_FILE.isProductLocal and
NSIL_RELATED_FILE.isFileLocal if applicable, setting initial
values to False

iii. store the original file and related file URLs for later retrieval
(recommended)

6. record current time t1 as last successful synchronization time
7. cancel standing query that uses time t0
8. go to step 3. and repeat using time t1 for the standing query

The previous test case specifies that a permanent request should be performed by the
client, e.g., a synchronization service. Thereby, new or updated metadata content
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that has not yet been synchronized is retrieved from the reference system. After
processing the metadata and updating some server-side attribute fields, the metadata
content is stored in the customer system.

Tests that would be based only on this high-level specification have different
disadvantages. The first one is that these tests would require that certain states or
actions must be logged by the reference system, e.g., that a certain request was made
on the reference system by the customer system. Testers then would have to consult
these logs during a test and would have to manually mark these as failed or passed
based on the logs. As another example, the synchronization between the customer
system and the reference system has to be manually stopped during the execution of
a test. This is necessary to prevent cheating, e.g., that the customer system retrieves
a product again from the reference system instead of actually caching this product
as requested by the standard.

Taking into account all of these limitations of the test case “Synchronize
metadata” of the A.C.T.S., additional requirements regarding the capability to test
the synchronization process have to be developed and implemented to achieve a
correct and comprehensive test case.

5 Conclusion

In this chapter we analyzed how to use the test cases defined in the STANAG 4559
AEDP-17, to validate the standard conformity of systems. It was determined that
the specification of the A.C.T.S. test cases serve as a starting point for the JISR
Test Center to perform the basic interface tests of the AEDP-17. As the tests only
provide a certain depth, it may be concluded that the AEDP-17 was primarily
developed defining the communication between the systems and not to test the
implemented interfaces. Passing all the A.C.T.S.-tests is necessary but not sufficient
to achieve conformity to the STANAG 4559. As a result, the interface- and the
synchronization-tests must be part of the JISR Test Center tests but have to be
extended.

To be able to implement the A.C.T.S. tests for the JISR Test Center, the following
extensions and definitions have been worked out:

– Test data to use in test cases (products and metadata) has been defined.
– The synchronization test specification has been analyzed and realized in concrete

test cases.
– Manual steps, to be performed by the testers, have been automated wherever

possible.

As the above-mentioned tests only provide an insufficiently low test depth to
validate the standard conformity, additional testing capabilities for the JISR Test
Center had to be evolved.

One major issue of the AEDP-17 specification is that the technical means are
not linked to the actual use of the standard and thus many aspects are defined
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only briefly. So in order to actually test relevant aspects, operational business
rules and use cases needed to be identified. Such use cases follow the activities
that are described in operational doctrine as provided within the JISR process.
One document focusing on this topic is called MAJIIC 2 Business Rules and
Use Cases (BRUC) and was created by the Architecture and Technical Working
Group (ATWG) within the MAJIIC 2 (Multi-Intelligence All source Joint ISR
Interoperability Coalition) [5] project. This document is about to become part of
the STANAG 4559 as an additional AEDP and, thus, is relevant in this context.
Although the BRUC does not contain any predefined test cases, the specified
business cases and workflows served as the basis for considerations regarding
further relevant test cases to increase the test coverage of the JISR Test Center.

After defining basic use case-based test cases, which are not considered in this
chapter, and the described test cases for the AEDP-17, the JISR Test Center and
the tests themselves have been implemented taking into account the requirements of
Sects. 3 and 4. On behalf of the German Federal Ministry of Defence (German:
BMVg), the JISR Test Center has been deployed at the WTD 81 in Greding,
Germany and put into operation by the end of 2019 providing an initial operating
capability (IOC). By now, only local testing is provided by the JISR Test Center. To
provide easy access to the JISR Test Center and to extend the connection options
for customers, remote testing should be supported as well. First tests to demonstrate
remote testing capability were carried out successfully.

Now, the JISR Test Center must be made visible to the potential customers—
the NATO nations and their partners—to establish the JISR Test Center as a central
and independent testing facility for the STANAG 4559. Already developed business
cases tests could be enhanced and expanded taking into account the feedback of the
customers, e.g., concerning the relevance of test cases, as well as the experiences
gained during testing, e.g., concerning test depth. In order to be able to provide test
cases to cover the whole JISR Cycle, test cases facing the AEDP-18 and AEDP-19
could be added to the JISR Test Center at a later time.
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Overall Scheduling Requirements for
Scheduling Synthesis in Automotive
Cooperative Development

Arthur Strasser, Christoph Knieke, and Andreas Rausch

1 Introduction

The development of embedded real-time systems in the automotive industry is
cooperatively organized. Generally, the car manufacturer is responsible for system
development, and suppliers are responsible for subsystem development. Since
suppliers are specialized in designing and realizing subsystems (often for differ-
ent manufacturers), they can develop subsystems from reused components (e.g.,
software components) in order to develop similar subsystems and to offer them cost-
effectively to manufacturers [1].

The methodology defined by the automotive domain-specific AUTOSAR stan-
dard [2] contains the model-based development steps, system development, subsys-
tem development, and integration. These steps are also applied in the cooperative
component-based development. In the system development step, a coarse-grained
decomposition of the software components, the hardware components, and their
allocation are defined by using the AUTOSAR system description template. In the
subsystem development step, the decomposition is refined into AUTOSAR atomic
software components of the application layer, and the basic software layer is defined
and implemented. The basic software layer is the hardware abstraction, which has
to be realized by software components belonging to a certain hardware platform
(e.g., real-time operating system). In the integration step, the execution environment,
called AUTOSAR Run Time Environment (RTE), of the software components
is configured using the ECU configuration description [3]. The configuration
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contains the definition of the static scheduling. The execution order of executable
software components is part of the static scheduling and must satisfy functional
requirements, as defined in [4]. In general, the static scheduling is configured at
compile time. The configuration is part of a configuration description, which defines
a set of operating system tasks as well as processes triggered in a specific order
by tasks for the execution of software components. In the following, we define
the partial scheduling as the configuration of the execution order of AUTOSAR
atomic software components belonging to an implemented software subsystem.
Additionally, we define the overall scheduling as the execution order of atomic
software components from subsystems that are integrated into the software system.

The software system has to satisfy functional and temporal requirements [4].
In this contribution, we focus on the description of functional requirements and
in particular the interaction of subsystems. In AUTOSAR, the overall scheduling
requirements are described in the AUTOSAR Timing Extensions (TIMEX) model.
The syntax of TIMEX is similar to the structure of a totally ordered precedence
graph that contains executable entities, depicted as nodes, and their precedence
order, depicted as edges.

However, in the cooperative development, the system developer is not able to
define the overall scheduling requirements using TIMEX because the decomposition
of subsystems into executable software components is determined in later devel-
opment steps by subsystem developers. Thus, the system developer can determine
the overall scheduling only after the subsystem development step when integrating
the subsystem models into the system model. To describe an overall scheduling,
the developer determine an interleaving of the partial schedulings and if necessary
modifies each partial scheduling. Two problems may arise in this step: First, there
may be no interleaving, which satisfies the overall scheduling requirements. Second,
an interleaving can be determined, but the dependability of the subsystems can no
longer be guaranteed as the partial schedulings had to be modified for the overall
scheduling.

To avoid these problems, the system developer must be able to describe the
overall scheduling requirements on abstract architecture entities. The subsystem
development then must comply with these scheduling requirements when imple-
menting the partial schedulings.

Thus, we introduce an extension of the AUTOSAR standard, the so-called
PortChain notation, in Sect. 4 to describe the intended interaction of subsystems.
This description constitutes the overall scheduling requirements in our approach
and is the basis for the later subsystem development steps. We also demonstrate by
an example, how the PortChain notation is applied in our approach to enable the
generation of an overall scheduling by the system developer.

The chapter is organized as follows: Sect. 2 gives an overview on the related
work. The problem we address is motivated by an example in Sect. 3. Section 4
presents our approach to generate an overall scheduling from partial schedulings.
Finally, Sect. 5 gives a conclusion and an outlook on future work.
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2 Related Work

2.1 Generating an Overall Scheduling

In [5], Czarnecki classifies the generation of instances for concepts as the techniques
composition and transformation. The composition technique is used to generate
a component instance from a configuration description. The consistency of the
description is verified by constraints. The transformation technique is used to
generate a component instance by a set of transformations.

An example for generating instances is the AUTOSAR configuration generation
step to instantiate the configuration description [6]. In order to realize the generation
step from the AUTOSAR methodology, research and industry approaches make use
of the MDA concept [7]. However, an overall scheduling has to be generated from
instances of several configuration descriptions from different subsystem developers.

One example approach is based on the global scheduling heuristic from Scheickl
[8]. Thereby, the schedulings of subsystems are merged into one global execution
model. A constraint logic solver verifies the consistency of the merged set.
The solver checks if the scheduling requirements are satisfied. In [9], Wozniak
determines a global execution order from an initial scheduling configuration. This
configuration contains calculated execution orders of runnable entities satisfying
scheduling constraints. In a further step, a genetic algorithm-based heuristic is
optimizing the initial configuration to target certain timing budgets. The system LET
concept, which has been introduced in [10] to provide a model on the execution
platform level using shared memory read–write instants and tasks, is another
promising idea to determine a global scheduling.

2.2 Modeling Automotive Embedded Systems

Broy et al. define a set of architecture viewpoints and concepts for modeling vehicle
systems. In particular, its common subset defines the functional layer, the logical
layer, and the technical layer. These standard layers are the basis for developers of
embedded systems modeling languages in the automotive industry [11].

The AUTOSAR domain-specific language (DSL) from the AUTOSAR
methodology is an example for the realization of the technical layer concepts
and the de facto standard in the automotive industry. The AUTOSAR DSL contains
the TIMEX metamodel for modeling scheduling requirements. The consistency of
TIMEX models determines whether the system scheduling model can be correctly
realized. It is verified using the requirements and guarantees event chain constraints.

As another example, the EAST-ADL2 modeling language is realizing the con-
cepts of the functional layer and the logical layer [12]. It is also used for modeling
scheduling requirements. Therefore, it defines the TADL metamodel. The TADL
syntax is similar to the event chain syntax of AUTOSARs TIMEX metamodel.
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However, these interfaces cannot be used for modeling the overall scheduling
requirements in the system structure design step of the system development as in
cooperative component-based development software components are determined by
a certain subsystem implementation.

2.3 Repository Organization for Model Artifacts

System developer and subsystem developer have to organize the exchange of
model artifacts which can be metamodel instances based on different DSLs. Evans
introduces its repository approach as a concept to enable the organization for object
relations of different domain models during their life cycle. It encapsulates from
their domain specifics [13].

The GeneralStore approach from Glaser et al. [14] is a well- known example
realizing the repository idea. It targets the challenges of the cooperative develop-
ment by providing a tool integration platform. The platform is built on the UML
metamodel technology storing and organizing object relations by model to model
transformations.

3 AUTOSAR Example: Display Controller

We introduce a simple demonstration example—a running light control
application—to illustrate the approach. The letters R E D shall appear on a repeating
display. For the display of one of these letters, a respective control signal is used.
The order in which these signals occur determines the order in which the letters
appear on the display.

3.1 System Structure and Informal Requirements

Figure 1 shows the system structure in accordance with the functional requirements.
It contains the display component, the display controller software component, and

Fig. 1 System structure for the running light controller application
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the connections between these components. Each time the controller is executed,
it has to calculate a letter control signal. A letter signal is sent via the software
component ports to the display. Then, one appropriate letter becomes visible after
the other on the display. Three execution steps have to be triggered to show the
letters R E D in that sequence. The execution steps are triggered cyclically.

Each calculation for the control signal must be ordered for execution in a way
that satisfies the appropriate letter calculation and thus satisfies the required R
E D signal sequence at the output ports. The top left corner of Fig. 2 depicts
the decomposition of the controller software system in the AUTOSAR notation,
which we call the static structure in the following. The static structure contains the
subsystems BC and A. These subsystems are connected by abstract ports for internal

Fig. 2 Relevant development artifacts of the development steps in accordance with the V-model.
The challenge in the integration step: finding a correct overall scheduling for the display controller
example



562 A. Strasser et al.

communication. For each letter control signal, a port is defined. The abbreviations of
the AUTOSAR types used by the AUTOSAR notation are introduced on the bottom
left side in Fig. 2. AUTOSAR TIMEX requires the definition of executable software
components. But the system development step in cooperative component-based
development does not define these components. Therefore, the overall scheduling
requirements can only be defined informally in cooperative component-based
development. The following requirements as a sequence of abstract subsystem in
and out ports exist to fulfill the desired R E D letter sequence:

– BC: (1. out r); (2. out v1);
– A: (3. in v1); (4. out e); (5. out v3);
– BC: (6. in v3); (7. out d).

3.2 Subsystems and Partial Schedulings

The decomposition into AUTOSAR atomic software components for the imple-
mentation of each subsystem is shown in the bottom of Fig. 2. We assume each
subsystem to be developed independently by different suppliers. Subsystem BC
contains the software components Z and X and the runnable entities RE3 and RE4.
Subsystem A contains the software component Y and the runnable entity RE2. The
runnable entities implement the behavior of the AUTOSAR SenderReceiverInter-
faces defined by the in and out ports. They are triggered to execute the AUTOSAR
atomic software component. The trigger is defined by the partial scheduling in the
dynamic structure as depicted in Fig. 2: The dashed circle represents the cyclical
execution of runnable entities. This is well known as the task of an operating system.
Each runnable entity has a certain position in the order of execution represented as
RE between the starting point and end point of the circle. The partial scheduling in
subsystem BC is configured that RE3 is cyclically executed after RE4. In subsystem
A, the partial scheduling defines a cyclical execution of RE2.

3.3 Overall Scheduling as Interleaving of Schedulings

The overall scheduling is created from the subsystems dynamic structure contents.
Thereby, the execution orders are combined to a common cyclic execution order.
As shown in the top right part in Fig. 2 (dynamic structure), several attempts are
necessary to determine the final interleaving result for the desired R E D control
signal sequence. The final overall scheduling of the example is RE4, RE2, RE3.
RE2 has been interleaved between RE4 and RE3. Hence, the partial scheduling of
subsystem BC has been modified.
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4 Approach

As the subsystem BC has been modified, it is not clear, if all subsystem-specific
requirements are still fulfilled. Hence, the system developer is not able to answer
the question if the detected overall scheduling is correct in that scene, i.e., further
quality assurance measures are required in this case.

Our approach aims to minimize this effort in the integration step by automation.
Therefore, our approach introduces the PortChain description. It allows the
system developer to describe the overall scheduling requirements. Each subsystem
developer has to realize a partial scheduling in a way that these requirements are
satisfied. If a correct overall scheduling exists, then the system developer is able to
generate it from the given artifacts. The automation has to perform the following two
operations: At first, the contents of the subsystem dynamic structures are combined,
not modified, to one structure. Second, the missing connections between runnable
entities of one partial scheduling and the others are derived for an overall scheduling.

4.1 PortChain Description

A PortChain describes how the subsystems interact over ports and connections
with one another. The informal requirements from the example are represented
formally by the PortChain notations in the top left of Fig. 3. A directed dashed circle
specifies the order for the calculations of the control signals. These control signals
are represented by the subsystems port notation. The ports are abstract since they
abstract from the AUTOSAR interfaces. Thus, we introduce another port notation
that is representing “W” port as an output port and an “R” port as an input port. The
triggers for calculations from the PortChain are called write port access and read
port access.

4.2 Mapping Description

For the derivation of an overall scheduling, the relation between the partial
schedulings has to be known. Therefore, the subsystem developers describe how the
subsystem satisfies the requirements from the PortChain. This description contains
the mapping between runnable entities, port accesses, and the appropriate partial
scheduling.

In the bottom right corner in Fig. 3, it is shown that RE4 is mapped to v1, r and
RE3 is mapped to v3, d. The directed connections of port accesses define how the
communication path along subsystems ports is ordered. As port access v1 is mapped
to RE4 and port access v3 is mapped to RE3, the execution order of RE4 and RE3
must also satisfy the order of the port accesses: The execution order RE3→RE4,
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Fig. 3 Applying the approach for a model-driven generation of an overall scheduling

e.g., does not conform to the order v1→v3 as defined in the PortChain. A proper
integration of subsystem BC must ensure that other port accesses of the PortChain
that are left unmapped are also satisfied.

4.3 Overall Scheduling Derivation

To integrate the partial schedulings, all port accesses have to be mapped to runnable
entities. The step is performed by our automation step. The input and output of the
step are illustrated in the upper right corner of Fig. 3.
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The mapping description of subsystem BC has the missing mappings of sub-
system A and vice versa. Thus, the port accesses of both are overlapped to get a
description that contains all mappings. The second operation determines the overall
execution order in a way that the order of all port accesses is satisfied. In our
example, the directed connections between RE3, RE2 and between RE2, RE4 from
the PortChain have been derived. RE4 is executed first, followed by RE2 and RE3.
This overall scheduling satisfies the port access order given by the PortChain. As
the dynamic structure of subsystem BC was build satisfying the PortChain, the
interleaving with RE2 does not lead to a modification that would require additional
quality assurance.

5 Conclusion and Future Work

We proposed an approach enabling the specification of scheduling requirements by
the system developer. Therefore, an extension of the AUTOSAR notation called
PortChain was introduced. A PortChain describes how the subsystems interact over
ports and connections with one another. Instead of describing the scheduling by
the systems software component execution order, the communication sequence via
ports is specified. When the software components are developed by the subsystem
developers, the runnable entities of the components are mapped to the ports within
the PortChain description to enable the generation of an overall scheduling. Thus,
the integration task of finding a correct overall scheduling is facilitated significantly.

As a future work, we aim at extending the proposed methodology by taking
temporal requirements into account. The next step is a prototypical implementation
of the approach including the definition of an overall metamodel and a real-world
case study.
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Extracting Supplementary Requirements
for Energy Flexibility Marketplace

Tommi Aihkisalo, Kristiina Valtanen, and Klaus Känsälä

1 Introduction

Requirements engineering tackles the demanding task of extracting requirements
out of the perceived properties of the software system in design phase with varied
methodology. This process is usually impacted with the factors natural to the human
communication and arbitrary nature of it. This paper presents extraction, results,
and analysis of requirements sourced from the expert panel’s discussion notes.
The requirements are considered supplementary for an existing and running early
version of the proposed Internet-based flexibility market exchange FLEXIMAR
service [1]. The FLEXIMAR market is two-sided single-tier double auction type
of market institution in sense of [2].

The flexibility or demand response in electricity usage manifests typically as time
shifted or time scaled energy usage as defined by the IEA [3]. On the FLEXIMAR
market, the flexibility is handled as a tradeable commodity cleared in continuous
trading exchange. It is intended for trading even small batches of electrical energy
consumption flexibility on a single tier for sourcing the flexibility even from the
household level as much as possible. The main goal was to aim for markets with
a highly valued short response time and high volatility flexibility. This value can
be found on reserve markets [4] requiring harnessing smaller and more compact
but fast and agile resources. To have these resources available continuously with
known location and availability, latency time would greatly improve the stability
and reliability of power grids.

As FLEXIMAR is mainly intended to harvest and utilize even the small parcels of
flexibility on the household level, the trading transaction costs must be low. The low-
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cost trading with a low value is made possible by technical solutions automating the
exchange trading and respective premises’ equipment control. This would be, e.g.,
smart-meter based or add-on system for allowing unattended equipment control and
the flexibility trading.

The bare bone marketplace with core functionalities was already implemented
in minimum viable product creation fashion without a traditional and extensive
design phase. The purpose was to produce early a working exchange environment
for prototyping and trialing the various connected trader and environment control
systems in practice. The minimum functionalities were created, but clearly it was
noted that there are several more or less energy domain and trading-related open
questions requiring more detailed attention and expertise than there was available at
that moment.

Therefore, a workshop overseen by the authors was held to gather and utilize the
project consortium’s expertise to supplement and improve the existing marketplace
system. The expert panel had already been somewhat familiar with the basic design
choices and other details of the marketplace but the comments or not alone the
requirements were never gathered before. The further details of the system were pre-
sented to the workshop audience in order to stimulate the discussion. The two groups
formed out of the participants were recording their findings and discussion on the
worksheets and on which the research in this paper is based. These discussions
and their recorded results were discovered to reflect various supplementary system
requirements, functional or nonfunctional, directly or suggestively for the existing
bare bone FLEXIMAR platform. After the analysis, results can be utilized as ready
requirements and requirement suggestions that has to be finally determined at least
in the later marketplace service and product creation phase. These are valuable
already for the further improvement and development of the FLEXIMAR flexibility
marketplace.

The contribution of this paper is the collection of the supplementary requirements
but also the set of requirement suggestions and their respective analysis for the
energy flexibility marketplace service enabling direct consumer-based trading.

2 Related Work

The FLEXIMAR marketplace is considered as a single-tier marketplace unlike [5]
in where market brokers may participate to the secondary or other markets too.
However, multilevel participation by the traders is not prohibited on FLEXIMAR. It
may be even considered natural mechanism for the aggregator style of participants
sourcing the flexibility from the lower tier. These business models are covered in
[6] as direct trade and agented trade. The direct trade is suitable for those willing to
assume the financial risk due to it [6] as it is the case here.

The traders are expected to be responsible to consider all factors impacting
their justified price determination. The FLEXIMAR properties of the commodity
include at the moment only the offered volume and timing. The traders may be
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interested in, e.g., the source’s location information for loss and pricing estimation
[5], type of flexibility source, etc. In this open market environment, the traders are
considered equal, and no priorities are given, e.g., to distribution system operators
(DSOs) or transmission system operators (TSOs) like in [7]. Reference [8] lists
further the different options of DSO-TSO and DSO-DSO co-operations on the
markets with respect to other marketplace solutions like FLEXIMAR. More relevant
considerations of the same reference include operational responsibility, integration
to other markets, reservation payments, and commodity standardization showing
deviation between the listed solutions.

Plenty of research exist regarding the optimal bidding, possible types of market
mechanisms to realize pricing, and the auction resolving mechanisms optimizing
toward varied outcomes in various market and power network settings. Just to name
a few considering two-sided auction are, e.g., [9–11], providing simulated analyses
but not the system-level requirements.

3 Architecture and the Expert Panel

3.1 Overview on the FLEXIMAR Architecture

The FLEXIMAR market is an Internet-based service constructed with ready com-
ponents or COTS as far as possible allowing high-speed trading transactions. The
trading environment consists of the main marketplace and a number of connected
client flexibility trading systems interacting with it as presented in Fig. 1.

This high level architecture regarding particularly the client side is only sugges-
tive leaving the internal design to the trader system implementer. The flexibility
trader’s automated trading agent communicates through the AMQP [12] trading
messaging interface for submitting the desired trade orders and receive related
communication back from the marketplace. The equipment control part is respon-
sible of controlling the supply or demand of the energy flexibility in the trader’s
environment which may include simple heating or lighting system or a full-blown
industrial machinery environment. The other exposed interfaces are the WWW

Fig. 1 The main functional entities including the client side flexibility trader and the FLEXIMAR
market with their respective internal main components



570 T. Aihkisalo et al.

interface for the human readable market portal and the REST-based interface for
machine-readable market information. The entity serving these interfaces handles
also the user account and access authorization management tasks. During the user
registration process, the trading user is required to commit to the exchange rules
dictating the preconditions, conventions, and penalties on the exchange. In practice
the rules are enforced by the message processing and application logics.

The other internal major parts of the exchange include message processing
the in- and outgoing messages with brokering, queuing, and content validation
functionalities. The messages are relayed to the trade order database which is
a time series database to store and manage the incoming trade order messages.
The stored trade order messages are matched in FIFO-order by the micro-service-
based exchange trading application logic implementing a modified auction market
mechanism as defined by the exchange rules. In this, the highest bidder will be
obliged to purchase the complete seller’s lot provided that the flexibility’s time and
energy allocations do overlap at least partially. The optimality and effects of this
mechanism are not analyzed here and will be left for the future. The transactions
covered in the executed and cleared trades is expected to happen as agreed and
which are validated by the trade validation application logic based on the certified
metered values and trading logs. The respective rule defined penalties will occur if
discrepancies are recorded.

Finally, the settlement application logic will manage the settlement between the
involved parties of the cleared and validated individual trades to transfer the funds.
In order to minimize transaction costs and conceivably improve system security,
block chain or more widely distributed ledger technologies (DLTs) were identified
to have various capabilities resonating with system requirements of the settlement
process [13]. However, considering the maturing state of the DLTs, regarding,
e.g., real-time performance [14, 15], in the FLEXIMAR platform, the role of the
technology is limited to the settlement process in which timing requirements are not
so stringent. The settlement process itself has the most open questions, and care is
required due to dealing with the actual transfer of funds between the participants on
the marketplace.

This architecture and its main functionalities and entities formed the guiding
framework for the expert panel’s discussion and notes for the further analysis in this
work.

3.2 The Expert Panel

The workshop was held in Espoo, Finland, in December 2019 with FLEXIMAR
project partners and other related stakeholder representatives. The workshop par-
ticipants represented various project partners totaling to 18. Represented were 3
separate energy system ICT solution providers and consultants by 5 participants,
national transmission grid operator by 1 participant, data protection and security tool
and solution provider by 1 participant, and 2 research partners by 11 with strong ICT,
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electricity system, and market research background. Two groups consisting of nine
members each were formed to discuss and record their findings on the worksheets.
The worksheets were intended to record views on and guide the discussion to
several categorical topic areas of the system. These categories consisted of the nature
and possible requirements of the settlement process (SP), user certification process
(UC), penalties (P), threats and misuses (TM), terms of service (TS), and the other
(O) for miscellaneous.

4 Results

In total nine sheets were collected from the panels. The recorded results were
quite freely formed notes reflecting an individual expertise and views on the
matters discussed. The worksheets’ structure was not seemingly followed very
carefully, resulting in requiring more analysis effort. The worksheet outputs in style
can be divided into question and statement outputs regarding the technical and
other procedural conventions. Clearly, the question type outputs set a requirement
suggestion to be considered, while the statements set a requirement more directly.
The requirement suggestions can be formed to the actual requirements later after
renewed consideration by the expert groups or product creation and business
decision-making process. Even as such, they are valuable pointing out the system’s
varied aspects that require attention.

In order to capture the actual requirements, the contents of the filled worksheets
were read through and then recapped. The resulting initial output after this is
presented in Table 1 . The recapping included generalization with an attempt to
preserve actual contents but also combining the multiple outputs meaning basically
the same. The number of appearances in different forms is indicated also. The
suggestive requirements are marked with a question mark. Worksheet categories
as explained in the previous chapter are reflected by the ID.

Terms of service (TS) target category did not catch any outputs.

5 Analysis

For the analysis, the results in Table 1 were rearranged once more to form more
descriptive and uniform topic categories. The original placement into the subtopics
by the work groups did not always make sense as the worksheet output was free
formed anyway. The new subtopic groups defined heuristically are Settlement (S),
Market Participation (MP) and Market Operating (MO). The Settlement topic group
covers all items related to the settlement process, Market Participation about the
rules and conditions regarding the participation to the market. Market Operating
includes mainly market governance and operative issues.
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Table 1 Worksheets outputs ID’d, combined, and recapped with a number of appearances

ID Content Appearances

SP1 Currency used in trading and its exchange rate? 2
SP2 Size of the payments in the settlement? 1
SP3 Frequency of the payments in the settlement? 2
SP4 Verification of the settlement balance? 1
SP5 Taxation of the resulting trading profit? 1
SP6 Settled balance usage options (toward trading, only payout)? 1
SP7 Minimum and maximum size of the transactions? 1
SP8 Types of the allowed participants on the marketplace? 1
SP9 Pricing alternatives on the marketplace? 1
SP10 Coordination with other markets? 1
SP11 Threshold to payouts in the settlements? 1
SP12 Deposit on the account needed to buy, but also to sell? 1
SP13 P2P trading possibility? 1
SP14 Metering equipment and metering frequency? 1
SP15 Validation of flexibility flow? 3
SP16 Settlement through metering value adjustment? 2
SP17 Role of and information feed to the balance responsible parties? 1
UC1 User identified and recognized by the national or third-party client registry 5
UC2 User’s flexibility and delivery capacity negotiation? 2
UC3 User certification process for the aggregators or other non-prosuming users? 2
UC4 Simplicity in the rules and participation models needed 1
UC5 Account deposit required to participate? 1
UC6 User’s account must be sufficiently funded to allow participation 1
UC7 User prequalification required to determine allowed trade volumes? 2
UC8 User certification in phases in order of the participant size? 1
UC9 Technical user equipment certification? 1
P1 Responsibility for malfunctioning market platform? 1
P2 Bank guarantee or smart contract-based process to mitigate misuses? 2
P3 User account deposit lost if misused detected 1
P4 Not delivered flexibility capacity should lead to penalty 2
P5 Network balancing responsibility? 1
TM1 Prevention or minimization of gaming on the market? 3
TM2 Aggregators or other non-prosuming users allowed? 1
TM3 Platform failures and wrong operation? 1
O1 Marketplace data ownership and protection? 1
O2 Liabilities and responsibilities for technical failures? 1
O3 User equipment costs? 1
O4 Aggregation type of usage should be possible 1
O5 Location information for the user’s trading metering points? 1
O6 Trading yields toward balance settlement at the metering points? 1
O7 User account limits on trading to mitigate effects of accidental trades? 1
O8 Balance responsibility if balances moves up due to the flexibility trades? 1
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Table 2 presents these generalized new requirement outputs in the rearranged
subtopics in the descending number of appearances for the further analysis about the
assumed importance. In the Type column, “W” indicates a requirement suggestion
to be considered, while “R” indicates a more explicit requirement. The judgment of
the placement to either type was based, besides the output content, on the authors’
understanding of the existing system’s state of development and definition. The
Related column refers to initial requirements that appear in Table 1 for each new
generalized requirement.

All two highest number of appearances are located in the Market Participation
category. In this MP subcategory, the first four outlines the requirements for the
participators’ prerequisites and terms to participate to the marketplace. Clearly, the
requirement for the clients’ recognition and identification is clear. However, the

Table 2 Generalized requirements in each topic category, its type, number of appearances, and
related source requirement in the previous table

ID Type Requirement #App. Rel.

S1 R Not delivered or consumed flexibility or
other failure leads to penalty toward
balance/deposit

5 P2, P3, P4

S2 W Transaction and settlement sizes, threshold,
min/max

4 SP2, SP4, SP7, SP11

S3 W Currency or other type of tender used in the
settlement

3 SP1, SP6,

S4 W Alternative use of settlement balance, e.g.,
toward metered balance

3 SP16, O6

S5 R The trade transaction executions are
validated and verified

3 SP15

S6 W Settlement payout frequency 2 SP3
S7 W Taxation of the settlement yields 1 S7
MP1 R User identified, localized, and recognized

by the national or third-party client registry
6 UC1, O5

MP2 R Deposit/guarantee on the user account
needed to cover volumes of trading

6 SP12, UC5, UC6, UC7, O7

MP3 R User’s equipment, flexibility, and delivery
capacity certification

5 UC2, UC8, UC9, SP14

MP4 W Other than prosumer client types allowed
and respective certification

5 SP8, UC3, TM2, O4

MP5 W Balance responsibility 3 SP17, P5, O8
MP6 W P2P trading possibility 1 SP13
MP7 W Responsibility of client equipment costs 1 O3
MP8 R Simplicity in rules and participation needed 1 UC4
MO1 W Gaming the markets undesired 3 TM1
MO2 W Operational responsibility of the

marketplace
3 P1, TM3, O2

MO3 W Coordination with other markets 1 SP10
MO4 W Data ownership and protection 1 O1
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intended solution for it in Finland is the DataHub, the national electricity customers’
registry, but its deployment is being delayed, so other alternative solutions must be
pursued instead. This would have allowed usage of nationally recognized registry
of metering points and associated customers.

Next, the clients’ market engagement should be limitable, based, e.g., on the
clients’ certified equipment capacity, MP3, and covering funds on the accounts,
MP2. This allows setting a hard maximum for the acceptable trading volumes so
that it must be always covered by the account balance. This requirement may be
supplemented by the participant’s certified technical flexibility capacity if available.
The technical certification for the non-prosuming or retailing clients must be defined
separately if allowed at all in the final solution, MP4. Such clients, e.g., aggregators,
are participating only for trading without actual own flexibility consumption and/or
generation capability. The harder financial limits setting may suffice for such clients
but calls for a business decision. The size of the actual deposits or guarantees was
not discussed.

In the Settlement subtopic requirement, suggestions are similarly calling for a
limited size of the trades, S2, and its respective effects on the clients’ account, S1.
Accounts and their balances should be set in a currency, S3, but also should allow
alternative uses for it, e.g., using it toward the metered electricity consumption
charges, S4. The currency is not decided on, but it would be natural to at least
represent it as local physical currency even if the actual transactions are settled in
some technical block chain-based currencies.

The validation of the delivery of the flexibility or consumption changes according
to the executed trades is required before the settlement, S5. In case of failure to
deliver or consume, the penalties should apply toward the client’s existing account
balance including the deposit or other form of guarantee, S1. In order to validate the
consumption changes, a change by volume and the time of it must be recorded at
the trading partners metering points periodically.

Some less mentioned requirement suggestions, S6 and S7, are related to the
frequency of the settlement process execution and payouts but also the taxation,
which may end up to be inevitable anyway as the system deals with the monetary
profits and losses. The clients’ equipment costs in order to participate to the markets
and how they are covered would require more business-level consideration, MP7.
The same applies to the simplicity of rules and conditions to participate and trade to
create an attractive marketplace and environment. Thus, they are not covered in this
research.

In the Market Operation category, the market attractiveness-related requirements
are calling for the prevention of gaming on the markets but also the operational
responsibility of the marketplace service, MO1 and MO2. The responsibility
question may be something that this research will be unable to answer as it is out
of the scope for it. The same applies to the data ownership and its governance.
However, such questions should be taken into account in the terms of service when
the marketplace is open for the public. Coordination with other similar flexibility
marketplaces, MO3, if technically and otherwise viable may help enhance liquidity
of the traded flexibility in general.
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6 Discussion

Clearly, the worksheet design must be such that it helps to focus on the topic in the
form of guidance and clarity. The more carefully prepared pre-session introduction
can also help. However, as the results in this approach may require more analysis
and recapping, it enables also perhaps less restricted output and thus offer more
insight on issues not obvious and imaginable for the system designers before.

The results basically indicate that this kind of marketplace should establish
a secure and fair environment protecting the trading participants’ interest within
the individual and agreed limits. This concerns especially the trading rules and
safeguards for the participants by limits of their trading accounts and equipment
capacities but also the validation of the executed trades and the verification of all
participants’ identity.

This requires setting clear safeguarding limits for the client participation such
that will protect his financial assets by limiting the trade to the value of the account
liquidity and the technical limits of flexibility provisioning. The actual limits and
sizes of the required deposits to open a trading account were not discussed as it may
involve more business and service design before the actual public deployment. The
technical flexibility limits may be established by the certification of the users and
their equipment. Similarly, the participating clients’ identity should be recognized
and thus certified by the electricity consumer registry or something similar. These
are the main thing the trading environment should facilitate as the responsibility
of the actual trading is mainly left for the traders. At the same time, the trading-
associated responsibilities and the associated rules should be understandable and
justifiable. This includes outlining the costs of participation but also the required
equipment before the public deployment of such service.

The trades on the marketplace and their execution, i.e., the respective modifi-
cation of consumption or production at the trading partners, must be validated to
maintain credibility and fairness of the marketplace. The validation is naturally
achievable by metering the consumption at both parties and can take place only
after the flexibility exchange has ended as agreed on the trade. Clear limitations and
requirements for it were not found here as it also depends on the permitted future
time frame for creating the trade orders.

Several requirement suggestions clearly should involve business decision and
service design to take place. This would require some parties taking the responsibil-
ity of operating the marketplace service and making the related business decisions.
Furthermore, the question of the data ownership and governance should be defined
also, but in the end the data ownership may one of that factors impacting onto the
desirability of operating such marketplace. One of the things to consider also at
the same time is the desirability of permitting gaming or speculative trading on
the market platform. Some of the work group’s outputs call for prevention of such
trading, but such limits may however even restrict the desirability to participate for
some and thus limit the volumes on the platform. Also such prevention may call for
reworking of the marketplace’s ruleset among with the technical solutions.

Moreover, distributed ledger technologies, DLTs, can satisfy many supple-
mentary requirements of the settlement process but also more general require-
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ments related to the market participation and the market operation. The small
or nonexistent transaction costs and straightforward integration to the real-world
currencies widen the array of the viable flexibility business opportunities because
many business-related design aspects may not be anymore so constrained by the
technical limitations. In the future, the increasing role of digital currencies and
the machine-to-machine economy, harnessed with DLTs, expands the possibilities
of the FLEXIMAR platform and consumers’ flexibility profits to be seamlessly
integrated to other services, also outside energy sector.
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A Dynamic Scaling Methodology for
Improving Performance
of Data-Intensive Systems

Nashmiah Alhamdawi and Yi Liu

1 Introduction

Currently, we live in an age where data has emerged and is drawing attention
in several fields such as science, healthcare, business, finance, and society. The
continuous growth in data size in various fields has caused an overwhelming flow of
data in the last decade. Thus, many systems have faced problems analyzing, storing,
and processing large quantities of data, which in turn has caused performance
problems, such as slow responding time and bad usability [1]. When experiencing
poor performance in systems processing huge amounts of data, a negative impact
is created in increased costs, decreased revenue, or both. Additionally, poor
performance causes delays, creates unprocessed data, and increases response time.
In this paper, we especially focus on the slow responding time/slow processing
speed as the performance issues.

With data-intensive systems becoming more prevalent, a need exists to overcome
the challenges and implications of massive data. For example, the Epidemiological
Applications of Spatial Technologies (EASTWeb) system [2, 3], which we have
developed and used for early detection and early warning of mosquito-borne
diseases, had suffered from severe performance problems due to the increasing
volume of the datasets. EASTWeb automatically downloads earth observation
datasets, processes them, generates, and stores the statistical summaries for a given
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area and time period. The sizes of the earth observation datasets vary from 200
mega types to 1 giga types for a day. While processing a project with 30 years of
data (1 giga types each day), EASTWeb significantly slowed down after processing
10 years of data and almost halted after processing 15 years of data.

The goal of this research aims to identify how to enhance the performance
of data-intensive systems from the architectural perspective. We have developed
a dynamic scaling methodology using virtualization to improve performance of
data-intensive systems and to establish an approach to adapt such a system to
the deployment environment. We have applied this methodology to the EASTWeb
system and EASTWeb took 45% less time to process the same amount of data, and
the projects did not halt and were finished within the expected timeframe.

This paper presents the dynamic scaling methodology for improving the per-
formance of data-intensive systems. The outline of the remainder of the thesis
is organized as follows. Section 2 summarizes the background of the research
including the EASTWeb system and the cloud computing environment. Section
3 illustrates the details on the dynamic scaling methodology. Section 4 uses
EASTWeb as a case study to show how to apply the dynamic scaling approach
and demonstrates the results of the performance improvement. Section 5 discusses
related works similar to our approach and Sect. 6 concludes the work.

2 Background

2.1 EASTWeb Application

The Epidemiological Applications of Spatial Technologies (EASTWeb) application
[2, 3] is developed as an open-source, client-based application that automatically
connects to earth science data archives. It helps acquire, process, and summarize
remote sensing data according to the time period and geographic information
provided by the user. All the information summarized is saved in a database that
can easily inquire and connect to the data server, ecological and epidemiological,
for further analyzation and prediction in a software environment. EASTWeb is
implemented in Java, and utilized PostgreSQL to save and manipulate the resulting
data summaries. The system inputs are a collection of earth observation data files
which are already downloaded from online archives. The system outputs tables
including data on the summary statistics of environment indices for each special
zone. EASTWeb implements eight plugins for eight different earth observation
datasets including GPMs IMERG, IMERG_RT, MODIS MOD11A2 C6, MODIS
MCD43A4 C6, TRMM_3B42, TRMM_3B42RT, NLDAS forcing, and NLDAS
NOAH. Each plugin has various indices ranging from 1 to 15 indices. The indices
do various environmental calculations for each data product. The user can use
EASTWeb to create a project that may include several plugins and choose indices
associated with the selected plugins.
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2.2 Cloud Computing Environment

Cloud computing is an emerging area, supporting various fields of computing,
and has become a strong architecture to apply massive-scale and complex com-
puting. Cloud computing facilitates in providing the virtualized resource, parallel
processing, data storage, and security [4]. It is invented to enable a capable access
to share resources, such as computer networks, servers, storage, and application
services. Moreover, it assures to be less expensive compared to supercomputers
and specialized clusters, is a more reliable platform alternative to grid, and is more
scalable than clusters [5].

The cloud computing environment is provided by vendors such as IBM,
Microsoft Azure [6], Google Cloud Platform [7], and Amazon Web Services
[8]. Amazon Web Services (AWS) is utilized as the deployment environment of
this study. AWS is a secure cloud service platform offering several functionalities
helping businesses scale and grow.

In this research, we have used Elastic Compute Cloud Service (Amazon EC2),
Cloud Storage Service (Amazon S3), Amazon Relational Database Service (Ama-
zon RDS), and AWS CodeDeploy Service in the case study of our methodology.

Amazon Elastic Compute Cloud Service (Amazon EC2) is a web-based service
allowing businesses to execute applications in the public cloud. Amazon EC2 allows
a developer to create virtual machines (VM) known as instances, which can easily
configure the capacity scaling of computing. Moreover, utilizing Amazon EC2
eliminates the needs of expensive hardware, so it provides the ability to develop
and deploy applications faster [8]. Amazon Simple Storage Service (Amazon S3)
[9] is a scalable, low-latency, affordable, web-based cloud storage service.

Amazon S3 facilitates online backup, archiving data, and storing applications.
Also, it is designed to make web-scale computing easier for developers. With
Amazon S3, data are stored in sealable containers known as buckets. A bucket is
able to store several kinds of data and can be controlled and managed by the user.

The Amazon Relational Database Service (Amazon RDS) is a web-based service
that facilitates setting up, operating, and scaling a relational database in the cloud
[8]. Amazon RDS offers an affordable scaling capacity for an industry standard
relational database. It is designed to manage database tasks such as backup,
migration, and patching. Moreover, Amazon RDS supports six familiar database
engines, including PostgreSQL, MySQL, Oracle, Amazon Aurora, MariaDB, and
Microsoft SQL Server [8].

AWS CodeDeploy is a deployment service that automates an application to
an Amazon EC2 instance and on-premise server. For successful deployment, a
developer should define three criteria: revision, deployment group, and deployment
configuration [10]. The revision is the content deployed onto instances such as code,
web, and configuration file. Also, it is stored in S3, GitHub repositories, or Bitbucket
repositories to be able to be deployed by AWS CodeDeploy. In the deployment
group, a set of instances related to certain applications is specified by the developers.
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Deployment configuration determines the steps of the deployment process to assure
the revision is set at appropriate instances.

3 Methodology

We developed a novel dynamic scaling methodology to improve performance
by applying an algorithm to scatter the system and scale up/down the system
in the deployment environment. The methodology contains three steps: splitting
and modifying the system whose performance needs improvement, choosing the
deployment environment, and transforming the database.

3.1 Scaling the System

A system dealing with a large amount of data in a single computer can cause
troublesome performance due to processing massive transactions at the same time
in a single running space. In order to respond to this problem, our approach divides
the massive amount of data into smaller pieces handled in parallel computers.

The helper project algorithm is developed to split the amount of data needed by
the system to collect, process, and store, and it works based on several rules that
prioritize dividing from high to low. The algorithm goes through these rules and
starts splitting the data into small pieces to be processed in a timely manner. These
rules consider every aspect when dividing the data into size of the data, type of data
being collected, and kind of operation and processing applied on the data. Then,
each aspect is checked to see if it requires splitting.

Rule 1: Consider Categories of Data in Splitting

This rule is a high priority to be checked first by the algorithm. The category of data
processed implies how to capture, process, and store these data, and each category
has its own individual way to do so. The helper project algorithm checks if the
system processes several categories of data by finding the number of categories
necessary to begin the process. Then, it starts splitting the data category based on
the number of categories for each piece based on a category to be processed at
a timely manner. For example, if the system has five different categories of data
needed to be processed, the helper project algorithm splits the data into five small
pieces. Then the system processes each small piece in parallel instead of processing
all the categories at once. Typically, the system applies several operations to process
and analyze the data to gain the desired result from these data. Consequently, the
helper project algorithm checks the second rule for separation.
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Rule 2: Consider Analyzing Data in Splitting

After the helper project algorithm examines and applies the first rule and does
the necessary separation, it checks how to analyze the data. This rule regards any
process of inspecting, cleansing, transforming, and modeling data with the goal of
discovering useful information [11] or any operation applied on collecting data to
gain desired results. Therefore, the helper project algorithm demands to find how
many operations or events are applied on the collected data; based on this number,
a decision is made on how to split the analysis of the data. The maximum number
of operations that applies on data for separation varies from system to system. To
determine the maximum number of operations that the system is able to tolerate, it
conducts a sequence of tests on the system with a different number of operations
applied. Based on the maximum number of operations performed on the data, the
system executes these tasks in parallel rather than executing all operations at once.

Rule 3: Consider Volume of Data in Splitting

Rule 3 is the last priority, which takes into account the amount of data captured and
processed when doing the splitting. As in the second rule, the maximum number of
operations varies from system to system, with varying appropriate size of data for
separation. Therefore, each system requires finding the appropriate size of data that
can be tolerated and then providing it to the helper project algorithm which splits the
huge amount of data into smaller amounts of data that are able to be processed. In the
end, the helper project algorithm produces several tasks which have one category,
maximum number of operations, and the proper amount of data that the system runs
in parallel.

3.2 Modifying the Current System

For the system that is not compatible with distributed computing, a modification
to the system is required to be working in the deployment environment. Dis-
tributed computing is a model in which portions of a software system are shared
among multiple computers to improve both efficiency and performance [12]. This
methodology suggests two versions of the system. The first one is the base version
which the system starts from and is responsible for dividing the huge amount of
data by executing the helper project algorithm running on top of it. Moreover, it
determines when to scale up the system based on the number of jobs the helper
project algorithm produces by controlling virtual servers or machines. This version
deploys the separated tasks and scales up the system into a deployment environment
to work in parallel. The user interface sits on this version.

The second version runs in several virtual machines in the deployment environ-
ment, so it needs to be compatible with the deployment environment. Moreover,
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it has major changes that modify the current system to command a line interface
rather than a user interface. This version processes the small pieces produced by
the helper project algorithm in parallel, and it works in the background for the base
version. Also, there are some changes in storing and retrieving the data, but that
varies from system to system; it is based on the structure of the system and the
dependency of tasks. This methodology suggests the data, or information, is used by
all distributed jobs to be in shared storage such as cloud storage, cluster, or a shared
database. In this way, the distributed system avoids any redundancy or conflict while
processing. By applying this approach, few modifications in the current system are
needed except the two versions: one works as the interface and the other works as
the background.

3.3 Deployment Environment

After splitting the massive amount of data into small sets by the helper project
algorithm, the deployment environment hosts the system in several virtual machines
and processes these chunks in parallel. The International Business Machines (IBM)
knowledge center defines the deployment environment as a collection of configured
clusters, servers, and middleware that collaborate to provide an environment to host
software modules [13]. The purpose of the deployment environment in this approach
is to host and process the small tasks in parallel. There are various ways that exist
to use deployment environments: it may be a network of many machines in data
centers in clusters or virtual machines in cloud computing.

This approach illustrates the important aspects of the deployment environment
utilized to take advantage of it and to dynamically scale up the system. Firstly,
to be able to dynamically scale up the system based on the number of tasks
produced by the helper project algorithm, it is necessary to control virtual servers
or machines from the base version of system. The base version of the system needs
the ability to start the virtual machines before the deployment in order to prepare
the virtual machines for deploying and running a small task. Also, each virtual
machine is responsible for shutting itself down after finishing executing the assigned
tasks and producing the desired result. Secondly, in order to begin publishing the
virtual machines’ version onto virtual machines in the deployment environment, it
places the version of the virtual machine in an accessible place for the deployment
environment. Deployment environments provide service to deploying the code,
scripts, or execution file, so the base version system needs to use it to control
the deployment and be eligible to initiate and verify publishing in the deployment
environment. Thirdly, if the system holds some data used as input, or produces
data which is input for distributed tasks, then it demands to employ shared storage
or a database in the deployment environment. Also, the helper project algorithm
produces a reasonable size of tasks that depend on each other, so a need occurs
to store all desired data as input in a shared place for accessibility to all virtual
machines. Many deployment environments supply shared places to store various
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types of data such as databases, blocks, or cloud storage. Hence, the virtual machine
version should be able to access shared storage to read from and write to it. Thus,
it grants a solution of the redundancy and conflict in processing between dependent
tasks.

3.4 Database Transformation

The traditional relational database management systems face a challenge in the
performance while processing large volumes of data. It is ideal to use non-relational
databases, such as NoSQL, MongoDB, and Hadoop, as a solution to handle
large datasets. However, it would be expensive to reimplement an existing system
using a different database management system. Targeting to the systems using
traditional relational databases, our approach provides the solutions to overcome
the performance challenge without requesting of changing the type of databases.

The centralDB, located in the deployment environment, is the central database
that stores the complete record of the system. It is accessible for all virtual machines
to query and update as needed. After deployment, the system is hosted in several
virtual machines that work in parallel. Each virtual machine contains its own
database, a distributed database localDB, to store the results of a small task
processed. The virtual machine stores its results to the localDB after it has
accomplished processing a small job and transits the records in the localDB to the
centralDB. The virtual machines then delete all records related to a processed
job after moving them to the centralDB in order to prepare the localDB for
the next unprocessed job. This solves the bottleneck issues caused when processing
huge amounts of data.

Figure 1 illustrates the dynamic scaling methodology steps.

Fig. 1 Steps in dynamic scaling methodology
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4 Case Study

The EASTWeb system is set up as a stand-alone application on a single computer.
When initiating the system, no complications are encountered with the performance
of the system; but while in progress, the data rapidly grows which raises the failure
performance issue. For example, IMERG_Project uses the IMERG dataset [14]
and is used as input for EASTWeb in this case study. IMERG_Project processes
3 years of data and requires 733.468 GB, and EASTWeb suffers from the poor
performance – the long execution time – when processing this amount of data in
a single computer. We applied our dynamic scaling methodology to the EASTWeb
system to overcome performance problem.

4.1 The Deployment Environment

In this case study, AWS is utilized to scale up and run EASTWeb in several servers
in the cloud.

AWS offers SDKs for several languages such as Java, C++, Python, Ruby,
and PHP. SDKs facilitate building applications to work with Amazon services.
We created four classes to make EASTWeb cooperate with Amazon S3, Amazon
EC2, CodeDeploy, and RDB, and AWS SDK for Java is used to achieve scalability.
The four classes are as follows: (1) CreateInstance class that connects to
EC2 instances and controls them remotely; (2) S3 class that controls the write,
retrieve, and delete files from a bucket; (3) CodeDeploy class that manages and
prepares the deployment of EASTWeb onto EC2 instances; and (4) RDS class that
controls connection, starting/stopping the database in the cloud (centralDB), and
exporting/importing data to the centralDB.

4.2 Applying the Dynamic Scaling Methodology

Three steps are involved in applying the dynamic scaling methodology to the
EASTWeb system.

Applying Helper Project Algorithm

Developing the helper project algorithm to work on top of the EASTWeb system
requires defining the rules and their priorities in the case of EASTWeb. The helper
project algorithm is invoked after EASTWeb runs and takes the project file as input.
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Applying Rule 1

In the EASTWeb system, the number of plugins is the highest priority for splitting
the user-selected project into several subprojects. CheckNumberOfPlugIns()is
responsible for checking the number of plugins and making the separation
based on it. If the number of plugins is more than one, then it divides the
project file into several subproject files, each with one plugin. Partial code of
CheckNumberOfPlugIns()is shown in Fig. 2.

Applying Rule 2

After the helper project algorithm checks Rule 1 and finds no separation performed,
it examines the number of indices as the second priority of rules. We set a maximum
of five indices as the maximum number of operations. If a project has five indices or
less, there is no need for splitting, and it moves to the next rule. However, it requires
dividing a project if the project has more than five indices.

public void CheckNumOfPlugins(){
boolean flag;
int index;
int partNO = 0;
try {

if (NumOfPlugins > 1) { 
//divide based on the number of plugins
for (int i = 0; i < NumOfPlugins; i++) {  
//divide based on the number of years 

for(int s=0; s < startDates.size(); s++){
noOfIndices = pluginsInfo.get(i).GetIndices().size();
DivideIndices = true;
flag = false;
index = 0;
//divide based on the number of indices 

while(DivideIndices){
// split the xml file project into several xml subproject files 

}
}

}               
}
else if (NumOfPlugins == 1) {

CheckNumOfIndices(); //jump to rule 2
}

} catch (ParserConfigurationException e) {
ErrorLog.add(Config.getInstance(), 

"problem with creating new project.", e);
}

}

Fig. 2 Partial code of CheckNumberOfPlugIns()
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CheckNumberOfIndices() is invoked to determine the number of indices
and apply the splitting. The partial code of the function is shown in Fig. 3.

Applying Rule 3

While applying Rule 3, we set the number of years of data as the size of data. The
helper project algorithm checks Rule 3 at the end, and it determines the maximum
volume of data in a year of data for each subproject. CheckNumberOfYear()
function is invoked to produce various subproject files with a year of data. If a
project has less than a year of data, it is not necessary to scale up the system or
divide the project (Fig. 4).

Summarized in Table 1, the three functions work together to scatter the selected
project and produce several subprojects.

public void CheckNumOfIndices() {
boolean flag1;
int index;
int partNO = 0;
try {

if (NumOfIndices > 5) {
noOfIndices = pluginsInfo.get(0).GetIndices().size();

//divide based on the number of years
for(int s=0; s < startDates.size(); s++){

noOfIndices = pluginsInfo.get(0).GetIndices().size();
DivideIndices = true;
flag1 = false;
index = 0;

//divide based on the number of indices 
while(DivideIndices){
// split the xml file project into several xml subproject files
}

}
}
else if (NumOfIndices <= 5) {

CheckNumOfYears(); //jump to rule 3
}

}
catch (ParserConfigurationException e) {

ErrorLog.add(Config.getInstance(), 
"problem with creating new project.", e);

}
}

Fig. 3 Partial code of CheckNumberOfIndices()
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public void CheckNumOfYears() {
if (startDates.size() > 1) {

int partNO = 0;
//divide based on the number of years

for(int s=0; s < startDates.size(); s++){   
try {

// split the xml file project into several xml subproject files
}
catch (ParserConfigurationException e) {

ErrorLog.add(Config.getInstance(), 
"problem with creating new project.", e);

}
}

}
else{

System.out.println("No need to divide project");
return;

}
}

}

Fig. 4 Partial code of CheckNumberOfYear()

Table 1 Functions of helper project algorithm

Priority Functions Description

1 CheckNumberOfPlugIns() Check number of plugin >1 and scatter the input file
based on the number of plugins, indices, and years.
Otherwise, jump to Rule 2

2 CheckNumberOfIndices() Check number of indices >5 and scatter the input file
based on the number of indices and years. Otherwise,
jump to Rule 3

3 CheckNumberOfYear() Check number of years >1 and scatter the input file
based on the number of years. Otherwise, return
without splitting

Modifying the System

To run EASTWeb in the cloud environment and execute the helper project algorithm
on top of it, some modifications are applied to the current system. Two versions of
the system, a base version and a virtual machine (VM) version, are configured in
this step, and two versions work together to scale up the system based on helper
project algorithm rules. The base version runs as an interface of the system, and the
VM version works in the background of the base version. The workflow of the two
versions of EASTWeb is shown in Fig. 5.
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Fig. 5 The workflow of the base version and VM version of EASTWeb

Base Version

The base version of the EASTWeb connects to AWS cloud and utilizes services
such as EC2, S3, and CodeDeploy. The base version reads the project file and
splits the user-selected project by running the helper project algorithm, which
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produces several subproject files. These files are uploaded to the cloud storage,
and S3 is accessible for all VM instances by calling WriteToS3() function,
which creates a folder called subproject on the S3 bucket to store subproject
files. In the end, it deploys the VM version to VM instances by executing the
CreateDeployment() function for assigning the deployment group, creating
an application name for deployment, and setting up the revision location.

In the case of scaling up the EASTWeb, the resources in the cloud should be
prepared for deployment and run the VM version of EASTWeb on several VM
instances in the background.

Virtual Machine Version

The virtual machine version is extracted from the current system and runs on several
VM instances on the cloud. Several changes have been made to be compatible with
the cloud environment.

This version starts executing on a virtual machine instance after the base version
creates the deployment. It takes a subproject file, produced by the helper project
algorithm, as input from the cloud storage S3. As a subproject file is downloaded
into a virtual machine instance, it is deleted from the cloud storage to avoid conflict
between virtual machine instances. Each virtual machine instance in the cloud is
able to download a subproject file and process it through EASTWeb steps. When
the VM version is terminating processing the subproject files and storing its related
results in the database, it rechecks the cloud storage for any unprocessed subproject
files. If an unprocessed file is located, it does the same steps again. Otherwise, the
VM instances shut down automatically.

The major processing steps in EASTWeb generate several intermediate files
stored in the local drive. In order to avoid the data redundancy in processing
steps, each virtual machine uploads the intermediate files that processing steps are
produced to cloud storage.

Transforming the Database

EASTWeb utilizes the PostgreSQL database to store and manipulate the outcomes
of processing data [1]. EASTWeb starts facing delays in database operations after
processing 3 years of IMERGE data. Amazon Relational Database Service (Amazon
RDS) provides a database over the cloud with several database engines such as
PostgreSQL, Oracle, MySQL, and others. By using this service, the PostgreSQL
database is created to be a central database (centralDB) for all virtual machine
instances to store and retrieve data.

Each virtual instance has its own database as a local database (localDB) that
works independently along with EASTWeb VM version to store and manipulate
the outcomes of processing subproject data. When the EASTWeb VM version
terminates all processing steps and stores the data to the localDB, it starts moving
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the localDB into the centralDB by several steps. These steps work with an
assumption of conflict of the primary keys between tables while in transformation.

Step 1: Export the six tables with conflict in primary keys from the master database
related to the EASTWeb base version to make a backup of the last update of
these tables and then import these tables to the centralDB to be up to date.
This step is done before creating the deployment by the EASTWeb base version.
It is essential to make the primary key of these tables concurrent.

Step 2: In the VM version, the global schema in the centralDB is shared among all
virtual machines. While each VM processes a subproject, the global schema is
updated with new records. This is important to avoid the conflict of primary keys
and foreign keys.

Step 3: After a subproject is processed and stores its result in a subproject schema
in the localDB, the subproject schema is exported to the centralDB. After
exporting each subproject schema, it evacuates the localDB. This is important
to prepare the localDB for unprocessed subprojects and avoid delays in
database operations.

Step 4: Copy the six tables of the global schema from the centralDB after
complete processing of all subproject files. Then export all subproject schemas
to the master database. This step is done by the EASTWeb base version. This
step updates the master database for further processing.

This approach tackles the issue of handling huge amounts of data in traditional
databases. Also, it provides a solution for overlapping the primary keys of relational
tables by performing these steps.

The overview of the structure of EASTWeb after the dynamic scaling methodol-
ogy is applied (Fig. 6).

4.3 Results

We compare the performance of EASTWeb with and without our methodology.
Each scenario runs a project called the IMERG_Project. This project has several
entries such as a plugin, an index, and 3 years of data. The first scenario is the
dynamic scaling methodology is run on the top of EASTWeb. Thus, the helper
project algorithm divides this project into three subprojects based on its rules. Each
subproject runs on a virtual machine to work in parallel. The second scenario is
EASTWeb runs without our methodology, so the IMERG_Project is not separated
into several subprojects. The results of the performance for each scenario are shown
in Table 2.

The dynamic scaling methodology is able to decrease the running time to
10 hours as shown in scenario 1. Since our methodology divides and runs the
IMERG_Project on several virtual machines working in parallel, the performance
of EASTWeb is improved significantly.
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Fig. 6 Structure of modified EASTWeb

Table 2 Comparison of running IMERG_Project with and without dynamic scaling methodology

Scenarios Scenario 1: EASTWeb with
the dynamic scaling
methodology

Scenario 2: EASTWeb without the dynamic
scaling methodology

Project IMERG_Project IMERG_Project
Description Three subprojects run on

several virtual machines in
parallel

A project run on the single commuter

Performance Takes 13 hours to process
3 years of data

Takes 23 hours and 30 minutes to process
3 years of data

5 Discussion

Some research work has been done on dynamic scaling methodology. Chieu et al.
[15] proposed a methodology of dynamic scaling for web applications by employing
scaling indicators to decrease the running time. The scaling indicators of the web
applications are number of concurrent users, number of active connections, average
response times per request, and other indicators. Another dynamic scaling system
[16] is focused on scaling up the system based on two parameters, user requests and
response time, to enhance the quality of services of the web application. Comparing
these two methodologies, our approach uses three rules as indicators for dynamic
scaling. The rules are not target to specific web applications but general enough to
be applied to any type of software.
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The research [17] presented a model to handle analyzing a large amount of data
on a cloud environment and matched the requirements of safety, easily scalable, and
high efficiency. The model uses a Hadoop tool to schedule jobs and MapReduce
to distribute tasks through cluster and used virtual machines to host the application
services and database. Our methodology does not require a specific environment
setting for deployment. Although we used specific cloud computing environment in
the case study, the methodology itself supports a much broader set of deployment
environment.

6 Conclusion

A novel dynamic scaling methodology is developed in this research to deal with
the performance failure of systems that process huge amounts of data. This
methodology involves a novel algorithm called the helper project to divide a task
into several smaller tasks based on various aspects in a big data perspective. These
aspects known as algorithm rules are prioritized from high to low for dividing the
project. Also, the helper project decides whether it is necessary to scale up the
system based on the number of tasks produced after separation. The methodology
applies the necessary scaling up of the system to run in several virtual machines in
the deployment environment and addresses the bottlenecks of relational databases
during processing huge amounts of data by suggesting a database transformation
approach.

The methodology is applied to the EASTWeb system, which suffers a severe
performance issue (extreme long responding time) in processing huge amount of
data. We compared the speed of running the same project in EASTWeb with and
without dynamic scaling methodology, and results show that applying the dynamic
scaling methodology significantly improved the performance.

As a direction of future work, the dynamic scaling methodology will work along
with other deployment environment to be more flexible and general.

There are several deployment environments such as cluster and virtualization
[18]. Therefore, utilizing the dynamic scaling methodology in other deployment
environments will create a more general and flexible methodology. Using virtual-
ization in VMware [19] along with the dynamic scaling methodology will be the
next step to enhance our work.

Our methodology focuses on horizontal scaling to improve the performance of
big data systems. Horizontal scaling capability increases the resources, such as
hardware or software, to improve performance [20]. The helper project is able to
increase and decrease the virtual machine instances based on the number of tasks to
be processed by the system. Thus, to improve the dynamic scaling methodology, an
algorithm will be developed to manage the scaling vertically. The vertical scaling
ability increases resources such as increasing memory space and CPU to a machine
[20]. To apply the vertical scaling to our methodology, a need exists to identify the
proper resources for each task. Applying scaling in both directions, horizontally and
vertically, will provide better enhancement in the performance of big data systems.
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Technical Personality as Related to
Intrinsic Personality Traits

Marwan Shaban, Craig Tidwell, Janell Robinson, and Adam J. Rocke

1 Introduction

Intrinsic personality is a set of characteristics that help identify tendencies in
personal behavior. It is typically evaluated using standardized surveys to mea-
sure personality traits. Technical personality is a profile of the broad technical
preferences of someone working in a technology-related field. For instance, one
technical personality trait is the preference for formal or informal documentation.
By measuring both intrinsic and technical personalities in a sample of IT workers,
it can be determined whether a correlation exists between the two. This research
attempts to identify whether personality traits influence technical preferences. There
are stereotypes in IT, e.g., that tech workers are more likely to be introverted and
to prefer tasks that are more isolated and independent. This research can also help
confirm or dispel such stereotypes.

The hypothesis is that there is no correlation between technical personality and
intrinsic personality.

H0: There is no correlation between Technical Personality and Intrinsic Personality.

HA: There is correlation between Technical Personality and Intrinsic Personality.
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2 Previous Research

Previous researchers have used the Big Five model of personality as it relates to
the job performance, job satisfaction, career success, life satisfaction, and academic
performance of IT professionals (Lounsbury, Studham, Steel, Gibson, and Drost)
[11]. Rodrigues and Rebelo [14] examined the correlation between job performance
of software engineers and their Big Five profiles, as well as their level of proactive
personality. Lounsbury, Sundstrom, Levy, and Gibson [12] examine the Big Five
traits among IT professionals as opposed to professionals at large, in a study
of 73,000 individuals, and relate personality differences between the two groups.
Another study about the characteristics of Information Technology professionals
concentrates on burnout, turnover intentions, and strategies for retaining these
highly skilled professionals (Paré and Tremblay) [13]. Eckhardt [9] studies the Big
Five trait differences between the specialties of IT professionals, and whether each
difference is a predictor of turnover intentions.

Current research using tests other than the Big Five and the Myers–Briggs
Type Indicator (MBTI) is limited. Bishop-Clark [2] examines previous studies
analyzing several personality traits as they relate to computer programming and
phases thereof. Included in the personality traits examined were MBTI factors, field
dependence/independence, analytic/holistic, impulsivity/reflectivity, and divergent
thinking. Capretz et al. [7] performed empirical studies that correlated MBTI types’
distribution among software engineers. The authors aimed to find a link between
personality traits and role preferences in a software life cycle. Cruz et al. [8]
provide a survey of studies on personality in software engineering. They show
findings on questions such as which personality types are most common in software
engineering, and what effects personality types have on effectiveness of software
engineering. The study of software developers’ personalities to determine perfor-
mance and motivation has been ongoing. Wiesche [16] examines recent research
into personality types’ impact on success at different software engineering tasks.
Furthermore, researchers have discussed the use of MBTI to study various human
factors in technology-related areas. Capretz and Ahmed [5] advocate mapping
MBTI factors to job descriptions to analyze the fit of workers to tasks within
software engineering. Varona et al. [15] examine sixteen studies that analyze MBTI
profiles of software engineers and derive trends over time of each personality type
within the field of software engineering, while Woszczynski [17] and Bishop-Clark
et al. [3] analyze MBTI profiles of programming students and correlate personality
types with success at computer programming.
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3 Intrinsic and Technical Personality Traits

Intrinsic personality is commonly evaluated using the Big Five personality traits.
The five factors are Extroversion, Agreeableness, Conscientiousness, Emotional
Stability, and Intellect/Imagination.

The four technical personality traits identified in this research are defined below.
These all are dichotomies that are pervasive in technical teams, though not unique
to technical teams.

1. Formal. Formal individuals tend to prefer comprehensive documentation over
FAQs (responses to a list of frequently asked questions), predefined processes
over spontaneous interactions, and written communication such as email over
casual communications.

2. Enterprising. More enterprising tech workers tend to prefer working on new
projects over sustaining or maintaining existing systems. They tend to enjoy
expanding the impact of technology and working with innovative new technolo-
gies as opposed to technologies that are well established. They do not typically
enjoy the routine although necessary work associated with maintaining well-
established/legacy systems.

3. Collaborative. Collaborative tech workers tend to prefer working in groups as
opposed to working on projects individually. Their creativity is prompted by
brainstorming with peers, and they are less likely to enjoy doing technical
work, especially work requiring creativity, by themselves. Less collaborative
individuals tend to prefer working solo and may consider working in groups to
be distracting. Collaborative supervisors tend to be more people-oriented and less
process-oriented.

4. Expeditious. Tech workers who are more expeditious tend to push projects
forward striving to reach goals and overcome obstacles, technical or otherwise.
Less expeditious workers tend to push for quality over quantity. Here, the
concepts of quality and productivity roles are introduced, quality roles being, e.g.,
quality analyst and system architect, and productivity roles being, e.g., software
developer and manager. We investigate whether expeditiousness varies between
these two role types.

4 Testing Methodology and Data Collection

A survey was developed to collect data from a diverse group of audiences in 2018
and 2019. These audiences included a technology industry advisory board, a college
information technology department, and multiple junior- and senior-level college
students. It was also distributed via social media.1

1At the time of publication, the survey could be found at http://bit.ly/TechPersonality.

http://bit.ly/TechPersonality
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The survey contains two parts. The first part is a standard Big Five personality
profile with five traits and ten questions for each trait, for a total of 50 questions.
These survey prompts and evaluation criteria were selected from the open source
International Personality Item Pool (IPIP scale), based on [10]. The second part of
the survey is ten questions for each of the four technical traits defined above for a
total of 40 questions. The survey was presented to individuals with diverse technical
backgrounds to identify their intrinsic and technical personalities. After completion
of the anonymous online survey, the users were provided with information about
each trait that was measured, as well as how their responses are compared to the
averages. The survey instructions provided are listed below,

Describe yourself as you generally are now, not as you wish to be in the future. Describe
yourself as you honestly see yourself, in relation to other people you know of the same sex
as you are, and roughly your same age. Indicate for each statement whether it is 1. Very
Inaccurate, 2. Moderately Inaccurate, 3. Neither Accurate nor Inaccurate, 4. Moderately
Accurate, or 5. Very Accurate as a description of you.

Examples of statements in the evaluation of intrinsic personality include:

– I am the life of the party.
– I feel little concern for others.
– I am always prepared.
– I get stressed out easily.

Examples of statements in the evaluation of technical personality include:

– Documentation should be formal.
– I enjoy building new systems.
– Creating systems is best done in a group setting.
– Quality is more important than quantity.

Results are reported to the respondent upon submission of the survey. The
following is a sample narrative. Here, only two traits are shown as an example:

It’s important to note that there is no right or wrong personality type. Your scores simply
reflect your own style and personality.

Intellect/Imagination
Your score is 0.33. The range is −1 to 1, 1 having the highest intellect/imagination.
The average for all respondents is 0.40, with a standard deviation of 0.31. This means

that 70% of respondents scored between 0.09 and 0.71.
Also described as openness to experience, this is one of the domains which are used

to describe human personality in the Five Factor Model. Openness involves five facets,
or dimensions, including active imagination (fantasy), aesthetic sensitivity, attentiveness to
inner feelings, preference for variety, and intellectual curiosity. A great deal of psychometric
research has demonstrated that these facets or qualities are significantly correlated. Read
more. . .

Formality
Your score is 0.12. The range is −1 to 1, 1 being the most formal.
The average for all respondents is 0.16, with a standard deviation of 0.18. This means

that 70% of respondents scored between −0.02 and 0.34.
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Formal tech workers tend to prefer comprehensive documentation over FAQs, prede-
fined process over spontaneous interactions, and formal communications (e.g., email) over
casual communications (e.g., messaging or face-to-face).

5 Data Analysis

The five intrinsic personality traits and four technical preferences are evaluated.
Each of the nine traits produced a bell-shaped curve as shown in Fig. 1.

On a scale of−10 to 10, the averages and standard deviations are shown in Fig. 2.
The correlation coefficients for all nine traits are shown in Fig. 3.
High significance is identified where correlations were above 0.2 in the above

table. With a standard alpha value of 0.05, the p-values are shown in Fig. 4.
The following scale was used to evaluate correlation:

– 0–0.2: negligible
– 0.2–0.4: modest
– 0.4–0.6: moderate
– 0.6–0.8: significant
– 0.8–1: high.

The results show that no moderate, significant, or high correlations exist.
However, a few modest correlations are identified:

– Expeditiousness has a modest negative correlation with agreeableness, intel-
lect/imagination, formality, and collaborativeness. In other words, expeditious
people are less likely to be open to new experiences (intellect/imagination), to be
formal, or to go along with what other people want.

– Collaborativeness has a modest correlation with extroversion and agreeableness.

The following charts evaluate the data in terms of the demographics provided
(Figs. 5, 6, 7, 8, 9, 10, 11, 12, 13, 14).

Several interesting facts emerge from the data above, including:

– Formality increases and expeditiousness decreases as education level increases.
– Expeditiousness does not vary between quality and productivity roles.
– Women in tech roles are typically more extraverted, more agreeable, and less

enterprising than men.
– Technology workers in productivity roles tend to be more collaborative and

extraverted than those in quality roles.
– Older tech workers are more conscientious and more introverted.

Clusters can be found in the technical personality data and are shown in Figs. 15
and 16.
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Fig. 2 Average and standard deviation for each trait’s scores

Fig. 3 Correlation coefficients for each pair of traits

Fig. 4 p-Values for the correlations in Fig. 3
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Fig. 5 Trait scores by education level

Fig. 6 Sample sizes by
education level

Fig. 7 Trait scores by sex
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Fig. 8 Sample sizes by sex

Fig. 9 Trait scores by age group

Fig. 10 Sample sizes by age
group

Fig. 11 Trait scores by company size
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Fig. 12 Sample sizes by
company size

Fig. 13 Trait scores by role type

Fig. 14 Sample sizes by role
type

6 Conclusion

The research data presented shows that there is not a significant correlation
between intrinsic and technical personalities. Modest correlations do exist between
the extraverted and collaborative personality traits, between the agreeable and
collaborative personality traits, and a modest negative correlation exists between
the agreeable and expeditious personality traits. The data further shows that
expeditiousness does not vary between quality and productivity roles.

Future work includes obtaining additional data as a larger sample size would
result in higher confidence in the correlations. Also, statements for evaluating the
Expeditious trait will be rewritten to de-emphasize the choice of quality vs. quantity.
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Fig. 15 Clusters in technical personality trait data

Fig. 16 Clusters in technical personality trait data

This may provide a more nuanced understanding of technical personality, perhaps
with multiple facets, and may also reveal multiple underlying factors.
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Melody-Based Pitch Correction Model
for a Voice-Driven Musical Instrument

John Carelli

1 Introduction

The motivation for this work sprang from earlier research involving the development
of a voice-driven musical instrument [1]. In that work, a musical instrument was
designed that can recognize a stream of audio pitches a singer is producing and then
uses the information to drive an independent musical instrument. The goal was to
control, vocally, a separate, recognizable, virtual instrument, such as a trumpet or
trombone, and faithfully reproduce the notes that the singer is singing in that other
instrument. Further, this was to be done in real time so that it could be used in a
live musical performance. The driven instrument could either be a built-in, sampled
instrument or a virtual instrument hosted in a separate application driven via the
MIDI communication protocol [2].

By design, only pitch information was derived from the voice. To allow
additional interpretive control of the musical performance, including such features
as volume, instrument selection, and expression adjustments in the target instrument
itself, a separate physical controller was designed which could be manipulated
during the performance. Ultimately, the singer ends up “playing” the instrument
with both their voice and the physical controller.

There are a number of challenges associated with such an effort, especially
since the primary goal was to make the device usable in real time. Among these
are the detection and stabilization of the singer’s pitch and the inherent latency
in that process. Of particular interest are the challenges associated with extracting
the correct musical note, i.e., the note the singer intends, from the pitch stream
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that is being produced. Inaccuracies in the singer’s pitch, both during attack and
sustain, as well as vibrato and latency in the pitch extraction process all contribute
to complications in correctly interpreting and producing the correct note in the
target instrument [3, 4]. Again, this must be accomplished in real time, so that
the target instrument does not “fall behind” in the performance. These issues were
discussed, together with approaches for managing them, in the prior work. Here will
be examined possible techniques for improving on correct note recognition.

2 Overview

The main focus of this effort is to examine potential mechanisms for overcoming
inaccurate musical note production by the singer. Beyond the latency and pitch
stability issues dealt with previously is the question of what can be done after the
pitch stream has been stabilized, but the singer’s pitch is between notes, that is, a bit
sharp or flat. The process of addressing this is often referred to as “auto-tuning” and
is commonly used to correct a singer’s pitch in music recording studios. Indeed,
sophisticated tools exist for that very purpose [5]. Of course, in that scenario, the
“pitch correction” is done after the recording has been made, that is, not in real
time.

It is also possible to attempt auto-tuning in live performance, which is more
relevant to this situation, and devices and software exist for that purpose as well
[6]. Often, they are given information about the musical key, or about which notes
to prohibit. In addition, the user is sometimes given some programmatic control over
the extent to which the auto-tuner can modify the output as it is entirely possible to
“correct” to the wrong note. The goal, of course, in such situations, whether live
or pre-recorded, is to modify the singer’s actual waveform to make it sound more
pleasing or “in tune.”

For the purpose of this work, the author is envisioning a performance situation
wherein the instrument is not given any information about musical key or note
usage. The only available information is the melody line that the singer is producing.
This avoids the need for the singer, or anyone else, to adjust the instrument by
entering a key or other programming information during a performance, which can
be a limiting factor in using existing approaches to live auto-tuning. Note also that
there is no need in this application to produce an output vocal waveform, as the
voice is not the end product, so any additional latency that would be incurred by
using an existing auto-tuning technique to tune the voice itself before pitch detection
is attempted can be avoided.

The goal, instead, is to use a short window of the most recently sung notes to
infer the likely keys, or tonal center. Given that, if the singer’s next stable pitch is
“between notes,” the following questions are relevant. Which of those two notes is
more likely? Can this be used reliably to select the “correct” note? Can this be done
with a small enough window of recent notes to make it sufficiently responsive – and,



Melody-Based Pitch Correction Model for a Voice-Driven Musical Instrument 611

finally, can this be accomplished in real time for use in a live performance? These
are the goals and questions to be addressed in this work.

3 Approach

As stated, the goal in this effort is to decide, in real time, which of the two
neighboring musical notes is more likely to be the correct note in situations where
a singer’s pitch is between notes, that is, sharp or flat. In order to do this, a small
window of recently sung notes will be used to infer a tonal center. For the purpose
of this discussion, a tonal center is taken to be a key or set of, presumably related,
keys that the melody is likely to be in. Within a given tonal center, certain notes will
be expected to be more likely than others. This information will be used to drive
decisions about when, and how much, to auto-correct the final output pitch.

To accomplish this, a mechanism for inferring expected note usage, or note
probability, needs to be developed, and there is, indeed, existing research into
the distribution of note usage in major and minor keys. Note distribution, or note
weighting, in this context, is taken to mean the relative frequency of occurrence
of each of the 12 possible musical tones. It can be derived from a song by
simply computing the sum of the durations that occurs in the song for each of
those notes. Conceptually, this can include both notes in the melody as well
as chord/accompaniment notes. The result is a listing of the durations for each
individual note. It may or may not be normalized. Each note’s relative value is then
reflective of the likelihood of that note’s occurrence.

Some of the first work in this area is a key-finding model, by Krumhansl and
Schmuckler, that compared the actual distribution of notes in a given song to
idealized distributions [7]. Two such 12-tone idealized distribution arrays were
products of the research, one representing major keys and the other minor keys.
The two distributions are not key-specific. The first array entry in either distribution
is simply the tonic note in a given key. Distribution values, both as published and
normalized, are displayed in Table 1. Works by other researchers have generated
similar distributions using various analysis techniques.

To determine a song’s key, these idealized distributions are correlated against
the actual song’s note distribution for each of the 12 possible major or minor
keys (24 total) by simply transposing distributions to the appropriate tonic note
for each possible key. This can be done with a Pearson correlation, also known as
product-moment correlation coefficient, which produces a correlation value between
−1 and 1, with a value of 1 being absolute correlation and −1, anticorrelation.
Mathematically, the correlation value, rxy, for the distributions x and y is given by
the following eq. [8]:

rxy =
∑n

i=1 (xi − x) (yi − y)
√∑n

i=1 (xi − x)2
√∑n

i=1 (yi − y)2
(1)
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Table 1 Note weighting in
major and minor keys

Note Krumhansl/Schmuckler Key model
number Major Major Major Minor

1 6.35 (0.152) 6.33 (0.142) 0.2689 0.2521
2 2.33 (0.056) 2.68 (0.060) 0.0229 0.0245
3 3.48 (0.083) 3.52 (0.079) 0.1153 0.1179
4 2.33 (0.056) 5.38 (0.121) 0.0179 0.1504
5 4.38 (0.105) 2.60 (0.058) 0.1187 0.0117
6 4.09 (0.098) 3.53 (0.079) 0.1037 0.0877
7 2.52 (0.060) 2.54 (0.057) 0.0135 0.0108
8 5.19 (0.124) 4.75 (0.107) 0.1184 0.1455
9 2.39 (0.057) 3.98 (0.089) 0.0256 0.0825
10 3.66 (0.087) 2.69 (0.060) 0.0951 0.0171
11 2.29 (0.055) 3.34 (0.075) 0.0451 0.0744
12 2.88 (0.069) 3.17 (0.071) 0.0552 0.0254

Values in parenthesis are normalized

where n is the sample size, 12 in this case and xi and yi are the individual note
weights from the song and idealized distributions (major or minor), respectively.
x and y are the arithmetic means of the two distributions. The indices i identify
specific notes in the 12-tone scale. So, for example, to correlate the song notes
against C-major, “C” would be note number 1 from the table, “C#” would be 2,
and so forth. The weights in the major column would be used in the above formula
together with the song note weights to compute rxy for the given key, C-major. This
is done for all 24 major and minor keys, with appropriate transpositions. The major
or minor key with the highest correlation value is deemed to be the song key.

The approach taken here will be to create a model which will take, as its
input, a note distribution extracted from a sampling of recently sung notes, infer
a tonal center – a set of keys – in a manner similar to the Krumhansl/Schmuckler
approach, and produce a distribution of expected note usage for that tonal center.
This, as described above, will inform pitch correction decisions. A byproduct of this
model development is a new set of idealized major and minor distributions created
specifically for analysis of melody alone.

A method for generating the suggested model and, perhaps more importantly, a
mechanism for testing the accuracy of next-note predictions needed to be developed.
The approach taken was to make use of a large library of songs from which to extract
data for both model development and testing. Specifically, a collection of songs
in MusicXML format was employed. The collection is available from a website
called MuseScore [9] (it was originally created at a, now-defunct, website called
Wikifonia). It contains over 6000 songs, supplied by a user community mainly as
lead sheets, and thus includes musical key, melody, and chord change information
for each song – the first two being what are needed for this analysis.
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4 Model Development

4.1 Data Preparation

Prior to model development, an analysis was conducted of the songs in the library
to ensure data integrity. This was deemed necessary because, as mentioned, the
songs were supplied by users and entries were found to vary in quality and even
in overall correctness. Both this effort and the subsequent analyses to be described
below were aided substantially by the use of the powerful Python-based music21
toolkit developed at MIT for the specific purpose of performing computer-based
analysis of music [10]. In particular, music21 has the capability of not only reading
song files in a variety of formats, including MusicXML, but supporting musical
key determination through the use of the basic technique just described. The
Krumhansl/Schmuckler distribution is built-in, as are distributions from several
other researchers.

Using these capabilities, the key for each song was extracted using five such
distributions contained in the toolkit [7, 11–14]. These were all compared to the
stated key in the song. Only songs for which all analyses agreed, both with each
other and with the listed song key, were retained (about 70% of the total). In cases
where a song was in multiple keys, i.e., transpositions occur, each transposed section
was analyzed separately. So, further references to songs in the remainder of this
document should, more accurately, be interpreted as song sections in a given key.
The goal was to separate songs in major and minor keys for the extraction of note
weightings, or distributions, in the next step of the process.

It should also be pointed out that most of the songs in the library were in
major keys, approximately 85% of them. In order to provide balance between the
numbers of songs in major and minor keys, additional songs in minor keys were
generated algorithmically from songs found to be strongly in a major key. This
was accomplished by adjusting the appropriate melody notes to put the song in
the related minor key (e.g., transpose from C-major to C-minor). Both natural and
harmonic minor variants were produced in this manner with the end result that the
number of major and minor songs, or more accurately, songs keys, was more equal
in number. Ultimately, there were over 3800 instances of songs in major keys and
over 3200 in minor keys. Note too, that this was done by only modifying the melody,
not the chords. Certainly, this would be inappropriate under most circumstances;
however, in this case, the additional complexity associated with translating chords is
unnecessary as the key extraction model to be developed is only intended to consider
the melody. The chords were not needed and could, thus, be ignored.
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4.2 Key Model Creation

The operation of the proposed model, as described earlier, is to accept a window of
recently sung notes and produce an indication of which of the two neighboring notes
is more likely to be the singer’s intended note based on a tonal center inferred from
the notes in the window. Specifically, this translated into the development of a model
that can take the actual note weights computed from the notes in the window, infer
a tonal center based on the windowed notes, and produce a set of note weightings
indicative of the note weights that would exist in that tonal center.

This was accomplished by first developing an intermediate model, referred to
herein as a “key model” that takes two basic inputs. The first of these inputs
is the set of two idealized note distributions, similar to those described in the
Krumhansl/Schmuckler algorithm, one each for major and minor keys. The second
is an array of 24 key weights, one for each of the possible major and minor keys.
These key weights, ranging between 0 and 1, are intended to indicate the degree
to which any given key is present in a song’s melody. A weight of zero means the
absence of that major or minor key. Nonzero entries indicate the relative strength
of the presence of that key. This combination of keys is here defined as the “tonal
center” referred to earlier.

The output of this model is a distribution of 12 note weights reflective of the given
combination of 24 input key weights. To compute that output, the note weights in
the idealized distributions are multiplied by the key weight for that particular key,
major or minor, after transposing the idealized distribution to the appropriate tonic
note for the given key. The total weight for each note is accumulated across all of
the 24 keys. The final output note distribution simply consists of that cumulative
total for each note. Algorithmically, this is illustrated by the following Python code,
with ndist being the final note distribution, params the “tonal center” distribution,
and distmajor/distminor the major and minor key distributions:

ndist= 12*[0]
for p in range(0, 24):

if p < 12:
for i in range(12):

ndist[(i+p) % 12] += params[p]*distmajor[i]
else:

for i in range(12):
ndist[(i+p) % 12] += params[p]*distminor[i]

To avoid large numbers, and produce values that can be more readily interpreted
as probabilities, normalization is performed on the final output distribution.

With the key model defined as described, the next task was to extract the 24 key
weights for each song in the library. In other words, the tonal center, as defined
above, was extracted for each song. The goal in this was to use this extraction
process to derive a new set of major and minor note weights for use in this
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model, similar to the Krumhansl/Schmuckler weights, but extracted purely from
song melodies.

This was accomplished by performing a least-squares fitting of the key model for
each song in the library. Least-squares is a standard regression analysis technique
used to find a “best fit” set of model parameters for a given set of data. The technique
involves minimizing an error function consisting of the sum of the squares of the
difference between the model and the data values (referred to as residuals) [15]. The
fitting parameters, in this case, were the 24 key weights for the model, which were
restricted to positive values. This process requires both an output note distribution
against which to fit the model and a set of major and minor note distributions to use
as input. The output note distribution was computed directly from the melody for
each song. For this purpose, the entire song melody was used, not just a windowed
subset.

As a starting point, the major and minor note distributions to be used in the model
were extracted from all of the melodies in the library taken in aggregate. Since both
the key and the key type, major or minor, for each song are known, distributions for
both types were computed by accumulating note usage for the melodies in all library
songs of a given type, major or minor, after appropriate transpositions. The result
was two distributions, one for major keys and one for minor. Again, the distributions
were normalized.

The least-squares fitting of the key model was then performed, as described, for
each song resulting in the tonal center for that song using the melody extracted
major and minor note distributions. Exercising the resulting model, again with those
distributions, produces an output note distribution that, ideally, should correlate
well with the original melody distribution. This was, in fact, found to be the case
with a mean Pearson correlation coefficient of 0.9125 (standard deviation of 0.055)
between the input and output note distributions for all of the, over 7000, songs in
the test.

There is a potential consistency issue, however. The input major and minor note
distributions were derived directly from the melodies. Even with high correlation,
however, the distributions seen in the model output would be expected to differ to
some extent from the input distributions, as correlation is not perfect. To minimize
this difference, the process described above was iterated. In particular, new major
and minor note distributions were derived from the model output, again by summing
across all major and minor keys, rather than directly from the melodies. Then, the
model was refit using those new distributions instead of the melody-derived input
distributions. This process was iterated 25 times, re-deriving the distributions each
time, with the final major and minor note distributions ultimately converging to a set
of idealized weights. Using these, the mean of the Pearson correlation coefficients
between the input and output note distributions for all songs in the library was
0.9291, with a standard deviation of 0.0378 – a slight improvement.

The end result was a set of major and minor note distributions based only on
the melodies of a large number of songs and optimized for use in the key model.
The final, normalized values are also shown in Table 1, listed under Key model.
These distributions can be used to derive a “tonal center” by (Pearson) correlating
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them against a distribution derived from a melody for all 24 possible keys, again,
retaining only positive values. Then, the key model can be exercised to predict
an expected note distribution based on that inferred “tonal center.” As indicated
from the results above, the input melody and predicted output distributions should
correlate well.

The intention is to use this model on short melody segments rather than on
the entire melody. The hope is that high correlation is retained, and the output
distribution can be used to predict which notes are more probable. This, in turn, can
be used to inform pitch correction. Of course, this hypothesis needed to be tested
and verified.

4.3 Note Probability and Confidence

The proposed usage for the key model is as follows. First, a set of recently sung
notes is used to compute a note distribution. As described previously, this is
then Pearson correlated against the 24 possible major and minor keys using the
idealized major/minor distributions, yielding the 24 parameters representing the
tonal center for that melody segment. This tonal center is then fed into the key
model together with the major/minor idealized distributions. This produces a final
output distribution based on the derived “tonal center.”

The notion is to use the weights in the output distribution to determine which
of the two closest notes to the actual sung pitch is more likely to be the singer’s
intended note. In other words, is the singer sharp or flat? To decide this, the weights
of the two notes in question, as determined from the output distribution, are used to
compute a “probability” for each with the following simple formulas:

PA = WA

WA +WB
PB = WB

WA +WB
(2)

WA and WB are the model’s output distribution weights for the notes above and
below the singer’s current pitch. PA is to be interpreted as the probability that the
note above the current pitch is the correct one, and PB the probability for the note
below. The note with the larger weight, in this way, is taken to be more probable. If
the notes have equal weights, they have an equal probability of 0.5.

To test whether this approach actually does provide a useful indication of the
correct note, a test was created in which the melodies from the song library were,
once again, used. In this test, a window of consecutive notes in the melody was used
to construct the input note distribution to the model as discussed. The weight of the
next note in the melody (after the window notes) as derived from the model’s output
distribution was compared to the weight for an adjacent note, i.e., the one a half step
away. The assumption is that the singer is attempting to sing the next melody note,
but is sharp or flat, with the actual pitch falling in between the correct melody note
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and the adjacent note. If the singer is flat, the adjacent “other” note would be the
one a half step below. If sharp, it would be the note above.

In either case, the actual next note in the melody is taken to be the “correct” note,
and its probability computed relative to the “other” note as given by the formulas
in equations 2 above. If the probability of the actual next note is larger than that
of the other note, the model is considered to have correctly selected between the
two competing possibilities. The extent to which the model’s prediction is found
to be accurate is taken as an indication of how confidently it can be used for pitch
correction.

This test was conducted for window sizes ranging between 6 and 32 notes. For
each window, approximately 2 to 2.5 million data points were collected, half above
and half below the next, correct, note. The data included the weight of the next
melody note following the window, as determined by key model, as well as the
weights of the “other” notes above and below. Probabilities were computed for the
next melody note with respect to those other notes. Overall, it was found that the
model “correctly” selected the actual next note for 79.5% of the tested data points
using a window size of only 6 notes. This rose to 83% for a window size of 32
notes. Other window sizes between 6 and 32 produced results ranging between these
percentages.

It was encouraging that a relatively small window of 6 recent notes produced
a predictive capability nearly as good as a larger window of 32 notes, over which
one would expect a tonal center to be firmly established. Also, while an ~80/83%
accuracy is also encouraging, it still leaves a 1 in 5/6 chance of selecting the wrong
note. For that reason, the data were further examined for trends that might provide
insight into conditions that might improve predictive capability.

Of particular interest was the possibility that there might be a correlation between
strength of the prediction, i.e., the predicted probability, and the overall accuracy.
To test this, data were distributed into bins based on the probability of the predicted
note, i.e., the larger of the two values. These bins covered a range of probability
values between 0.5 and 1.0, as the larger value is always greater than 0.5. Of course,
the bins will include both “correct” and “incorrect” predictions, as just defined.

With the data thus separated, the percentage of “correct” predictions within each
bin was computed. This is interpreted as a confidence metric for the accuracy of
the model’s predictive capability as a function of the probability. Figure 1 plots
this relationship, parameterized to show the results for different window sizes,
with the confidence (or percent of “correct” predictions) normalized to a maximum
value of 1.

The plot clearly shows that the confidence increases with the strength of the
prediction/probability. In addition, and as one might expect, confidence is higher
the more notes in the window; however, the plots do confirm what was indicated
earlier – that smaller window sizes do, indeed, perform nearly as well as larger
windows.

The plot in Fig. 2 shows the cumulative percentage of the total tested points
above a given confidence level. Again, it is parameterized with the window size. In
this case, there is some separation between the window plots with regard to the how
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Fig. 1 Key model note selection

frequently higher confidence levels are seen. For example, the arrows indicate the
percentages of total points that have 90% or greater confidence for window sizes of
32 and 6 notes. For a window size of 32 notes, 45% of the data have 90% or greater
confidence. For a window size of 6 notes, half of that amount, 22.5% show 90%
confidence, which indicates that the larger the window, the greater the likelihood of
higher probability predictions, as might be expected.

As an aside, it should be noted that attempts were made to look for possible
dependencies of prediction accuracy on factors other than the strength of the
probability. Among such factors considered were the number of unique notes in
the melody window, the actual weight of the selected note, and the strength of
the Pearson correlation between the input weight distribution derived from the
melody window and the model’s output distribution. The prediction accuracy did
not indicate a strong dependence on any of these factors. In addition, no significant
difference was seen between comparing to the note above as opposed to the note
below the actual next melody note.

For comparison, the same analysis was performed using the Krumhansl/Schmuck-
ler weights. The results found were similar, with one significant difference. For the
key model, the largest probability, as can be seen in the plot, is around 0.88. With
Krumhansl/Schmuckler weights (Fig. 3), the maximum value is only about 0.675.
As will become clearer when application of the model is discussed below, this
implies that smaller pitch corrections would result were the model to be used for
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Fig. 2 Key model cumulative confidence

this purpose, indicating, in turn, that the development of melody-only-based weights
was a useful exercise.

The data described above were built into a computer model that performs a
two-dimensional interpolation to produce a confidence level as a function of input
probability and window size. Together with the key model presented earlier, this
provides a mechanism for – based on the tonal center inferred from a window of
most recently sung notes – predicting which of the two notes closest to a singer’s
current pitch is more likely to be the intended note. Specifically, the models provide
both an indication of the strength of the prediction, via the probability value, and the
confidence in that prediction. In addition, these outputs, whose values range between
0.5 and 1.0, have intuitive interpretation. A probability value of 0.5 indicates that
either note is equally probable in the derived tonal center with a value of 1.0 being a
firm indication for the selected note. A confidence value of 0.5 indicates a fifty-fifty
chance that the prediction is accurate, with a value of 1.0 being absolute confidence.

5 Application

The two models described in the previous sections provide a mechanism for
selecting which of the two adjacent notes is more probable in a tonal center derived
from a short window of recent notes, as well as an indication of the confidence



620 J. Carelli

Fig. 3 Krumhansl/Schmuckler note selection

level that one can have in that selection. Generally, the usage model envisioned is
to first run the models on a window of recently sung notes. Then, while the next
note is being sung, ascertain the singer’s stabilized pitch. From that, determine the
two notes nearest to that pitch (i.e., which two notes the pitch is between). Finally,
from the key model output, compute the probabilities for those two notes. The note
with the larger probability is deemed the likely correct note, with an associated
confidence calculated from the confidence model. This can then be used to apply
pitch correction while the note is still being sung.

As the original motivation for developing this approach was an existing voice-
driven musical instrument, it would be helpful to review the operation of that
instrument before addressing the addition of pitch correction to the analysis.

5.1 Voice-Driven Instrument

In the existing voice-driven instrument, the singer’s audio waveform is digitally
sampled using a microphone. By default, a standard CD quality sampling rate of
44,100 Hz is used. The waveform data are analyzed in “chunks” of both 1024
and 2048 samples by two separate pitch extraction algorithms [16, 17] using an
available Python-based audio library called aubio [18]. Details have been described
in prior work, and will not be repeated here, except to say that heuristics have been
developed to minimize inherent latency and produce a reliable, real time, stream
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of the singer’s audio pitches. Depending on the platform, and on settings in the
application, a new pitch can be produced in the stream in under 4 ms.

Given that pitch stream, additional heuristics were developed to stabilize the pitch
as the note develops and determine what musical note is being sung. As mentioned,
this can be complicated by fact that even good singers often do not produce a
completely accurate and stable pitch. Common issues are inaccurate overall pitch,
inaccurate attack (note onset), pitch drift as the note develops, and vibrato.

Since the goal is live performance, one does not have the luxury of waiting for
the pitch to stabilize, assuming it does adequately. The approach taken was to have
the targeted instrument follow the singer’s actual pitch stream at onset and then
migrate to a more stable, median value as the note develops. A balance must be
struck between responsiveness and stabilization and, again, this is built into the
heuristics.

Complicating this further is the possible presence of vibrato, which is a low-
frequency oscillation, usually between 4 and 8 Hz, superimposed on the pitch
stream. Depending on the singer, this can be quite pronounced, with the amplitude
easily extending to nearby notes. While this is generally perceived as appealing
in singing, it needs to be removed, or averaged out, for the conversion task being
attempted in the voice-driven instrument as the vibrato sound may not be appropriate
for the target output instrument.

Once a stable pitch stream has been generated, the final step in the process is
musical note recognition. The approach used was to compare the most recent pitch
frequencies in the stabilized pitch stream to the closest musical note frequencies. At
any point in time, a given stabilized pitch will generally be between the frequencies
of two musical notes. Over a window of recent time, a score is generated for the
nearby musical notes which considers the fraction of total pitches that are closest
to that note, weighted by how close the pitch is to the note. When a musical note
attains a high enough score, the output frequency, i.e., the frequency that the virtual
instrument is directed to play, “locks on” to the frequency of the musical note if
it is close enough. If neither note is dominant, the stabilized frequency is played
instead – basically following what the singer is singing.

The inherent assumption in this note recognition is that both of the nearest
notes are considered equally likely, with the distance from each treated equally in
determining “closeness.” It is in this that an opportunity for pitch correction can be
found.

5.2 Pitch Correction

When deciding which musical note should be played, one considers both the
frequencies of the musical notes nearest the actual pitch frequency and the distance
from those notes. If the nearest notes are equally probable, and the pitch frequency
is exactly midway between the note frequencies, no decision can be made regarding
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which note to “lock onto.” On the other hand, the closer the pitch is to either note,
the greater the confidence in that note.

The suggested approach to pitch correction is to skew the balance point between
the two candidate notes, based on the modeled probability of the two notes. Without
pitch correction, (equal note probability) any pitch that falls above the midpoint
between note frequencies would add to the previously discussed note score for the
upper note. A pitch that falls below the midpoint would increase the score for the
lower note. The balance point is at the midpoint. If, however, the upper note was
deemed to be twice as probable, the balance point would move downward so that
any pitch that falls in the upper 2/3 of the range between the notes would add to the
score of the upper note, with pitches in the lower 1/3 of the range contributing to the
lower note score.

This approach of adjusting the balance point does not preclude the singer from
producing a note which is less probable, based on tonal center analysis. It simply
biases the output toward the more probable note. If the singer accurately sings the
less probable note, its score will still be highest and it will get played. This is
necessary because, as indicated earlier, the model cannot predict the correct note
with absolute certainty. Even in the 22.5–45% of the cases where the modeled
confidence level is 90% or more, there is still as much as a one in ten chances
that the wrong note will be selected. To mitigate against this, the adjustment to the
balance point can take both the probability and confidence values into account.

One possible adjustment is to scale the probability with the confidence value.
For example, if the probability is 0.8 with a confidence of 0.9, the scaled probability
would be 0.77, computed as follows (since the probability cannot be below 50%):

Pscaled = 0.5+ confidence ∗ (
Pcomputed − 0.5

)
(3)

Additionally, in the existing algorithm, a requirement is imposed that the stabilized
pitch be within a certain range of a target note. This range can also scale with
movement of the balance point. This has been implemented with some preliminary
testing in the voice-controlled instrument.

An example illustrating the result is shown in Fig. 4. The figure shows the
singer’s pitch as a function of time, which is given in milliseconds. It focuses
on a note 32 seconds (32,000 ms) into the song, the duration of which is a bit
under 2 seconds (ending at about 33,860 ms). The dotted line, labeled “micpitch”
is the singers’s pitch as captured from the microphone. It shows oscillation due to
vibrato. The dashed line, labeled “stablepitch,” is the output of the pitch stabilization
algorithms described earlier. As can be seen in the plot, this initially follows the
singer’s pitch, moving to a median value as the note develops. At approximately
32,700 ms, the vibrato is detected, as indicated in the first of the subplots. The
stabilized pitch then becomes the center pitch of the vibrato oscillation rather than
the median pitch value.

The solid line, labeled “pitch,” is the final output pitch that would be produced
if no pitch correction was done. It is the result of some additional smoothing of
“stablepitch.” Note that it closely follows the stable pitch line, never locking on to
the C4 note, even though it is closer to C4 than to B3. This is due to the fact that the
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Fig. 4 Pitch correction

stable pitch is just outside of the range set in the algorithm for note locking to occur
(200 cents, in this case, where 1 cent is 1/100th of the musical half step between
two adjacent notes, B3 and C4 in this case).

The actual output pitch is represented by the remaining solid line, labeled
“keymodel.” In this case, the output locks on to C4, as can be seen in both the
pitch itself and in the second subplot (“locked”) that indicates a locking event has
occurred. To understand this, consider the third subplot, labeled “pcorr” for pitch
correction. This shows the movement of the balance point discussed earlier. After
the initial pitch stabilization time, the balance point moves from 0.5, the point
midway between the C4 and B3 frequencies, down to 0.276. While not shown on
the plot, this is the result of a calculated probability of 0.75 from the key model,
with an attendant confidence of 0.896, over a window of 30 notes – meaning that
C4 is approximately three times more likely than B3 in this inferred tonal center.
This not only makes more of the stable pitches contribute to the score for C4, but
it also widens the locking range for the C4 note (by about 45%), and results in the
observed note lock. (The final subplot, “db,” is the volume level, which is used to
trigger a note event.)
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6 Results

Testing the presented model is complicated by the fact that it requires collecting data
from actual, real time, use of the voice-driven instrument, and judgments regarding
efficacy can be subjective. Despite those complications, the following test results
have been generated and can be reported upon.

For the test, singers were asked to sing melodies a cappella, i.e., with no
accompaniment. The instrument has the capability of capturing and storing the
pitch stream from the microphone. This pitch stream was then played back into the
instrument (another capability) twice. The first time, no pitch correction algorithm
was applied. The instrument simply processed the pitch stream and drove the virtual
instrument as described earlier. The second time, pitch correction was applied using
the key model. In both cases, the output pitch stream was captured and analyzed.

The analysis consisted of performing a comparison of the correct notes in the
melody to the stabilized and, where applicable, “locked on” pitches produced by
the algorithm. The goal was to ascertain whether the pitch correction algorithm
produced an improvement to the final output as compared to the base algorithm
without pitch correction. Thus, the analysis is focused on comparing the output of
the correction algorithm to the algorithm without correction.

As mentioned, there is a certain amount of subjectivity in any such analysis. The
considerations used here were as follows. The pitch from an analysis was compared
to the correct melody note to determine if the analyses, both with and without
correction, agree with each other and/or with the correct note. Additionally, it was
determined whether either analysis “locked on” to a note, and if so, did the locking
duration increase or decrease with the addition of pitch correction? An increased
locking duration would mean that the locking occurred earlier, with the converse
true if it decreased.

To perform this analysis, a simple program was written that sequentially exam-
ined each note in the song. Using the considerations described, it came to a decision
as to whether the application of pitch correction improved that note’s recognition.
For example, did a previously unlocked note (in the algorithm without correction)
become locked when correction was applied? If it did, and it locked to the correct
note, that would be an improvement. If the reverse were true, or it locked to the
wrong note, it would imply a degradation in the performance. If the locked time for
a correct note increased, with respect to a note that was locked without correction,
that would also be an improvement, with the converse, again, being a degradation.
If there was no significant difference in the output, the conclusion is that there is
neither improvement nor degradation when applying the correction algorithm.

Using this approach, results have been generated for a small number of example
songs performed by two experienced professional singers, one man and one woman.
These are summarized in Table 2.

Each row in the upper portion of the table shows data for a separate song,
five from the first singer and four from the second. The first column indicates
the song, by number, and singer, also by number (1 or 2). All were popular tunes
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selected by the singer (there was only one common song between the two singers).
Each song was sung straight through and contained the number of analyzed notes
shown in the Number of notes column. Notes that were too short in duration
(under 200 ms) for a lock to occur were ignored in the analysis – approximately
6% overall. Pitch correction, when it was enabled, began when the window size
reached 6 and continued with the window increasing in size for each note until the
model maximum of 32 was reached, at which point the last 32 notes were used for
subsequent corrections. The initial 6 notes were also ignored, as no pitch correction
was done until the minimum window size of 6 was reached.

The analysis described above was performed on potentially affected notes, where
the correction algorithm was compared to the no-pitch-correction case, and results
are displayed. The number of notes indicating an improvement for a given song is
in the Better column, and the number showing degradation is in the Worse column.
Those labeled Neither were judged to have no significant change. The total number
of analyzed notes for each song is in the last column Number of notes. The grand
total of analyzed notes, 484, is at the bottom of that column.

The row labeled Total indicates the number of Better (82) and Worse (19) notes
for all songs, for a total of 101 affected notes. Thus, the Percent of affected notes
(next row) that were made better was 81% (82/101), with 19% (19/101) made
worse. The last row, labeled Percent of total, shows the percentages of the 484
total analyzed notes that were made Better and Worse, as well as those that were
unaffected (Neither).

From the Percent of total values, it can be seen that, in most cases, 78%, the pitch
correction algorithm did not measurably affect the results. In the 22% of the cases
where it did affect a measurable change, the change was an improvement for 81%
of those notes (17% overall), and a degradation for 19% (4% overall), which is a
ratio of over 4.25 to 1 (81/19) in favor of improvement.

Table 2 Pitch correction statistics

Song/singer Better Worse Neither Number of notes

1/1 8 5 45 58
2/1 5 1 11 17
3/1 17 4 70 91
4/1 11 2 48 61
5/1 14 5 86 105
1/2 8 0 40 48
2/2 12 0 35 47
3/2 4 1 12 17
4/2 3 1 36 40
Totals 82 19 484
Percent of affected 81% 19% 383
Percent of total 17% 4% 78%
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It is important to note that, while it is not shown in the table, no cases were seen
in which the algorithm “corrected” to a wrong note. In other words, a note that was
correctly played without pitch correction enabled was never adjusted to a wrong
note by the model. The converse was also true; an incorrect note was never adjusted
to a correct note by the algorithm.

The results indicate that, in all cases, the performance improved, albeit
marginally. For most notes, 78% of them, there was no measurable impact at
all. Of course, for experienced singers, this should not be surprising. One would
expect a professional singer to produce reasonably accurate notes.

It is in the remaining portion of the performance, where the singer is less
accurate, i.e., a bit sharp or flat, that a benefit is hoped for, and for which the
algorithm is designed. Indeed, by an over 4.25 to 1 margin, improvements do,
indeed, occur for such cases. As mentioned, no case was observed where the
application of the algorithm generated a spurious note, so any fears of “correcting”
to a wrong note were, at least for these examples, seen to be unfounded.

Overall, the net effect is that fine-tuning of a performance occurs, rather than a
drastic change. While it cannot be shown here, audible differences are noticeable,
but subtle as well – a general sense of improved tuning, and no obvious “bad notes”
resulting from the pitch correction.

7 Conclusions/Additional Directions

A model for applying pitch correction in a live musical performance was presented.
The model is targeted specifically for use in an application wherein a singer is, in
effect, playing a separate virtual musical instrument with their voice.

The model extracts a “tonal center” from recently sung notes and uses that
information to determine which note is more likely in cases where the singer is
flat or sharp. A byproduct of the effort is a new set of note distribution weights for
major and minor keys based purely on a song’s melody. The model produces both a
probability for the more likely note and a confidence metric for its accuracy. Use of
the model for pitch correction as well as its integration into an existing voice-driven
instrument was presented.

Test results generated from the actual use of the instrument indicated improve-
ment in the output pitch when correction was applied. For the target user, a
reasonably experienced singer who wishes to “play” another instrument with their
voice, these results support the contention that pitch correction, as applied by the
model, could be a useful performance aid.

Future work is focusing on two areas. First is more testing using, again, singers
in live performances to collect additional data. Listener perception tests and analysis
as a function of window size are also areas of interest, as would be a comparison of
the presented technique, wherein a tonal center is inferred, against one in which the
song key is set by the user.
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Second is a parallel effort that is currently underway to produce a model based
not on tonal analysis, as was done here, but on a neural network that is being trained
directly using melody data. Promising results are being seen in that approach as well
and will be reported upon in a separate paper.
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Analysis of Bug Types of Textbook Code
with Open-Source Software

Young Lee and Jeong Yang

1 Introduction

The importance of example code cannot be overemphasized, and students take the
source code in the textbook as a standard of exemplary code. As far as we know,
we have not given enough attention or efforts to choose these example codes. In
this paper, we studied the quality of textbook sample codes by detecting bugs with
bug types and compared them with the bug types detected in the Open-Source
Projects. As examples play the most helpful resource in teaching and learning
programming [1], student programmers use the code examples as templates for
their own work, and important code examples are provided by textbooks [2].
Examples must therefore should not exhibit any undesirable properties or behavior.
Code examples with errors may confuse students to learn in developing correct
programs [3].

This study provides empirical evidence on the quality of textbook code examples
by analyzing bug types and comparing them with those in Open-Source Projects.
The main research questions are as follows: (1) Do textbooks use the quality source
code examples? This question will be answered by analyzing code examples using
static code analysis tools, and (2) how do static analysis results relate to OSS?
Hence, the following sub-questions will be investigated:

SQ1. Are textbook code examples correct and bug-free?
SQ2. Which bug types are the most occurred in textbooks?
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SQ3. Are the bug types in textbooks also found in the OSS?
SQ4. Are the bug types in OSS also found in the textbooks?

2 Related Work and Background

2.1 Textbook Code Examples

One critical point in recent literature is the integration of object-oriented paradigms
in the instruction of programming. The work of Nordström et al. discussed the flaws
of common textbook examples and how to improve the quality of examples. Their
study revealed that the object-oriented quality of examples is low [4]. A number
of scholars noted that introductory programming courses using the object-oriented
paradigm are more complicated, compared to the imperative/procedural paradigm
[5–7]. When the object-oriented concepts are discussed, examples are important
for learning [8–11], because, in the educational context, examples must be easy to
understand for learners, but still exemplary to act as role models for the paradigm.

Textbooks can be a major source for examples of common programming
problems in introductory programming courses. Many textbook examples have been
evaluated through a large-scale study to capture technical, didactical, and object-
oriented qualities [12]. The particular needs of a novice being introduced to object
orientation were considered, and some heuristics for the design of object-oriented
examples for novices were developed from those. The discussion for teaching object
orientation with examples is also initiated in [4], and the design of examples is
specifically discussed [13].

2.2 Static Code Analysis

Static code analysis is the process by which software developers review and examine
their code for problems and inconsistencies. Static code analysis tests source code
through scanning without executing, but after compiling. The source code review is
critical to enhancing software security through structured design, code inspection,
and peer review of the code. It can be integrated into the software development
process to help developers detect potential vulnerabilities at the early stage of the
development, reducing risks prior to a production environment.

The code analysis can be done using static code analyzers – tools to assist in
identification of security vulnerabilities, which developers can use in examining and
analyzing their source code. Such example tools are FindBugs, Find Security Bugs,
Fortify, PMD, Lapse+, and SCALe. These tools examine the code and automatically
detect potential errors and bugs that pass through a compiler. FindBugs is a
static code analysis tool for Java programs [14] and highly configurable tool that
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allows loading custom rulesets. The customizable rulesets can detect typical errors
including security-related checks. In a recent study, Oskouei et al. used three well-
known open-source bug-finding tools, PMD, FindBugs, and Checkstyle, to run and
compare results on a variety of open-source Java programs.

3 Research Methods

3.1 Code Analyzer Tools

When FindBugs is in action in analyzing source code, its reporting categorizes
bugs to bug types: Bad Practice, Correctness, Malicious Code Vulnerability, Per-
formance, Security, Dodgy Code, Multithreaded Correctness, Experimental, and
Internalization.

Bad Practice (B) code violates recommended and essential coding practices. The
examples of Bad Practice include equals problems, improperly formatted strings,
dropped exceptions, serializable problems, and misuse of finalizing. Dodgy Code
(D) is a confusing code that is anomalous or written in a way that can lead to
errors. Examples include dead local stores, unconfirmed casts, division overflows,
useless object creation, and switch fall through, unconfirmed casts. Correctness
Bugs (C) are probable bugs with apparent coding mistakes that are probably not
what developers intended. They can produce unwanted results.

Performance (P)-related inefficient code can cause performance degradation and
resource wasted. For example, when a class contains an instance final field that is
initialized to a compile-time static value, it should be considered to be a static field.
Unread fields that are never read can be removed from the class. Experimental (E)
code can miss cleanup of streams, database objects, or other objects that require a
cleanup operation. For example, a method may fail to clean up (close, dispose of)
a stream, database object, or other resource requiring an explicit cleanup operation.
Internationalization (I) code can inhibit the use of international characters. Using a
default encoding can lead to incompatibility on systems with certain defaults. For
example, when the default encoding is used for the scanner input, the use of utf-8
can resolve the issue since the presence of “utf-8” explicitly declares the encoding
of the scanner. Security (S) includes Multithreaded Correctness, Malicious Code
Vulnerability, Predictable Random, Potential Path Traversal, and other security-
related bugs.

3.2 Bug Data Collection

Text 1 – Starting out with Java: From Control Structures through Objects [15]
was used to analyze the source code as it represents the most modern example
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of beginner Java concepts being taught across colleges and universities. Text 2 –
Introduction to Java Programming and Data Structures, Comprehensive Version
[16], was also used for the analysis. As the goal was to look for the presence of
bugs, when analyzing the code, the data was classified and collected into different
categories.

The analysis was conducted with the Java code examples throughout the two
textbooks. As the title of the books indicate, while Text 1 covers fundamental
Java concepts from control structures to objects, and beyond, Text 2 covers data
structures concepts as well as the fundamentals. It should be noted that there were
intentionally incomplete code examples.

Liu et al. claim that those violations that are recurrently fixed are likely to be true
positives, and an automated approach can learn to repair similar unseen violations
[17]. Liu et al. collected and tracked a large number of fixed and unfixed violations
across revisions of Open-Source Software and provided insights into prioritizing
bug types. Data collection of OSS was based on earlier work by [17]. In the
present work, we have compared the dataset of OSS with dataset of Textbooks.
We referenced bug data from the real-world Open-Source Java Projects used in the
study [17, 18]. These bug datasets are from 730 projects and detected 400 violation
types and 16,918,530 distinct violations.

4 Research Results

4.1 Source Code in Texts

For the textbook code examples, the groups were composed based on similar topics
of the source code in the consecutive chapters as presented in Table 1. The basic
groups represent contents from both Text 1 and Text 2, while the advanced groups
represent contents from Text 2, which is a comprehensive version covering the
concepts of data structures and more. We consider that modern examples of Java
concepts are being used in the books and taught across colleges and universities.

Table 1 Texts group composition

Group no Basic groups Group no Advanced groups

1 Fundamentals, control
structures, methods

7 Fundamentals data structures

2 Arrays 8 Algorithms
3 OOP 9 Trees
4 File I/O 10 Graphs
5 Recursion 11 Collection streams
6 Databases 12 Networking and parallel

13 Internalization
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Table 2 Bugs in category for
basic groups in both texts

Gr. I D B C P E S Total

1 65 4 16 0 8 0 7 100
2 15 4 2 0 0 0 1 22
3 17 5 15 5 10 0 8 60
4 24 8 9 2 2 0 2 47
5 5 5 0 0 2 0 0 3
6 4 0 13 0 3 30 14 64
Total 130 26 55 7 25 30 32 305

Table 3 Bugs in category for
advanced groups in Text 2

Gr. I D B C P E S Total

7 2 1 5 0 3 0 0 11
8 6 0 4 0 2 0 0 12
9 1 1 3 0 1 0 0 6
10 2 0 8 0 8 0 3 21
11 4 0 2 0 0 0 0 6
12 0 0 0 0 16 0 0 16
13 0 0 0 0 4 0 0 4
Total 15 2 22 0 34 0 3 76

Table 4 Bug rates in basic
groups Gr.

Total # of
bugs

# of files
with bugs

# of files
scanned

Bug
rate

1 100 79 151 52.3%
2 22 15 49 30.6%
3 60 47 104 45.2%
4 47 30 48 62.5%
5 3 9 35 25.7%
6 64 18 25 72%
Total 305 198 412 48.1%

A total of 227 files were scanned throughout Text 1 with 16 chapters on the 6
basic groups, and 303 files were scanned throughout Text 2 with 32 chapters on
the 7 advanced groups. Table 2 shows the total number of bugs found in each bug
category from both Texts for the 6 basic groups, and Table 3 shows the total number
of bugs found in each bug category from Text 2 for the 7 advanced groups.

The analysis results indicate that 38% (145 out of 381) of the bugs found are
internalization bugs. Group 1 has the most bugs.

As presented in Table 4, group 6 has a significantly larger bug rate, 72%: 18 out
of 25 scanned files, compared to other groups, while the first group has the most
bugs with a relatively large number of files scanned. The large portion of the bugs
in group 4 varied from simple bugs such as Bad Practice or Correctness, which
ranged from using default encoding like the Scanner class to implementation issues
of methods being used. The bugs discovered attributed to most of the weight when
computing the bug rate, which resulted in the second-highest rate (62.5%).
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Table 5 Bug rates in
advanced groups Gr.

Total # of
bugs

# of files
with bugs

# of files
scanned

Bug
rate

7 11 9 29 31.1%
8 12 9 21 42.9%
9 6 2 10 20.0%
10 21 9 19 47.4%
11 6 6 12 50.0%
12 20 9 28 33.0%
Total 76 44 119 36.97%

Groups 2 and 5 had relatively small bug rates at 30.6% and 25.7%, respectively.
Upon examining group 3, the number of bugs found in Text 1 was far more
surmountable than the bugs found in Text 2. Despite having more or fewer bugs,
the texts shared a commonality with the types of bugs discovered.

Overall, Text 1 revealed a relatively moderate bug rate of 44.42%, and Text 2
produced a slightly larger bug rate of 53.80%, together 48.1%. The most interest in
the results is that 77.36% (41 out of 53) of the elementary programming source code
in group 1 of Text 2 contains 100 bugs (93 regular bugs and 7 security bugs). The
second most interested group is that 70% (7 out of 10) of the database-related source
code in group 6 of Text 1 contains 25 bugs. In summary, 305 bugs were found from
198 Java files out of 412 files scanned.

The advanced topics covered in Text 2 were classified into a multitude of
groupings with corresponding chapters. Several subgroups were formed covering
an extensive amount of data structures and algorithms such as trees, graphs, and
sorting algorithms. Most of these topics are appropriate to be taught in CS2 and/or
data structures courses. While the groups can be examined individually, they were
analyzed as an overall group for advanced topics (Table 5).

As presented in Table 3, the analysis results indicate that 44.7% (34 out of 76)
of the bugs found are performance and inefficient code-related bugs in the regular
category. While these trends are different from the bug findings for the beginner Java
concepts, Bad Practice also consistently presents throughout the chapters in Text 2.
Group 11 had a larger bug rate, 50%: 6 out of 12 scanned files, compared to other
groups, with a close bug rate 47.4% in group 10.

4.2 With Open-Source Project Files

Table 6 compares the bug distribution rate of each of the bug categories on
Texts and OSS. The data shows that 42.6% of the bugs found in Texts relate to
Internationalization, while the Open-Source Projects have 39.8% of their source
code associated with Dodgy Code Interestingly, Bad Practice issues consistently
present in both Text (18.0%) and OSS (26.4%) groups.
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Table 6 Bug distribution
rate (%) in Texts and OSS

Category I D B C P E S

Textbooks 42.6 8.5 18.0 2.3 8.2 9.8 10.5
OSS 4.4 39.8 26.4 3.2 10.8 0.8 16.6

Table 7 Top 20 bug types detected in Texts

Text
rank C. Bug type detected No.

OSS
rank

1 I DM_DEFAULT_ENCODING 144 10
2 E OBL_UNSATISFIED_OBLIGATION 31 42
3 P DM_NUMBER_CTOR 25 26
4 D DLS_DEAD_LOCAL_STORE 15 4
5 B VA_FORMAT_STRING_USES_NEWLINE 14 68
5 S DMI_CONST_DB_PW/SQL_NONCONS_ST_PASSED_TO_EX 14 291
7 C VA_FORMAT_STRING_ILLEGAL 11 360
8 B ODR_OPEN_DATABASE_RESOURCE 9 77
8 P URF_UNREAD_FIELD 9 118
8 P DM_NEXTINT_VIA_NEXTDOUBLE 9 215
11 B HE_EQUALS_USE_HASHCODE 8 50
11 P SIC_INNER_SHOULD_BE_STATIC_NEEDS_THIS 8 103
11 B NM_CLASS_NOT_EXCEPTION 8 201
14 P SS_SHOULD_BE_STATIC 7 53
14 C RV_ABSOLUTE_VALUE_OF_RANDOM_INT 7 229
14 C SF_DEAD_STORE_DUE_TO_SWITCH_FALLTHR_TO_THR 7 382
17 S PT_ABSOLUTE_PATH_TRAVERSAL 6 323
18 M MS_EXPOSE_REP 5 134
19 P SBSC_USE_STRINGBUFFER_CONCATENATION 4 45
19 C EQ_SELF_USE_OBJECT 4 102

Table 7 provides the distribution of the top 20 bug violation types detected in
the code examples in the two textbooks. These are ranked based on their violation
occurrences. It was observed that 11 bug types out of the top 20 are also ranked
103rd or higher in the distributions of bug violation type rankings for the OSS (see
Table 7). Standard Bug patterns and each of their bug types reported by FindBugs
and SpotBugs are described in [18, 19].

DM_DEFAULT_ENCODING ranked first with 144 instances, which is 39.3%
of all instances (144 out of 367) found. This bug is ranked tenth in the OSS
group. DM_DEFAULT_ENCODING is categorized in Internationalization which
code flaws having to do with internationalization. It indicates a call to a method
which performs a byte to string conversion and vice versa and assumes that the
default platform encoding is suitable. This may cause various application behaviors
among platforms. To fix DM_DEFAULT_ENCODING violation, an alternative API
should be used explicitly.

OBL_UNSATISFIED_OBLIGATION ranked 2nd with 31 instances and
ranked 42nd in the OSS. OBL_UNSATISFIED_OBLIGATION is categorized
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in Experimental. This violation is detected when a method fails to clean up a
stream, database object, or other resource requiring an explicit cleanup operation.
DM_NUMBER_CTOR ranked 3rd with 15 instances and ranked 26th in the OSS.
This violation is categorized in Performance, and it recommends to use either
autoboxing or the valueOf() method when creating instances of Long, Integer,
Short, Character, and Byte.

DLS_DEAD_LOCAL_STORE ranked fourth with 15 instances and also
ranked fourth in the OSS. DLS_DEAD_LOCAL_STORE is categorized in Dodge
Code, which is detected when a local valuable has an assigned value without being
used in any of subsequent code instruction. Java compiler also detects this violation
with final local variables as FindBugs and SpotBugs tools detect bugs from byte
code after compilation. However, there is no known way to eliminate these false
positives [19]. Due to this reason, it is not certain how much percentages of the
detected DLS_DEAD_LOCAL_STORE instances are the actual instances or false
positives.

VA_FORMAT_STRING_USES_NEWLINE ranked 5th with 14 instances and
ranked 68th in the OSS. This type is Bad Practice. It detects the format string
includes a newline character (\n). In format strings, it is generally preferable to use
%n, which will produce the platform-specific line separator.

VA_FORMAT_STRING_ILLEGAL ranked 7th with 11 instances and ranked
360th in the OSS. This bug type is categorized in Correctness. It detects the format
string syntactically invalid and causes a runtime exception. It was observed that this
violation type appears frequently in the textbook code examples but rarely occurred
in the OSS.

SF_DEAD_STORE_DUE_TO_SWITCH_FALLTHROUGH_TO_THROW
ranked 14th with seven instances and ranked 382th in the OSS. This violation
type is categorized in Correctness. It detects when a value stored in the previous
switch case is ignored due to a switch fall through to a place where an exception is
thrown. It is likely caused by missing a break or return at the end of the cases.

Table 8 provides the distribution of the top 20 bug violation types detected
in the OSS. These are also ranked based on their violation occurrences.
SE_NO_SERIALVERSIONID ranked first with 1,385,971 instances, which is
8.2% of all 16,918,530 instances; however, this bug type is not found in the code
examples of the textbooks. SE_NO_SERIALVERSIONID is categorized in Bad
Practice. The class with this type implements a Serializable interface, but doesn’t
define a serialVersionUID field. To ensure interoperability of the Serializable
interface across versions, an explicit serialVersionUID must be added.

RCN_REDUNDANT_NULLCHECK_OF_NONNULL_VALUE ranked second
but not found in the textbooks. This bug type is categorized in Dodge Code, which
is detected when a method contains a redundant check of a known non-null value
against the constant null. BC_UNCONFIRMED_CAST ranked third but not found
in textbooks. This bug type is categorized in Dodge Code, which is detected when
the cast is unchecked. Not all instances of this type casted from can be casted to the
type it is being cast to. To prevent this violation type, the program logic must be
checked to ensure the cast will not fail.
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Table 8 Top 20 bug types in OSS

OSS
rank C. Bug type detected Count

Text
rank

1 B SE_NO_SERIALVERSIONID 1385971 x
2 D RCN_REDUNDANT_NULLCHECK_OF_NONNULL_VALUE 870591 x
3 D BC_UNCONFIRMED_CAST 716810 x
4 D DLS_DEAD_LOCAL_STORE 615898 4
5 M EI_EXPOSE_REP 540693 x
6 P SIC_INNER_SHOULD_BE_STATIC_ANON 532371 x
7 M EI_EXPOSE_REP2 530962 x
8 B SE_BAD_FIELD 514687 x
9 B NM_METHOD_NAMING_CONVENTION 468914 x
10 I DM_DEFAULT_ENCODING 421185 1
11 D REC_CATCH_EXCEPTION 411085 x
12 D UWF_FIELD_NOT_INITIALIZED_IN_CONSTRUCTOR 386809 x
13 D PZLA_PREFER_ZERO_LENGTH_ARRAYS 370524 x
14 D BC_UNCONFIRMED_CAST_OF_RETURN_VALUE 341272 x
15 D RI_REDUNDANT_INTERFACES 323661 x
16 I DM_CONVERT_CASE 319207 x
17 D ST_WRITE_TO_STATIC_FROM_INSTANCE_METHOD 307155 24
18 D SF_SWITCH_NO_DEFAULT 305826 x
19 M MS_SHOULD_BE_FINAL 291123 x
20 D NP_LOAD_OF_KNOWN_NULL_VALUE 236142 x

EI_EXPOSE_REP and EI_EXPOSE_REP2 ranked fifth and seventh, respec-
tively, but not found in the textbooks. These violation types are categorized in
Malicious Code Vulnerability. They are detected when a reference to a mutable
object value stored in one of the object’s fields. If instances are accessed by
untrusted code, unchecked changes to the mutable object would compromise
security or other important properties. Returning a new copy of the object is a better
approach in many situations.

Only three violation types (DLS_DEAD_LOCAL_STORE, DM_DEFAULT_EN
CODING, ST_WRITE_TO_STATIC_FROM_INSTANCE_METHOD) from the
top 20 were found in the code examples in the Texts. In summary, 400 different bug
types are found at least once in the OSS, and 36 different bug types are found in the
textbooks.

5 Conclusion and Future Work

Using static analysis tools, FindBugs and SpotBugs, this study analyzed the
code examples of two widely adopted collegiate level programming textbooks
and compared the bug types from textbook code examples and open-source Java
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software. This study aims to analyze the code examples of two textbooks using
static analysis tools. The study thoroughly analyzed the code examples to detect
bugs and compared them with the bugs found in real-world Open-Source Projects
to ensure the quality of code examples used in the textbooks. Overall, 42.6% of
the bugs found in the Texts relate to Internationalization, while the Open-Source
Software (OSS) has 39.8% of their source code associated with Dodgy Code. Bad
Practice issues consistently present in both Texts (18.0%) and OSS (26.4%) groups.
DM_DEFAULT_ENCODING violation type was detected the most with 39.3% of
all instances found in Texts. SE_NO_SERIALVERSIONID ranked first with 8.2%
of all instances in OSS; however, this bug type is not found in any of the textbook
code examples. DLS_DEAD_LOCAL_STORE in a Dodge Code category ranked
fourth in both Texts and OSS. Textbooks are missing certain code examples that are
related to the high-ranked bug types in OSS.

The top four bug types in OSS not found in the textbooks are URF_UNREAD_
FIELD (B), RV_RETURN_VALUE_IGNORED_NO_SIDE_EFFECT (D), SE_
COMPARATOR_SHOULD_BE_SERIALIZABLE (D), and BC_ IMPOSSIBLE_
INSTANCEOF (D). Besides, the top four bug types in textbook are not found in the
top 20 bug types of OSS.

As a future work, we plan to compare the code level analysis between textbook
code examples and Open-Source Software and propose compliant code examples
that should be included into textbooks based on the popularity and bug occurrence
rate in the OSS.
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Implications of Blockchain Technology
in the Health Domain

Merve Vildan Baysal, Özden Özcan-Top, and Aysu Betin Can

1 Introduction

Blockchains, which are tamper-resistant and tamper-evident distributed digital
ledgers, provide a trusted data management system [1]. They are widely known
as the technology behind cryptocurrencies such as Bitcoin and Ethereum. However,
blockchain has a much wider application area due its benefits such as enabling trans-
parency and traceability of data transactions and providing a secure environment
resilient to manipulations. Examples of these application areas include supply chain
management, music royalties tracking, personal identity security, and digital voting.

Our research indicated that blockchain applications are widely developed in the
health domain as well. There are several commercialized health domain projects
which integrate blockchain to their solutions. Dentacoin [2] establishes a connection
between dental clinics and patients using a blockchain network for patients to
receive services from the clinics. MediBloc [3] uses blockchain technology for
healthcare providers, patients, and researchers to process and manage health data.
SRCoin [4] is a health information platform that uses blockchain technology to
provide safer data storage and processing for healthcare solutions.

Software applications in the health domain are safety-critical; hence, they must
be audited by regulatory bodies, such as the Food and Drug Administration (FDA)
[5] in the USA and the Medical Device Directives [6] in the EU, to ensure that
software applications conform to the regulatory standards. Recently, the FDA
announced a Technology Modernization Action Plan [7] stating that blockchain
technology is in their radar to solve health domain-related challenges. Furthermore,
IBM, Walmart, and Merck have been chosen for an FDA pilot program that
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will explore improving security of medicine supply chains by using blockchain
technology [8]. These recent advancements show that the regulatory bodies will
continue directing their attention in blockchain studies in the health domain.

While the health domain software is highly regulated, no established standard
or guideline exists for blockchain technology employed in this area. The gap
regarding essential processes to perform for safe and secure blockchain-based health
software needs to be filled. We initiated our studies in this field by examining the
existing literature review studies [9–12] conducted on use of blockchain in the
health domain. We found that the software development challenges experienced
by practitioners in developing blockchain-based health applications and associated
solution suggestions were not covered in detail but discussed briefly in these studies.
The main focuses of these previous studies were not the practitioners’ experiences.

In this study, we present the results of the systematic literature review (SLR)
performed to answer the following research questions:

• RQ1: What are the application areas of blockchain in the health domain and what
is the motivation behind adopting blockchain?

• RQ2: What are the challenges of developing health software?
• RQ3: To what extent blockchain technology contributes to resolve existing

software development challenges in the health domain?
• RQ4: Does blockchain introduce new challenges to software development in the

health domain?
• RQ5: What are existing solution suggestions to the blockchain-related challenges

in the health domain?

In this SLR, we focused on practitioners’ (such as developers, designers, quality
engineers) point of view. Therefore, the SLR includes 27 publications which
specifically discuss these research questions from experiences perspective.

2 Background

Blockchain Technology Overview The National Institute of Standards and Tech-
nology defines blockchain as tamper-resistant and tamper-evident digital ledgers
implemented in a distributed fashion usually without a central authority [1]. The
data to be added into a blockchain need multiple approvals before being added in the
chain, and it cannot be deleted or changed without approval of network participants
once added.

Blockchain networks consist of two types of records: blocks and transactions.
Transactions represent the interaction between participants. Nodes provide the
required computing power to maintain the blockchain in the network. Each node
keeps an exact copy of the blockchain [1]. Blocks contain transactions and they are
formed by the nodes. Each block contains a reference to the previous block. Blocks
contain their own hash, data, and the hash of the previous block. This hash is a
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Fig. 1 Health domain software categories. (Adopted from [16])

unique value generated from an input text by using a cryptographic hash function.
If anyone changes a single data in the block, the hash of that block changes. Thus,
the attempts to change data in blocks can be recognized [1]. In addition to hash
algorithms, consensus models, which enable a group of mutually distrusting users
to work together, are used to secure the blockchain networks [1].

Blockchain technology uses asymmetric-key cryptography to establish a trust
relationship between the participants in the network. Asymmetric-key cryptography
provides a mechanism to verify the integrity and authenticity of transactions [1].

A smart contract is a piece of code stored in the blockchain network [1]. The
contract terms defined between the parties are stored with this code, and if a set of
predefined terms are met, the smart contract executes itself and the results of the
execution are stored on the blockchain.

Health Domain Software Overview Software developed in the health domain has
to comply with the associated regulatory requirements. Figure 1, which is based on
the study [13], categorizes health domain software with respect to the regulatory
compliance requirements.

As shown in Fig. 1, health domain software is categorized into two areas:
health software and medical Software. Medical software includes software that is
embedded in medical devices and software applications that serve as a medical
device (SaMD). Health software both includes SaMDs and other health software.

Medical device software (MDS) is intended to process, analyze, or create medical
information [14]. Examples of MDS include software in many devices such as
EKG monitor devices, insulin pumps, and medical imaging devices. Software as a
medical device (SaMD) is a software used for medical purposes without being part
of a hardware [15]. SaMD runs on desktop computers, tablets, smartphones, and
smart watches and assists patients and healthcare specialists in treatment planning,
medical image viewing, heart rate monitoring, and drug dosage calculating. Other
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health software are stand-alone health applications executed on hardware [13].
Examples include healthcare data management and clinical software applications.

As shown in Fig. 1, health software requires compliance with the ISO/IEC 82304
[16] standard, and medical software requires compliance with the IEC 62304 [17]
standard. ISO/IEC 82304:2016 health software standard includes processes and
practices for guiding healthcare software development. It applies to safety and
security of health software designed to operate on general-purpose IT platforms,
including mobile devices. IEC 62304:2006 defines requirements that need to be
followed in medical device software development.

In addition to these two primary standards, ISO 14971:2009 [18], IEC 80002-
1:2009 [19], and IEC 80002-3:2014 [20] are also applied in the health domain. ISO
14971:2009 is an international risk management standard for the manufacture of
medical devices. IEC 80002-1:2009 guides the application of ISO 14971 standard
to medical device software. IEC 80002-3:2014 is a process reference model
that defines software life cycle processes for medical devices driven from IEC
62304:2006.

Software applications in the health domain are audited by regulatory bodies,
such as the Food and Drug Administration (FDA) [5] in the USA and the Medical
Device Directives [6] in the EU. For instance, the FDA provides several guidance
documents for clinical decision support software [21], software as a medical device
[22], wireless medical devices [23], and medical device software [24].

3 Research Methodology

A systematic literature review (SLR) is a secondary study which uses a well-defined
methodology to answer research questions [25]. There are various guidelines for
reviewing the literature systematically. We followed the SLR guideline developed by
Kitchenham and Charter [25]. Figure 2 illustrates the overview of our SLR process.

Fig. 2 Phases and steps of our SLR process
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3.1 Planning the SLR

The need for performing this review was specified by exploring the existing
literature review studies. At this stage, we also formulated the research questions
given in Sect. 1. Below, we briefly discuss to what extent these research questions
were covered in the previous SLR studies performed on developing blockchain-
based applications in the health domain. We did not include studies that do not
follow a systematic approach in performing the literature review.

In Table 1, we list the previous SLR studies along with their publication dates,
the numbers of the papers included in each of these studies, and the years covered.
We also added the columns for our research questions stated in Sect. 1 to highlight
the similarities and differences of these SLRs with our study.

As Table 1 shows, although the potential application areas of blockchain in the
health domain were listed in all of these studies (RQ1), the motivation behind
adopting blockchain in the relevant area was missing in all the SLR studies.
Two of the SLR studies discussed the inherited challenges of developing health
software (RQ2) [9, 10]. These two studies also discussed the contribution of
blockchain technology to resolve these inherited challenges. However, technical
details and explanations for the solutions are not provided in the studies. Three
studies [9–11] addressed the challenges of developing health applications when
blockchain is implemented (RQ4). Among these three studies, only Agbo et al. [11]
provided information about possible solutions to overcome these blockchain-related
challenges (RQ5). As a result, there is no study which fully explores the five research
questions which constitute the main focus of our study.

Other differences of our study are that (i) it includes the latest studies in the
literature carried out until March 2020 and (ii) it includes primary studies which
contain experiences shared by the practitioners on implementation of blockchain in
the health domain. Theoretical papers and secondary studies were not included in
our study.

Table 1 Literature review studies reviewing blockchain in the health domain

Ref
Publication
date

# of papers
included

Years
covered RQ1 RQ2 RQ3 RQ4 RQ5

[12] 2018 33 2015–2018 Partially
yes

No No No No

[9] 2019 Not given in
the paper

2016–2017 Partially
yes

Yes Partially yes Yes No

[10] 2019 39 2016–2019 Partially
yes

Yes Partially yes Yes No

[11] 2019 65 2016–2018 Partially
yes

No No Yes Yes
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3.2 Conducting the SLR

Evaluation Process and Selection of the Publications We performed the search
on the IEEE Xplore, ACM libraries, and Google Scholar using the blockchain
AND (healthcare OR health OR medical OR medicine) keywords. The search
which was performed on March 1, 2020, returned 3.363 papers. We applied the
following inclusion criteria to present a better scoped research: (i) the papers which
share experiences of practitioners/researchers; (ii) the papers presenting blockchain
solutions in the health domain; (iii) the papers describing encountered challenges in
software development in the health domain; (iv) the papers that conform to specified
quality criteria given in Table 3; and (v) the papers that are written in English and
accessible.

The first evaluation was based on the titles and the abstracts of the papers, and
the second evaluation was performed by reading the full papers. As a result, 27
studies were included in the review process. The number of papers found in the
online libraries and the results after each evaluation process are given in Table 2.

Quality Assessment We applied the following criteria to assess the quality of the
papers in the literature. While creating Table 3, we used Q1, Q2, and Q3 in the Höst
and Runeson’s quality checklist as is [26] and added Q4 to these.

All three authors of this paper involved in the quality assessment process. We
answered the quality assessment questions for the 77 papers that passed the first
evaluation according to three-level indicators: (i) Level 0 (zero) when the criterion
was addressed very poorly or not at all, (ii) Level 1 (one) when the criterion was
partially addressed, and (iii) Level 2 (two) when the publication had successfully

Table 2 The results of evaluation process

Online library Initial research First evaluation result Second evaluation result

Google Scholar 2.400 47 14
IEEE Xplore 443 21 11
ACM Digital Library 520 9 2
Total 3363 77 27

Table 3 Quality assessment questions

ID Quality assessment query Quality Indicator (0–2)

Q1 Are the authors’ intentions with the research made
clear?

0 – No 1 – Partially 2 – Yes

Q2 Does the study contain conclusions and implications
for practice and future research?

0 – No 1 – Partially 2 – Yes

Q3 Does the study give a realistic and credible
impression?

0 – No 1 – Partially 2 – Yes

Q4 Are the challenges or solutions adequately defined? 0 – No 1 – Partially 2 – Yes
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satisfied the criterion. We included the studies in the review with four or higher
rating.

Data Extraction We used a spreadsheet which was collectively managed by all of
the authors to extract data from the publications and review the data. We collected
the bibliometric data of the papers (i.e., publication type, publication year, the
number of citation) and all the information needed to address our research questions.

4 Results and Discussion

In this section, we first present the bibliometric overview of the publications, and
then we present the answers to the research questions.

The result publication set consists of 27 papers, among which 13 were published
in journals and 14 were published in conference proceedings. The publication years
of the included papers are plotted in Fig. 3a. Although blockchain was introduced
in 2008 by Satoshi Nakamoto, we did not come across any publications on use of
blockchain in the health domain before 2016. This graph shows that there is an
increase in the number of publications in 2016, 2017, and 2018. Although it may
seem that there is a decrease in numbers in the recent years, we think that the interest
in this subject would increase.

We present the citation number ranges of the publications in Fig. 3b as indicators
of the interest in the field. According to the Google Scholar data, just three of the
publications were cited at a low rate (less than ten citations per publication). The
reason for low citation numbers might be the publication date of these papers which
is 2019 and 2020. The number of citations of all the remaining studies is quite high
considering the publication dates start from 2016.

Next, we present a discussion on the data retrieved from the analyzed papers
based on the five research questions defined in Sect. 1.

Fig. 3 (a) Publication years of the included papers (b) Citation numbers of the included papers



648 M. V. Baysal et al.

RQ1. What are the application areas of blockchain in the health domain and
what is the motivation behind adopting blockchain in the health domain?

We extracted the main application areas of blockchain in the health domain,
the motivation behind adopting this technology in these areas, and examples
of blockchain-oriented solutions (see Table 4). The majority of the publications
indicate the use of blockchain technology for electronic health and medical record
management (13 papers). The second popular application area is the Internet of
Medical Things with seven papers. Other application areas are medicine supply
chain management (3 papers), clinical trials (2 papers), and precision medicine (2
papers).

RQ2. What are the challenges of developing health software? RQ3. To what
extent blockchain technology contributes to resolve these existing software devel-
opment challenges in the health domain?

We grouped the challenges and associated solution suggestions of the publica-
tions under three main headings: (1) meeting regulatory requirements, (2) security
and protection of privacy, and (3) ensuring interoperability.

(1) Meeting Regulatory Requirements

Challenge 1.1 Regulatory bodies require monitoring product supply chain before
and during the distribution of medicines to prevent distribution of falsified drugs
[27].

Solution 1.1 The blockchain technology and smart contract-based structures
enable monitoring of product supply chain through detecting data anomalies,
unauthorized data insertions, missing raw materials, and identifying authorized drug
vendors/manufacturers and storage of medicine information. Blockchain, which
validates and authenticates transactions, enables monitoring both the participants of
the system and each movement of medicines across the medicine supply chain [27].
The primary structure used in blockchain for this problem is the smart contracts.
In this context, an FDA account added to the blockchain network will be notified
by a smart contract whenever a transaction is executed in the supply chain, such as
production, shipment, and receipt of medicine. By his way, the FDA account could
verify each manufacturing pedigree by checking the credentials of the manufacturer
[27] at each transaction.

Challenge 1.2 Regulatory bodies require availability of methods and results of
all clinical trials; however, more than half of the trials have failed to provide this
data to regulatory bodies [30]. In addition, a recent study highlights that there
is a high risk of data manipulation in clinical trials [51]. Data that might be
subject to manipulation include subject registration, trial registration, and clinical
measurements [30].

Solution 1.2 Due to tamper-resistant characteristics, blockchains could be used to
prevent data manipulation in clinical trials [30]. Smart contracts are used to manage
the clinical trial life cycle including trial registration, regulatory approval, recruiting
study subjects, and data entry processes. This way, the clinical trial results could be
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reported to the regulatory agencies during the clinical trial execution. In addition,
smart contracts could be used to increase transparency in reporting clinical trial data
by capturing the data that might be intended to be manipulated [28, 30].

Challenge 1.3 The Health Insurance Portability and Accountability Act (HIPAA)
provides standards for healthcare-related electronic transactions [52]. The Privacy
Rule of HIPAA requires protecting the privacy of health information. Therefore,
patient data should be stored in an anonymous manner [32, 41].

Solution 1.3 Blockchain enables pseudo-anonymity, which means users are anony-
mous, but their account identifiers are not [34]. This pseudo-anonymity structure
gives patients’ the option to hide their identities with alphanumeric addresses and
prove their identity to others when needed [36, 37, 41].

(2) Security and Protection of Privacy

Challenge 2.1 Secure and reliable storage and transmission for medical data need
to be ensured [36, 38, 41, 43, 44, 47, 48]. Since health data has high economic
value, it is a lucrative target for criminals [34]. Criminals could attack the healthcare
system and abuse personal health information of the patients. Especially, IoT
devices used for remote patient monitoring are vulnerable to cyberattacks and data
theft [39].

Solution 2.1.a Centralized systems present a single point of failure by nature which
means if the center component fails or is compromised, the whole system stops
working. On the other hand, blockchain has a decentralized structure which makes
the system robust and resilient to cyberattacks [38, 40, 41].

Solution 2.1.b Each block in a chain can be used to keep permanent logs of every
data transmission [32, 36, 41, 44, 48] such as data retrieval requests and updates
from health service providers. This transparency provides data theft resistance. In
addition, audit trails in blockchain allow tracing who made what changes when [45].

Solution 2.1.c Smart contracts can be a solution for privacy and security issues of
personal health information by logging patient-provider relationships and permis-
sions [44] and generating unchanged logs on transactions [39].

Solution 2.1.d All data and transactions in blockchain are encrypted. Thus, unau-
thorized access or theft of health data can be avoided [35, 38, 41, 43]. Blockchain
uses asymmetric cryptography to protect data on the network and to authenticate
users. This allows secure data sharing between participants of a system [35].

Challenge 2.2 As health data is very sensitive, patients of health systems should
have control over their data [40, 41, 43, 49, 53]. Authorization of with whom
the health data will be shared should be in the patient, not in third parties and
institutions.

Solution 2.2 Blockchain provides data storage and sharing without violating
patient rights by giving patients the control of their own health data. As patients’
health data is stored in the blockchain using asymmetric encryption algorithm, the
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patient retains control over each transaction to access her/his health data. Only
trusted parties that the patient gives access permission reaches to the data [36, 39–
41, 43, 46, 54].

(3) Ensuring Interoperability

Challenge 3.1 Procedures to regulate data transfers between healthcare providers
are not well defined. There are deficiencies in coordinated data sharing. Interop-
erability issues between different healthcare providers create additional barriers to
effective data sharing [43, 53].

Solution 3.1 As patients would have access to their own health data in a blockchain,
they can transfer their health data to the healthcare service providers when needed
instead of service providers’ transferring the data to each other. Thus, it is possible
to avoid undefined procedures and interoperability issues in sharing data among
healthcare providers [45].

Challenge 3.2 Mobility of patients requires cross-border exchange of patient data.
This fact creates the challenge of dealing with different privacy and data protection
requirements of different countries [50].

Solution 3.2 Different data share policies need to be considered in designing
blockchains and smart contracts [49, 50]. We also suggest to design a structure
which allows each network participating country to implement specific policies for
the protection and control of health-related data.

RQ4. Does blockchain introduce new challenges to software development in the
health domain? RQ5. What are existing solution suggestions to the blockchain-
related challenges in the health domain?

We present blockchain-related challenges along with solution suggestions below.

Challenge 1 In blockchain, data cannot be altered or deleted after it is stored in a
blockchain. However, due to protection laws of health data, it is necessary to erase
it when a user requests to do so [49].

Solution 1 By storing health data in an external storage and its hash in the
blockchain, it would be possible to avoid this challenge [32, 44, 49]. In this way,
the health data in the external storage can be deleted if it needs to be deleted. The
hash value that is not connected to the data will continue to exist in the blockchain.

Challenge 2 As health data may consist of images, and treatment plans, the size of
the data can be large [54]. This might cause storage issues [29].

Solution 2 Storing large data in an external storage and keeping the hash of the
data in the blockchain would be solution to this problem as well [32, 44, 49]
without compromising the tamper-resistant nature of the blockchain. The hash of
the large data is embedded inside a digitally signed transaction, which was included
in the blockchain by consensus. The origin and timestamp of the data in the
external storage can be confirmed when the hash for that data matches a hash in
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the blockchain. When the data in the external storage changes, the hash of the data
also changes; thus, data manipulations could be detected.

Challenge 3 Blockchain introduces performance challenges [39, 43, 54]. It is not
possible to run executions in parallel in blockchain, since each node repeats the same
process for mining the subsequent block. This affects the efficiency of the system
and may create bandwidth and response time problems.

Solution 3 A solution that overcomes the performance challenge has not yet been
proposed by the papers in our pool. However, the choice of architectural design
may have a positive impact on the performance: In a blockchain network, we
have to decide on a consensus model, which has an effect on performance while
assuring the validity of transactions. Another design decision is to have public or
private blockchain [55]. If high performance is essential for an application, private
blockchain networks with trusted nodes may be preferred.

Challenge 4 Not all individuals are capable of handling their medical data
themselves in blockchain such as giving consent for data use. Additionally, data
providers may not be in a culture to release the control of the data [45].

Solution 4 Solutions to overcome these challenges were not proposed yet.

Challenge 5 Blockchain development introduces specific constraints to the devel-
opment processes.

Challenge 5.1 Once a smart contract is deployed to the blockchain, it cannot be
modified or replaced. A new contract has to be created when a change request is
received [56, 57].

Solution 5.1 Although this challenge reminds us running a waterfall-like plan-
driven development process for smart contract development, it would not guarantee
developing error-free features. This problem may be solved by developing new
software design principles to contribute in the development of high-quality smart
contract.

Challenge 5.2 As part of the development process, smart contracts need to be tested
in production environments. The cost of testing a smart contract in the production
environment includes an execution fee (called gas price in Ethereum). This cost
varies based on the operations in the smart contract. Calculating the cost required
for executing a smart contract on a blockchain network is not easy, especially for
large-scale projects where smart contracts have complex coding [42].

Solution 5.2 A solution to this challenge has not yet been proposed. However,
in test networks, smart contract testing is performed without price. To reduce the
cost, detailed test processes are needed to be performed in the test network before
uploading smart contracts to the production environment.

Challenge 5.3 In blockchain-based application development at the unit testing
phase, many of the units highly depend on the collective inputs of other units.
Therefore, not all of the units could be tested individually. At the acceptance testing
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phase, collective inputs of the participants in the blockchain network are required.
Thus, unit and acceptance testing phases require complete implementation of the
system [42].

Solution 5.3 This problem may be solved by developing a Software Development
Life Cycle (SDLC) to meet specifically the testing requirements of blockchain-
based applications.

5 Conclusion and Future Work

In this study, we performed a systematic literature review to uncover the appli-
cation areas of blockchain in the health domain, the motivation behind adopting
blockchain, the challenges of developing health software, blockchain’s contribution
to resolve the existing software development challenges, the challenges introduced
by blockchain to health software development, and existing solution suggestions to
the blockchain-related challenges. In addition to the suggestions of the studies in
our paper pool, we also included our own solution suggestions to these challenges.

We found that the main application areas of blockchain in the health domain
are electronic health and medical record management, Internet of Medical Things,
medicine supply chain management, clinical trials, and precision medicine areas.

Blockchain has a significant potential in contributing to the inherent health
domain challenges such as ensuring regulatory requirements and dealing with
security, privacy, and interoperability issues. Blockchain contributes to resolve these
challenges by enabling regulatory bodies to monitor supply chains, preventing data
manipulation and data theft, increasing transparency in transactions, and giving
patients the control of their own health data. However, most of the solutions that
address the health domain-related challenges are at the proof of concept level.

While providing solutions to the inherent health domain challenges, blockchain
introduces new challenges which are data protection, data size, performance,
individual’s data management, and development process issues. We summarize
solution suggestions to these challenges as follows: addressing data protection
and size problems by storing health data in an external storage and its hash
in the blockchain, increasing performance with architectural design decisions,
and addressing development process issues by developing new software design
principles and by developing a SDLC to meet specific requirements of blockchain-
based applications.

Blockchain technology introduces specific constraints to development processes
in the health domain. Structural differences of blockchain such as the immutability
feature, collective collaboration of network participants, and differences in testing
processes cause current SDLC models not be fully compatible with the development
process of blockchain-based applications. To meet the requirements of the devel-
opment of blockchain-based applications, it is necessary to develop a new model
specific to the development of these applications.
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A Framework for Developing Custom
Live Streaming Multimedia Apps

Abdul-Rahman Mawlood-Yunis

1 Introduction

The rise in the number of mobile-connected devices and the emergence of new
streaming models, such as on-demand, on-the-go, and interactive streaming, has
an impact on the viewing practice of consumers. Mobile devices will play a major
role in new viewing habit changes [7, 9]. In this paper, we present a generic
framework for developing custom live streaming multimedia apps for mobile
devices, i.e., we identify the principal characteristics of mobile live streaming apps,
the components, components’ interactions, and the design decision needed to create
such apps. The framework can help developers in different ways. It can be used
as a starting point for designing live streaming app architecture, identifying the list
of components needed to develop custom live streaming apps, distributing work
among the development team, assessing the usability of individual components,
and creating domain vocabularies enabling discussions and understudying among
developers.

To demonstrate how the generic framework can be used, we build an app for live
streaming audio for Android devices using URLs. The app acts as an instance of the
framework and validates it. It is also beneficial to both developers and end users.
Developers can reuse the instance app structure to create and publish new apps, and
end users can customize the app to their own specific needs using live streaming
URLs. For example, users can group their favorite music and news stations in one
place and easily play and switch from one station to another. The app turns the user’s
device into a radio and lets them listen to live streaming stations while in the office,
on the road, or in any other setting. The app is like Spotify but on a smaller scale
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(that’s probably all you need; your favorite station and not all the stations that come
with Spotify).

The paper has two main contributions: (1) the generic framework which can be
adapted when developing live streaming multimedia apps or similar ones and (2)
using new URLs, customizable live streaming apps can be created. The app’s source
code and complete documentation can be used by instructors to teach various mobile
topics. The source code and complete documentation are available upon request.

This paper is organized as follows: in Sect. 2, we describe the generic frame-
work components and their functionalities; in Sect. 3, we present the framework
architecture and its uses; in Sect. 4, we describe an instance of the framework,
the functionalities, and the trade-offs using different components and approaches
to create an instance app; and in Sect. 5, we conclude the paper and describe some
future works.

2 A Framework for Multimedia Live Streaming Apps

The framework is made of 11 key constructs or components. The components
are user interface, background process or service, communication channel, media
player, power management, wake lock, thread, file management, URL, data storage,
and network permissions. The ten components comprise the minimum components
required for any live streaming framework. In the following, we describe each of
these model components, i.e., we discuss the functionality and the trade-offs using
different components and approaches. We also present the class diagram, and the
architecture, of the framework.

2.1 App Interface

The app interface is one of the main components of the framework. It is required for
(1) interacting with the user; (2) communicating with the background process, for
example, to start and stop the content player component running in the background;
and (3) listening to the message broadcast from the background process.

2.2 Background Process

A background process is needed to perform long-running tasks, i.e., playback
streams in the background with no graphical user interface. Once the process starts,
it might continue running even if the original application is ended or the user moves
to a different application. The run continuity is platform and setup dependent. The
background process is the right choice to use when the process does not interact
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with the user, i.e., is not the forefront process. The process can be defined as private
or public. When private, it is usable only by the app it belongs to; however, when
public, it is usable by other apps, i.e., other apps can start process using process API
(application programming interfaces).

2.3 Communication Channel

A communication channel component is needed to receive and handle broadcast
messages sent back and forth between foreground and background processes via
method calls. The communication channel component does not need to have a user
interface, but it can create notifications to alert the user when a broadcast event
occurs. The communication channel object needs to be instantiated and registered
to process the broadcasted messages on arrival.

2.4 Content Player

A media content player component, such as Android Media Player, VideoView,
or ExoPlayer, is needed to control the playback of multimedia streams. The
media player needs to be prepared, started, and ultimately released. There are
two ways for the player to enter the prepared state: synchronous or asynchronous
way. The difference between the two is in what thread they are executed. The
synchronous one executes in the foreground thread or the user interface thread, and
the asynchronous one is executed in the background thread. To avoid users getting
an ANR (application not responding) message, the asynchronous way needs to be
used for playing the live data over stream. Additional actions might need to be taken
in case the media player content is not prepared instantly. For example, a listener
object can be set for informing when the media player can start.

2.5 Power Manager

If mobile devices go into a low-power state, it will prevent apps from running. To
control the power state on devices, you need to use power management to keep the
CPU running, prevent screen dimming or going off, or prevent the backlight from
turning on.
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2.6 Network Lock

Acquiring the Wi-Fi lock keeps the connection on until the application releases the
lock. Live streaming apps need to keep the Wi-Fi component awake; hence, you
need to acquire the lock. A design decision needs to be made whether to keep the
app running even when the device screen is off.

2.7 Threads

Preparing media content asynchronously is not enough to avoid ANR prompts and
your application hanging when playing live streaming multimedia apps. The best
solution is to run the media content player instance in its thread, i.e., run Media
Player in a separate thread within the service. The code snippet below shows one
way how this step can be achieved when Android is used.

@Override
onPrepared(MediaPlayer mp) {
new Thread(new Runnable() {

volatile boolean running = true;
public void run() {

try {
if (null != MainActivity.url) {

if (!player.isPlaying()) {
player.start();

bufferingComplete();
}

}
} catch (Exception e) {

player.reset();
}

} }).start();
}

2.8 Data Storage

Storing data and operations such as reading, writing, updating, viewing, and deleting
data are needed for almost all kinds of apps. Data can be saved in the database, in
local files, or in the cloud and in different formats. For live streaming multimedia-
type apps, the data most likely is limited to network URLs and icons of stream
providers, user preferences, and settings.
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2.9 URLs

When apps come with built-in streaming services such as a preset list of radio
stations, TV channels, and live streaming events, the stream provider names the
URLs and icons needed to be saved or referenced at the URL component. This
enables easy app extensions and changes. For example, if you want to add a new
station to your preset list, then you simply add the new station to the list of existing
stations. There is no need to change other parts of the code.

2.10 User Permissions

For an app to read, write, update, view, or delete data, it must have permission from
the user to do so. Similarly, for an app to have access to Wi-Fi and network, it needs
the user’s permission. The request for these permissions needs to be included in the
app’s code for the app to operate.

2.11 Other Components

There are other components live streaming apps might require. For example, apps
might need to handle which app has audio focus when more than one app plays
audio to the same output device. Here, the audio focus is not considered. This is
because some systems, e.g., Android, have a built-in solution for the audio focus
[1], meaning, when a second app requests audio, the currently running one pauses
playing or lowers its volume to give the second one audio focus.

3 Framework Class Structure

In Fig. 1, all the framework components are put together, and the class diagram,
i.e., the framework architecture, has been created. The class diagram shows the
components and the dependency between model components. When not identified,
the cardinality relationship between components is one-to-one, and the relationship
type is an association.
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Fig. 1 Framework for live streaming multimedia content

4 Framework Implementation

Using the generic framework, we developed a live streaming app for Android
devices using URL. The app groups one’s favorite online radio stations and plays
them on the user’s devices. It is similar to Spotify but on a smaller scale (that is
probably all you need; just your favorite station and not all the stations that come
with Spotify).

The app acts not only as an instance of the framework and validator but is also
useful for two reasons. First, all your favorite radio stations will be grouped in one
place, and hence, you can play and easily switch from one station to another without
any hassle. Second, it is an app that turns your device into radio and lets you listen
to live streaming stations from anywhere in the world and any setting. For example,
if you connect your phone with an audio cable or Bluetooth to the media player in
your car, you can readily livestream your favorite online radio channels and listen
to them with multiple speakers.
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Fig. 2 App interface

In implementing the framework, we use Android Service and MediaPlayer
components to play live streaming radio stations using URLs. We also use Broad-
castReceiver as a communication channel between the service running in the
background and the app interface, i.e., the MainActivity. Users start the app from
the main screen which gets the radio URL from the URLlist class and starts the
MediaPlayer. The current app is a refactored and extended version of our previous
work presented at [1]. The new features are described in Sect. 4.1.

Below, we describe the app components, implementations, and steps needed
to develop such apps. We discuss the functionality and the trade-offs using
different components and approaches. We also present the class structure, i.e., the
architecture, of the app. The app interface is presented in Fig. 2.
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Fig. 3 App new features highlighted

4.1 App New Features

To validate the framework, we have refactored and extended our live streaming app
presented in [1]. In this section, we elaborate shortly on the three new features added
to the current version of the app. First, in the current version, users can delete any
listed radio station. This is done by pressing and holding on an item in the list for a
short period and confirming the delete by pressing the ok button on the popup dialog
box. Second, users can add new stations to the list. This is done by pressing on the
link button at the bottom of the screen and following the wizard which prompts
users to enter the station name, link, and icon in sequence. This feature enables
users to create a customized list of stations. Lastly, users can populate the list with
predefined embedded stations when using the app for the first time or reset the list at
any time by pressing the reset button. Figure 3 shows both the link and reset buttons
at the bottom of the app.

4.2 Main Activity

The app’s user interface and background service setup are all done at the MainAc-
tivity class. MainActivity can communicate with the background service to start and
stop the MediaPlayer and listens to the message broadcast from the service, i.e., it
maintains a reference to the service, makes calls on the service just as any other
class, and can directly access members and methods of the service.
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4.3 Service

Service [5, 6] is an app component that performs long-running tasks in the
background with no graphical user interface. Once service starts, it can continue
to run even if the original application is ended, or the user moves to a different
app. Whether service runs continuously is platform and service setup dependent.
We run service indefinitely until explicitly stopped and restart it if the Android
system terminates it for any reason. Service is the right choice to use when an
activity does not interact with the user, i.e., is not the forefront activity. Service
can be private or public. When private, it is usable only by the app it belongs
to; however, when it is public, it is usable by apps other than the app it belongs
to, i.e., another app component can start Service using a call to the API. In
the current app, the MainActivity component starts service with the method call
startForegroundService() followed by calling startforeground(int, Notification) by
the service.

4.4 Message Broadcast Receiver

We use Broadcastreceiver [2] as a communication channel to receive and handle
broadcast messages sent from service by the sendBroadcast(Intent) method. It is
another entry point to the app. The broadcast class does not have a user interface
but can create a status bar notification to alert the user when a broadcast event
occurs. The Android system delivers a broadcast Intent to all interested (registered)
broadcast receivers. Apps can initiate broadcast messages to let other apps know,
for example, that some data has been downloaded to the device and is available to
use.

The BroadcastReceiver needs to be instantiated and registered to process the
broadcasted messages on arrival. The four steps involved in message broadcast and
receive are:

• Create the BroadcastReceiver object.
• Register BroadcastReceiver object to receiving messages.
• Message broadcasting.
• Actions performed upon receiving the broadcasted message.

4.5 Media Player

We use the MediaPlayer [3] class to control the playback of radio streams. Medi-
aPlayer needs to be prepared, started, and ultimately released. The MediaPlayer’s
life cycle shows that the player must first enter the prepared state before playback
can start. There are two ways that the prepared state can be entered:
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1. Synchronous way using the prepare () method
2. Asynchronous way using the prepareAsync () method

The difference between those methods is in what thread they are executed. The
prepare () method runs in the UI (user interface) thread and thus takes a long time. It
will block your UI thread and users might get an ANR (application not responding)
message. The prepareAsync () method, on the other hand, runs in a background
thread, and thus the UI thread is not blocked; however, the MediaPlayer object
might not prepare instantly. Therefore, you want to set onPreparedListener () in
order to know when the MediaPlayer is ready for use. The prepareAsync () method
is generally used for playing live data over streams. This is why the current app uses
the prepareAsync () method. It allows playing without blocking the main thread.

4.6 Power Manager and Wake Lock

If the phone goes into a low-power state, it will prevent apps from running. To
control the power state on device, you need to use power management to [4]:

1. Keep the CPU running
2. Prevent screen dimming or going off
3. Prevent the backlight from turning on

The Android WifiLock [8] class allows an application to keep the Wi-Fi compo-
nent awake. Acquiring a WifiLock will keep the connection on until the app releases
the lock. In the app, we have decided to keep the radio stations running even when
the device screen is off; hence, we acquired the WifiLock.

The radio station names, URLs, and icon links for the preset list of radio stations
are all saved or referenced at this component. This enables easy extensions and
changes. For example, if you change a streaming URL or icon, you only change it
here without the need to change any other parts of the code. Similarly, if you want to
add a new station to your list, you simply add the new station to the list of existing
stations at this component. There is no need to change other parts of the code.

4.7 User Permissions

To run a background service, you need to declare it inside the manifest file. Like the
main method in a Java class, the manifest file is the entry point of the app. The app
activities as well as proper permissions need to be added to the manifest file as well.
Part of the manifest file is shown in Table 1 where the app uses the Internet, wake
lock, and read and write access to the app directory permissions. Upon running the
app, users must grant these permissions for the app to run. The code snippet below
shows these steps for the Android app.
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@Override
public int onStartCommand(Intent intent, int flags, int startId) {
super.onStartCommand(intent, flags, startId);
try {

. . .

player.setOnPreparedListener(this);
player.setDataSource(RadioMainActivity.url);
player.setWakeMode(getApplicationContext(),
PowerManager.PARTIAL_WAKE_LOCK);

. . .

player.prepareAsync();
} catch (IllegalArgumentException e) { . . ..}

return START_STICKY;
}

5 Apps Class Structure

The class structure of the instance app is presented in Fig. 4. Using a reverse
engineering process, the structure is generated from the code using Android Studio
and PlantUML plugin [8]. The diagram reveals that the structure, component, and
relation between components match the framework architecture but have additional
implementation details:

1. The RadioService is a service, i.e., a subclass of the Android service, and
implements both onPrepared and onError listeners.

2. The MainActivity is the app interface and implements the listener interface to
handle user interactions with the app, i.e., the item selected from the list.

3. The power manager, WifiLock, and thread components are inner class members
of the radio service.

4. The relationship between components is revealed as a package.

You may note that the permissions are not shown in the class structure diagram.
This is because they are included in the Android manifest XML file which is not
translated to the class when generating class structure from the code.

6 Conclusion and Future Work

We have presented a preliminary framework for developing custom live streaming
multimedia apps for mobile devices, i.e., we identified the principal characteristics
of mobile live streaming apps and their components, components’ interactions, and
the design decision needed to create such apps. The framework is an app architecture
that can be adapted to create apps that meet specific requirements. To demonstrate
how the generic framework can be used, we presented an app for live streaming
audio for Android devices using URLs. The app acts as an instance of the generic
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Fig. 4 Class diagram for live streaming radios app

framework and validates it. The app is beneficial to both developers and end users.
The paper’s main contributions are (1) the generic framework which can be reused
or adapted when developing live streaming multimedia apps or similar ones and (2)
using new URLs, customizable live streaming apps can be created. Furthermore, the
app’s source code and complete documentation can be used by instructors to teach
various Android topics.

The framework is a preliminary one. More work needs to be done to identify
and describe properties for individual components and cardinalities between com-
ponents. A framework-based app can be created for iPhones as well. We will use the
knowledge gained from the identified feature works to revise the current preliminary
framework and develop a more complete one.
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Change Request Prediction in an
Evolving Legacy System: A Comparison

Lamees Alhazzaa and Anneliese Amschler Andrews

1 Introduction

Software systems provide numerous functionalities and innovative features to
businesses and organizations. With the growing complexity of software systems,
software engineers are pressured to deliver high quality reliable products with
predictable costs of maintenance especially in legacy systems. Legacy systems are
software systems that are vital to an organization, but due to their age they may
have used outdated techniques. Most legacy systems require frequent updates and
maintenance requests in order to cope with changes in business [4].

Software evolution refers to the process of repeatedly updating software sys-
tems including requirement changes or integration of parts during development.
Requirement changes could be an enhancement of features, adaption of systems
for changing hardware or software, or performance improvements [15].

Our motive is to be able to use analytical methods to predict Change Requests
(CRs) in an evolving aerospace legacy system. Analytical methods such as Software
Reliability Growth Models (SRGM) have been used in defect prediction which do
not count system enhancement request.

When dealing with evolving systems Musa et al. [15] suggested three main
approaches to handle changes in predictions: ignoring change, considering change
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by re-estimating a new reliability model after each change-point1 occurrence, and
considering changes by applying failure time adjustment after each change-point
as if changes were considered since the beginning of a software release (further
explanation in Sect. 2).

When applying reliability models to legacy systems, there are issues with the
underlying assumptions of SRGM models. Often, these assumptions are violated
such as assuming that when defects are fixed no new code was added, or assuming
that a given operational profile does not change. This can cause unexpected changes
to the defect rate in a system, additionally this can also affect the quality of the defect
prediction that could add additional cost for system maintenance and evolution.
Stringfellow and Andrews [20] successfully used SRGM models to predict future
defects based on data in a defect database (rather than failures as requested by
SRGMs). They proposed a selection process to find a candidate model of several
models to be used in defect prediction.

This paper contributes in novel ways to use defect prediction methods to help
predict Change Requests (CR) in an evolving legacy system. CRs include both
corrective and perfective requests with more emphasis on enhancements. Therefore,
we address the following research questions:

– RQ1: Can we predict CRs in an evolving legacy system using curve-fitting
approaches?

– RQ2: What curve-fitting approaches can we use in CR predictions during
evolution and change in legacy systems?

– RQ3: How do these approaches compare?

In this paper we use curve-fitting approaches that are based on SRGM methods
to predict future CRs. We use real CR data to compare the prediction accuracy
of three different curve-fitting approaches that consider evolution as explained by
Musa [15]. We incorporate the idea of Time Transformation (TT) into the curve-
fitting approach to demonstrate the use of CR time adjustment when dealing with
evolution. Our results show that TT provide more accurate long-term CR predictions
than the other approaches.

The remainder of the paper is organized as follows: Sect. 2 provides background
on SRGMs in the presence of change-points and available solutions. Section 3
defines our proposed approach, followed by the case study and a discussion of the
results in Sect. 4. Conclusions follow in Sect. 5.
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Table 1 SRGMs

Model Equation Curve shape

Musa
or G-O
[15]

μ(t) = a(1− e(−bt)) a ≥ 0, b > 0 Concave

Delayed
S-shape
[22]

μ(t) = a(1− (1+ bt)e(−bt)) a ≥ 0, b > 0 S-shaped

Gompertz
[7]

μ(t) = a(b(ct )) a ≥ 0, 1 > b > 0, c > 0 S-shaped

Modified
Gom-
pertz
[12]

μ(t) = d + a(b(ct )) a ≥ 0, 1 > b > 0, c > 0, d > 0 S-shaped

Yamada
expo-
nential
[23]

μ(t) = a(1− e(−bc((1−e(−dt))))) a ≥ 0, 1 > b > 0, c > 0, d > 0 Concave

2 Background

2.1 Software Reliability Growth Models with Change-Points

SRGM are statistical interpolations of defect detection data by mathematical func-
tions [21]. They are used to predict future defect rates within a software development
release. Some of the first software reliability models are the Musa model [15], the
delayed S-shaped model [22], the Gompertz model [7], and the Yamada exponential
model [23]. In our work we use these four models in addition to a modified version
of the Gompertz model called Modified Gompertz [12]. Table 1 contains a summary.
Each model gives an equation for μ(t) which expresses the expected number of
failures by time t . The time variable t may be in units of days, weeks, months, etc.
The problem with SRGMs is that they do not account for changes in the defect
rate. When a change-point occurs, a change in the selected model is required. A
change-point is defined as “the point at which the fault detection/introduction rate is
changed.” [11]. Changes in a legacy system may occur due to corrective or perfective
measures or enhancements. Change-points are estimated using several methods and
techniques such as control charts [8, 24], likelihood ratio tests [6, 10, 25], or looking
into the number of lines of codes added, deleted, or modified around the time of the
change [1].

When dealing with evolving systems, Musa et al. [15] and Lyu [13] highlighted
three main approaches to handle system evolution:

1Change-point is a term used to refer to the change in the defect rate of a software release due to
evolution.
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1. Ignore change, by performing continual re-estimation of parameters when the
current model fails to provide acceptable defect prediction. This approach is used
when the total number and volume of changes is small.

2. Apply changes in the model after a change-point by dividing the defect dataset
into stages. When a change occurs the dataset after the change is considered a
separate dataset where reliability modeling is performed separately. This method
considers each stage as an independent component.

3. Apply failure times adjustment. It is most appropriately used when a software is
rapidly changing and if it cannot be divided into separate stages.

Each of these approaches has its own pros and cons and they might perform in
some systems and databases better than others. These methods are demonstrated
and applied later in this paper in Sects. 3 and 4.

2.2 Modeling Approach

We can divide modeling approaches into analytical approaches and curve-fit
approaches when using SRGM. Analytical approaches derive a solution analytically
by providing assumptions regarding failures, failure repair, and software use and
then developing a model based on these assumptions. Curve-fit approaches select a
model based on the best curve-fit with few or no assumptions. Curve-fit approaches
rely entirely on empirical curve-fitting using one or more types of functions.
Both approaches are seen in the literature for software reliability. One of the
major contributions for curve-fitting approaches is an empirical study performed by
Stringfellow and Andrews [20]. They performed a curve-fitting approach on defect
data. This method was not concerned with evolving systems though and no change-
points were considered. Chi et al. [5] proposed a multi-stage model that segregates
release times based on change-points.

2.3 Defect Prediction vs. Change Request Prediction

On a mapping study of software reliability growth models that consider evolution,
by Alhazzaa and Andrews [2], literature shows many studies are concerned with
defect prediction and using defect data in evolving software systems. The existing
studies do not use databases of Change Requests (CR) which include defects
and maintenance requests although many modern software engineering databases
contain them.

In addition, many studies focus on finding solutions in terms of Goodness-Of-Fit
(GOF). The predictive ability for the proposed solutions is measured for short-term
predictions, i.e., one or two time units into the future. Rana et al. [18] and Park et al.
[17] highlighted the issue of limited long-term prediction in research. Andrews et
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al. [3] used a month-by-month interval to evaluate prediction capabilities for future
incident prediction for a help desk rather than CR prediction for software. Since
longer-term prediction is a major concern in this work, we will try to adopt this
method.

3 Approach

We are looking into three curve-fitting approaches to predict CRs when change-
points exist. According to Musa et al. [15] there are three approaches to deal with
change, explained in detail in Sect. 2. We demonstrate the first approach, Approach
1, which ignores changes in CR rate Sect. 3.1. Then we show how Approach 2 deals
with changes using the multi-stage method in Sect. 3.2. Finally, Approach 3 deals
with change by adjusting CR time using Time Transformation (TT) in Sect. 3.3. Our
purpose is to find the approach that provides the most accurate predictions with the
least amount of under-predicted values. Under-prediction is risky for management,
when more CRs occur than they predicted. We describe three curve-fit approaches
for SRGM estimation. We will then use these three approaches in our case study for
CR prediction and compare their predictive ability.

3.1 Approach 1: Curve-Fitting Approach

This approach uses a cumulative number of CRs over a time period to find a fitted
model among several SRGM candidates. When a model is selected it is then used
to predict CRs for the remainder of the release. This process was first proposed
by Stringfellow and Andrews [20] to predict defects. Based on this approach we
use the SRGM in Table 1 to select a model that best fits the cumulative number of
CRs. When parameters of a model are estimated, it is evaluated according to the
following: The GOF should be of R2 and should be greater than or equal 0.90. The
prediction stability where the estimated value for a week should be within 10% of
the estimated value for the previous week. The prediction ability by checking the
relative error in RelativeError = (estimated − actual/actual).2

To apply the curve-fitting method to our system we use the process shown in
(a) in Fig. 1. After collecting cumulative CRs each week t , the curve-fit program
estimates model parameters by attempting to fit the model to the data. If a fit
cannot be performed, due to the model not being appropriate for the data or due
to insufficient data, then the model is rejected. A sufficient number of data points

2Relative error value is calculated using the absolute value of an error over the actual value. In our
case we need to keep track of negative values, therefore we calculated the relative error with the
real error value instead.
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are determined subjectively. Most curve-fitting tools require at least five data points
for the tool to start estimating model parameters and fitting them to the existing data.
Some managers might decide that a lower accuracy prediction with a small data set
is better than no prediction.

(a) (b)

Fig. 1 Model selection and CR estimation using Approach 1 vs. Approach 3. (a) Model selection
and CR estimation using Approach 1. (b) Model selection and CR estimation using Approach 3
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If a model's predictions for expected number of total CRs are lower than the
actual number of CRs already found and have been consistently so in prior weeks,
the model chosen is inappropriate for the data and should not be used in future
weeks. If used, it would under-estimate the number of remaining CRs and give a
false sense of security. If there is at least one stable model, then the model with the
highest R2 value is chosen for CR prediction.

This approach does not take into consideration the existence of change-points,
which can affect the quality of the predictions. Changes in a software system can
change the rate of CRs occurring which affects estimation of future CRs.

3.2 Approach 2: Multi-Stage Approach

The multi-stage approach was applied by Chi et al. [5] to a defect database.
Although the effectiveness of the predictions has not been discussed thoroughly
in their work, we find the solution to be interesting to apply to our CR data in order
to avoid poor predictions when change-points occur.

For the multi-stage approach we use the same curve-fitting approach in Sect. 3.1
after each change-point, i.e., if a model is selected to perform predictions and a
change-point occurs, we are required to fit a new model. After each change-point,
we use the curve-fitting approach in Fig. 1a to estimate a new model as if the data
after change was in a separate release. This method assumes that a dataset is divided
into stages. Each stage has its own fitted model for CR prediction. Change-points
were estimated using number of lines of code described in [1].

Let S be a dataset of the cumulative number of CRs in a release over time. This
dataset has a number of change-points n. Change-points divide the dataset into n+1
stages, where each stage is referred to as si , and 1 ≤ i ≤ n + 1 . A change-point
exists at time Ti , where the total number of CRs for the ith stage is Ci . For each
stage si , a reliability model is selected μi(t). When a change-point is found at time
Ti , a new model is estimated for the next stage. Model μi+1(t) will be then used
starting at si+1 for CR prediction. The process repeats for each stage until the end
of the release.

This method overcomes the issues of selecting a single model in the curve-
fitting method in Sect. 3.1 [20]. A disadvantage of this method is that it does not
consider each stage as a part of a whole release. This might affect the accuracy of
CR predictions. When stages are short, there may not be enough data to select a
model and determine parameters according to the selection criteria in Fig. 1a.
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Fig. 2 Multi-stage model
transformation

C1

C2

µ1(t)

T1 T2

µ2(t)
µ (t)

3.3 Approach 3: Multi-Stage Approach with Time
Transformation

Time Transformation (TT) is a time adjustment method. It overcomes the issue with
the multi-stage approach presented in Sect. 3.2 of discarding data from a release
prior a change-point. The idea of TT was introduced by Musa et al. [14, 15]. It
transforms the defect times after a change to account for code changes as if they
existed from the beginning of the release. According to Musa and Iannino “The key
principle in developing an adjustment procedure is to modify the failure intervals
to the values they would have had for a stable program in its final configuration
with complete inspection” [14]. The problem in evolution in cumulative CRs is that
when a significant amount of code is changed, the rate of cumulative CR growth
changes. In the multi-stage method proposed by Chi et al. [5], we would discard
any CR data before the change and we would start all over again after a change-
point as if it was a separate release. Approach 3 accounts for the whole release.
Before a change-point, the growth rate of cumulative number of CR is different than
the growth rate afterwards. TT calculates a model using the new transformed time,
which is calculated using the cumulative CR rate using the parameters of the model
before the change-point and the parameters of the model after the change. Typically
adding a significant amount of code should increase the CR rate.

When the idea of time transformation was proposed by Musa et al. in [14, 15]
it was proposed on an analytical model using the same model type before and
after change. We plan to build a heterogeneous curve-fit approach that can use a
combination of different models to provide the current TT model. In addition, Musa
et al. [14, 15] used the model on failure data; we use TT on CR database which is
different than failure database.

To explain the process shown in Fig. 1b. The approach starts similar to Approach
1, with the addition of TT after a change-point is detected. When a model is selected
after a change-point, TT is performed and new parameters are determined for the
new model before using it for CR prediction.

Our goal is to transform μi(t) to μ(t) , where μ(t) is the curve after TT, see
Fig. 2. Let μi(t) be the model selected initially using the curve-fitting approach. At
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Ti changes in code are applied and the CR detection rate changes. Ti is the change-
point for stage si , where i is the number of change-points in the release, 1 ≤ i ≤ n,
and n is the total number of stages.

– s1 represents the stage before the first change-point T1.
– s2 represents the stage after the first change-point T1 and before the second

change-point T2.
– s(n+1) represents the last stage after the last change-point.

To perform TT on μi(t) to produce the model μ(t) we calculate transformation
time t∗ for each time unit j in the timeline, 1 ≤ j ≤ m, m being the total number
of weeks in the software release. For each stage let Ci represent the total number of
cumulative CRs in stage i that occurred at time Ti . Stage 1 has C1 cumulative CRs
which were found by week T1, while stage 2 has C2 − C1 cumulative CRs which
were found in weeks T1 + 1 to T2.

To perform TT on the data up to T2, let μ1(t) be the model selected until T1 and
let μ2(t) be the model selected after the first change-point according to Approach 2.
We need to transform the time according to μ1(t) and derive a transformed version
of μ2(t), to obtain the model μ(t). Let

μ1(t) = λ(t) (1)

μ2(t) = α(t) (2)

We calculate translated time for CRs before the change t̂j for μ2(t). We assign
μ2(t) to μ1(t) to get the value of the translated time

t̂j = α−1(λ(tj )) (3)

We then calculate the expected amount of time τ it would have taken to detect
C1 CRs if the new code was part of the original code. By assigning

C1 = μ2(τ ) (4)

C1 = α(τ) (5)

τ = α−1(C1) (6)

To calculate translated time for CRs observed after the insertion of the new code, we
start by asking the question how much time is required for the new model to observe
C1 CRs? Then all CR times between T1 and T2 are transformed using the equation
below:

t∗ = t̂ − (T1 − τ) (7)
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The value of τ is less than T1. For times t > T1, the transformed data consist of the
observed CR counts at the translated times. Finally, the new curve μ(t) is calculated
using the new, transformed data.

4 Case Study

4.1 Case Study Settings

For the subject system specification, we use data from a release of an aerospace
system. It is a legacy system that has been in use for three decades. It has over
1.2 million of lines of code, with most of the code written in C, C++, Java, and
scripted code. There are over 850 components in 23 subsystems. The subject system
evolved over time. Maintenance included corrective maintenance, adaptations (e.g.,
to a new hardware), perfective maintenance (e.g., performance improvements), and
enhancements with new functionality. Enhancements happen within a single release
due to contract obligations. Hence the database accounts for Change Requests (CR).
This is very different than a database of failures or defects. In this case we predict
a combination of defects and enhancement requests. Each CR has a submission
date, the completion date, and the number of hours recorded for CR resolution.
LOC added, LOC deleted, LOC modified, and LOC auto-generated for resolving
the CRs are recorded as well. In addition, information about the priority of the CR,
the functional area where the CR occurs is in the system and the type of the request,
i.e. if it is a discrepancy or an enhancement.

Data of this study is collected “after the fact,” i.e., it is an ex post facto research.
The data were taken from a CR database of an operational release of an aerospace
legacy system. Each CR is written to report a problem and is recorded in a
CR tracking system (ClearQuest). We grouped data on a weekly basis and then
numbered each week. The weeks started from the 34th week of 2008 until the 15th
week of 2016. The total number of weeks is 398 weeks, where a total of 211 CRs
were found by the end of the release, see Fig. 3. For this release three change-points

Fig. 3 Cumulative number
of CRs in the software release
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were identified on weeks 247, 265, and 345 according to a previous paper proposed
by Alhazzaa and Andrews [1].

IBM SPSS Statistics package [9] is the main software we used to estimate
parameters and curve-fit different models. We also used an open source curve-fitting
online tool called MyCurveF it [16].

4.2 Results

Applying the Curve-Fit Approach We apply curve-fitting according to Approach
1 to the CR database of the case study using the MyCurveF it tool. Table 2 shows
the weeks where models started fitting data. In week 140, the number of actual CRs
is 5. The G-O model estimated only 3 CRs and the R2 value is only 0.66, which
is beneath our threshold, so this model is rejected at this stage. The Delayed S-
shaped model estimates only 4 CRs and the R2 value is only 0.5. The Gompertz
model estimates 4 CRs and the R2 value is 0.81. The Yamada model estimates
3 CRs and the R2 value is 0.65. And finally the Modified Gompertz estimates 5
CRs which is equal to the actual number of CRs but the R2 value is only 0.86
which is less than 0.9. The process proceeds to collect data for another week, 141.
It rejects all the models as well according to their low R2 values, which means
that more data is collected until week 145. By week 145 the Modified Gompertz
model is selected due to its R2 value meets the minimum threshold requirement 0.9,
the number of estimated CRs is equal to the number of actual CRs, and prediction
stability is within range since the estimated value for week 145 is within 10% of the
value of the previous week. By selecting the Modified Gompertz model we then use
it to predict CR in future weeks. Notice that some of the R2 values gradually change
due to gradually adding additional data points. The CR predictions throughout all
the stages is shown in Table 6 and it will be further explained in Sect. 4.3.

Applying the Multi-Stage Method Curve-Fit Approach for Change-Points
Using this method, we use the same curve-fitting method we used in Sect. 3.2 to
predict CRs for the first stage. We refer to the period before the existence of any
change-points as “Stage 1.” When a change-point exists, we start estimating a new
curve after the change and the new curve is used then for CR prediction in the future.
This method considers the time period after change as “Stage 2.” This applies for
multiple change-points, and each time a change-point occurs a new stage is declared.
Using the multi-stage method Modified Gompertz is selected for Stage 1 according
to Table 2. In week 243, a change in the CR rate occurs. We apply the curve-fitting
method for the new stage starting from week 243 we collect data. The minimum
number of data points we need to collect to start fitting using our curve-fitting tool
is 5 data points. Therefore, we start our first curve-fitting in week 247. In week 247,
the Gompertz model has an R2 value of 0.94 and an estimated value of 48 which
matches the actual value, see Table 3. We use this model for CR predictions from
this point forward until a change occurs.
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Table 3 Full re-estimation using SRGM and the GOF value for stage 2

G-O Delayed S-shaped Gompertz Yamada Modified Gompertz

Week No. of

No. CRs Est. R2 Est. R2 Est. R2 Est. R2 Est. R2

247 48 47 0.44 47 0.74 48 0.94 N/A N/A 47 0.57

After the second change-point on week 246 a Modified Gompertz model is
selected and finally by week 275 using the same approach, see Table 4. After the
third change-point in week 357, the R2 value of both the Gompertz model and
Modified Gompertz model is within the acceptable threshold. But these models are
rejected due to having the estimated value less than the actual value of cumulative
number of CRs. By week 359 all three conditions for selecting a model hold for both
Gompertz and modified Gompertz. For this stage the Gompertz model is selected
since the d value of the modified Gompetz is equal to zero which makes it a
Gompertz model, see Table 5.

Applying the Multi-Stage Method Curve-Fit Approach with Time Transfor-
mation for Change-Points This approach starts like the previous curve-fitting
approach until a change-point occurs. Then a new curve-fitting is performed to select
a new model for the CR data after change. When the new model is selected Time
Transformation is performed to adjust the parameters of the final model. After the
first change-point, a Gompertz model was selected in a way similar to the multi-
stage approach in Sect. 4.2. Time transformation is then applied to the parameters
of the Gompertz model to adjust the parameter of the Gompertz model. The new
Gompetz model has an R2 value of 0.94, so it is used to perform predictions of
CRs. Likewise after the change-point in week 264, Time transformation is applied
to the Modified Gompertz to have GOF of R2 of 0.97. Finally after the third change-
point the Gompertz model used after Time Transformation has an R2 of 0.93. The
resulting model is then used for CR prediction.

4.3 Comparing Predictive Ability

We compare the number of cumulative CRs for every month for a period of 6
months after a model was selected. Approach 1 does not consider change-points
[20], Approach 2 starts curve-fitting at each change-point [5], and Approach 3 uses
TT at each change-point. In every stage, after model selection, the model is then
used for longer-term (6 months) CR prediction. We show the results in Tables 6, 7
and 8. They are structured as follows: The first column of the table shows the last
week before prediction. We used week 145 where the model was estimated for the
first stage and the weeks after are the weeks where estimation stopped for each of
the stages. The second column represents the number of CRs of that specific week.
The next column gives the number of predicted CRs after each month, for up to
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6 months, i.e., (+1 mo.) means predictions after the first month and (+2 mo.) is
after 2 months. The last columns record the relative error value. When the relative
error equals zero that means that the predicted number of CRs matches the actual
number of CRs. When it is negative, it means that the predicted number of CRs is
less than the actual number of CRs, which indicates that the model under-predicted
the number of CRs and is rejected.

In Table 6 the first row shows week 145, which is the week where the Modified
Gompertz model was selected as a model to provide CR predictions. The first
2 months have a relative error of zero, which means predictions are accurate.
Afterwards, the relative error ranges from (−0.13) to (0.11). We then test the
predictions of the model after each change-point for 6 months ahead. We find that
the range of the relative error varies and can reach a value of 7.64, which is very
high compared to the other approaches.

In Table 7, we show the relative error before the first change-point in week 145,
which is the same for Approach 1, since no changes in model selection have been
made yet. Week 247 is the week where a model was selected for the second stage
and prediction started. The model has a relative error value of 0.04. The relative
error in the following months ranges from (−0.05 to −0.26). As we get further
in time, the relative error increases, showing less accurate predictions. After week
275, relative error is 0.8 after 1 month and 0.34 for a 6 month prediction. Finally
after the last change-point, the relative error starts with 0.03 after one month to 0.17
after 6 months. In Table 7 we see that the predictions in general have low relative
error values compared to Approach 1, especially when performing predictions after
change-points. This represents an improvement over Approach 1 results. Table 8
shows the predictions and relative errors after performing TT. We also found that the
relative error is relatively low compared to Approach 1 as well. In comparison with
Approach 2, TT improves the relative error values. In week 247, the relative error
value after 2 months is zero rather than the negative error value if Approach 2 had
been applied. We then noticed a decrease of relative error values for every month,
which makes this method an improvement in terms of finding better predicted
values. Looking into the predictions after week 275 and week 359 all show an
improvement of relative error values. We highlighted the relative error values of
the monthly prediction in Table 7 in comparison with the relative error in Table 8.
The approach that provides higher relative error value among the two approaches,
Approach 2 and Approach 3, is highlighted in red and the approach with the lower
relative error is highlighted in green. We excluded Approach 1 from this comparison
because the relative error values are higher than the other two approaches.

We then revisited our research questions stated in the introduction. RQ1: Can we
predict CRs in an evolving legacy system using curve-fitting approaches? From our
case study we find that we can use curve-fitting defect prediction approaches in CR
prediction. The results are promising in predicting CR similar to predicting defects.

RQ2: What curve-fitting approaches can we use in CR predictions during
evolution and change in legacy systems?
Musa et al. [15] provided general guidelines on how to deal with evolution. We
considered those guidelines together with adapting them. Stringfellow and Andrews
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[20] curve-fitting method that was successful in defect prediction by enhancing it
to consider change-points. Chi et al. [5] provided a case study that used a multi-
staged method that would re-estimate a new model after each change-point. Musa
et al. [14, 15] proposed the idea of considering change-points and transforming the
model times to consider the whole release. We found that the curve-fitting method
provides prediction with low error.

RQ3: How do these approaches compare? When change-points are ignored, CR
prediction error increases dramatically as shown in Table 6. Dividing the release
into stages and applying the curve-fitting approach provides more accurate results
and lower error especially after change-points. The issue with this method is that it
discards old data and starts modeling over with new data points. This gives fewer
data points to use in curve-fitting, which affects the quality and reliability of the
results. Adding a TT step to the existing curve-fitting approach accounts for all the
data in the release, and uses curves before and after change to find a third curve
that accounts for change as if it had existed from the beginning of the release.
By comparing the TT method to the multi-stage curve-fitting method in Tables 7
and 8, we find that the relative error is smaller when TT is applied in all the months
except for the third month after week 247 where the multi-stage method provides
less relative error. In general we find relative error values are more likely to stabilize
or decreases over time when multi-stage or TT approaches are applied compared to
the first approach. We also find that the TT approach is superior to the multi-stage
approach in providing lower relative error values.

In trying to find what is the best solution, there is no straightforward answer. Each
approach is suitable for a specific type of data. If a release has minimal changes that
do not affect the CR rate, then Approach 1 would be a suitable approach. When
evolution exists the choice is between Approach 2 and Approach 3. Approach 2
provides a simple solution that re-estimates models as required. This is beneficial
if at each stage there are enough data points to perform the curve-fitting. It is
not recommended to use when change-points are frequent. The problem with this
approach is that under-estimation of CRs is likely to occur due to over-fitting. In
addition, sometimes a model is selected early in a particular stage based on very few
data points. This could lead the curve-fitting tool to settle on a model that poorly
predicts future CRs. Approach 3, using TT overcomes the issues in Approach 2.
After a change-point, when a model is selected, TT includes data from the beginning
of the release to estimate the new model parameters and this overcomes the risk of
curve-fitting with too little data. TT also reduces the risk of over-fitting models and
causing under-estimation. In CR prediction, a model that frequently under-estimates
CRs is not desirable and introduces the risk of management not being prepared for
the number of CRs in the future. So we find that TT is a good fit in an evolving
release to provide both short-term and longer-term CR prediction. In industry there
are many systems that evolve during a release for a variety of reasons, our aerospace
system is one of them.
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4.4 Validity Threats

We follow the guidelines by Runeson et al. [19] in defining our validity threats. An
external validity threat is concerned with the generalization of our results. Although
we used our method on an evolving system we do not claim that it will produce
similar outcomes for other software systems. Our data was collected by a third party
which means the researchers have less control over the quality of the data, which is
a threat to internal validity. Construct validity refers to the relation between theory
and observation. We observed that some models fit data better than others. This may
be affected by the number of data points used for model estimation and selection.
Although we do not claim that there is a linear relationship between the amount of
data and the accuracy of prediction but if the size of data used is too small we may
be at risk of selecting a model that does not predict very well.

5 Conclusion and Future Work

In this case study, we investigate the use of three different curve-fitting approaches
that have been used in defect prediction for predicting Change Requests (CR)
instead. We tested their ability to predict future CRs using a CR database of an
evolving aerospace legacy system. We then compared the predictive ability of each
of the curve-fitting approaches in an effort to find the approach with the most
accurate prediction of CRs. The predictions were performed monthly for up to 6
months after a model was selected. We applied the first approach [20], curve-fitting
approach that does not account for change-points. The predictions showed a low
relative error at first, but as soon as the release evolved, the predicted number of CRs
was much higher than the actual number of CRs. The second approach applied was
a multi-stage approach that segments the dataset whenever a change-point is found.
The multi-stage model based on the work presented by Chi et al. [5] had proven to
give lower relative error in the predicted values but many times the values are under-
estimated. Under-estimation of the number of CRs puts an organization at risk for
not being prepared for the volume of CRs. Finally, the use of Time Transformation
(TT) first proposed by Musa et al. [14, 15] along with the curve-fit approach has
shown predictions with lower error rate than both of the other approaches and
with fewer under-predicted values. The idea of TT has not been widely used in
literature. In fact it was demonstrated only with analytical, homogeneous models.
The assumptions upon which these models are based on are not met when CRs
are considered. For industrial change databases that contain CRs for both defects
and enhancements, curve-fit methods are more realistic since they only select an
appropriate model according to the given dataset without the assumptions made
by analytic models. As future work we plan to extend our case study and compare
results among multiple releases. This would show the generalizability of our results.
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Using Clients to Support Extract Class
Refactoring

Musaad Alzahrani

1 Introduction

Software systems that have a long lifetime (e.g., enterprise systems) usually undergo
evolutionary changes in order to remain useful due to various reasons including
changes to business rules, user requirements, hardware, and platforms. Unfortu-
nately, most of the programmers who are responsible for making these changes in
a system modify the source code of that system rapidly without considering the
resultant effects on the design of the system. As a result, the design quality of
the system deteriorates; and the system becomes very difficult to understand and
change.

One of the most common design issues in object-oriented systems is having a
class with many responsibilities. During the maintenance and evolution activities
of a system, new responsibilities may need to be added to the system. Due to time
limits, software developers usually feel that it is not necessary to create a separate
class for a new responsibility and that responsibility can be added to one of the
existing classes [1]. After several cycles of maintenance and evolution, some classes
in the system will end up having many responsibilities which will increase the
maintenance cost of the system because a class with many responsibilities requires
more effort and time to understand and maintain. In addition, a class with many
responsibilities has many reasons to change because each responsibility the class
has is an axis of change [2]. Such a class needs to be refactored in order to improve
its understandability and maintainability. The refactoring technique that is usually
applied to overcome this issue is called Extract Class refactoring. It refers to the
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Fig. 1 The class Circle and its clients

process of splitting a class that has many responsibilities into a set of smaller classes,
each of which has one responsibility and one reason to change [1].

Manually performing the process of the Extract Class refactoring costs much
time and effort. Thus, several approaches (e.g., [3–5]) have been introduced in the
literature to automate and support the Extract Class refactoring. These approaches
conduct the Extract Class refactoring based on factors internal to the class to be
refactored such as structural and semantic dependency between the methods of
the class. However, this internal view of the class is inadequate in many cases
to automatically determine the responsibilities of the class and to determine the
potential reasons that can cause changes to the class. For instance, consider the class
Circle shown in Fig. 1. The class has four attributes and nine methods. In addition,
the class has two client classes: GeometryApp and GraphicsApp. We refer to
these two classes as clients of the class Circle because they use methods in the class
(see Sect. 3). The class GeometryApp performs some computational geometry.
Thus, it uses the methods that provide geometric computations (e.g., area() ) in
the class Circle but never uses the methods that provide drawing services (e.g.,
draw()). The other client class (i.e., Graphics) uses the methods that provide
drawing features in the class Circle because it draws shapes on screen including
circles.

It is obvious that the class Circle has two responsibilities: one responsibility is to
perform computational geometry and the other responsibility is to perform drawings
on the screen. These two responsibilities may increase the cost and effort of future
changes of the class Circle. Assume that the client class Graphics exerts a change
on the method setColor(Color) in the class Circle. This change may affect the
client class Geometry because it depends on the class Circle. Therefore, the class
Geometry may need to be recompiled and retested even though it never uses the
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Fig. 2 The class Circle in Fig. 1 is split into two classes: Circle and GeometricCircle

method setColor(Color). In order to address this issue, we need to perform the
Extract Class refactoring by splitting these two responsibilities into two separate
classes as shown in Fig. 2. Existing approaches of the Extract Class refactoring may
fail to suggest the refactoring solution shown in Fig. 2 because they perform the
Extract Class refactoring based on structural and semantic relationships between
the methods of the class. The structural relationships between methods in these
approaches are measured based on the shared attributes between the methods, and
the semantic relationships are measured based on the common vocabularies in
the documents (i.e., identifiers and comments) of the methods. Thus, most of the
methods of the class Circle are (to some degree) structurally and semantically
related to one another because they likely share attributes and vocabularies (e.g.,
radius).

To overcome the above issue, this study proposes a novel approach that performs
the Extract Class refactoring based on the similarities in terms of clients between
the methods of the class in question. The proposed approach identifies the different
responsibilities of a class based on the usage of its methods by its clients. The
intuition behind this is that if there are different sets of methods in the class that
are used by different sets of clients, then the class has different responsibilities from
the perspective of its clients [6–8].

The proposed approach could be potentially more beneficial than the traditional
refactoring techniques that consider only the internal view of the class when
performing the extract class refactoring because it also supports the Interface
Segregation Principle (ISP). ISP is an important object-oriented design principle that
states “no client should be forced to depend on methods it does not use” [2]. Our
proposed approach is not meant to replace the existing approaches of the Extract
Class refactoring but to complement them because considering the structural and
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semantic relationships between the methods of class can be useful in many cases of
the Extract Class refactoring.

The rest of the chapter is organized as follows. In Sect. 2, we present and discuss
the related work. Section 3 presents the proposed approach. Section 4 gives the
conclusion and future work.

2 Related Work

Several approaches have been introduced in the literature to try to support and
automate the Extract Class refactoring. In the following, we discuss and summarize
the approaches that are mostly relevant to our approach.

Fokaefs et al. [3] proposed an approach for the Extract Class refactoring which
employs an agglomerative clustering algorithm based on the Jaccard distance
between the methods of the class to be refactored. Structural similarity between
two methods of the class is used to calculate the Jaccard distance between the two
methods. The higher the Jaccard distance between the two methods is, the more
probability the two methods will be in the same cluster. The resulting clusters
represent the Extract Class opportunities that can be identified in the class to be
refactored.

Bavota et al. [4] introduced an approach that splits the class to be refactored
into two classes with higher cohesion than the original class-based structural and
semantic similarities between the methods of the class. The class is represented as
a weighted graph where the nodes of the graph represent the methods of the class
and the weighted edges of the graph represent the degree of structural and semantic
similarities between the methods of the class. The approach uses the Max-Flow
Min-Cut algorithm [9] to split the weighed graph representing the original class
into two weighted subgraphs representing the two classes that can be extracted from
the original class.

In [5], Bavota et al. introduced another approach that can automatically decom-
pose the class to be refactored into two classes or more. The class is represented as
a weighted graph in a similar manner of their previous approach. Instead of using
the Max-Flow Min-Cut algorithm, they used a two-step clustering algorithm that
removes the edges of the graph that have light weights to split the graph into a set
of subgraphs representing the classes that can be extracted from the original class.

Previous approaches of the Extract Class refactoring consider only factors
internal to the class to be refactored. These approaches may potentially fail in many
cases to identify the ideal Extract Class refactoring opportunities in the class. In this
chapter, we introduce a new approach that automatically performs the Extract Class
refactoring considering factors external to the class.
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3 Extract Class Refactoring Based on Clients

In this section, we first present a set of basic definitions. In addition, we present
the proposed approach for the Extract Class refactoring. Furthermore, we present an
example to show how our approach can be applied.

3.1 Definitions

Definition 1 (Classes) S = {c1, c2, . . . , cn} is the set of classes that composes an
object-oriented system.

Definition 2 (Methods of a Class) Let c ∈ S. Then, M(c) = {m1,m2, . . . , mk} is
the set of methods implemented in the class c.

Definition 3 (Clients of a Method) Let c ∈ S, and m ∈ M(c). Then,
Client (m) ={c′ ∈ S − {c} | ∃m′ ∈ M(c′) and m′ invokes or may, because of
polymorphism, invoke m} is the set of clients of m.

Definition 4 (Degree of Client-Based Similarity Between Two Methods) Let
c ∈ S and mi,mj ∈ M(c). Then, the degree of client-based similarity between
the method mi and the method mj is defined by

Simclients(mi,mj ) =
{ |Client (mi)∩Client (mj )|
|Client (mi)∪Client (mj )| if |Client (mi) ∪ Client (mj )| > 0,

0 otherwise

Definition 5 (Degree of Client-Based Similarity Between a Method and a Set of
Methods) Let c ∈ S, m ∈ M(c), SM ⊂ M(c) and m /∈ SM . Then, the degree of
client-based similarity between the method m and the set of methods SM is defined
by

SimMethodWithSetclients(m, SM) =
⎧
⎨

⎩

∑

x∈SM

Simclients (m,x)

|SM| if |SM| > 0,

0 otherwise

3.2 The Proposed Approach for Extracting Classes

The main steps of our approach are shown in Fig. 3. Given a class to be refactored,
we first extract the methods of the class. Then, we determine the clients of each
method using Definition 3. Once we have the clients of each method in the class,
we compute the degree of client-based similarity between each pair methods in the
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Fig. 3 The main steps of our approach
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Algorithm 1: ExtractClassRefactoring(M(c), T hreshold, k × k matrix)
Input: 1) M(c): the set of methods of the class c to be refactored. 2) T hreshold: a threshold

value. 3) k × k matrix: holds Simclients between each pair of methods in the class
where k is the number of methods in the class

Output: a clutter F of subsets of M(c) such that each subset represents a class can be
extracted from c

begin
F = { };
while |M(c)| > 1 do

find the pair of methods mi,mj ∈ M(c) with highest Simclients (mi,mj ) such that
i = j ;
if Simclients (mi,mj ) < T hreshold then

break;
else

add mi,mj to a new Subset ;
remove mi,mj from M(c);
while |M(c)| > 0 do

find the method mk ∈ M(c) with highest
SimMethodWithSetclients (mk, Subset)

if SimMethodWithSetclients (mk, Subset) > T hreshold then
add mk to Subset ;
remove mk from M(c);

else
break;

end
end
add Subset to F ;

end
while |M(c)| > 0 do

add each remaining method mr in M(c) to a new Subset ;
add Subset to F ;
remove mr from M(c);

end
end
return F

end

class using Definition 4 and store the results in k × k matrix, where k is the number
of methods in the class. The entry [i][j ] of the k × k matrix holds the degree of
client-based similarity between the method mi and the method mj .

Algorithm 1 is next applied. The algorithm takes as an input the set of methods
of the class to be refactored, the k × k matrix that holds the degree of client-based
similarity between each pair of methods, and a threshold value. The algorithm
returns as an output a clutter (i.e., family) of subsets of the input set of methods.
The algorithm classifies the input set of methods into different subsets of methods
based on the client-based similarities between the methods. The input threshold
value is used to determine if a method to be classified is added to an existing subset
of methods or added to a new subset. Therefore, if the threshold value is high and
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Algorithm 2: mergeSmallClasses(F,minNumMethods, k × k matrix)
Input: 1) F : the output of Algorithm 1 which may include small subsets of methods. 2)

minNumMethods: the minimum number of methods that each extracted class can
have 3) k × k matrix: holds Simclients between each pair of methods in the original
class where k is the number of methods in the class

Output: F after merging small subsets
begin

for X ∈ F do
if |x| < minNumMethods then

find Y ∈ F −X that has the highest average of client-based similarities
between its pairs of methods;
add the elements of X to Y ;
remove X from F ;

end
end
return F

end

the client-based similarities between the methods of the class to be refactored are
generally low, each method will probably be added to a different subset, which
means that each extracted class will have only one method. To overcome this issue,
the median of the non-zero client-based similarities of all pairs of methods in the
class can be chosen as a threshold value.

Finally, Algorithm 2 is applied to avoid the extraction of classes that have a small
number of methods (e.g., one method). The algorithm takes as an input the clutter
F resulting from Algorithm 1, the minimum number of methods that each extracted
class can have, and the k × k matrix that holds the degree of client-based similarity
between each pair of methods. The algorithm returns as an output a clutter of subsets
such that each subset has a number of methods that is equal to or more than the input
minimum number of methods. Algorithm 2 merges any subset X ∈ F that has less
number of methods than the input minimum number of methods with the subset
Y ∈ F − X that has the highest average of the client-based similarities between
pairs of methods in the subset. Each subset in the output of Algorithm 2 represents
a candidate class that can be extracted from the class to be refactored.

3.3 Example of Application

We present here an example to show how the proposed approach can be applied. Let
class c1 be the class to be refactored. Let M(c1) = {m1,m2,m3, m4,m5,m6,m7}.
Let the clients of each method in c1 be the following:

• Client (m1) = {c2, c3},
• Client (m2) = {c2, c3, c4},
• Client (m3) = {c3, c4},
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Fig. 4 The client-based
similarity between each pair
of methods in the class c1

• Client (m4) = {c5, c6, c7},
• Client (m5) = {c7, c8},
• Client (m6) = {c7, c8, c9},
• Client (m7) = {c8, c9}.

Given the above sets, we can compute the client-based similarity between each
pair of methods of class c1 using Definition 4. The matrix shown in Fig. 4 holds the
client-based similarity between each pair of methods of class c1. The entry [i][j ] of
the matrix holds the value of Simclients(mi,mj ) .

Algorithm 1 is applied next to perform the Extract Class refactoring on the class
c1. The algorithm takes three inputs: M(c1), a T hreshold value, and the matrix
shown in Fig. 4. We set the value of T hreshold to 0.5, which is the median of the
values in the matrix in Fig. 4 excluding the zero values and the main diagonal of the
matrix. The output of Algorithm 1 is the following clutter of subsets:

F = {{m1,m2,m3}, {m4}, {m5,m6,m7}}.

Each subset represents a class that can be extracted from c1.
Algorithm 2 can be applied next to avoid extracting classes with a small number

of methods. The algorithm takes three inputs: the clutter F (i.e., the output of
Algorithm 1), minNumMethods, which is a chosen value for the minimum number
of methods that each extracted class can have, and the matrix shown in Fig. 4.
In this example, we set minNumMethods = 2. The following is the output of
Algorithm 2:

F = {{m1,m2,m3}, {m4,m5,m6,m7}}.
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The output of Algorithm 2 shows that the subset {m4} is merged with the subset
{m5,m6,m7}. Thus, two classes are suggested to be extracted from the original
class c1 in our example. The first extracted class has the following set of methods:
{m1,m2,m3}, and the second extracted class has the following set of methods:
{m4,m5,m6,m7}.

4 Conclusion and Future Work

This chapter introduced a novel approach that performs the Extract Class refactor-
ing. The proposed approach uses the clients of the class to identify classes that can
be extracted from the class. The application of the proposed approach was illustrated
in the chapter.

In the future work, we plan to conduct a large empirical study that quantitatively
analyzes the relationships between a number of approaches for the Extract Class
refactoring (including the approach proposed in this chapter) and real cases of
Extract Class refactoring for the purpose of identifying the factors that can be used
to better identify and separate the different responsibilities of a class.
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Analyzing Technical Debt of a CRM
Application by Categorizing Ambiguous
Issue Statements

Yasemin Doğancı, Özden Özcan-Top, and Altan Koçyiğit

1 Introduction

Today, most of the vendors delivering software solutions are in a constant com-
petition. Accordingly, the development and implementation efforts are tried to be
kept quick, and solutions are delivered rapidly. Technical debt is an outcome of
making poor decisions or choosing easier or quicker paths in software development
for fast code delivery. Although it may be possible to save time and effort in the short
term by this kind of rapidness, introducing technical debt in the product adversely
affects the delivered software’s quality [1]. Accordingly, in the long term, such
technical debt requires more time and effort in terms of maintenance and refactoring.
To quantify the degradation in the overall software quality in time, measuring the
technical debt using different metrics is crucial.

In the literature, there are studies which compare different technical debt
identification methods [2–5], case studies that compare technical debt management
in different companies [6–9], research that summarizes the evolution of technical
debt [1], and suggestions for ontology of technical debt terms [10].

Although the technical debt concept is widely applicable to any software
development project, there is a limited understanding of the causes and effects of
it on development efforts in enterprise-level software. Enterprise software definition
covers customizable platforms such as enterprise resource planning (ERP), human
resources management (HRM), and customer relationship management (CRM). It
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is crucial to investigate and identify technical debt in these systems as the success
in business highly depends on effective usage of these systems in a well-organized
way. Accordingly, the quality of such systems contributes to the overall quality of
business processes. Hence, in this study, we specifically focused on technical debt
in a CRM platform (i.e., Salesforce1).

CRM platforms provide a streamlined way of managing businesses by improving
collaborative work, presenting easy-to-use features such as reporting tools, and
therefore elevating success in businesses [11]. These improvements – either on
products or services – are often delivered by software companies that are specialized
in platform-based solutions or in-house teams who are responsible for understanding
the requirements of business users and building solutions.

According to Suryanarayana et al., “Awareness is the first step toward managing
technical debt” [12]. If awareness is high within a project team, then managing
technical debt would be easier, by identifying the causes or impacts of the debt.

In this study, we performed a research on identification of the technical debt on
the Salesforce platform by using 300 anonymous issue definitions. For technical
debt categorization, we used three different categorization methods [10, 13, 14] that
provide increasing levels of detail. We think that this categorization would help
increasing “awareness” among software development teams in CRM platforms.

The issue definitions used in this study were retrieved from an independent soft-
ware vendor (ISV) (i.e., OrgConfessions2) which provides unbiased confessions of
consultants, administrators, and developers from different Salesforce organizations
anonymously.

The main research questions of this study are formulated as follows:

1. To what extent we can identify the causes of technical debt based on ambiguous
issue statements?

2. How do different technical debt categorization or identification methods help in
analyzing the causes of technical debt in a customer relationship management
(CRM) platform?

In Sect. 2, we provide a brief background information regarding the technical
debt concept and introduce three different technical debt categorization approaches
used in this study. We also pointed out related work in Sect. 2. The research
methodology comprising data collection and the analysis are presented in Sect. 3.
Section 4 presents the validation of the categorization process. Section 5 discusses
the technical debt categorization results and Sect. 6 concludes the study.

1Salesforce.com
2OrgConfessions

https://www.salesforce.com/
https://elements.cloud/confessions/
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2 Background

2.1 Technical Debt

The term “technical debt” was created as a metaphor by Ward Cunningham [15], to
describe all the code defects, and design architectural mistakes made by developers,
and to summarize them to “nontechnical” people in software projects. Technical
debt occurs when an instantaneous action adds value to the software but leads to
undesirable consequences. In other words, taking shortcuts during analysis, design,
implementation, testing, or even documentation phases of a project might end up in
more effort and time spent on the tasks in order to resolve a defect or to enhance the
quality of the end product.

Several technical debt identification methods are suggested by researchers in the
literature, and comparisons of these different methods are made since Cunningham’s
introduction [2–5, 10, 13, 14]. Among these, we selected (i) Steve McConnell’s
[13], (ii) Martin Fowler’s [14], and (iii) Alves et al.’s [10] approach for technical
debt categorization. We ordered these three approaches as follows according to the
increasing level of granularity of their descriptions and applied them to our context
in this order.

Level 1 The first level of technical debt identification can be performed on the
“intention” level as suggested by Steve McConnell [13]. In particular, each technical
debt can be categorized as “intentional” and “unintentional.” In software projects,
technical debts are usually unintentional, when imperfect solutions are preferred
unconsciously. We discovered that most of the architectural or structural debts fall
into this category, since the consequences of the architectural/design decisions could
usually be observed at later stages of a software development life cycle.

On the other hand, almost all suboptimal solutions preferred to address the needs
of customers or stakeholders intentionally, leading to low product quality alongside.
Such solutions may be developed to solve design or code defects which blocks the
software. Consequences of these actions are mostly known by development teams
at the time of the actions and mostly marked as “to be refactored” in the following
development iterations. Therefore, such cases are considered as intentional technical
debt.

Level 2 The second level of technical debt categorization we used is the “technical
debt quadrant” developed by Martin Fowler [14]. This quadrant classifies the
technical debt based on the intention of the person who creates the debt but in
a more detailed way than McConnell’s classification. The classification quadrant
shown in Table 1 includes both the classification types and the examples for each
classification given by Fowler.
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Table 1 The technical debt quadrant of Fowler [14]

Reckless Prudent

Deliberate We don’t have time for design We must ship now and deal with consequences
Inadvertent What’s layering? Now we know how we should have done it

Below, we provide the explanations of the examples given above:

1. Reckless – Inadvertent: “What’s layering?”. This example refers to the lack of
knowledge on good design practices and capability of practicing them as a team
of developers. This kind of technical debt is the least desirable one and usually
not recognized.

2. Reckless – Deliberate: “We don’t have time for design.” This example may refer
to project planning issues and not meeting deadlines, the state of not affording the
time required to come up with clean solutions. Quick solutions without proper
design, causing long-term defects, are considered mainly in this category.

3. Prudent – Deliberate: “We must ship now and deal with consequences.” This
example refers to meeting certain deadlines with quick and low-quality solutions,
but accepting the debt, where the cost of paying it is recognized.

4. Prudent – Inadvertent: “Now we know how we should have done it.” This
example refers to a state where the code or design had been clean but realizing
that it could have been designed better to meet the requirements. The debts in
this category can be seen as learning opportunities to provide higher quality on
upcoming development cycles or efforts.

Level 3 Aside from the intention and carefulness aspects of technical debt – which
were covered by McConnell’s and Fowler’s approaches, respectively – a more
comprehensive taxonomy was formed by Alves et al. [10]. They defined an ontology
for the “nature” of the debt, by considering the activities of the development process
where the debt occurs. They identified 13 different technical debt types which were
correlated with the activity of the development process execution:

• Architecture debt
• Build debt
• Code debt
• Defect debt
• Design debt
• Documentation debt
• Infrastructure debt
• People debt
• Process debt
• Requirement debt
• Service debt
• Test automation debt
• Test debt
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This third-level categorization creates the deepest level of understanding on iden-
tifying technical debt as the nature of the debt is considered in the categorization.

2.2 Related Work on Technical Debt Analysis
on Enterprise-Level Solutions

Although the technical debt concept has been extensively studied in the literature,
there are few studies in relation to analysis of technical debt for enterprise software
systems. Klinger et al. analyzed the technical debt by conducting interviews with
technical architects related to enterprise-level solutions and made recommendations
for organizations to manage technical debt with enterprise-level circumstances [9].
Another study in this area is on managing technical debt using an option-based
approach for cloud-based solutions, where each option’s ability to clear technical
debt is analyzed [8]. There is also a study which focuses on the dependencies
between client and vendor maintenance activities in enterprise-level software
systems and empirically quantifying “the negative impact of technical debt on
enterprise system reliability” [3]. The difference of our study is that we are also
focusing on analyzing technical debt for enterprise software, but we base our
analysis on unbiased and ambiguous issue statements of project stakeholders for
a CRM platform.

2.3 Salesforce.com

Salesforce is a customer relationship management (CRM) solution that brings com-
panies and customers together for improving marketing, sales, and services through
connected products by understanding the needs and concerns of customers [16].
Salesforce is provided as a platform-as-a-service cloud solution. Being a cloud-
based solution, the Salesforce platform offers basics of CRM solutions in terms
of standard tools and processes, and also offers numerous ways of customization
for its users, such as creation of custom objects and processes, as well as providing
an online marketplace called AppExchange for Salesforce apps, components, and
services [17].

Over 150,000 companies, across every industry, are supporting their business
processes with Salesforce [18]. The increasing number of companies and therefore
the subscribers are creating a large community of businesspeople, developers,
administrators, and partners. In this community, independent software vendors
(ISVs) build their solutions and publish them on AppExchange. Consulting partners
build customizations based on the business requirements of their customers on this
platform. Effective communication between all parties is very important in the
software delivery life cycle of the Salesforce platform. The platform has its own

http://salesforce.com
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customizable processes, programming language, standard features, and technical
jargon that facilitate customizations and collaboration across different stakeholders.
These customization approaches make the Salesforce platform prone to technical
debt.

3 Research Methodology

The research methodology employed in this study consists of six main phases: (i)
review and selection of the technical debt categorization methods (summarized in
Sect. 2); (ii) specification of the data repository used in this research which provides
unbiased data regarding the issues encountered in software development (OrgCon-
fessions); (iii) collecting issue data from OrgConfessions; (iv) categorization of the
issues according to each technical debt categorization method; (v) validation of the
categorization; and the (vi) analysis of the results.

Details of these phases are given below:

(i) Specification and analysis stages of different technical debt categorization
methods published in the literature were summarized in Sect. 2.

(ii) We based our study on issue statements published as anonymous confessions
by an independent software vendor (OrgConfessions). These issue statements
are written by developers, administrators, consultants, and users working on
the Salesforce platform.

(iii) As of writing this paper, there are currently more than 700 entries published.
The entries are not always written in-detail, and the confessors are usually
using an informal voice. Moreover, they used the domain knowledge to express
the issues succinctly. Hence, many of the confessions are ambiguous and
cannot be categorized without knowing the context and the nature of the
pertinent implementation. Therefore, the total number of entries analyzed
in this study is lower than the total number of entries published, covering
approximately the 40% of the total.

(iv) Technical debt categorization was carried out by a certified Salesforce platform
developer, having more than 2 years of experience in product development and
consultancy in the platform.

The categorization process mainly included analysis of the issue definitions on
OrgConfessions and determination of relevant technical debt categories based on
three categorization approaches for each entry. These technical debt categorizations
were briefly described in Sect. 2.

At the first level of detail, the entries are evaluated from the intention aspect to see
whether the developers foresaw the consequences when they made an inappropriate
decision (intentionally) or not (unintentionally). Example confessions for these
categories are as follows:
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• “People refuse to do changes anywhere but in production, since there “is no real
test data” (confession #231) ➔ Intentional

• “We installed a managed package that added a currency field onto every standard
AND custom object.” (confession #129) ➔ Unintentional

For the second level of categorization, the intentions of the decision-maker
who eventually caused the debt were the criteria on evaluating the entries. These
intentions are found by using the “technical debt quadrant” introduced by Fowler.
Each category in the quadrant can be identified as Reckless (R), Prudent (P),
Inadvertent (I), and Deliberate (D). The union of these categories constitutes the
technical debt quadrant. The example entries falling in each quadrant section are as
follows:

• “Users doing a Trailhead course and started installing apps in our prod org vs
their own playground.” (confession #201) ➔ Reckless-Inadvertent

• “35 users logging in with shared username/password that had System Admin
access.” (confession #198) ➔ Reckless-Deliberate

• “Validation rule to stop one spammer (hardcoded email address) from creating
email-to-case.” (confession #349) ➔ Prudent-Deliberate

• “Invited to new Chatter group called “ISV-ABC.” We all ignored it because
it looked like a test. ABC actually stands for a territory: AMER – BUILD –
CENTRAL.” (confession #307) ➔ Prudent-Inadvertent

The categorization at the third level was performed by considering the software
development process during which the debt injected. This evaluation is based on
Alves et al.’s [10] 13 different categories. A sample set of confessions for these
categories are as follows:

• “40 lookup fields on the Product object.” (confession #74) ➔ Design
• “Request for a multi-select picklist with 98 values. When advised this was not

the best practice and to rethink the need, they came back with a request for a
picklist with 78 values.” (confession #84) ➔People

• “Sandbox not updated 10 years.” (confession #164) ➔ Process
• “Multiple fields with same label.” (confession #147) ➔Documentation
• “Hard-coded user names in Apex classes.” (confession #39) ➔Code

The validation (v) and analysis phases (vi) are discussed in Sects. 4 and 5,
respectively.

4 Validation Process

As mentioned above, one of the authors of this research, who works as a developer
in a company developing new applications used in the Salesforce platform, has
performed the technical debt categorization process. To validate the categorizations
chosen by her, three different sets of 15 confessions were independently evaluated
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Table 2 Matching entries for each level of categorization

Categorization level Number of matching entries Percentage of matching entries

1 41/45 91%
2 35/45 77%
3 34/45 75%

by five experts who also work at the same Salesforce consultant team with
the author. Four of these experts work as software developers, whereas one of
them works as a tester/quality assurance specialist. These experts have varying
experiences in both software development and the Salesforce platform. Hence, in
order to minimize the effect of validator experience on analysis, we employed cross
validation. To this end, for example, the experts with less than 1 year of experience
on the Salesforce platform but having nearly 10 years of experience in software
development and those having around 2 years of experience both in Salesforce and
software development evaluated the same set of confessions.

Before the evaluations, a short textual description for the technical debt
approaches and categories was provided to the experts. Forty-five entries were
chosen randomly from the set of categorized entries (confessions). This refers
to validation of the 15% of the categorizations given by the researcher. As the
confessions are vaguely stated, the experts’ categorizations were not always
consistent. For this reason, we employed the majority voting method in deciding on
the correct technical debt categories for each categorization level. The categories
found by the researcher were compared with the ones found by validators, and in
the case of a tie, the researcher’s categorization was assumed to be valid.

In the validation phase of this study, the focus was also on understanding whether
different roles or experiences in software development or the Salesforce platform
influenced the categorization process. Table 2 shows that most of the Salesforce
experts were in consensus in categorization of the confessions (91% at Level 1,
77% at Level 2, and 75% at Level 3). However, due to ambiguities in the issue
statements, and the existence of non-mutually exclusive categories (e.g., Design
and Architecture) in technical debt categorization at Level 3, we concluded that the
categorization levels can be revised to consider the ambiguous or unknown sourced
debt issues.

As can be seen in Table 2 out of validated 45 entries, the percentage of matching
entries are decreasing with increasing level of categorization. This shows that when
the technical debt categories’ granularity increases, the consistency of the decisions
made in categorization decreases.

One reason for this decrease at Level 3 is that there is no clear distinction
among the categories of this level. For example, in some cases, a debt categorized
as “Design” could go under “Architecture” or “Code” or even “Requirement”
categories as well.

Another cause of this decrease is the ambiguities in issue definitions. Since the
actual process in the software development life cycle where the debt had been intro-
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duced was unknown to researchers and the group of validators, making decisions at
Level 3 was more difficult than the other two technical debt categorization levels.

5 Results and Discussion

The categorization of 300 confessions was performed as described in Sect. 3, and
the results are summarized in Table 3.

Table 3 shows that, out of 300 entries analyzed, most of the issues are classified
as Intentional at Level 1 and as Reckless-Deliberate at Level 2.

Mapping of the categories at Level 1 and Level 2 as shown in Table 4 revealed
that most of the Intentional type technical debt corresponds to Reckless-Deliberate
type debt according to Level 2 categorization, and most of the Unintentional type
technical debt corresponds to the Reckless-Inadvertent type debt at Level 2.

As it can be seen in Table 3, Design and People type categories are the most
frequent ones at Level 3. Hence, in Tables 5 and 6, we present a breakdown of
the Design and People category confessions for Level 1 and Level 2. As shown
in Table 5, most of the Design type technical debt are categorized as Intentional
(113) and Reckless-Deliberate (103). On the other hand, most of the People type
technical debt are categorized as Intentional (27) and Reckless-Deliberate (25) as

Table 3 Number of entries
in each technical debt
category

Level Technical debt type Number of entries

1 Intentional 219
Unintentional 81

2 Reckless-Deliberate 202
Reckless-Inadvertent 66
Prudent-Deliberate 11
Prudent-Inadvertent 21

3 Design 138
People 51
Process 41
Documentation 24
Code 16
Test 13
Requirement 5
Infrastructure 5
Service 4
Architecture 3

Table 4 Mapping of Level 1
and Level 2 categories

Level 2
R.D R.I P.I P.D

Level 1 Intentional 200 6 2 11 219
Unintentional 2 60 19 0 81
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Table 5 Total number of entries in Level 1 vs Level 2 categorization when Level 3 category is
Design

Detailed results for Level 3 = Design Level 2
R.D R.I P.I P.D

Level 1 Intentional 103 3 2 5 113
Unintentional 1 19 5 0 25

Table 6 Total number of entries in Level 1 vs Level 2 categorization when Level 3 category is
People

Detailed results for Level 3 = People Level 2
R.D R.I P.I P.D

Level 1 Intentional 25 1 0 1 27
Unintentional 0 19 5 0 24

well. Additionally, the second frequent category for the People technical debt was
Unintentional and Reckless-Inadvertent. Hence, we can say that most of the People
type technical debt can also be classified as a Reckless technical debt.

When we analyzed the number of entries categorized at these three different
levels, we observed that the first two levels of technical debt categorization are
strongly correlated to each other. The most likely cause of this correlation is that
the intention aspect is also covered by the Level 2 categorization defined by Fowler
in the technical debt quadrant. Fowler states that “ . . . the moment you realize
what the design should have been, you also realize that you have an inadvertent
debt,” pointing out that the correlation we mentioned between Level 1 and Level 2
categorizations is valid. By nature, the Unintentional debt cannot be known until the
moment it is realized, and Fowler’s statement supports that. This also explains the
same case for the Inadvertent debt category.

Below, we discuss the causes of the most frequently observed Level 3 technical
debt types – the “Design,” “People,” and “Process” from a CRM perspective.

The “Design” type technical debt in the Salesforce platform can be attributed to
requirements errors as well. It is not possible to distinguish design and requirement
type errors due to ambiguity in issue definitions. Therefore, a design issue may also
suggest an inefficiency in requirement elicitation and specification processes (such
as requirements are not well defined or analyzed enough for a specific business
need which leads to incorrect solutions in the Salesforce platform). Some of the
design issues may be related to replicating an already existing third-party package
or features in the Salesforce platform which ends up with a redundant development.
Similarly, instead of using built-in components which already exist in the Salesforce
platform, introducing new custom-made components or solutions that satisfy the
same set of requirements is classified as “Design” debt.

We observed that the “People” type technical debt category is strongly related
to faults caused by human errors and lack of user training. The technical debt
introduced in this category is also linked to communication errors or lack of
communication. People working on the Salesforce platform with different roles are
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implicitly or explicitly mentioned in the confessions. The following are the entries
for representing the different roles causing the “People” type technical debt at
Level 3:

• “We can’t move to Lightning because our Dev Team refuses to learn JavaScript
to write the Lightning components we need.” (confession #114) ➔ The role of
the person mentioned in this confession is Developer

• “10-year-old Org. Admin didn’t know how to customize nav bar. So they went
in for each user and customized their tabs.” (confession #186) ➔ The role of the
person mentioned in this confession is Administrator

• “All managers insist on having a password that never expires.” (confession #216)
➔ The role of the person mentioned in this confession is Businesspeople

We think that the technical debt linked to “Process” type is strongly related to the
methodology followed in the development and delivery processes. Process-related
debts are indicators of not following the software development best practices [19]
accepted by the Salesforce community (i.e., not using the suggested deployment
connections for deployment purposes).

In the light of these evaluations, answers to the research questions introduced in
Sect. 1 are as follows:

R.Q.1: To what extent we can identify the causes of technical debt based on
ambiguous issue statements?

We applied three different levels of categorization with varying degrees of gran-
ularity to evaluate technical debt in a CRM platform. The intentions, the
carefulness, and the software development aspects involved in introducing debts
have been identified based on ambiguous issue statements. The intentions and
the carefulness of the technical debt introducers can be distinguished effectively
with the use of the first two levels of categorization. When there is ambiguity in
the issue definitions, high-level categories having lower granularity bring more
precise results in the technical debt categorization process compared to more
granular categorizations.

In more detailed categorizations, such as the Level 3 classification employed
in this paper, determining the correct technical debt category becomes more
challenging due to ambiguity in issue definitions. Moreover, there may also be
issues corresponding to multiple technical debt categories. Therefore, a more
granular classification would be needed to ensure flexibility in assigning multiple
debt categories to same issue definitions.

R.Q.2: How do different technical debt categorization or identification methods help
on analyzing the causes of technical debt in a customer relationship management
(CRM) platform?

Three different categorization levels that we employed help tremendously in
analyzing the debt. The first two levels summarize the intentions and the behavior
in terms of carefulness of people and organizations, which is helpful in detecting
the debt in terms of the company’s culture. The third level of categorization is
helpful in the identification and the causes of technical debt in a more detailed
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manner, since it gives a lower level understanding of the debt, in terms of where
it was introduced in the first place. In order to make it more useful, we need more
clear distinctions between categories, and we should consider multiple categories
for each issue especially when we deal with ambiguous issue definitions.

In line with these answers, we made the following inferences that may be useful for
further research on technical debt categorization in CRM products:

• When the ambiguity of the issue statements is high, multiple levels of
categorization would be useful to analyze technical debt from different
perspectives.

• It was understood that the intentions of the decision-makers in software
delivery processes are very important in analyzing the technical debt incurred
when delivering and maintaining software, especially for the debts introduced
in the “Design” stage of the project/product.

• The most beneficial and clear technical debt categorization could be per-
formed by the people who were involved in the customization and develop-
ment of the Salesforce platform.

• Each technical debt may be related to one or more issues involving several
different development activities or aspects. Hence, we may consider multiple
categories for each issue rather than mapping each issue to just one category.

6 Conclusion

In this study, we investigated the technical debt in the Salesforce platform based
on anonymous confessions from different Salesforce organizations by different
consultants, developers, and administrators. These anonymous confessions were
also ambiguous as the confessors failed to provide any kind of background
information for the issues and referred to very specific implementation details in
relation to the Salesforce platform. However, the value of using these ambiguous –
but potentially unbiased – issue definitions is an important aspect of this study.

We investigated the effectiveness of different technical debt categorization
approaches proposed in the literature. In particular, we defined three increasingly
detailed levels of categorization. We observed that such a multi-granular approach
may be useful to analyze the technical debt from different points of view.

According to our analyses, the first two levels of categorization are strongly
correlated and can be unified in a single level. There is also a need to define each
category in the CRM context for the third level of categorization which offers the
higher granularity. It may also be possible to bring new levels of categories to
cover different aspects of software development. Moreover, it may be necessary
to customize categories to better support development in different domains.
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Applying DevOps for Distributed Agile
Development: A Case Study

Asif Qumer Gill and Devesh Maheshwari

1 Introduction

Agile approaches have fundamentally changed the way organizations develop
and deploy software [1]. Agile approaches focus on iterative development and
continuous improvement [2]. Agile development team aims to incrementally deliver
the working software to operations team [3]. The operations team is then responsible
for putting the software into the production environment. Despite the recent
success with agile development, operations at large still work in isolation and
slow compared to agile development teams [4]. Being agile in development, and
not agile in operations, is one of the major concerns of agile teams. Lack of
alignment and synchronization between the development and operations could lead
to the problem of slow release and longer time to market of software solutions [5].
Isolated and slow operations in traditional settings could be collectively seen as a
bottleneck in the overall value stream of software delivery [6]. In order to address
this important concern, an alternative and integrated DevOps (development and
operations) approach is emerging and getting vast attention from software-intensive
organizations [7].

DevOps seems to be an interesting approach. However, its adoption in distributed
agile software development is a challenging task [8–10]. This paper aims to address
this important concern and presents a case study of DevOps adoption in distributed
agile development environment. This study provides interesting insights and key
success factors of DevOps adoption such as (1) small teams, (2) trust, (3) active
communication and collaboration culture, (4) shared product vision and roadmap,
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(5) continuous feedback and learning culture, and (6) appreciation and excellent
senior management support.

This chapter is organized as follows. Firstly, it describes the DevOps concepts.
Secondly, it presents the DevOps case study results. Finally, it presents the
discussion and conclusion.

2 DevOps

DevOps is defined as “a set of practices intended to reduce the time between
committing a change to a system and the change being placed into normal
production, while ensuring high quality” [6, 11]. The integrated DevOps brings
together both the development and operations teams and seems to address the
bottleneck of slow releases of software into production environment [12, 13]. The
integration of DevOps is not a straightforward task and poses several technical and
nontechnical challenges [14]. This paper presents a case study of DevOps adoption
in an Australian software-intensive organization (ABC – coded name due to privacy
concerns) for the distributed agile development and deployment of a real-time high-
performance gaming platform. The experiences and learnings from this case study
will help the readers to understand the DevOps process, its implementation, and key
learnings.

3 DevOps Case Study

The ABC is an ASX listed entertainment organization. It offers gaming software
solutions in Australia. Its vision is to create entertainment experiences where the
passion, thrills, and enjoyment of the Australian way of life come alive. It is one
of the world’s largest publicly listed gaming firms. It runs multiple gaming brands
and has the ability to handle huge amount of daily real-time transactions (over a
million) on a high-performance platform, and their digital capability allows them to
deliver the same at the fast pace by using an agile approach. It has a flat organization
structure, which is augmented by continuous feedback and learning culture.

3.1 Analytical Lens

ABC has been using DevOps in their distributed agile environment for more than
3 years. ABC DevOps case has been analyzed and reported by using the “Iteration”
management capability layer (see Fig. 1) from the adaptive enterprise project
management (AEPM) capability reference model [15]. The AEPM capability
reference model specifies the services for adaptive or agile portfolio, program,
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project, release, and iteration management layers. DevOps is one of the services
embedded in the bottom “Iteration” layer of the APEM; hence, it has been deemed
appropriate and used here as an analytical lens to systematically analyze the ABC
DevOps case.

An iteration is a short time-boxed increment of a software. Iteration has
embedded services, which are organized into three parts: pre-iteration, iteration
implementation, and post-iteration implementation. Iteration team employs practice
and tools to realize these services. Pre-iteration services include adaptive iteration
planning, analysis, and architecture for the upcoming iteration. Iteration implemen-
tation refers to the integrated development and operations (DevOps) of current
iteration in hand. It also involves automated testing and continuous deployment
(CD) services [16]. The CD also includes continuous integration services (CI)
[17]. The deployment covers the deployments in development, test, staging, and
production environments. Code is design, which emerges as the DevOps progresses
in small increments. However, design service can be used to document the technical
design, if required. Heuristics refers to continuous learning or adaptation through
iterative feedback and reviews.

3.2 Iteration Management

ABC is using an agile release cycle, which involves the development of prioritized
product features in 2-week increments. Release cycle includes inception stage,
which includes release planning, vision, and scope. Release cycle spans multiple
iterations that frequently release working software increments into production.
The ABC release cycle has been analyzed and detailed below using the iteration
management capability layer items (see Fig. 1).
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Fig. 1 AEPM – showing iteration management layer. (Adapted from [15])
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Fig. 2 APEM – ABC iterative cycle

Iteration Team

ABC has 70+ IT team members working on the gaming platform, which are orga-
nized into small geographically distributed feature teams. These teams are located
across Sydney, Melbourne, and Brisbane. Each feature team size ranges from six
to nine people. These teams are supported by three DevOps engineers. DevOps
engineers create standard scripts, lay out foundation for execution, and guide teams
to move in the right direction. It is important to note here that development teams
take ownership to the larger extent to deliver features including DevOps tasks.
DevOps engineers mainly facilitate the feature teams to smoothly deploy product
increments into production environment. Feature teams continuously deploy code
in test environment. However, the code is deployed into production twice in a week.
Hence, teams delivering features take the ownership and responsibility of taking the
code through to production and support it (Fig. 2).

Pre-Iteration

The iteration cycle of ABC has iteration 0, which is called the initiation stage.
Iteration 0 is also a pre-iteration for next iteration (iteration 1). It means that iteration
1 planning, user stories, and architecture (story prioritization and elaboration) are
detailed in iteration zero (0). Similarly, iteration 2 planning, user stories, and
architecture are detailed in pre-iteration 1. This enables the team to have the user
stories ready (analyzed, planned, and architected) before the start of next iteration.
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Iteration Implementation (DevOps)

The bulk of the work is done during iteration implementation. Product increment
user stories are implemented by the distributed agile teams using automated DevOps
practices and tools. Development is done by using the Microservices Architecture
style, in which application is decomposed into small independent fine-grained
services in contrast to traditional coarse-grained service [18]. The application
Microservices are deployed in the cloud (Amazon Web Services), which is also
integrated with the ABC company infrastructure. Automated testing, functional and
nonfunctional, is built into the DevOps process. The development team develops
the code and automated tests, which are required to complete the user stories.
Any new scenario identified by the team during the iteration implementation is
also estimated and prioritized and, if required, is incorporated into the current or
upcoming iterations. Code is a design. However, additional technical design, if
required, is also done as a part of the user story implementation. The artifacts, other
than the code, are captured on the source control wiki for information management
and sharing.

Code is frequently checked into the version control system and is also peer
reviewed. Once code has been peer reviewed and automated build on CI server
is passed, it is merged into the mainline repository. Once the code is checked into
the version control, the automated tests are run by the CI server again to verify that
the change has not had any adverse impacts on the rest of the solution. This is to
ensure the quality and integrity of the solution. There is a high level of automated
test coverage. It is made sure that the relevant acceptance criteria have met and
execution of the exploratory tests is done for any edge cases. Any identified issues
are captured as comments in the story tracking tool for a given story and are fixed
straight away by the person who developed the story, and then rechecked by the
person verifying the story. It is the mindset of the team that all issues or defects
have high priority and need to be fixed as early as possible. This is done to avoid the
possibility of hanging over issues and technical debt.

In a nutshell, user stories cannot be deployed or considered “complete” until they
are tested as a part of the automated test suite. User stories, acceptance tests, and
defects are captured and tracked using the agile tool, which is called Mingle. The
CD employs CI to ensure that the code base is always in a deployable state and
that regression defects have not been inadvertently introduced. The CI is enabled
using the “GO” CI integration server [19], which is responsible for deployment
orchestration. It is also supported by the GitHub repository [20] for version
control for both code and test scripts. Confluence (wiki) [21] is used for capturing
supporting information that is not recorded in Mingle or GitHub. Ansible is used
for preparing configuration [22]. Further, active communication and collaboration
among distributed agile teams are enabled using the HipChat communication tool.
Each user has their own login, every change is recorded showing who made the
change, and for each check in, the associated Pivotal Tracker ID is referenced.
Figure 3 summarizes the DevOps value stream.
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The CD of the overall DevOps process involves deployments in five different
target environments: local development, shared development, testing, preproduc-
tion, and production environments. Local developments are done on the stand-alone
machine or laptop. Shared development environment involves one or more compo-
nents. Testing environment is for functional testing such as UAT. Preproduction is a
production-like environment for performance testing and related bug fixing. Finally,
production is a customer facing environment, which is duly monitored, operated,
and supported by the DevOps team. Deployment pipeline can be traced from GitHub
to Base AMI (Amazon Machine Instance) to Web AMI to Web Deployment (see
example in Fig. 4).
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Fig. 5 Automated production checks

One of the goals of the DevOps is to make available the working solution into
production environment as quickly as possible. However, the quality of the deployed
code or solution is very important from target stakeholders’ perspectives. Therefore,
ABC DevOps implements the additional automated production checks (see example
in Fig. 5). It involves automated sanity test, which runs every few minutes and sends
alert alarm on mobile to check any customer impact due to a deployment. These
checks have been divided into 5 minutes and hourly checks based on their criticality
and execution time.

Each iteration involves at least two showcases, one for technical understanding
to internal team and one is for business external to customer. This enables the
team to quickly identify and address any technical and business requirements-
related concerns during the iteration. In addition to product owner, customer care
team is also involved during the business showcase. Further, in order to keep the
distributed agile feature teams aligned and synchronized, ABC maintains a card
wall or portfolio of features (shared vision) and roadmap organized into the next
3, 6, 9, and 12 months. This helps the distributed feature teams to understand the
holistic picture (shared vision and roadmap) while working on their local features.

Post-Iteration Implementation (Heuristics)

Post-iteration heuristics involves iteration retrospective. In addition to traditional
retrospective, it also involves process self-assessment. The secondary process
owners run regular self-assessments to ensure conformance to the mandates and
records identified by the team. This is achieved by sighting the content in the nom-
inated repositories against the self-assessment checklist. The quality manager, on
a periodical basis, reviews the completed self-assessments and raise Improvement
Tickets for any noncompliance issues that cannot be justified.
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Table 1 DevOps case study analysis results summary

Iteration Services Practices Tools Key team roles

Pre-iteration Planning
Analysis
Architecture

Planning
Prioritization
User story
elaboration

Mingle
Confluence (wiki)
HipChat

Development
team
Iteration manager
Product owner
SME
UXD

Iteration
implementa-
tion

Design
DevOps
Testing
Deployment

Technical design
Automated
testing
CD
CI
Code peer review
Change handling
Technical
showcase
Business
showcase

Mingle
Confluence (wiki)
GO
GitHub
Ansible
HipChat

Development
team
DevOps engineer
Iteration manager
Product owner
SME
UXD
Customer care
team

Post-iteration
implementa-
tion

Heuristics Retrospective
Improvement
tickets

Mingle
Self-assessment
checklist

Development
team
DevOps engineer
Iteration manager
Quality manager
Product owner
SME
UXD

The ABC organization’s DevOps case study analysis results summary is pre-
sented in Table 1. It is clear from the analysis that ABC has a well-established
DevOps environment within the overall distributed agile development. We also
learned that APEM reference model elements provided us with a structured
mechanism or checklist to systematically analyze the DevOps case study and ensure
that the important points are not overlooked.

4 Discussion and Conclusion

Setting up with smaller and trusted features teams to deliver features gave the
ABC organization the flexibility to try out various mechanisms and technologies
for delivering software. Active communication and collaboration culture and shared
product vision and roadmap helped the ABC distributed agile teams to stay align
and synchronized. Further, continuous feedback, learning, appreciation, and senior
management support helped the teams to stay motivated to successfully implement
the DevOps in their distributed agile environment over a period of 3 years. Microser-
vices Architecture and DevOps are considered as a strong combination. However,
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interestingly, the ABC digital delivery lead mentioned that “with growth we realized
that we made lot of decisions like splitting monolithic application into multiple
smaller services and created lot of micro services. On the one hand, we are seeing
advantages of having micro services, but there is also a risk of having too many
services which will in the future create more work of maintaining deployments, risk
of having things implemented differently on each of the services, risk of having
each services only serving few routes.” This seems to suggest that organizations
should proceed with great caution when considering Microservices Architecture.
Security could be an issue in a flexible DevOps environment. ABC deals with
this issue through monthly security audit reviews on DevOps. ABC is currently
looking at which fine-grained Microservices can be combined or consolidated
into more coarse-grained traditional services. This chapter presented a DevOps
implementation case study in a relatively different context of entertainment gaming
industry. This case study provided us several insights which could be applied to
other industrial contexts. It is clear from the case study analysis that DevOps is not
all about technology; it is a mix of both technology and non-technology elements.
DevOps is an emerging approach for digital innovation and transformation and
marks the need for more empirical studies in this important area of practice and
research.

References

1. A. Qumer, B. Henderson-Sellers. Construction of an agile software product-enhancement
process by using an agile software solution framework (ASSF) and situational method
engineering. In 31st Annual International Computer Software and Applications Conference
(COMPSAC 2007) (Vol. 1, pp. 539–542). IEEE (2007)

2. T. Dybå, T. Dingsøyr, What do we know about agile software development? IEEE Softw. 26,
6–9 (2009)

3. A.Q. Gill, A. Loumish, I. Riyat, S. Han, DevOps for information management systems. VINE
J. Inf. Knowl. Manag. Sys. 48(1), 122–139 (2018)

4. M. Huttermann, DevOps for Developers (Apress, New York, 2012)
5. M. Virmani. Understanding DevOps & bridging the gap from continuous integration to con-

tinuous delivery, in Fifth IEEE International conference on Innovative Computing Technology
(INTECH 2015), (2015)

6. L. Bass, I. Weber, L. Zhu, DevOps: A Software Architect’s Perspective (Addison-Wesley,
Westford, Massachusetts, 2015)

7. L.F. Wurster, R.J. Colville, J. Duggan. Market trends: DevOps — Not a market, but a tool-
centric philosophy that supports a continuous delivery value chain. Gartner report, (2015).
Available: https://www.gartner.com/doc/2987231/market-trends-devops%2D%2Dmarket

8. Y.I. Alzoubi, A.Q. Gill, A. Al-Ani, Distributed agile development communication: An agile
architecture driven framework. JSW 10(6), 681–694 (2015)

9. Y.I. Alzoubi, A.Q. Gill, An empirical investigation of geographically distributed agile
development: The agile enterprise architecture is a communication enabler. IEEE Access 8,
80269–80289 (2020). https://doi.org/10.1109/ACCESS.2020.2990389

10. G.B. Ghantous, A.Q. Gill, An agile-DevOps reference architecture for teaching enterprise
agile. Int. J. Learn. Teach. Educ. Res. 18(7), 128–144 (2019)

https://www.gartner.com/doc/2987231/market-trends-devops%2D%2Dmarket
http://dx.doi.org/10.1109/ACCESS.2020.2990389


728 A. Q. Gill and D. Maheshwari

11. G. Bou Ghantous, A. Gill, DevOps: Concepts, practices, tools, benefits and challenges (2017).
PACIS2017

12. G.B. Ghantous, and A.Q. Gill, DevOps reference architecture for multi-cloud IOT applications.
In 2018 IEEE 20th Conference on Business Informatics (CBI) (Vol. 1, pp. 158–167). IEEE
(2018)

13. R. Macarthy, J. Bass. An empirical taxonomy of DevOps in practice. in 46th Euromicro
Conference on Software Engineering and Advanced Applications (SEAA), (2020)

14. M. de Bayser, L.G. Azevedo, R.F.G. Cerqueira, ResearchOps: The Case for DevOps in
Scientific Applications. IFIP/IEEE IM 2015 Workshop: 10th International Workshop on
Business-driven IT Management (BDIM), (2015)

15. A.Q. Gill, Adaptive Cloud Enterprise Architecture (World Scientific, Norske Telektron,
Singapore, 2015)

16. S.J Humble, D. Farley, Continuous Delivery: Reliable Software Releases through Build, Test,
and Deployment Automation, 1st edn. (Addison-Wesley Professional, Boston, 2010)

17. P.M. Duvall, S. Matyas, A. Glover, Continuous Integration: Improving Software Quality and
Reducing Risk, 1st edn. (Addison-Wesley Professional, Boston, 2007)

18. S. Newman, Building Microservices Designing Fine-Grained Systems (O’Reilly Media, CA,
2015)

19. Go. Continuous delivery. Available: http://www.go.cd/. Access Date: 06 Apr 2020
20. GitHub. Where software is built. Available: https://github.com/. Access Date: 06 Apr 2020
21. Confluence. Available: https://www.atlassian.com/software/confluence. Access Date: 06 Apr

2020
22. Ansible. Available: http://www.ansible.com/. Access Date: 06 Apr 2020

http://www.go.cd/
https://github.com/
https://www.atlassian.com/software/confluence
http://www.ansible.com/


Water Market for Jazan, Saudi Arabia

Fathe Jeribi , Sungchul Hong, and Ali Tahir

1 Introduction

Jazan is a desert province located in the eastern side of the Red Sea [1, 25]. In Jazan,
the average temperature is 30.1 degrees Celsius [2] and the annual average humidity
is 66% [3]. This means humidity is relatively high in a desert area. The wind speed
in Jazan is between 6.8 and 8 miles per hour (mph) annually, i.e., 3–3.57 meters per
second (mps) [4].

This paper introduces a water market for the Jazan region. This market can
be used to trade the amount of water between sellers and buyers. Water can
be generated using water generator machines. Electricity for these machines can
be supplied using solar energy and wind energy to reduce costs. The possibility
of trading through the proposed market is experimented using math models and
computer simulation.

1.1 Energy Source

Solar power can be defined as energy that is derived from sunlight for a variety of
uses. And solar radiation can be converted into either electrical or thermal energy [5,
17]. Solar panels are devices that utilize sunlight to generate solar energy. The goal
of solar energy technologies is to supply electricity, heating, and light for industries,
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Table 1 Solar energy technologies

No. Technology Explanation

1 Photovoltaic systems The goal of this technology is to generate electricity from
sunlight directly

2 Solar hot water The goal of this technology is to heat water using solar
energy

3 Solar electricity The goal of this technology is to generate electricity using
the sun’s heat

4 Passive solar heating
and daylighting

The goal of this technology is to supply both light and
heat for buildings using solar energy

5 Solar process space
heating and cooling

In this technology, the sun’s heat can be utilized for
commercial and industrial purposes

businesses, and homes. Many technologies (Table 1) are utilized to benefit from
solar energy [6]. In this paper, we assume that people use the SolarWorld SW 250
Poly as the solar panel device. In a good condition, this panel can produce 250 wh
[7].

Wind energy can be defined as the process of collecting wind’s kinetic energy
through wind turbine. After that, it uses a generator to convert this energy into
electrical energy [8, 15]. In terms of renewable energy, wind energy is considered
one of fields that grows fast [9]. In terms of environmental benefits, wind energy has
zero emissions [9]. Wind energy can be utilized for two goals: electricity generation
and water pumping [9]. There are many benefits of wind energy. Some of them
are minimizing the utilization of fossil fuels and decreasing imports of energy [10,
27]. We assume that people or businesses use 2.5–3 MW wind turbine. On onshore,
the average electricity production of this wind turbine is 6 million kWh yearly. In
average, this amount of electricity can support 1500 households [11].

An atmospheric water generator (AWG) is a machine that utilizes humidity with
the goal of extracting water [12, 16]. It is considered as a substitute solution for
gathering fresh water from air [13]. AVKO 365K is an example of AWG. This device
can generate 1000 liters of water every day. In addition, it needs 8.2 kilowatts per
hour to operate, or in other words, it needs 196.8 kwh per day [14].

2 Literature Review

Auction is a market that helps to sell the good by the bidding way. In this market,
the seller has to decide the first price and the buyer provides the highest price [18],
or the seller provides offers and the buyer provides bids [21]. In the auction market,
the seller has to provide the lowest price that he or she will agree to receive, and
the buyer has to provide the highest price that he or she agrees to pay. The trading
can happen between sellers and buyers only if they agree on a price [23, 29]. There
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are many examples of auction market. American Stock Exchange (AMEX) is one
example of auction market [19].

The goals of auction are revenue maximization, information aggregation and
revelation, valuation and price discovery, transparency and fairness, speed and low
administrative tasks, and fostering competition [20]. The auction market could be
retail or wholesale [18]. There are two classifications for auction based on the
number of sellers and buyers, which are single and double. Single auction means
that there are one seller and many buyers, and double auction means there are
many sellers and many buyers [22, 28]. Electronic auction market can be defined
as auction that occurs online [27].

3 Generation of Water from Desalination Plant and Air

Desalination plants use seawater to make water. This can cause local salinity
problem. Water can be generated from air using an atmospheric water generator
machine. People can utilize solar energy and wind energy to generate electricity,
and doing this method, the watermaking facility does not need to be located near
the seashore. This facility can be located even inland. This collected electricity can
be utilized to operate water generator devices. These devices can help to make water
through air and then stored in the water tank. The stored water can be sold to the
water market. In addition, water generated from desalination plants can also be sold
to the water market (Fig. 1). In this paper, the water market is developed for the
Jazan region, Saudi Arabia. However, it can be adopted to any region or country
easily.

4 Water Market Structure

Basically, this water market is a many-to-many type of market. In the water market,
there are many sellers and buyers (Fig. 2). Sellers and buyers can trade together
through the water market. A seller could be a small, medium, or large based on
water volume. AVKO 365K model is an example of a small seller. The advantage of
this model is that it could be located on hard-to-access area or transportation cost is
high. Water well is an example of a medium seller. The price of it is low; however, it
has limited volume and location. Desalination plant is an example of a large seller.
It has low water prices; however, it has many disadvantages too. The process in
the desalination plant is costly due to consumption of oil burning and electricity.
Desalination plant has also an environmental problem, which is throwing the high-
salinity water back into sea after completing desalinating the water. This process can
result in the rise of percentage of salt in the sea locally and temporary, causing some
damages to the marine life. In addition, desalination plant is expensive to build, and
it is limited to a seashore. In the buyer side, house is an example of a small buyer.
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Fig. 1 Water from air structure

Fig. 2 Water market
structure

Farm could be an example of a medium buyer. And factory is an example of a large
buyer. The goal of this paper is to propose a water trading market for efficient water
distribution through water trading.

5 Proposed Market Model

In this paper, there are one goal and two constraints. The goal is to find the maximum
quantity trading of water, i.e., the maximum of multiplying water volumes and
prices of a buyer (Eq. 1). The first constraint is that a seller’s volume is greater
than or equal to a buyer’s volume (Eq. 2). The goal of this constraint is to make sure
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that a seller has enough water volume for a buyer. The second constraint is that a
seller’s price is less than or equal to a buyer’s price (Eq. 3).

Max
∑i

i

∑j

j

(
X.ij × Vj × Pj

)
(1)

Vi ≥ Vj (2)

Pi ≤ Pj (3)

1: There is a matching

0: Otherwise
. =

(4)

where i is a seller and j is a buyer. Vj is a buyer volume and Pj is a buyer price. In
Eq. 4, X.ij has two values: 0 and 1, 1 meaning there is a matching between a seller
and buyer and 0 meaning there is no matching between a seller and buyer. Figure 3
shows the process of the water market.

6 Analysis of Estimated Costs of Water Transportation

The total cost of water transportation is differentiated based on the distances of
transportation, which are 30 km, 60 km, 120 km, and 240 km, for the convenience
of the simulation. The factors that are used to calculate the total cost of water are
original price, truck driver wage, truck depreciation cost, and fuel cost. Typically,
one water truck can transport about 34,000 liters. Every 1000 liters costs $1 as an
original price without transportation costs. For example, the original cost of 34,000
liters is $34.

To calculate truck driver wage, we assume that driver salary per year is $73,000.
In other words, the monthly payment will be $6083.3, and the daily payment is
$202.8 (8 hours). To calculate truck depreciation cost, we assume that truck costs
$200,000 to purchase. In addition, the usual usage of a truck is 20 years. For 1 year,
the cost of a truck will be 10,000 and for a day, the cost of a truck will be $27.8. To
calculate cost of fuel, we assume that the cost of truck fuel for 8 hours of driving
is $40. Based on the distances, Table 2 summarizes the anticipated costs of water
transportation [24].
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Fig. 3 The process of the water market

Table 2 The anticipated costs of water transportation

Destination in kilometers 30 60 120 240

Original price $34 $34 $34 $34
Truck driver wage $25.35 $50.7 $101.4 $202.8
Truck depreciation cost $3.48 $6.95 $13.9 $27.8
Fuel cost $5 $10 $20 $40
Total cost for one truck (34,000 liter) $67.83 $101.65 $169.2 $304.6
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7 Simulation System of the Water Market

A simulation model is designed based on the water price and volume. A uniform
distribution of volume and price is also assumed. This water market does the
following:

• Randomly, generates 30 volumes and 30 prices for sellers and buyers.
• Water volumes are between a quarter of water to three trucks of water. In other

words, the water volumes are 8500, 17,000, 25,500, 34,000, 42,500, 51,000,
59,500, 68,000, 76,500, 85,000, 93,500, and 102,000 liters for the convenience
of the simulation.

• Prices are calculated based on the sum of the original price, truck driver wage,
truck depreciation cost, and fuel cost. In addition, it is based on profits. The range
of profits is between 10% and 15%, which is selected randomly.

• Selects sellers’ volumes that are greater than or equal to buyers’ volumes.
• Selects sellers’ prices that are less than or equal to buyers’ prices.
• Selects the maximum of every seller matching. In other words, it will select the

maximum of multiplying buyer volume and price.
• Shows the matching sellers and buyers. If there is no matching between a seller

and a buyer, it will show that no trading will happen.

The different distances are reflected by the different costs of water.

7.1 Heuristic Algorithm

Even though the original formulation is an integer problem, it is difficult to solve an
integer problem directly. Because of this difficulty, a heuristic algorithm is proposed.
In this paper, heuristic algorithm does the following:

• First, it will select potential pairs of sellers and buyers based on volume.
• Second, from the selected pairs of sellers and buyers, pairs of sellers and buyers

will be selected again based on the price.
• Third, among the selected pairs, it will select the maximum pairs based on

multiplying volume and price. The algorithm will search the list from the smallest
index sellers to the largest.

8 Simulation Results

The simulation result of a water market for the Jazan region is presented. This
simulation result shows whether there are matchings between sellers and buyers.
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Table 3 The volume and
price for 30 sellers

Seller no. Volume Price

1 51000.0 51.0
2 8500.0 8.5
3 76500.0 76.5
4 34000.0 34.0
5 85000.0 85.0
6 102000.0 102.0
7 68000.0 68.0
8 102000.0 102.0
9 59500.0 59.5
10 93500.0 93.5
11 102000.0 102.0
12 17000.0 17.0
13 8500.0 8.5
14 34000.0 34.0
15 42500.0 42.5
16 25500.0 25.5
17 93500.0 93.5
18 76500.0 76.5
19 76500.0 76.5
20 8500.0 8.5
21 68000.0 68.0
22 17000.0 17.0
23 25500.0 25.5
24 68000.0 68.0
25 34000.0 34.0
26 34000.0 34.0
27 25500.0 25.5
28 85000.0 85.0
29 42500.0 42.5
30 68000.0 68.0

Tables 3, 4, and 5 show the result of single run of 30 sellers and buyers. Table 3
shows the volume and price for 30 sellers. Table 4 shows the volume and price for
30 buyers. Table 5 shows the result of all sellers and buyers with the result either
trading or no trading.

Figure 4 summarizes the results of 40 simulations. It shows the number of
matching cases and no matching cases for 40 simulations .The results show that
the percentage of matching between sellers and buyers is more than no matching.
This means that the water trading can help to find the matching between sellers and
buyers. The simulation parameters are explained in Sect. 7.
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Table 4 The volume and
price for 30 buyers

Buyer no. Volume Price

1 76500.0 76.5
2 85000.0 85.0
3 42500.0 42.5
4 76500.0 76.5
5 59500.0 59.5
6 8500.0 8.5
7 25500.0 25.5
8 17000.0 17.0
9 85000.0 85.0
10 25500.0 25.5
11 85000.0 85.0
12 34000.0 34.0
13 34000.0 34.0
14 68000.0 68.0
15 93500.0 93.5
16 59500.0 59.5
17 59500.0 59.5
18 8500.0 8.5
19 51000.0 51.0
20 59500.0 59.5
21 51000.0 51.0
22 93500.0 93.5
23 102000.0 102.0
24 93500.0 93.5
25 8500.0 8.5
26 34000.0 34.0
27 102000.0 102.0
28 85000.0 85.0
29 34000.0 34.0
30 17000.0 17.0
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Table 5 The result of the
water trading market

Seller no. 1 Matching result

1 Can trade with a buyer 3
2 Can trade with a buyer 18
3 Cannot trade with any buyer
4 Can trade with a buyer 26
5 Can trade with a buyer 11
6 Can trade with a buyer 27
7 Can trade with a buyer 5
8 Can trade with a buyer 27
9 Can trade with a buyer 5
10 Can trade with a buyer 15
11 Can trade with a buyer 27
12 Can trade with a buyer 30
13 Can trade with a buyer 18
14 Can trade with a buyer 26
15 Can trade with a buyer 3
16 Can trade with a buyer 7
17 Can trade with a buyer 15
18 Can trade with a buyer 5
19 Can trade with a buyer 5
20 Can trade with a buyer 18
21 Can trade with a buyer 5
22 Can trade with a buyer 30
23 Can trade with a buyer 7
24 Can trade with a buyer 5
25 Can trade with a buyer 18
26 Can trade with a buyer 26
27 Can trade with a buyer 7
28 Can trade with a buyer 11
29 Can trade with a buyer 3
30 Can trade with a buyer 5

9 Conclusion

Water is a necessary resource for day-to-day activities of people or industries. In this
paper, water trading market for the Jazan region is proposed. Generating water from
air in this region could be available due the relatively high percentage of humid. For
generating water, people or industries can use AWG as well as desalination. This
generator can be operated by using solar and wind energy. Results of the simulation
system showed that using water trading market can help sellers and buyers to trade
water. And through trading, sellers and buyers can sell or buy easily and cost-
effectively.
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Modeling Unmanned Aircraft System
Maintenance Using Agile Model-Based
Systems Engineering

Justin R. Miller, Ryan D. L. Engle, Brent T. Langhals, Michael R. Grimaila,
and Douglas D. Hodson

1 Introduction

Agile software development and model-based systems engineering (MBSE) are
gaining momentum within the United States Air Force (USAF) and Department
of Defense (DoD). However, the acquisition organizational culture has yet to
abandon its reliance on evolutionary development approaches akin to the traditional
waterfall methodology. Both of these methods seek to eliminate inefficiencies and
to create a higher quality output that improves the flexibility of the system and
increases transparency of the acquisitions process. The Air Force Chief Software
Officer has also acknowledged agile software development as a “game-changing
technology,” putting forth guidelines on implementing an agile framework [1].
Thus, the opportunity exists for academia to highlight when, where, and how these
newer methods can be successful.

A unique challenge presented to the DoD and the Air Force is how to implement
these new methods into already fielded systems when a capability gap is identified.
The objective of this research is to explore agile-focused MBSE techniques to enable
persistent and secure operations on unsecure or untrusted systems in a distributed
environment. Systems that are fielded are of particular interest because of the
reliance on the systems to perform their operational tasks that are often essential
to the DoD mission. Rapid and effective improvement of these systems improves
the overall effectiveness of DoD operations.

While typically performed in medium to large-scale teams, this research will use
a small team, less than five personnel, of engineers to perform the MBSE and Agile
development activities. The effectiveness of the small teams is another aspect of
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interest. Developing and adapting an agile process for a small team will present
another challenge that will be tracked and documented throughout the research.

This research will focus on the maintenance operations of a commercially
produced, large-scale unmanned aircraft system (UAS) that have an identified
capability gap. The first step of this research is to create an architecture model of
the existing system using the MBSE approach and tools. Agile practices will then
be used to develop a product to fill the identified capability gap. Frequent iterations
and transparency with the user will be essential to creating accurate models and
producing an agile product to operate in this distributed environment.

The remainder of this paper is organized into three sections. The context of this
project and key agile concepts will be outlined in the Background section. Next,
the Methodology section will discuss the approach to developing and studying
the iterative prototype development process. The last section will identify some
anticipated outcomes of this research effort.

2 Background

The system under consideration is part of a distributed system. A distributed system
is one that involves multiple computers rather than a single operating machine (cen-
tralized system) [2]. Distributed systems often use individual computers to execute
activities but are contained on a cloud server that updates and stores information.
They are designed to display the stored information to multiple machines or users
at one time, appearing to be a single coherent system [3]. Distributed systems
offer five main benefits: resource sharing, openness, concurrency, scalability, and
fault tolerance [2]. However, the complexity of distributed systems makes them
more difficult to design, implement, and test than centralized systems. Despite
the benefits, there are key design issues that need to be considered: transparency,
openness, scalability, security, quality of service, and failure management. While
some of these are concerns for centralized systems, the complexity of distributed
systems increases the planning and designing required.

To develop an effective solution, the system must first be comprehensively
understood. Traditionally, a systems approach followed a static, document-centric
process to describe system attributes and characteristics [4, 5]. Document-based
approach focuses on generating documents that represent systems engineering
artifacts such as concept of operations (ConOps) documents, requirements speci-
fications, interface definition documents (IDDs), and system design specifications.
However, these documents require constant upkeep and maintenance throughout the
life cycle of the system to remain accurate and up to date. Additionally, this method
does not emphasize developing a usable end product as the top priority.

MBSE is an alternative to the document-based approach used to describe
and develop the system. Model-based systems engineering (MBSE) is a systems
engineering approach that uses a system model. Such models are created using
a modeling tool and language [6]. In contrast to the document-centric approach,
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MBSE generates similar artifacts, but as a set of working or executable system
models. These models contain elements describing the properties of the system.
In MBSE, the diagrams and text artifacts are views of the system model [6].
When the model is updated, the changes are reflected in the views instantly. Using
this approach drastically reduces the work required to update the diagrams and
documents since the tool automatically propagates the changes throughout the
model. As discussed previously, MBSE uses a modeling language to construct
the system model; this research uses Systems Modeling Language (SysML) as
the modeling language of choice, which is one of the most common modeling
languages.

The Agile development model is an iterative approach to developing and
delivering software [7]. The Agile approach contrasts with the traditional waterfall
approach. Waterfall is a sequential development process focused on establishing
requirements and design constraints before development and fully developing the
system before deploying it to the customer [8]. The Agile development model uses
incremental deployment to the user, delivering features and updating versions as the
user gives feedback. This approach is especially useful in software models, where
updating and upgrading, i.e., change, is more easily facilitated.

A key aspect of any development is the establishment of requirements and user
desires. In Agile development, these take on the form of user stories. User stories
are features that are short, descriptive sentences that highlight a desired functionality
from the user’s perspective. User stories are often written from the point of view of a
user in the format of “As a user, I want to activity so that business value” [9]. These
user stories provide direction and focus for which key features are desired. They
also serve as a progress tracker. User stories can be tracked and used to determine
which features have been implemented and which are yet to be completed.

Agile software development is based on four key values. The first value is
“individuals and interactions over processes and tools” [7]. This indicates that
Agile development is based on the people rather than set procedures. The next
is “working software over comprehensive documentation” [7] which emphasizes
the development of a minimally viable product (MVP) over documentation that
slows development. The third key value is “customer collaboration over contract
negotiation” [7] reinforcing the idea of customer involvement into the process. The
last value of Agile software development is “responding to change over following
a plan” [7], highlighting the flexibility required to properly use Agile development.
These values, when implemented together, represent the basics of Agile software
development [7, 9]. Although there are other Agile methods that use additional
practices, the four key values will be the center of this research.

3 Methodology

The first portion of this research will use MBSE methods to fully depict the system
of interest. In order to model the system, the researchers first need to understand
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the process and the capability gap. However, Agile practices will still be used
to maintain a streamlined development process and minimize the documentation
needed. This is achieved by studying appropriate system documentation and
interacting directly with the users of the system. Throughout the modeling process,
an activity diagram will be created to document the maintenance process being
improved. This activity diagram will describe the process and different decision
points that will need to be reflected in the product to be produced. Updates will be
made to the model as users give feedback in order to stay true to the actual process.

Using the key components outlined by the MBSE and Agile software develop-
ment practices, an application will be developed to close the identified capability
gap. User stories will be developed through interaction with the customer and
through the use of the activity diagram and other MBSE artifacts. Throughout
the development process, distributed system design issues will be addressed and
discussed with the customers. Iterating and soliciting customer feedback frequently
are keys to developing the product that the customer desires in an efficient manner.
The first step is to create a graphical user interface (GUI) that is initially comfortable
and understandable for the users. The backend software for the prototype will
then be developed using Python. Each iteration for this portion of the process will
involve the implementation of a list of desired features. The customer will then
use the prototype and give feedback on the implemented features and features that
they would like to see next. These iterations will continue until a full prototype is
developed and sent to the users.

4 Preliminary Results and Anticipated Outcomes

Performing MBSE and Agile development as a small team will induce certain
challenges but will also increase the efficiency of communication between the
customer and the developers. The MBSE process will provide a critically needed
understanding of the underlying system in an easily updatable format consistent
with Agile practices, especially when compared to the document-centric counter-
part. MBSE will also create artifacts that can be referenced as a baseline throughout
the prototype development process in order to keep an understanding of the context
of the process and issues that need to be addressed.

So far, some MBSE activities have been completed. When performing the MBSE
activities, only the artifacts that add value to the project were created. The concept
that Agile methodology needs to be flexible and be able to respond to user feedback
is still used throughout the modeling process as well. The primary model used was
an activity diagram. This allows the developers to understand the system process
and identify the shortfalls that need to be addressed. Creating the activity diagrams
also acted as a test to the developers’ knowledge of the system that was discussed
with the customers. The feedback given by the customers was used to refine the
activity diagram, thus giving the developers a better understanding of the system as
a whole.
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Software development with a small team will increase the time required to
deliver the full product but will ensure that confusion and miscommunication of
requirements and features are kept to a minimum. While the distributed system will
pose a challenge, active discussion with the user throughout the iterations will serve
to answer many of the questions that arise during development. The overall product
delivered will satisfy the user’s needs and close the capability gap to improve
operations.

Disclaimer The views expressed in this paper are those of the authors and do not reflect official
policy or position of the US Air Force, the Department of Defense, or the US Government.
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Benchmarking the Software Engineering
Undergraduate Program Curriculum
at Jordan University of Science
and Technology with the IEEE Software
Engineering Body of Knowledge
(Software Engineering Knowledge Areas
#1–5)

Moh’d A. Radaideh

1 Introduction

The Software Engineering Undergraduate Program at Jordan University of Science
and Technology recently acquired and obtained an Accreditation from the Institute
of Engineering and Technology (hereinafter will be referred to as IET) [3].
However, the Curriculum of the said Program needs further expansion to ensure its
readiness for any potential ABET accreditation in the future as well as its readiness
for training programs, professional licensing, and certification of specialties in the
Software Engineering (SWE). The SWEBOK-V3.0 introduced 15 SWE-KAs. Some
of them are not fairly covered or addressed in the said Curriculum. Table 1 lists these
15 SWE-KAs. Table 2 lists the SWE Courses of the SWE-Curriculum at JUST [1].

This paper is meant to elaborate on the coverage shortages of the first 5 of the
15 SWE-KAs across the various courses of the SWE Program Curriculum at JUST,
while the coverage of the remaining ten SWE-KAs will be addressed in two separate
papers (P#2 and P#3) that will follow this paper. These first 5 of the 15 SWE-KAs
are as follows:

1. SWE-KA#1: Software Requirements. The Software Requirements are the
needs and the constraints that must be met by a software system. The Software
Requirement KA is concerned with the whole software requirement process
including the elicitation, analysis, specification, validation, and management of
the software requirements during life cycle of the software product. Chapter 1 of
the SWEBOK-V3.0 elaborates on this SWE-KA. However, readers can refer to

Md. A.Radaideh (�)
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Table 1 SWE-KAs (Software Engineering Body of Knowledge – SWEBOK-V3.0)

P#1 P#2 P#3

SWE-KA#

SWE knowledge
areas
(SWEBOK-
V3.0)
[2] SWE-KA#

SWE knowledge
areas
(SWEBOK-
V3.0)
[2] SWE-KA#

SWE knowledge
areas
(SWEBOK-
V3.0)
[2]

1 Software
Requirements

6 Software
Configuration
Management

11 SWE
Professional
Practice

2 Software
Design

7 SWE
Management

12 SWE Economics

3 Software
Construction

8 SWE Process 13 Computing
Foundation

4 Software
Testing

9 SWE Models
and Methods

14 SWE Math.
Foundation

5 Software
Maintenance

10 Software
Quality

15 Engineering
Foundation

Table 2 The SWE courses of the SWE-Curriculum at JUST

SWE courses at JUST (SWE-Curriculum) [1]

SE210 Java Programming
[42]

SE321 Software
Requirements Eng,
[47]

SE430 Software Testing
[50]

SE220 Software Modelling
[43]

SE323 Software
Documentation [48]

SE431 Software Security
[51]

SE230 Fund. of Software
Engineering II [44]

SE324 Software
Architecture and
Design [49]

SE432 Software
Engineering for
Web Applications
[52]

SE310 Visual
Programming [45]

SE326 Software
Engineering Lab 1
[56]

SE440 Project
Management [53]

SE320 Systems Analysis
and Design [46]

SE471 Client/Server
Programming [55]

CS318 Human-Computer
Interaction
(Elective) [54]

SE441 Software Quality
Assurance [57]

the many references that are listed at the end of the said chapter. Examples of
these references are listed as well at the end of this paper [7–13].

2. SWE-KA#2: Software Design. The Software Design is the process of speci-
fying the internal structure of the software system to fulfill the requirements.
Such a process defines the architecture of the software system in terms of its
components and the interfaces between these components. During this process,
software engineers produce various models describing various points of view
of the system. Chapter 2 of the SWEBOK-V3.0 elaborates on this SWE-KA.

http://dx.doi.org/10.1007/978-3-030-70873-3_2
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However, readers can refer to the many references that are listed at the end of
the said chapter. Examples of these references are listed as well at the end of this
paper [14–23].

3. SWE-KA#3: Software Construction. The Software Construction KA concerns
about the creation of the software system through a combination of coding,
verification, testing, integration, and debugging. Chapter 3 of the SWEBOK-
V3.0 elaborates on this SWE-KA. However, readers can refer to the many
references that are listed at the end of the said chapter. Examples of these
references are listed as well at the end of this paper [24–27].

4. SWE-KA#4: Software Testing. Software Testing is the process of measuring
the produced output matches the expected output. This process tries to reveal
faults in the systems that may produce unexpected results or making the
system vulnerable to various security attacks. Chapter 4 of the SWEBOK-V3.0
elaborates on this SWE-KA. However, readers can refer to the many references
that are listed at the end of the said chapter. Examples of these references are
listed as well at the end of this paper [14, 28–32].

5. SWE-KA#5: Software Maintenance. Over time, the system evolves during new
requirements or changes in the environment. The Software Maintenance ensures
the operations of the software system after its delivery to the customer. Chapter 5
of the SWEBOK-V3.0 elaborates on this SWE-KA. However, readers can refer
to the many references that are listed at the end of the said chapter. Examples of
these references are listed as well at the end of this paper [33–38].

Section 3 provides the details of our research approach (e.g., in the three Parts of
this research) involves the reflection of the various topics of these SWE-KAs onto
the various courses of the SWE-Curriculum at JUST. It is worth mentioning that
although this paper measures the coverage of the said SWE-Curriculum at JUST
with the SWE-KAs, our innovative approach is general and can be applied to other
SWE academic programs.

The findings of the first part (P#1) of this research gave a decent degree
of compliance in the cases of the SWE-KAs of Software Requirements [7–13],
Software Design [14–23], and Software Testing [14, 28–32], while the compliance is
partial in the cases of the SWE-KAs of Software Construction [24–27] and Software
Maintenance [36–41].

This paper is organized in several sections. Section 1 is this Introduction one.
Section 2 discusses the related work. Section 3 elaborates on the innovative research
approach followed in carrying out this research work. Section 4 composes five
subsections such that each of them elaborates on the coverage of one of the first
five SWE-KAs in the SWE Program Curriculum of JUST. Section 5 summarizes
the findings of this paper, and a set of recommendations are made for possible
enhancements on the said SWE Program Curriculum at JUST to make it more
compliant with the first 5 of the 15 SWE-KAs and thus to improve its readiness
for any potential ABET Accreditation in the future. Section 6 concludes this paper,
and last but not the least, the References of this paper are listed.

http://dx.doi.org/10.1007/978-3-030-70873-3_3
http://dx.doi.org/10.1007/978-3-030-70873-3_4
http://dx.doi.org/10.1007/978-3-030-70873-3_5
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2 Related Work

Early efforts toward organizing the teaching of SWE include, but not limited to, a
paper by Bernhart, M., et.al. “Dimensions of Software Engineering Course Design”
[4], and another one by Shaw, M. “Software Engineering Education: A Roadmap”
[5]. Nevertheless, it is very important that software engineers read through The
Mythical Man-Month book of Brooks FP [6].

Garousi et al. [39] conducted a literature review to study the collaboration
between the software industry and SWE from an academic perspective to bridge the
gap between these two large communities. They found that collaboration between
the two is rather poor. To overcome this problem, they listed various challenges
that would stand in the ways of any such collaboration, and they recommended best
practices to be followed to surmount this obstacle. Similar to the effort in [39], to
bridge the gap between academia and industry, this research studies the coverage
of a SWE program with the SWE-KA and hence makes the program ready for
provisional licensing, accreditation, and training paradigms.

Meziane et al. [40] compared between computer science and SWE programs in
English universities in light of the knowledge areas in each field. They concluded
that there are indeed many differences between the CS and the SWE curricula in
England.

Fox et al. [41] from UC Berkeley shared their experiences in teaching SWE
as Massive Open Online Courses (MOOCs) and Small Private Online Courses
(SPOCs) to develop a SWE-Curriculum. They highlighted six interesting challenges
in SWE education: (1) students do not have enough time to study the materials
given; (2) the lack of an industrial expertise on the part of the SWE faculty; (3)
there are so many SWE methodologies and it’s hard to choose and focus on any one
of them; (4) the lack of good practical SWE textbooks; (5) it is very expensive for
educational institutions to host and deploy the ever-increasing number of tools that
support various SWE methodologies; and finally, the main challenge comprising
(6) industry always complains about the quality of SWE education. To address
these challenges, the authors of [41] argued that well-designed MOOCs and SPOCs
courses improve the quality of SWE offerings due to the benefit of having a large
community with whom to discuss issues and challenges.

Similar to the abovementioned related works, this research attempts to improve
the quality of SWE graduates by improving the SWE-Curriculum itself. However,
this research is significantly different as it evaluates the compliance of the SWE-
Curriculum at JUST with the SWE-KAs (e.g., this paper is concerned with the
SWE-KAs#1–5, while the following two papers, P#2 and P#3, will address the
remaining SWE-KAs) in terms of the content coverage. Also, it measures the
coverage of the main topics of the SWE-KAs in the expected learning outcomes
of the SWE-Curriculum. To the best of the author’s knowledge, this research is the
first to measure the coverage of the SWE-KAs in any SWE-Curriculum in terms of
its contents as well as the learning outcomes of the courses in the SWE-Curriculum.
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3 Research Methodology

The research approach followed to carry out this research work can be outlined in
the following steps:

1. Dividing the SWE Knowledge Areas into the following two groups:

(a) SWE Specialization-Related Knowledge Areas (e.g., SWE-KAs#1–10)
(b) SWE Professional-Support-Related Knowledge Areas (e.g., SWE-KAs#10–

15).

2. Splitting (e.g., due to the size of this research work) the Specialization-Related
group (e.g., SWE-KAs#1–10) into two parts such that P#1 covers the first
five SWE-KAs (e.g., SWE-KAs#1–5) and P#2 covers the second five SWE-
KAs (e.g., SWE-KAs#6–10). Consequently, P#3 of this research covers the
Professional-Support-Related group of SWE Knowledge Areas (e.g., SWE-
KAs#11–15).

3. Inspecting the coverage of the SWE-KAs (e.g., for each of P#1, P#2, and P#3)
in the SWE Program Curriculum of JUST.

(a) The coverage of the Specialization-Related Knowledge Areas (e.g., P#1 and
P#2) will be inspected across the SWE Specialization course work across
the said SWE-Curriculum.

(b) The coverage of the Professional-Support-Related Knowledge Areas will be
inspected across the university with the college-required courses across the
said SWE-Curriculum.

(c) The syllabus of each course in the said SWE-Curriculum will be carefully
reviewed to figure out its coverage of the various topics of the various SWE-
KAs.

(d) The latest version of the said SWE-Curriculum (e.g., the IET Accredited
SWE Program Curriculum) is used for this research work.

4. Classifying the coverage of each SWE-KA (e.g., for each of P#1, P#2, and P#3)
in the said SWE-Curriculum into one of the following levels:

(a) Fully Compliant (100%). This indicates that the concerned SWE-KA is fully
covered across one or more of the courses of the said SWE-Curriculum.

(b) Highly Compliant (75–<100%). This indicates that the concerned SWE-KA
is highly covered across one or more of the courses of the said SWE-
Curriculum.

(c) Partially Compliant (50–<75%). This indicates that the concerned SWE-
KA is partially covered across one or more of the courses of the said SWE-
Curriculum.

(d) Poorly Compliant (<50%). This indicates that the concerned SWE-KA
is poorly covered across one or more of the courses of the said SWE-
Curriculum.
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5. Classifying the coverage of the main topics of each SWE-KA (e.g., for each
of P#1, #2, and #3) in the course learning outcomes (CLOs) of the said SWE-
Curriculum. The learning outcomes are obtained from the syllabi of the courses
of the said SWE-Curriculum, which can be accessed at [1]. The CLO coverage
of each SWE-KA is classified into one of the following levels:

(a) Fully Compliant (100%). This indicates that all main topics of the concerned
SWE-KA are fully declared as course learning outcomes (CLOs) across one
or more of the courses of the said SWE-Curriculum.

(b) Highly Compliant (75–<100%). This indicates that most of the main topics
of the concerned SWE-KA are declared as course learning outcomes (CLOs)
across one or more of the courses of the said SWE-Curriculum.

(c) Partially Compliant (50–<75%). This indicates that part of the main topics
of the concerned SWE-KA are declared as course learning outcomes (CLOs)
across one or more of the courses of the said SWE-Curriculum.

(d) Poorly Compliant (<50%). This indicates that few of the main topics of
the concerned SWE-KA are declared as course learning outcomes (CLOs)
across one or more of the courses of the said SWE-Curriculum.

6. Shortage identification and making recommendations. At the end of each part
(e.g., P#1, P#2, and P#3), the coverage compliances (or shortages) will be
identified and recommendations will be made such that new courses shall be
introduced into the curriculum or existing ones shall be enhanced and/or revised
in the said SWE-Curriculum.

7. Verifying the achievement of the research prime objective. The overall purpose
of this work is to facilitate the potential ABET Accreditation of the SWE
Undergraduate Program of JUST.

4 SWE-KAs Coverage in the SWE-Curriculum at JUST

The following set of tables (Tables 3, 4, 5, 6, and 7) illustrate the coverage of each
of the first five SWE-KAs in the various SWE courses at JUST:n

4.1 Coverage of the SWEKA#1 (Software Requirements)

Table 3 concludes the following:

1. The SWE-KA#1 (Software Requirements) seems to be fully covered (100%)
in the SWE Program Curriculum at JUST through the following courses: (i)
SE230 Fundamental of Software Engineering, (ii) SE321 Software Engineering
Requirements, and (iii) SE430 Software Testing.
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2. All main topics of the SWE-KA#1 (Software Requirements) are fully declared as
learning outcomes (100%) in the SWE Program Curriculum at JUST through the
following courses: (i) SE230 Fundamental of Software Engineering, (ii) SE321
Software Engineering Requirements, and (iii) SE430 Software Testing.

4.2 Coverage of the SWE-KA#2 (Software Design)

Table 4 concludes the following:

1. The SWE-KA#2 (Software Design) seems to be fully covered (100%) in the SWE
Program Curriculum at JUST through the following courses: (i) SE210 Java Pro-
gramming, (ii) SE220 Software Modelling, (iii) SE230 Fundamental of Software
Engineering, (iv) SE310 Visual Programming, (v) SE324 Software Architecture
and Design, (vi) SE432 Software Engineering for Web Applications, and (vii)
CS318 Human-Computer Interaction.

2. All main topics of the SWE-KA#2 (Software Design) are fully declared as
learning outcomes (100%) in the SWE Program Curriculum at JUST through
the following courses: (i) SE210 Java Programming, (ii) SE230 Fundamental
of Software Engineering, (iii) SE310 Visual Programming, (iv) SE324 Software
Architecture and Design, (v) SE432 Software Engineering for Web Applications,
and (vi) CS318 Human-Computer Interaction.

4.3 Coverage of the SWE-KA#3 (Software Construction)

Table 5 concludes the following:

1. The SWE-KA#3 (Software Construction) seems to be partially covered (50–
75%) in the SWE Program Curriculum at JUST through the following courses: (i)
SE210 Java Programming, (ii) SE326 SWE Lab 1, (iii) SE230 Fundamentals of
SWE, (iv) SE310 C# Visual Programming, (v) SE321 SWE Requirements, (vi)
SE324 Software Architecture and Design, (vii) SE430 Software Testing, (viii)
SE440 Software Project Management, (ix) SE441 Software Quality Assurance,
(x) and SE371 Client-Server.

2. All main topics of the Knowledge Area 31 (Software Construction) are partially
declared as learning outcomes (50–75%) in the SWE Program Curriculum at
JUST through the following courses: (i) SE210 Java Programming, (ii) SE310
Visual Programming, (iii) SE430 Software Testing, and (iv) SE440 Software
Project Management.
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4.4 Coverage of the SWE-KA#4 (Software Testing)

Table 6 concludes the following:

1. The SWE-KA#4 (Software Testing) seems to be fully covered (100%) in the
SWE Program Curriculum at JUST through the following courses: (i) SE230
Fundamental of Software Engineering, (ii) SE430 Software Testing, and (iii)
SE441 Software Quality Assurance.

2. All main topics of the SWE-KA#4 (Software Testing) are fully declared as
learning outcomes (100%) in the SWE Program Curriculum at JUST through the
following courses: (i) SE230 Fundamental of Software Engineering, (ii) SE430
Software Testing, and (iii) CS318 Human-Computer Interaction.

4.5 Coverage of the SWE-KA#5 (Software Maintenance)

Table 7 concludes the following:

1. The SWE-KA#5 (Software Maintenance) seems to be partially covered (50–
75%) in the SWE Program Curriculum at JUST through the following courses:
(i) SE230 Fundamental of Software Engineering and (ii) SE441 Software Quality
Assurance.

2. All main topics of the SWE-KA#5 (Software Maintenance) are not declared as
learning outcomes (0%) in the SWE Program Curriculum at JUST.

5 Discussion and Recommendations

This paper evaluated the compliance of the Software Engineering Undergraduate
Program Curriculum with the SWE-KAs#1–5 of the SWEBOK-V3.0 of the IEEE
Computer Society. Table 8 provides an overall view of the coverage of these five
SWE-KAs in the SWE-Curriculum at JUST.n

According to Table 8, the said compliance is either Fully Compliant (100%) or
Partially Compliant (50–75%). In addition to measuring the content coverage of the
SWE-KAs in the said SWE-Curriculum, this research also measured the explicit
indication of the main topics of the SWE KSs as course learning outcomes (CLOs)
in the said SWE-Curriculum. To that end, the CLO coverage of the first four SWE-
KAs is consistent with the content coverage. However, all main topics of the last
SWE-KA (Software Maintenance) are not indicated as learning outcomes by any
course of the said SWE-Curriculum.

According to Table 9, to ensure full compliance of the Software Engineering
Program Curriculum at JUST with the SWE-KAs#1–5, the SWE Program at JUST
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shall address any Partially Compliant or Poorly Compliant issues in the said SWE-
Curriculum. To achieve that, this paper recommends the following:

1. Adding a new course on Software Construction. Such course is strongly recom-
mended to be based on Chap. 3 of the SWEBOK-V3.0 to ensure that all required
Software Construction-related topics are covered.

2. Adding a new course on Software Maintenance. Such course is strongly recom-
mended to be based on Chap. 5 of the SWEBOK-V3.0 to ensure that all required
Software Maintenance-related topics are covered.

6 Conclusions

This paper reflects the compliance of the Software Engineering Undergraduate
Program at JUST with the first 5 of the 15 SWE KAs presented in the Software
Engineering Body of Knowledge of the IEEE Computer Society.

Three SWE-KAs (SWE-KA#1 Software Requirements, SWE-KA#2 Software
Design, and SWE-KA#4 Software Design) of these five SWE-KAs were found to be
fully covered in the said SWE Program Curriculum, while the other two (e.g., SWE-
KA#3 Software Construction and SWE-KA#5 Software Maintenance) were found
to be partially covered. Therefore, it was recommended in the previous section to
introduce two new courses (e.g., Software Construction and Software Maintenance
Courses) into the SWE-Curriculum at JUST.

The remaining SWE-KAs will be addressed in the following parts of this research
(e.g., P#1 and P#2) that will be completed in the seen future.

Acknowledgments The author would like to thank Dr. Ahmed Shatnawi for his valuable input
and careful proofreading of the final version of this paper. Also, he would like to thank Dr. M.
Smadi and Dr. M. Hammad for their input to the early draft of this paper.

References

1. The Curriculum of the Software Engineering Undergraduate Program at Jordan University of
Science and Technology, http://www.just.edu.jo/FacultiesandDepartments/it/Departments/SE/
SiteAssets/Pages/Programs/IET-SE_English_StudyPlan2016.pdf

2. P. Bourque, R. Dupuis, Guide to the software engineering body of knowledge. IEEE Computer
Society, Los Alamitos (2004) - SWEBOK-V3.0, https://www.computer.org/education/bodies-
of-knowledge/software-engineering

3. Institute of Engineering and Technology Site – IET Accreditation, https://www.theiet.org/
career/accreditation/academic-accreditation/

4. M. Bernhart, T. Grechenig, J. Hetzl, W. Zuser, Dimensions of software engineering course
design, ICSE 2006, Shanghai, China, May 20–28 (2006), pp. 667–672

5. M. Shaw, Software engineering education: A roadmap, ICSE - Future of SE Track, (2000), pp.
371–380

6. F.P. Brooks, The Mythical Man-Month, Anniversary edn. (Addison-Wesley, Boston, 1975)

http://dx.doi.org/10.1007/978-3-030-70873-3_3
http://dx.doi.org/10.1007/978-3-030-70873-3_5
http://www.just.edu.jo/FacultiesandDepartments/it/Departments/SE/SiteAssets/Pages/Programs/IET-SE_English_StudyPlan2016.pdf
https://www.computer.org/education/bodies-of-knowledge/software-engineering
https://www.theiet.org/career/accreditation/academic-accreditation/


Benchmarking the Software Engineering Undergraduate Program Curriculum. . . 767

7. I. Sommerville, Software Engineering, 9th edn. (Addison-Wesley, 2011)
8. K.E. Wiegers, Software Requirements, 2nd edn. (Microsoft Press, 2003)
9. I. Alexander, L. Beus-Deukic, Discovering Requirements: How to Specify Products and

Services (Wiley, 2009)
10. C. Potts, K. Takahashi, A.I. Antón, Inquiry-based requirements analysis. IEEE Softw. 11(2),

21–32 (1994)
11. A. van Lamsweerde, Requirements Engineering: From System Goals to UML Models to

Software Specifications (Wiley, 2009)
12. O. Gotel, C.W. Finkelstein, An analysis of the requirements traceability problem, in Proc. 1st

Int’l Conf. Requirements Eng., IEEE, (1994)
13. N.A. Maiden, C. Ncube, Acquiring COTS software selection requirements. IEEE Softw. 15(2),

46–56 (1998)
14. ISO/IEC/IEEE 24765:2010 Systems and Software Engineering—Vocabulary, ISO/IEC/IEEE,

(2010)
15. IEEE Std. 12207–2008 (a.k.a. ISO/IEC12207:2008) Standard for systems and software

engineering—software life cycle processes, IEEE, (2008)
16. IEEE Std. 1069–2009 Standard for information technology—systems design—software design

descriptions, IEEE, (2009)
17. ISO/IEC 42010:2011 Systems and software engineering—recommended practice for architec-

tural description of software-intensive systems, ISO/IEC, (2011)
18. L. Bass, P. Clements, R. Kazman, Software Architecture in Practice, 3rd edn. (Addison-Wesley

Professional, 2013)
19. J.H. Allen, et al., Software Security Engineering: A Guide for Project Managers (Addison-

Wesley, 2008)
20. T. DeMarco, The Paradox of Software Architecture and Design, (Stevens Prize Lecture, 1999)
21. D. Budgen, Software Design, 2nd edn. (Addison-Wesley, 2003)
22. I. Jacobson, G. Booch, J. Rumbaugh, The Unified Software Development Process (Addison-

Wesley Professional, 1999)
23. G. Booch, J. Rumbaugh, I. Jacobson, The Unified Modeling Language User Guide (Addison-

Wesley, 1999)
24. S. McConnell, Code Complete, 2nd edn. (Microsoft Press, 2004)
25. S.J. Mellor, M.J. Balcer, Executable UML: A Foundation for Model-Driven Architecture, 1st

edn, (Addison-Wesley, 2002)
26. L. Null, J. Lobur, The Essentials of Computer Organization and Architecture, 2nd edn. (Jones

and Bartlett Publishers, 2006)
27. A. Silberschatz, P.B. Galvin, G. Gagne, Operating System Concepts, 8th edn. (Wiley, 2008)
28. S. Naik, P. Tripathy, Software Testing and Quality Assurance: Theory and Practice (Wiley-

Spektrum, 2008)
29. M.R. Lyu, Handbook of Software Reliability Engineering (McGraw-Hill and IEEE Computer

Society Press, 1996)
30. H. Zhu, P.A.V. Hall, J.H.R. May, Software unit test coverage and adequacy. ACM Comput.

Surv. 29(4), 366–427 (1997)
31. S. Yoo, M. Harman, Regression testing minimization, selection and prioritization: A survey.

Softw. Test. Verification Reliab. 22(2), 67–120 (2012)
32. S.H. Kan, Metrics and Models in Software Quality Engineering, 2nd edn. (Addison-Wesley,

2002)
33. IEEE Std. 14764–2006 (a.k.a. ISO/IEC14764:2006) Standard for software engineering—

software life cycle processes—maintenance, IEEE, (2006)
34. P. Grubb, A. Takang, Software Maintenance: Concepts and Practice, 2nd edn. (World Scientific

Publishing, 2003)
35. H.M. Sneed, Offering software maintenance as an offshore service, in Proc. IEEE Int’l Conf.

Software Maintenance (ICSM 08), IEEE, (2008), pp. 1–5
36. J.W. Moore, The Road Map to Software Engineering: A Standards-Based Guide (Wiley-IEEE

Computer Society Press, 2006)



768 Md. A. Radaideh

37. A. April, A. Abran, Software Maintenance Management: Evaluation and Continuous Improve-
ment (Wiley-IEEE Computer Society Press, 2008)

38. M. Kajko-Mattsson, Towards a business maintenance model, in Proc. Int’l Conf. Software
Maintenance, IEEE, (2001), pp. 500–509

39. V. Garousi, K. Petersen, B. Ozkan, Challenges and best practices in industry-academia
collaborations in software engineering: A systematic literature review. Inf. Softw. Technol.
79, 106–127 (2016)

40. F. Meziane, S. Vadera, A comparison of computer science and software engineering pro-
grammes in English universities, in 17th Conference on Software Engineering Education and
Training, (2004). Proceedings, pp. 65–70. IEEE

41. A. Fox, D.A. Patterson, R. Ilson, S. Joseph, K. Walcott-Justice, R. Williams, Software
engineering curriculum technology transfer: lessons learned from MOOCs and SPOCs (2014).
UC Berkeley EECS Technical Report

42. SE210 Java programming, http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE210.pdf
43. SE220 Software modelling, http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE220.pdf
44. SE230 Fundamentals of software engineering, http://www.just.edu.jo/~ahmedshatnawi/

syllabus/SE230.pdf
45. SE310 Visual programming, http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE310.pdf
46. SE320 System analysis and design, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

SE320.pdf
47. SE321 Software requirements engineering, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

SE321.pdf
48. SE323 Software documentation; http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE323.pdf
49. SE324 Software architecture & design, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

SE324.pdf
50. SE430 Software testing, http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE430.pdf
51. SE431 Software security, http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE431.pdf
52. SE432 Software engineering for web applications, http://www.just.edu.jo/~ahmedshatnawi/

syllabus/SE432.pdf
53. SE440 Project management, http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE440.pdf
54. CS318 Human-computer interaction, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

CS318.pdf
55. SE471: Client server programming, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

SE471.pdf
56. SE326: Software engineering lab, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

SE326.pdf
57. SE441: Software quality assurance, http://www.just.edu.jo/~ahmedshatnawi/syllabus/

SE441.pdf

Moh’d A. Radaideh is a Senior Member of the IEEE, the IEEE Computer Society, and the IEEE
Education Society. He received his BENG & MENG degrees in Electrical and Computer Engineer-
ing from Yarmouk University and Jordan University of Science and Technology, consequently in
1987 & 1989, and his Ph.D. degree in Electrical and Computer Engineering (Software Engineering)
from McMaster University (Canada) in 2000. He is currently an Associate Professor with the
Department of Software Engineering, Jordan University of Science & Tech. Profile: http://www.
just.edu.jo/admissionuploads/staff_cv/maradaideh.pdf.

http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE210.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE220.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE230.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE310.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE320.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE321.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE323.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE324.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE430.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE431.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE432.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE440.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/CS318.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE471.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE326.pdf
http://www.just.edu.jo/~ahmedshatnawi/syllabus/SE441.pdf
http://www.just.edu.jo/admissionuploads/staff_cv/maradaideh.pdf
http://www.just.edu.jo/admissionuploads/staff_cv/maradaideh.pdf


A Study of Third-Party Software
Compliance and the Associated
Cybersecurity Risks

Rashel Dibi, Brandon Gilchrist, Kristen Hodge, Annicia Woods,
Samuel Olatunbosun, and Taiwo Ajani

1 Introduction

Third-party software (TPS) are a great investment for companies. They help
companies better manage their day-to-day processes and, in some cases, create a
better user interface for their customers to use. The idea behind acquiring third-
party cloud management tools is to offset what native tools cannot manage or do not
see [1]. Customers expect certain capabilities and accessibility to a company and
its’ products; however, companies may not have the time or ability to support such
customer needs especially with continuing evolution of the Internet and technology.

1.1 Third-Party Software in the Cloud

Most purchased TPS are in the cloud. The biggest benefit of third-party tools is
visibility into a distributed cloud environment [1]. This is a plus and one of the
main reasons why companies decide to purchase cloud-based TPS. Cloud-residing
data provides a measure of stability to clients, especially in situations where natural
and man-made disasters are present risks. Having a TPS also makes it easier on the
administrator because they do not have to focus on things such as systems upgrades
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and other maintenance issues. This leaves ample time to focus on other needs and
issues at the company.

General Compliance Issues and Cybersecurity Risk

When it comes to compliance management, the ability to maintain and protect infor-
mation, remediate problems, and provide adequate compliance reports is essential
[2]. Companies have generally overlooked Information Technology Compliance and
cybersecurity until recent years. In 2019, the total number of reported third-party
breaches was 368. This number increased from 328 in 2018. In addition, the number
of records exposed in these breaches skyrocketed to 273% last year, from just over
1.7 billion in 2018 to 4.8 billion in 2019 [3].

Problem Motivation and Importance

(i) Problem: TPS companies are a continuous cybersecurity threat. Because of
this, their data and the companies that they provide a service to are in jeopardy
of being hacked. Moreover, regarding compliance, companies do not always
have the correct measures to ensure that they are legally protected when
hacking occurs.

(ii) Motivation: Hackers are always looking for new ways and new products to
retrieve data from. Companies with TPS provide more incentive to hackers.

(iii) Importance: Cybersecurity and compliance protocols are needed for TPS.
Providers may have companies’ data from several countries within their
network. No matter what kind of service that the company provides, any given
company that they work with are liable to have sensitive personal information
that could potentially end up in the wrong hands.

2 Literature

Security is an integral part of functional socioeconomic systems especially con-
sidering that people want their personal information protected from hackers and
breaches. Security professionals are working diligently to ensure the safety of all
people, especially during this time of the coronavirus pandemic when hacking is
at the highest rate. The status of security risks is at a peak during the pandemic
because of increased online activities and traffic. People are doing a fairly good
job of selecting the TPS, but third parties need to be reviewed on a more regular
basis to make sure that they keep up with standards, company requirements, as
well as local and federal statutes [4]. When one thinks about security and the many
attending risks, completing annual checks with the security can improve overall
security functions in the security systems. Additionally, ensuring that the TPS are
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adhering to the guidelines that are set out in the contract is just as important. It is not
just about preventing breaches, but also making sure that the proper protocols are
set in place when it happens. Risks are inevitable when addressing cybersecurity for
TPS, but how one prepares for potential threats and work to improve the company
computer systems can impact the chances of hackers gaining access to the system.
Hackers work tirelessly to hack into systems, and there is no guarantee that they will
be successfully apprehended. The number of fugitives residing in the United States
is difficult to pinpoint because arrest warrants may be issued for minor offenses,
such as a failure to appear for a traffic violation, or for more serious matters, such
as when criminal suspects are on the run [5]. This information shows how easily
criminals can get away with committing crimes such as hacking systems online
specifically. One study estimates that two million criminal warrants may be active
at any time [5]. Therefore, one cannot rely on the law being able to catch up with
perpetrators of online crimes.

Compliance is an integral piece to the puzzle and information security is
paramount at the industry level. It must be understood that IT security regulations
exist for companies to not only be held accountable, but to also maintain proper
data security, prevent data breaches, and minimize the financial burden when there
is a data leak or loss. Cybershark, a cybersecurity outfit, states that IT regulations
improve corporate security measures by setting baseline requirements [6]. It is
important to note that consumers place their trust in any organization whose services
they subscribe to. Maintaining compliance with these regulations is comforting to
consumers. According to Cybershark, a number of US security compliance laws
currently exist. While these laws may not be applicable to every industry, the
most common of these regulations include the General Data Protection Regulation,
Health Insurance Portability and Accountability Act, Sarbanes-Oxley Act, and
Federal Information and Security Management Act of 2002 [6]. The security risks
associated with outsourcing to third parties add to the overall complexity of being in
compliance. While it may be difficult to maintain and know what laws or regulations
apply to the services provided, they must be a priority.

3 Methodology

This project reviews compliance issues and mitigations surrounding the use of TPS
applications by organizations, companies, and consumers. It is difficult to find any
entity that does not rely on third parties to support its operations [7]. Compliance
is considered one of the highest concerns for companies when it comes to the data
they maintain or use. Compliance is defined as the set of processes, in a way that
is required by a rule or law [8]. The ultimate goal of this study was to have a
better understanding of the risks associated with and worth accepting when using
third-party software applications and how to mitigate compliance-related issues. In
addition, it is the intent to emphasize the importance of enforcing compliance– in
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an effort to detect and prevent violations of procedures, which could protect major
companies/organizations from litigation.

The use of literature reviews is beneficial in assessing what other entities have
been observed and how to use those findings as applicable to risk management. This
involves understanding the risk management process as applicable to information
technology, systems, and cybersecurity.

There are a multitude of security incidents or data breaches on the rise due to
the use of TPS applications. This study helps in understanding why outsourcing
to a third party could pose an extreme risk and what the impacts of those risks
could be. The purpose of this study is not in support of or against the use of any
one particular third-party software application nor is it for or against any particular
organization/entity.

4 Results

The study of compliance as it relates to security management can be defined
as obedience or an agreement of the parties involved. Hackers are constantly
seeking new ways to hack software systems. During the coronavirus pandemic,
many Americans have resulted to doing business online, which gives hackers
more opportunities to take advantage of vulnerable systems. Many Americans are
considering TPS compliance being one that is equally as good as the other parties.
TPS is specifically invented for businesses and other security agencies are leaning
toward using it as well. The TPS has its risks—just as any security program—and
can be a source of concern to security professionals who would try to improve
systems daily to eliminate any confusion. The TPS has added risks especially during
the pandemic period.

A few other things were revealed during this investigation regarding TPS
compliance, associated with cybersecurity risks. In addition, findings confirmed that
the risks associated with TPS are specifically unique to the company. This affords
the opportunity to conduct trend analysis over time and determine workable steps
and solutions to prevent hacking. When systems are breached, there can be panic.
Panic occurs when every system is working effectively one day and then a major
problem occurs the next day due to hackers. The study revealed that being prepared
for the unexpected—such as the coronavirus pandemic—is important in evaluating
elevated security risks. Policies, agreements, IT regulations, and requirements are
implemented to ensure companies and their consumers are held to a security-
focused standard. It is historically documented that organizations dedicate immense
man-hours to work diligently to provide a safe and secure cloud computing/TPS
environment.
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5 Recommendations

The TPS compliance and its associated security risks are discussed more often
since there has been an increase in services regarding third parties rendering their
expertise to manage company programs [9].

When dealing with TPS, at times, companies do not handle their system with
the same level of security as their own—this can expose their internal infrastructure
with the vulnerabilities being exploited within that third-party application [9]. In
result, this could lead to hackers accessing sensitive data within the organization or
even installing ransomware—making their system inaccessible until the company
pays a certain amount.

Mitigation to implement handling these risks with TPS is to conduct an analysis
of the third-party software that is intended to be utilized evaluating the information
security risk already identified [9]. The analysis can reveal how aligned their policies
are for their customers and to ensure that the regulations are able to accurately hold
the third-party companies responsible for protecting the customer’s information
within the software application. Additionally, the analysis also reveals the number
of incidents and information security breaches that have occurred, successful and
unsuccessful attempts, and the history of partnerships the third party had, which
displays the outcome of those relationships. If companies pursue use of TPS with
known vulnerabilities, they can implement additional controls to ensure that their
company’s network infrastructure is also protected [9].

In addition, companies should test the software before installing the application
onto their network [10]. The software should meet security compliance require-
ments associated with the company’s security policy and should pass all criteria
listed. Anyone utilizing TPS applications should always ensure use of the latest
version with the latest patch and set the requirement to automatically receive updates
[10].

6 Conclusion

In conclusion, since there has been an increase in security vulnerabilities within TPS
applications, a company must always be on the alert. When a company partners
with a third party who offers application services, the company must have open
communication of what expectations are to be met during the contract. They should
sit down and go over both party’s security policies to ensure they are aligned,
and both agree. This prevents any disagreements in the future and allows the
company to maintain their security posture to their standards. The company should
always ensure that they are in compliance with their own regulations to prevent any
vulnerabilities within their network but also should treat the third-party application
software just as important. This ensures parties, employees, and customers are
protected from cyberattacks.
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Further Examination of YouTube’s
Rabbit-Hole Algorithm

Matthew Moldawsky

1 Background

1.1 Previous Research

For many years, YouTube has been criticized by many mass media outlets for
having a “right-leaning” radicalized recommendation algorithm. In other words,
they claimed that the algorithm prioritized politically right channels. Last year, a
report was made that sought to challenge these claims. Mark Ledwich and Anna
Zaitsev [1] compiled over 800 YouTube channels that have over 10,000 subscribers,
and more than 30 percent of the content is political. They set out to assess common
claims from the media using a data set. They categorized the channels using different
tags in order to gauge the impressions from the type of content. They had people
watch content from all these channels to assign political labels through unanimous
decision from the laborers. From the data that the team collected, they were able
to conclude that the algorithm does not recommend content that might contribute
to a radicalization of the user base. The data that they collected actually showed
that the algorithm leans more toward content that falls within mainstream media.
Ledwich even acknowledges the limitations of their method to their research. The
research paper finishes with a conclusion that “one cannot proclaim that YouTube’s
algorithm . . . is leading users towards more radical content” [1].
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1.2 Other Important Factors and Statements

Some important factors were not discussed in the previously mentioned paper. For
instance, the recommendations for users vary depending on if they are signed in or
not which the study did not cover. This caused some criticism of the paper online
from various analysts, most notably from Arvind Narayanan [2]. He stated that
he did not think it was really feasible to do a quantitative study of the algorithm.
Another angle that should be considered is that this “radicalization” is not just about
politics. For example, if a user only watches videos about certain video games, then
that are mostly all of the content they will be shown. There is a clear relationship
between the algorithm, users, and content creators. Radicalization, in this case, is
more so the algorithm attempting to prioritize user preferences for content. The
problem with this is that certain content paths can lead to extreme versions of the
content a user already watches.

In late 2019, the Mozilla Foundation gathered a collection of 28 stories from
various users of YouTube in which people fell down a “rabbit-hole” [3]. Lastly,
it should be noted that the YouTube algorithm was designed to prioritize certain
aspects of video in order to rank it. One of those aspects is engaging content as
the algorithm is designed to keep users watching as much as possible. However,
according to a dev who worked on the algorithm, “the more outlandish content
you make, the more likely it’ll keep people watching, which in turn will make it
more likely to be recommended by the algorithm” [4]. This explains why many
users could be going down this “rabbit-hole” and could end up being recommended
unsavory videos. This then becomes an ethical issue because this type of extreme
content could be shown to children depending on the situation. Furthermore,
Google, who owns YouTube, has stated previously that they wish to “recommend
even more targeted content to users in the interest of increasing engagement” [5].
In other words, Google wants the YouTube platform to become more addicting by
increasing the engagement of the platform. Making the platform addicting could be
dangerous for children. Figure 1 shows the users across all ages of the YouTube
platform.

2 Anecdotes

2.1 The Unintended Problems

The following are a few anecdotes gathered by the Mozilla Foundation and then
given to YouTube. Their intention was to show YouTube the problems that could
arise from targeted content to increase engagement.

I started searching for “fail videos” where people fall or get a little hurt. I was
then presented with a channel that showed dash cam videos from cars. At first it
was minor accidents, but later it transitioned into cars blowing up and falling off
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Fig. 1 A bar group that shows US users across a wide age range from last year [6]

bridges—videos where people clearly didn’t survive the accident. I felt a little bit
sick at that point, and haven’t really sought out that type of content after that.

These terrible videos just keep being recommended to her. She is now restricting
her eating and drinking. I heard her downstairs saying “work to eat! work to drink!”
I don’t know how I can undo the damage that’s been done to her impressionable
mind.

But my recommendations and the sidebar were full of anti-LGBT and similar
hateful content. It got to the point where I stopped watching their content and still
regretted it, as the recommendations followed me for ages after.

3 Conclusion

Based on the anecdotal evidence and the information given by both YouTube and
Google, we can compile a list of the current problems with the YouTube algorithm.
The anecdotes show that the algorithm prioritizes a user’s preferences for content.
YouTube has told us that the algorithm is designed this way. The anecdotes show
why YouTube’s algorithm can be described as a “rabbit-hole.” The more of a
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certain type of content you watch and search for, then the more the algorithm will
recommend it. Soon after searching for one type of content, you’ll be recommended
more. If the user clicks on that recommended video, then they will be recommended
even more. The problem with this method is that some unintended problems could
occur as shown by the anecdotes. The algorithm is meant to get you addicted to
YouTube. The claims about radicalization are somewhat true in that users will be
recommended more extreme content of what they already watch.

YouTube has already taken steps to adjust the algorithm in order to correct some
of the problems many have brought up. The main problem is that the algorithm is too
focused on giving a personalized experience to the user. There are some potential
solutions that YouTube should investigate in order to make a healthier experience
for the user. For example, instead of only recommending videos that the algorithm
thinks the user might like, maybe the algorithm could include videos that other users
like. Another idea is for the user to tweak their recommendations in the settings.
They could prevent certain tags from showing up in recommended. The algorithm
should also be tweaked to shy away from the extreme content that users may end
up seeing. There will always be a case that YouTube did not account for. These
measures are meant to make the algorithm healthier in general.
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Characterizing Learner’s Comments
and Rating Behavior in Online Course
Platforms at Scale

Mirko Marras and Gianni Fenu

1 Introduction

The development of a successful career lies with the individual’s ability to con-
tinuously acquire knowledge, gain competencies, and get qualifications. Online
learning platforms at large scale can support individuals toward achieving these
goals, as an ecosystem wherein people, resources, technology, and processes
interact to train lifelong learners, without time or place constraints [11]. Notable
examples include Coursera and Udemy, which host learners and instructors within
thousands of courses. Scaling up education online is posing key challenges related
to overwhelming content alternatives and huge amounts of data to analyze [12].

Specifically, online course platforms at large scale act as social spaces where
learners consume content and express opinions about courses [13]. The expressed
opinions (e.g., comments or ratings) often convey a positive or negative polarity
according to the writer’s satisfaction for that course. Such a collective intelligence
might be useful for peers planning to attend a course, instructors interested in
improving their teaching, and policy makers who want to understand learners’
satisfaction [2, 9, 14]. Furthermore, learner’s opinions reveal insights that serve
as an input for other purposes, such as the improvement of educational services
for recommendations, the design of changes in the platform, and the refinement of
teaching practices based on sentiment and affective computing [1, 5, 10].

When a characterization of learner’s opinion patterns was conducted in prior
work, the focus was on a specific course or program [8]. Other studies, instead,
extracted satisfaction indicators from classroom sensing data [15] or surveys
provided by a single university [7] and analyzed the influencing factors on forum
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posts [4] or personality and satisfaction in online academics [3]. With our study, this
is the first time that learner’s opinions are characterized in online learning platforms
at scale, with a worldwide user base, considering several perspectives.

In this study, we characterize learners’ tendencies, while they express opinions
in the form of textual comments or ratings in this emerging scenario. We explore
dynamics on 4,618,113 opinions released by 3,234,004 learners on 27,711 online
courses, offered by 12,218 instructors over the last 10 years. Unlike academic-
oriented coursework, large-scale platforms enable experts to offer courses in free
or pair mode. No third-party control on reliability and truthfulness of the course
is usually performed. Therefore, it becomes essential to understand the enormous
amount of opinions and assess how learners perceive the content being provided
online. Our study will focus on the following three perspectives:

– Course. This perspective allows us to study what the learners look for and the
behavior associated with course selection and evaluation (e.g., courses likely to
be rated and temporal aspects associated with course opinions).

– Learner. This perspective gives us insights on the individual’s tendencies in
opinion delivering and on the habits of learners while rating courses. Different
learners may have different evaluation habits and scoring dynamics.

– Instructor. This perspective focuses on characterizing how opinions vary, based
on the instructor who receives them, a key stakeholder in this context, mining
relations between instructor’s characteristics and opinion patterns.

To the best of our knowledge, there exists no other characterization of opinions
that includes such an extent of educational ratings and comments from large-scale
online courses. Our contributions can be thus summarized as follows:

– We conduct, for the first time in the literature, a study of the learner’s opinions
and rating behavior in a massive open online course platform.

– This is the first study giving a multi-stakeholder perspective (i.e., learners,
instructors) to opinion analysis in online course platforms at scale.

– We provide findings useful for the research community working on online
learning, with practical implications for the design of educational services.

2 Dataset Description

The analyzed dataset has been originally provided in [6]. It comes from an online
learning marketplace that allows professionals and companies to provide learners
with online courses. Courses are categorized according to a two-level taxonomy,
with a primary and a secondary category assigned to each course.

The dataset includes 27,711 courses published between Jan 2010 and Oct
2017. Each one is described by an id, a title, a short, and a long description.
Requirements and objectives report the knowledge required at the beginning and
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expected competencies at the end of the course, respectively. The language (out of
15), the instructional level (out of 4), and the releasing date are included.

The 12,218 instructors and the 3,234,004 learners are uniquely identified by
an anonymized id. Each learner and instructor is described by his/her time zone,
local language, and signup date. Each instructor gives one or more courses, and
the same course has one or more instructors. Learners can release an opinion for a
course they have attended. The original dataset in [6] has been extended to include
opinions released by learners between Jan 2010 and Jan 2020 on the same courses.
Each of the 4,618,113 opinions is specified by a textual comment, a rating score
between 0.5 and 5.0 with a step of 0.5, and an ISO-formatted timestamp associated
with the time the opinion has been released.

3 Characterizing Opinions from a Course Perspective

In this section, we characterize learners’ opinions from the perspective of courses.
To this end, we answer three main research questions:

RQ1. To what extent are courses receiving opinions from learners? In what form?
RQ2. Do the amount and type of opinion vary, based on the course category?
RQ3. How do course opinions vary based on the average rating score of a course?

Opinion Modality Analysis (RQ1) In order to characterize the tendency of learners
to give opinions on courses, we grouped the opinions based on the year and
month they were released, according to the timestamp field, and counted how many
opinions appear on average for a course in each group. Figure 1a presents the results
in a time plot. The results show us that learners are more and more inclined to share
opinions on a course. This might reveal that learners consider important to provide
opinions on their past experiences, so that future learners can make more informed
enrollment decisions. From instructor and policy maker perspectives, an increasing
number of opinions per course would support a better assessment of the education

(a) (b)

Fig. 1 Opinions Along Time. Temporal patterns behind opinions on online course. (a) Avg.
monthly opinions per course along time. (b) Opinion granularity per month along time
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quality. Indeed, with more and more opinions, an automated support provided by
sentiment and affective analyzers will become essential. As these systems capitalize
on opinions to learn patterns, it is interesting to see how learners prefer to convey
their opinions. Figure 1b shows, for each year and month, the percentage of opinions
including both a rating and a comment or only a rating, given the total number of
opinions given in that period. Learners used to share richer opinions in past years,
while the last 4 years highlighted an evident tendency toward ratings only. It follows
that, as learners give only a rating, assessing the reasons behind that score becomes
harder.

Opinion per Course Category Analysis (RQ2) In order to characterize how the
amount and type of opinion impact on courses based on their category, Fig. 2a
presents two bars per category. The yellow bar characterizes the percentage of
courses from that category with respect to the total number of courses, the light blue
bar indicates the percentage of opinions for courses of that category with respect to
the entire set of opinions. Results show us that categories are differently distributed
in the catalog and the opinions. The most represented categories in the catalog
experienced an increment in representation in the opinion set. Conversely, courses
belonging to the less represented categories ended up receiving few or no opinions.
It follows that the latter courses may be offered to few learners in the future, even if
they are of interest, if educational services do not pay attention to such an imbalance.
It becomes important also to ask us if and how the type of opinion changes based
on the course category. Hence, Fig. 2b shows, for each category, the percentage of
opinions including both a rating and a textual comment or only a rating. Learners
who attend courses in computer science-related fields (i.e., IT & Software) provide
less opinions with a comment, i.e., around 19%. Conversely, courses on other topics
(e.g., Fitness and Photography) proportionally received more textual comments.

(a) (b)

Fig. 2 Opinions per category. Proportion and granularity of opinions based on the course category.
(a) Course category proportion. (b) Opinion granularity per course category
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Opinions Based on the Average Rating Score of a Course (RQ3) In order to
understand the characteristics of opinions with respect to the rating behavior of
learners, we first grouped courses based on the average rating score they received
and counted how many opinions learners released for each group. Figure 3a shows
a direct relation between the course quality recognized by learners (i.e., average
rating) and the number of opinions released for those courses, during the first months
after the course publication. It follows that courses receiving high rating scores by
the time they were published are likely to be attended by more learners and thus
receive more opinions. We then investigated whether there is any pattern in the
type of opinion according to the average rating of a course. Figure 3b shows the
percentage of opinions with comments and opinions with only ratings for courses
grouped based on the average rating score. Learners tend to give comments when
courses are associated with low rating values. It seems that learners use comments
to highlight course drawbacks and not for describing their experience as a whole. In
Fig. 3c, we also reported the average number of words included in a comment, for
courses grouped by their average rating. Results show us that learners often provide
short comments and that courses with high average rating scores tend to receive
shorter comments.

(a) (b)

(c)

Fig. 3 Opinion-rating relation. Statistics on opinions for courses grouped by average rating score.
(a) Opinions along time for courses. (b) Opinion granularity for courses. (c) Words in a comment
for courses, grouped by avg. rating. Bullets represent the average number of words; black lines
indicate their std. deviation
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4 Characterizing Opinions from a Learner Perspective

The opinion behavior of the learners at individual level allows us to understand the
aspects that are important for them, when they provide opinions. With this analysis,
we aim at answering the following research questions:

RQ4. How do learners give ratings to courses over rating scale? How over time?
RQ5. Is there any pattern in opinions based on how many courses learners rate?

Learners’ Rating Score Analysis (RQ4) In order to answer to RQ4 and understand
how learners use the rating scale, we count the number of times each rating value
admitted by the rating scale is being assigned by learners. As shown by Fig. 4a,
while learners are provided with ten possible alternatives of rating a course, they
often end up assigning the maximum rating score (i.e., 5-star). Given this imbalance
among values in the rating scale, Fig. 4b shows the percentage of opinions with a
rating equal to or lower than the maximum value of 5, for each year and month.
Learners used to assign high rating scores until 2016, while a more equal proportion
was achieved in last years, showing a clear shift in evaluation patterns. Systems,
such as recommenders and sentiment analyzers, might consider recent data, which
provides more diversified rating scores, if such scores are needed to drive model
optimization (e.g., rating predictors).

Learners’ Opinion Contribution (RQ5) In Fig. 5a, we characterize how learners
individually contribute to the opinion set, grouping them based on the number of
opinions they released. The 86% of the learners provided only one opinion. This
result could reveal that learners tend to rate and/or attend courses occasionally
and poses a challenge for those systems that are optimized on top of opinion
data (e.g., recommenders). To have a detailed picture, Fig. 5b shows how many
opinions each learner group provided for each admitted rating score. Learners who
released only one opinion used to assign lower rating scores, possibly implying
that learners who experienced low-quality courses end up dropping out of the

(a) (b)

Fig. 4 Opinions along the Rating Scale. Learner’s tendency to use the alternative values included
in the rating scale. (a) Proportion of ratings for each rating value. (b) Proportion of 5-star ratings
and other ratings
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(a) (b)

(c) (d)

Fig. 5 Opinions Across Learner Groups. Representative statistics on learner’s opinion delivering,
based on the number of courses the learner rated. (a) Learners grouped by a number of rated
courses. (b) Opinions along the rating scale. (c) Comment length along the rating scale. (d) Days
between opinions, per learner

platform. Thus, individual support might be deserved for them. Figure 5c reports the
average number of words included in a comment provided by learners belonging to
the considered groups. Learners who provided only one opinion ended up writing
shorter comments. Furthermore, different levels of participation also emerge from
Fig. 5d, since learners who attended more courses used to wait less time before
starting another course.

5 Characterizing Opinions from an Instructor Perspective

It is also important to understand how instructors are impacted by the opinions
released by learners. Here, we analyze the opinion behavior, considering:

RQ7. How do opinions differ based on the number of courses an instructor gave?
RQ8. Do opinions convey different patterns based on the instructor language?

Opinion Representation per Instructor (RQ7) We selected the oldest course of each
instructor and grouped those courses based on the month they were published.
Figure 6a depicts the number of new instructors who joined the platform, monthly.
From 2016, the number of newcomers per month regularly ranged between 200 and
300 new instructors. We then analyzed how many courses each instructor published
on the platform in Fig. 6b. While the clear majority of instructors used to provide
only one course, the instructor’s contribution to the platform based on the number of
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(a) (b)

(c) (d)

Fig. 6 Opinions Along Instructor Groups. Representative statistics on learner’s opinion delivering,
based on the number of courses the instructor gave. (a) New instructors, monthly, along time. (b)
Instructors grouped by the number of given courses. (c) Opinion percentage along rating scale. (d)
Comment length along rating scale

given courses is more balanced, with respect to the learner’s contribution based on
the number of rated courses (Fig. 5d). Given such a grouping of instructors, Figs. 6c
and d, respectively, show the proportion of opinions and the average comment length
along rating scores, for each instructor group. There is no statistically significant
difference (paired t-test, p = 0.05) on the proportion of opinions among groups. On
the other hand, shorter comments are received by instructors, when courses receive
low rating.

Opinion Analysis Based on Instructor Language (RQ8) Online learning at scale
allows instructors, from diverse countries, speaking different languages, to reach a
wider audience (Fig. 7a). It thus becomes relevant to investigate if and how opinions
vary based on the language used to give the course, which might be a source of
imbalance and, thus, of possible biases for data-driven educational services. To
this end, Fig. 7b shows the proportion of courses and opinions based on the main
language of the course. Results show us that original proportions in the catalog
are kept to a good extent also on the opinion set, with small variations for English,
German, and Portuguese. Conversely, Fig. 7c and d sheds light on differences across
languages with respect to the type of received opinion and the average number of
words in the comments. In Fig. 7c, while similar proportions of opinions with a
comment are observed for certain languages (e.g., English and Spanish), there exist
courses receiving a smaller (e.g., Portuguese) or larger (e.g., Japanese) proportion
of comments. Indeed, courses receive shorter or longer comments based on the
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(a) (b)

(c) (d)

Fig. 7 Opinions Along Instructor Language. Representative statistics on learner’s opinion deliver-
ing, based on the course language. (a) Instructor distribution across languages. (b) Opinion/course
proportion per language. (c) Opinion granularity per language. (d) Avg. number of comment words
per language

language of the course, with Portuguese experiencing the lowest average number of
words (Fig. 7d). With the last examples provided in this analysis, we were interested
in highlighting the importance of considering imbalanced situations in this domain.
With imbalances, data-driven systems might perform differently, based on sensitive
characteristics of individuals (e.g., instructors), potentially leading to biased or even
unfair situations.

6 Discussion

In this section, we connect the insights coming from our analysis, discuss the results,
and provide take-home messages.

Large-scale course platforms are attracting lots of learners, and their interaction
is generating a vast amount of data. Hence, an exploratory analysis, as proposed
by this study, is essential to understand key patterns in data collected from online
learning activities at scale, not likely to be visible externally. With our findings,



790 M. Marras and G. Fenu

researchers can make more informed decisions when selecting an approach for
tackling their research question and identify new research questions. For instance,
implicit and explicit feedback associated with learners is very sparse, given that
attending a course is more time-consuming than listening to a song or watching a
movie, as examples. Furthermore, researchers in recommender systems may opt to
select algorithms based on implicit feedback for this domain, due to the imbalanced
rating distribution (Sect. 4). This study sheds light also on patterns and biases related
to the category and the language of a course, which need further investigation.
Similarly, researchers interested in sentiment and affective analysis in this domain
should consider that comments given by learners are shorter with respect to the
ones given in other domains, such as tweets or product reviews (Sect. 3). Indeed,
our insights on comment length, ratings, and language shed light on the need of
a fine-grained data preparation step for training models as well as on evaluation
protocols that consider the variability of opinions over such dimensions (Sect. 5).
Such observations may, in turn, influence other educational services as well.

With this study, we showed peculiar characteristics of data collected in an online
learning scenario at scale. It may be inevitable that, as systems empowered with
user-generated data move further into education, it will become more and more
necessary to consider aspects as the ones we presented.

7 Conclusion and Future Work

In this chapter, we characterized opinion dynamics in the context of online learning
at scale. Specifically, we investigated temporal aspects related to how and to what
extent learners share their opinions and highlighted differences based on comment
and rating patterns. Finally, we connected different perspectives and envisioned
practical implications on data-driven educational systems.

Our results showed that learners are more and more likely to share opinions on
the courses they attend, so each course is expected to receive more feedback that
helps to improve learning and teaching practices. However, learners tend to provide
only ratings, not textual comments. The amount and length of comments depend on
the rating score, with more and longer comments for courses that receive low rating
scores. Our analysis revealed that, differently from other domains, the distribution
of ratings is imbalanced toward high rating values, and opinions are highly sparsed
(i.e., each learner gives only few opinions, and a lot of courses receive a small
number of opinions). More active learners provide longer comments, highlighting
the key role of educational platforms as a social space for sharing course opinions as
well. Finally, we showed that instructors are active stakeholders in this domain, with
half of the them providing more than one course. The amount and type of opinion
they receive depend on the average rating scores of their courses and the language
they used to provide content.

Future work will extend this study with insights related to learners and instruc-
tors, based on their personal attributes, enabling us to profile them along gender



Characterizing Learner’s Comments and Rating Behavior in Online Course. . . 791

and age, as an example. An important factor to characterize is the learners’ attitude
toward opinions, such as why they decide to evaluate a given course. To move
a step forward in this direction, future work will enrich the analysis to identify
factors across learners’ socio-demographics, with key implications on multiple
design aspects (e.g., the fairness of automated educational models).
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Supporting Qualification Based
Didactical Structural Templates for
Multiple Learning Platforms

Michael Winterhagen , Minh Duc Hoang, Benjamin Wallenborn ,
Dominic Heutelbeck , and Matthias L. Hemmje

1 Introduction

Higher Education Institutes (HEI) often use a Learning Management System (LMS)
to provide learning content for the learners. Related to the learning content of HEIs
there are three actors [10]: the HEI, the consumers of learning content, and the
producer of learning content.

Producing learning content for HEI consumers is quite complex in LMSs
for producers of learning content. The Knowledge-Management Ecosystem Portal
(KM-EP) [5] contains an Educational Portal subcomponent which contains different
educational subcomponents.

A Course Authoring Tool (CAT) has been introduced in [10] within the KM-EP
to reduce the complexity of a Moodle [8] course production and make it simple
to produce courses in the way that the producers only have to fill in the necessary
information and are able to concentrate in producing the learning content instead of
configuring the learning content within the LMS.

M. Winterhagen (�) · M. L. Hemmje
Chair of Multimedia and Internet Applications (MMIA), University of Hagen, Hagen, Germany
e-mail: michael.winterhagen@fernuni-hagen.de; matthias.hemmje@fernuni-hagen.de

M. D. Hoang · B. Wallenborn
Center for Media and IT (ZMI), University of Hagen, Hagen, Germany
e-mail: minh-duc.hoang@fernuni-hagen.de; benjamin.wallenborn@fernuni-hagen.de

D. Heutelbeck
Forschungsinstitut für Telekommunikation und Kooperation e.V. (FTK), Dortmund, Germany
e-mail: dheutelbeck@ftk.de

© Springer Nature Switzerland AG 2021
H. R. Arabnia et al. (eds.), Advances in Software Engineering, Education, and
e-Learning, Transactions on Computational Science and Computational
Intelligence, https://doi.org/10.1007/978-3-030-70873-3_57

793

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-70873-3_57&domain=pdf
http://orcid.org/0000-0002-9487-3544
http://orcid.org/0000-0001-9234-5310
http://orcid.org/0000-0003-1395-2775
http://orcid.org/0000-0001-8293-2802
mailto:michael.winterhagen@fernuni-hagen.de
mailto:matthias.hemmje@fernuni-hagen.de
mailto:minh-duc.hoang@fernuni-hagen.de
mailto:benjamin.wallenborn@fernuni-hagen.de
mailto:dheutelbeck@ftk.de
https://doi.org/10.1007/978-3-030-70873-3_57


794 M. Winterhagen et al.

1.1 Motivation, Problem Statement, and Approach

Within the CAT it is also possible to save so-called course templates. These
templates can be empty courses structures or completely produced courses (with
the complete learning content for this course) and must be cloned and filled with
the desired learning content. So, the producers have to create a course template only
once, and it can be reused in multiple implementations of this course structure.

Although having a possibility to handle course templates and to create courses
easier with the CAT, the course templates do not capture the pedagogical structure
of a course. The course templates just reflect the logical structure of a course.

A second problem with the templates within the CAT of the KM-EP is that they
are implemented for the LMS Moodle and cannot be exchanged with another system
that does not support Moodle course formats. Therefore, it is necessary to have a
more abstract definition of pedagogical templates, which can be exchanged between
different systems to support interoperability and system integration.

Therefore, to support course authoring it would be nice to have a function to
define the pedagogical structure of a course as a pedagogical template and reuse this
pedagogical structure as a template for courses with the same pedagogical structure.

Therefore, the so-called Didactical Structural Templates (DST) have been
introduced in [11] as Structural Templates (ST) which represent the structure of a
course—and have been extended to represent the pedagogical structure of a course
in [12].

The DSTs base on the IMS Learning Design (IMS-LD) [1] and are combined
with the Qualifications-Based Learning Model (QBLM) [9, 10].

The IMS Global Learning Consortium introduced the IMS Learning Design
(IMS-LD) [1]. The IMS-LD specifies different elements, which stay in a hierarchical
relationship. Every IMS-LD consists of a method, which contains one or more
pedagogical structures. The hierarchical part below the pedagogical structure, a so-
called play [1] from IMS-LD, is called Learning Path (LP) [1].

The concept of an LP is used as a base for the pedagogical structure. With
this concept we can differentiate between the learning content and the pedagogical
structure.

Having the DSTs as an abstract definition of a LP and as pedagogical structure,
these DSTs cannot only be used as pedagogical structure for creating courses. In
fact, the DSTs can also be used as a pedagogical structure for a hybrid environment
existing of a “classical” course with integrated applied gaming content just like a
pedagogical structure for applied game, which can be a web-based computer game
or a VR/AR based game, therefore one DST can have different implementations.

The advantage of this approach is that learners will be able to switch between
different implementations of one DST whenever they want to, and they have got
the same learning progress as if they had used only one specific implementation
of this DST. This means if learners like gaming, they can use the applied gaming
implementation to work on the learning content. If it is easier for the learners to
answer the self-tests or the final test—to stay in the exemplary stated pedagogical
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structure of a course—as e.g. multiple-choice quizzes, they can switch to a course
within a traditional LMS to answer the questions.

The concept of Qualifications-Based Learning (QBL) has been introduced in
[9] and [10]. The domain model of QBL is called a Qualifications-Based Learning
Model (QBLM). It serves as a flexible base with which it is possible to define
standardized, machine-readable qualifications/competences and bundle them up
within a Competence Framework (CF). For the different meanings see [9]; for the
sake of simplicity, the term competence is used below as a synonym for competence
and qualification. A Competence Profile (CP) is a bundle of competences and in our
case is also a subset of a CF.

As described above, the KM-EP contains different management systems. One of
these educational subsystems is the so-called Content and Knowledge Management
System, which contains among other managers a Competence Manager (CM). With
this CM, it is possible to manage the CFs.

In order to make it possible to define didactic goals in the form of competences
they already are in the DST and to have the possibility to check, whether a learner
can take part in a specific learning element or not, we have to extend the IMS-LD
specification with the QBLM approach.

Therefore, the CPs in our approach are used to define prerequisites and Learning
Goals (LG) of courses, but only on the level of courses. With this, it would be
possible to check, if the learner can take part in this specific course, but not, if he
can take part in specific course/learning elements. But this is needed to enable the
above-described possibility to switch between the different implementations of a
DST. Therefore, the QBL approach has to be extended to make this goal possible.
To achieve this, we use the concept of learning elements, which are introduced in
[9].

To summarize the remainder of this paper addressing our research questions,
which we will require to work on shown below, is: How can the DSTs be accessed
from any kind of tool or production environment?

2 State of the Art in Science and Technology

In order to make the DSTs accessible any kind of tool or production environment,
we will describe two options:

1. export the DST as file, and
2. provide an API for and kind of tool.

In this section we will describe, what the state of the art is like. After this is done,
we will show, which open challenges exist.
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2.1 Export of DSTs

We already described in [12] that the DSTs are based on the IMS-LD. As described
in Sect. 1.1, the QBL approach is a flexible base with which it is possible to
define standardized, machine-readable qualifications/competences and bundle them
up within a CF. Therefore, it is a good choice to use this approach as a base of
prerequisites and goal competences of the learning elements of the DST.

As far as we know, there is currently no editor for the IMS-LD under devel-
opment. Even if there is still an editor under development, it will not support the
QBL approach. Therefore, we have to develop our own editor and a corresponding
management system which we will call Didactical Structural Template Manager
(DSTM). Therefore, the option to export the DST as a file will be placed within the
DSTM.

Because of the fact, that the DSTs are based on the IMS-LD, we will extend the
IMS-LD specification by the QBLM approach.

The IMS-LD offers three specifications in XML format, which are built upon
each other. They are namely Level A, Level B, and Level C. For our purpose, we
only need the Level A specification. Because of the fact that all three specifications
are built upon each other, our extension will also be contained within the other
specifications Level B and Level C.

2.2 Providing an API

The Learning Design API is defined as a Representational State Transfer (REST)
[4] or respectively a RESTful interface, because it is easy to implement and easy
to access. The return value of each endpoint is made in JavaScript Object Notation
(JSON) [3].

We described in the sections before that the open task is how the IMS-LD
specification has to be extended. This challenges will be followed in the remaining
of the paper.

3 Conceptual Work

As described in the section before, we have to extend the IMS-LD specification. In
this section, we will show what has to be done to extend this specification.
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3.1 Application Use Cases

In the application context, we have three actors, which relate to the DSTM ( [7]):

– The Competence Manager is usually a high-level educator who should have
extensive knowledge of QBL. The most important mission of a competence
manager is the design of CFs and CPs.

– The Learning Designer should take care of all Structural Templates. More
specifically, the users of this role can create a new DST and design it by inserting
the required structural elements of IMS-LD into this DST. In addition to the
design process, Learning Designers can assign any existing competency profile
as a prerequisite or goal for items in a DST.

– The Teacher is the traditional role of every learning system. In the current state of
development of the KM-EP, the teacher can use CAT to manage existing courses
and add learning activities and collaboration services to each course.

The following figure shows the different use cases for the three described actors
(Fig. 1):

3.2 Extension of the IMS-LD Specification

What is missing in the IMS-LD specification is the possibility to add CPs and CFs.
Therefore, we have to extend the existent IMS-LD specification. A rough overview
of the existing IMS-LD specification Level A (Fig. 2):

The QBLM structure has to be placed within the IMS-LD specification. This
is done by extending the XML element Component the following way (elements
within the marked area) (Fig. 3):

Using this possibility for an external tool or as a structure of an applied game, it
is necessary to export the structure of a DST as a file and to import this pedagogical
structure to make the pedagogical structure reusable.

4 Prototypical Implementation

After defining the extension of the IMS-LD specification to make it possible to
provide the DST as a file, and defining how we want to provide the DSTs via API,
we will show in this section how we define our API.
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Fig. 1 Use case diagram for the usage of the DSTM [7]



Supporting Qualification Based Didactical Structural Templates for Multiple. . . 799

Fig. 2 The XML schema tree of IMS-LD [7]

Fig. 3 The new XML schema tree of component [7]
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4.1 Implementation of the Didactical Structural Template
Manager

As we described in Sect. 1, the KM-EP Educational Portal subcomponent which
contains different educational subcomponents. We also described in Sect. 2.1 that
we want to implement the Didactical Structural Template Manager (DSTM) and
include it into the KM-EP.

We have the following functional requirements to be realized by the DSTM
(subset of the functional requirements described in [7]):

– Design a DST: Designer can create a DST and add Play to it. After that, Act
can be designed with Activities and Activity Structures. Each element in this
hierarchical structure of Learning Design can be edited and deleted.

– Assign an CP: A CP can be used to describe goal and condition of Learning
Design or its elements.

– Wrap a DST and export: Each DST can be exported as a file which will be used
not only in other deployments of KM-EP to recover this DST, but also exploited
in other Authoring Tools of Learning Design.

– Import DST from an exported file: The exported files should be imported to create
the same DST with classification and competency information.

– Install a DST: A study program could be created from a DST.

The integration of the DSTM (still called Structural Template Manager in the
figure) within the KM-EP is shown in Fig. 4. The other subcomponents which are
shown in this figure will not further be explained in this paper.

The functionality of the DSTM will be shown in Chap. 5.

Fig. 4 New system architecture of DSTM in the KM-EP [7]
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4.2 Providing a RESTful Interface

The Learning Design API is defined as a REST/RESTful interface with the
following endpoints and provided by the KM-EP:

– GET: <URL>/webservice/learningdesign
This endpoint returns a list of all available DSTs.

– GET: <URL>/webservice/learningdesign/{id}
This endpoint returns the structure of a particular DST.

– GET: <URL>/webservice/competenceprofile
This endpoint returns a list of all available CPs.

– GET: <URL>/webservice/competenceprofile/{id}
This endpoint returns the content of a particular CP.

– GET: <URL>/webservice/competenceframework
This endpoint returns a list of all available CFs.

– GET: <URL>/webservice/competenceframework/{id}
This endpoint returns the content of a particular CF.

The exact return value’s format will not be explained in detail here.
With this kind of access to the pedagogical structure and its contents (used CF

and CPs), it is easier to make this access dynamically.

5 Initial Evaluation

There exist many different methods to perform an evaluation. For the DSTM we
have chosen the method of a Cognitive Walkthrough (CW). In a CW domain experts
put themselves into the role of imaginary users and evaluate the system from their
perspective. The goal is to find the way of the least cognitive effort [6].

To perform this CW, we have to introduce a scenario, which we will use. After we
introduced this scenario, we will define an exemplary DST which we will transform
into a normal Moodle course, and into a gamified Moodle course.

5.1 Scenario for the Initial Evaluation

The scenario we will use for the initial evaluation will be placed in the context of
continuing vocational education. Within this context, we are e.g. faced the problem,
that new employees have to be trained for their new work, and present employees
have to be trained for e.g. new machines just like refreshing things they have to
know, and necessary training courses, e.g. which have to be done by law.

For the CW we will use the case that a new plant will be built and the training
should take place before the plant is already built. Especially we will define, how a
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new employee will become a virtually guided tour through the new plant with some
tasks, and how a new employee will become a virtual safety training.

5.2 Defining an Exemplary Didactical Structural Template

At first we will define the didactical structure of the described scenario using the
DSTM. The didactical structure will roughly look as follows:

– local instruction with

• general instruction,
• automatic guided tour,
• interactive guides tour,
• security questions, and
• final test

– security instructions with

• general instruction,
• instructions in industrial safety,
• instructions in first aid,
• instructions in fire prevention,
• . . . , and
• final test

To realize this, we will have to define a new DST. Therefore, we open the DSTM
and click on the button “Create a Template” (Fig. 5).

After this, a new page with general information opens. After this information is
filled in and saved, the content of the DST can be defined (Fig. 6).

Fig. 5 Overview of the existing DSTs [7]
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Fig. 6 Initial content of the new DST [7]

Fig. 7 Creating a new
play—context menu [7]

Fig. 8 Creating a new
play—defining the play [7]

By right-clicking on the elements, the sub-elements can be created. In this case,
we can create a new play within the DST (Figs. 7 and 8):

Resulting in the following DST (Fig. 9):
Following this way, we can define the whole needed DST with the above given

structure. This will lead to the following DST (Fig. 10):
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Fig. 9 New DST with
defined play [7]

Fig. 10 Complete defined
DST [7]

To define a prerequisite or a goal CP on an element of the DST, you just have to
click on the corresponding menu item of the context menu (as in Fig. 7). Doing so,
a new window will open and show the available CPs (Fig. 11):

The details of each element of the DST will be shown on the right side of the
editor (Fig. 12).

For a description, how to define a CF and a CP, have a look in [9, 10].
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Fig. 11 All available CPs [7]

Fig. 12 Details of a defined
act in the final DST [7]

Fig. 13 Overview of the
Moodle courses [7]

After defining the DST, we now can implement it into the Moodle courses in the
next two sections.

5.3 Creating a Moodle Course

To implement a DST as a Moodle course, we have to go first to the overview in the
DSTM (see Fig. 5). Then we have to click on the Install button next to the DST we
want to implement as Moodle course.

After clicking on the Install Button, the DSTM will create a Moodle course with
the necessary Moodle elements in the course (Figs. 13 and 14).

The Moodle course will initially be created with some default values for the
Moodle elements. To define the needed learning content, we have to use the CAT
within the KM-EP. For more details on how to use the CAT, have a look into [10].
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Fig. 14 Details of the implemented Moodle course [7]

5.4 Creating a Gamified Moodle Course

To implement a DST as a gamified Moodle course, at first we have to implement the
DST as a Moodle course as described in the section before. The difference is, how
the learning content of the course is defined.

To make the connection between an applied game and Moodle possible, we use
the Learning Tools Interoperability (LTI, [2]). We already described in [13] how
the LTI connection between Moodle and the applied game works. We will show
exemplary, how the implemented applied game can be included within a Moodle
course.

At first, the URL of the created applied game has to be added as software into the
KM-EP. After the applied game is known within the KM-EP, it can be referenced by
a Moodle course. Therefore, a learning element has to be defined as an asset which
references the applied game with help of the CAT.



Supporting Qualification Based Didactical Structural Templates for Multiple. . . 807

When a learning element with an underlying applied game is selected by the
learners, the applied game will start, and the learning result will be transferred back
to the LMS via LTI.

As a result of the initial evaluation is to say that it revealed minor errors, which
have been resolved. As a further result, the user experience has been enhanced to
make some processes for designing a DST simpler for the user.

6 Conclusions

In this paper, we had a deeper look into the conceptual design of our extension of
the IMS-LD specification to provide competence information. We presented two
different options to provide the structure of a DST and the contained CFs and CPs,
which are to export the DST as file and to provide an API with which the DST can
be requested. We also have shown a first initial evaluation of the described DSTM.

6.1 Future Work

Future work will be a further formal evaluation of the DSTs and the DSTM,
especially in the way to use the DST as pedagogical structure for an applied game
without connecting it to a Moodle course. The process of creating a Moodle course
by installing it from a DST is not as good as it could be. To improve the installation
process, it would be desirable to have a wizard, so that the learning content can
already be filled in while installing the DST as a course. For the option, that a
learner can switch between different implementations of a DST, it is necessary that
within the DST every learning element, where it is possible to switch, has defined
prerequisites and goal competences. Therefore, a competence profile for the learner
has to exist, where the new goal competences can be added. Before a learner enters
learning elements, there has to be a check of the prerequisites and the learner’s
competences, if the learner can take part (or exceed) the learning elements he wants.
Important for switching between different implementations of a DST is that the
learner does not try to switch between different DSTs.
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Enhancing Music Teachers’ Cognition
and Metacognition: Grassroots FD
Project 2019 at Music College

Chiharu Nakanishi, Asako Motojima, and Chiaki Sawada

1 Introduction

There are three key bases behind the launch of the “Grassroots FD Project 2019.”
First, FD (Professional Faculty Development) was mandated by the Ministry of
Education, Culture, Sports, Science and Technology (MEXT) in Japan. Teachers
who are in charge of the Teacher Training Course are required to have papers
published on their specialty. Second, a music college has unique circumstances.
Music performance teachers are characteristically different from other specialty
teachers. In addition, the music lessons are closed, done privately between one
teacher and one student, and have not been investigated. Third, there is a decline
in the performance skills and academic ability of music college students. We would
like to explain these backgrounds briefly.

In 2008, the Japanese School Education Law by the University Establishment
Standards was revised, and FD became a “mandatory duty” (Article 25, Section 3).
Since then, the university teacher professional training in Japan has been promoted
as a part of FD. The survey in 2009 by MEXT shows that over 90% of higher
education institutions work on FD as an activity of improvement. Some universities
have adopted the class evaluation of the students only superficially, while other
universities have offered systematic educational programs of teaching and learning
which lead to real improvement of classes [1–3]. However, most institutions have no
policy in place for the systematic engagement of FD or the professional development
of academic staff enabling them to be comfortable with teaching and/or learning
outcomes of training programs [4].
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Japanese universities that have teacher training courses are urgently required
to respond appropriately to the MEXT’s accreditation. In order to obtain the
accreditation of teacher training, teachers are required to have their papers published
on the subject they teach. At universities, there are many types of teachers. Not
all of them have experiences to write papers. Some are practitioners who have
turned from the business world to the education world, and some are sports athletes
and Olympic gold medalists. At a music college, some teachers are opera singers,
and some are orchestra players. Though they are excellent music performers, they
are not always skillful in teaching. As “the sensibilities are the most important in
performance,” the method of teaching is left to each teacher. Whereas in English
teaching TESOL (Teaching English to Speakers of Other Languages) is established
scientifically and academically, in music teaching, there is no special established
teaching method. When the teachers have to face the students with lower ability
of music performance, limited cognitive skills, and less motivation, the traditionary
teaching method based on the teacher’s own experiences has become ineffective.
Music teachers need opportunities to relearn their teaching to adjust to the situations
and the students who were born after 2000. However, where we work for, Kunitachi
College of Music, a private music college in Japan, the administrators adopted FD
only by obligation. The mandatory FD loses its objective in solving the problems of
teacher’s paper achievement and improving teaching skills. It is necessary to provide
opportunities that music teachers will train their professional skills and write their
papers to meet the requirement of MEXT.

In this study, the three authors who are teachers of this music college will report
an FD project from different viewpoints. Nakanishi, the first author, is an education
major and the leader of this project. Motojima, the second author, is a vocal major,
the project’s subleader. Sawada, the third author, is a piano major. Nakanishi and
Motojima are the representatives of this project, “Grassroots FD Project 2019.”
We are volunteer faculty developers of Kunitachi College of Music. We invited 12
teachers to join the project including Sawada. The role of Sawada in this paper was
to review the project from a viewpoint of a participant to improve the future project
with her younger generation colleagues. The organization chart of the project is
shown (Fig. 1).

2 Theoretical Framework

2.1 Classroom Observations as FD

One of the common FD types is classroom observation. Classroom observation is
the process of studying and analyzing classroom activities to scrutinize teaching
strategies adopted by the teachers. Foster says that classroom observation helps
teachers to test their personal theories on phenomena around them and refine social
and psychological behavior of others and themselves [5]. Maingay also defines
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Fig. 1 Organization chart of Grassroots FD Project 2019

classroom observation as a reflective tool for the teachers to explore their own
behavior [6]. To make sure that observation is purposeful and developmental, some
guide such as what to observe and how to observe should be considered [7]. Allright
[8] and Wajnryb [7] insist it is important to capture the events of the classroom
accurately and objectively and not only to make a record of impressions. Recent
researches emphasize the importance of observation procedures [9, 10]. They insist
that highly structured observation has a clear focus and involves carefully prepared
schedules, rating scales, and coding systems [9, 10].

2.2 Classroom Observation with Reflection: Cognitive
and Metacognitive Questions

As Cohen, Manion, and Morrinson [9] and Mackey and Gass [10] mention, the
clearer focus observation is required for effective FD. To structure the observation,
the use of relevant question would be a key. Questions have been the essential com-
ponent of many instructional methods including reviews, discussions, and problem
solving. There are several types of classifying questions. One type refers to cognitive
complexity. Questions may address various levels of cognition from recalling mem-
ory to creating something new. Bloom’s taxonomy of educational objectives [11]
and his former students’ Anderson and Krathwohl’s revised taxonomy [12] have
been frequently used to classify questions. They have 6 cognitive process categories
and 19 cognitive processes (Table 1). Each cognitive process category is hierarchical
from the lowest order, Remember to the highest order, Create. Remember is the act
of recalling information. The largest category of cognitive dimension is Understand
which builds connections between the new knowledge and their prior knowledge.
They are the acts of interpret, exemplify, classify, summarize, infer, compare, and
explain. Questions of Apply involve using procedure to perform exercise or solve
problems in familiar (execute) and unfamiliar situation (implement). Questions of
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Table 2 A teacher asks eight questions to him/herself on the second phase of the ALACT model

0. What is the context?
The teacher him/herself The learner

Do 1. What did I do? 5. What did the learner do?
Think 2. What did I think? 6. What did the learner think?
Feel 3. What did I feel? 7. What did the learner feel?
Want 4. What did I want to do? 8. What did the learner want to do?

Adapted from Figure 8.2 Korthagen [15]

Analyze aim to break materials into its constituent parts (differentiate) and determine
how the parts relate to one another or to an overall structure or purpose (organize),
and determine a point of view (attribute). Questions of Evaluate determine whether
a process or product has internal consistency (check) and whether a product has
external consistency (critique). Questions of Create require to generate alternative
hypothesis (generate), devise a procedure to accomplish a task (plan), or formalize
a new product (construct).

2.3 Teacher’s Reflection

Metacognition is the reflection about what people already know or is in the process
of doing something [13]. Kolthagen emphasizes the importance of reflection for
teachers. The process of reflection is shown in the ALACT model [14]. This model
describes the ideal reflection process in five phases.

In the first phase, a teacher performs a class activity. In the second phase,
“Looking back on the action,” the teacher looks back on his or her own action,
and answers eight questions about the student and him/herself, depending on the
context at that time (see Table 2). By answering the eight questions, a teacher can
begin to recognize the differences between what he/she thinks and what he/she feels
and what he/she wants to do. Being aware of any inconsistency is an important step
in “awareness” and “awareness” of the essential aspects of the third phase and will
lead to an increase in options for actions in the fourth phase. In the fifth phase,
the teacher chooses a new option and tries a new activity, by practicing this model
cyclically, the fifth phase to the first phase.

2.4 The ICE Model: As an Analytical Tool

In Nakanishi and Motojima’s former study of FD [16–20], the ICE model was
applied to vocal learning (Table 3). Originally, the ICE model [21] represents the
three phases of learning. (I) is an acronym of Ideas, which represents the building
blocks of learning. (C) is an acronym of Connections, which represents establishing
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Table 3 Summary of vocal learning based on the ICE model (by Motojima)

Ideas (I) Techniques
Connections (C)
Expressions

Extensions (E)
Senses

Phases of leaning To perform music
notes accurately

To connect all
elements of (I)
To breathe life into
music

Something “special”
To reach someone’s
heart

Elements of learning Quality of
voice/volume

Expressions of
feelings

Imagination

Quality of vibration Will to express Creation
Pronunciation Sound Appreciation

Index of evaluation /
analysis

Rhythm Interpretation Movement

Phrasing Analysis Resonance
Accuracy Sympathy Empathy

and articulating the relationships among components of Ideas. (E) is an acronym of
Extensions, which represents learning is internalized and used in new ways. Table
3 shows the application of the ICE model to vocal learning by Motojima. (E) is
something special to move people and touch someone’s heart. It is interpreted as
“senses” in music learning. To reach someone’s heart at (E) phase, music techniques
are essential, which are the base of learning music performance. We interpret
Ideas (I) in music performance as techniques. The elements of techniques (I) are
“quality of voice/volume, quality of vibration, pronunciation, rhythm, phrasing, and
accuracy.” Learners are expected to learn these elements at (I) phase to perform the
music notes accurately. Then, at the next phase of Connections (C), the elements of
(I) are connected. The elements of Connections (C) are “expression of feelings, will
to express, sound, interpretation, analysis, and sympathy.” The learners put together
what they have learned at the (I) phase and breathe life into music. The framework
of the ICE model helps the teachers to analyze the focus of music learning more
clearly.

3 The Present Study

3.1 The Purpose of the Study

The purpose of the present study is to outline the development of the FD (university
teacher professional training) project for music teachers and to examine how it can
affect the teachers.
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3.2 Development of the “Grassroots FD Project 2019”

The FD project at Kunitachi College of Music was started in 2015 by Nakanishi
and Motojima, and our achievement was published in 2016 [22]. Since then, we
have been continuing our study. The present study, “Grassroots FD Project 2019,”
was started in 2017 and ended in March 2020 by publishing the book FD at Music
College, Grassroots FD project 2019, -Teacher’s Awareness of Teaching- [23]. The
final goal of the project is to have music teachers, who are novice writers, write a
paper based on their teaching to meet the requirement of the MEXT.

3.3 Activities, Learnings, and Worksheets

Connecting the above four theories mentioned in section “Theoretical Framework,”
we developed the “Grassroots FD Project 2019.” The FD project has mainly six
activities: observing open music lessons, answering worksheets with cognitive
and metacognitive questions, discussing with colleagues, practicing and reflecting
teaching, and writing a paper (Fig. 2). To support learning of the teachers, three
worksheets were developed.

Figure 3 shows the link of activities, learnings, and worksheets. Worksheet 1
(Appendix 1) is named “Open lesson analysis sheet” which has mainly two parts. It
is used while observing open lessons. The first part of the sheet is observing teachers
evaluate the performance of a student and simulate teaching while an instructor is
teaching. In the second part, the teachers analyze the open lessons by the ICE model.
The teachers learn by observing and thinking including analyzing. Worksheet 2
(Appendix 2) is named “A teaching report: Improving lessons.” The focus of the
teachers shifts from the open lesson to their own lessons. They list three ideas which
they get from the instructor of the open lesson and apply them to their own lessons.
They give experimental lessons with the ideas in their own teaching. They record
their practice and reflect while and after teaching using the questions of Korthagen
(Table 2). In the end, the teachers give a questionnaire or interview students what
they think about the new teaching. With Worksheet 2, teachers learn by teaching
and reflecting. Worksheet 3 is a template of a paper. By following the template, they
can complete their paper. The teachers learn by reflecting and writing.

3.4 Enhancing Cognition and Metacognition

Figure 3 shows the process of the “Grassroots FD Project 2019” and explains the
link between the project with cognitive process categories and cognitive processes
[12].
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Fig. 2 Teacher’s activities, learnings, and worksheets

Fig. 3 Link of the project and cognitive process categories

In Workshop 1, the teachers are expected to understand the ICE model and
to analyze music learning and teaching by this model. The teachers observe the
open lesson and use Worksheet 1, “Open lesson analysis sheet” (Appendix 1), and
answer the cognitive questions. By answering the questions, the four cognitive
process categories (Understand, Apply, Analyze, Evaluate) and eight cognitive
processes (Inferring, Interpreting, Comparing, Explaining, Executing, Organizing,
Attributing, Checking) are promoted. When they evaluate students’ performance and
analyze teaching of instructors, they use the framework of the ICE model (Table 3).
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In Workshop 2, the teachers report their results of analysis and share them
with their colleagues based on “Open lesson analysis sheet.” After this workshop,
they list three ideas to improve their own lessons. Then, the teachers apply these
three points which they list to their own lessons (Cognitive process category,
Apply; Cognitive process, Executing). They are expected to follow Worksheet 2,
“A teaching report: Lesson improvement” (Appendix 2), and recorded their lessons
with a voice recorder. The teachers give a questionnaire about their lessons and
interview students about what they think about these new ideas of teaching.

Using Worksheet 2 and Worksheet 3, “A template” (Appendix 3), the teachers
are expected to reflect on their teaching and write their findings in about four to
nine pages. They are expected to reflect more deeply and criticize their teaching
by checking recorded lessons and students’ voices. After reflection, some teachers
design a new lesson plan. The cognitive process categories (Understand, Apply,
Analyze, Evaluate, and Create) are promoted by answering the questions. The cog-
nitive processes are interpreting, comparing, explaining, summarizing, executing,
organizing, attributing, checking, critiquing, and planning.

4 Results of the “Grassroots FD Project 2019”

4.1 Participants

In the FD project, 13 music teachers of Kunitachi College of Music participated.
They are seven vocal teachers and six piano teachers (Fig. 1). The cooperators of the
project were 2 instructors of open lessons (voice instructor, Prof. Chiyoe Sho; piano
instructor, Prof. Pascal Devoyond), 6 students of the open lessons (voice, n = 4;
piano, n = 2), and 90 students (voice, n = 53; piano, n = 37) who took lessons of
13 music teachers.

4.2 Targets of the Lesson Improvements

The 13 music teachers made experimental lessons from July to December 2019,
after observing the vocal open lesson (July 11, 2019) and the piano open lesson
(October 3, 2019). The target lessons were the private lessons for the vocal and piano
students and the group lesson for nonvocal and piano students. The total number of
these experimental lessons was 398.
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4.3 Teachers’ Learning from the Grassroots FD Project 2019

After participating in this project, the 13 teachers each finished writing about a
four- to nine-page paper, “A teaching report: Lesson improvement,” to meet the
requirement of MEXT. What did they learn from this project? We evaluated the
project from their writings.

Observing open music lessons Observing another instructor’s teaching at open
music lessons stimulated teachers and made them think about teaching more. Some
teachers said open lessons were the only chances to see other teacher’s lessons.

Answering questions on a worksheet Five teachers commented on the effects of
the questions of a worksheet. One mentioned that to follow the questions, she
could observe open lessons not from a viewpoint of a performer but from that of
a teacher. She also stated that the questions covered almost all aspects of teaching
to check. Among the questions, to analyze open lessons was the main objective
of the FD project. Motojima mentioned that the ICE model helped teachers avoid
criticizing the instructor personally but focusing on instructor’s teaching itself. The
other teacher said the ICE model helped to visualize the music performance and was
easy to understand.

Discussing Discussing the ways of teaching of the open lessons with their col-
leagues seemed to play an important role for all teachers. They said that they had
never exchanged their opinions about teaching before the project. They could learn
from other teachers and gained new ideas about teaching.

Applying three ideas of teaching to teachers’ own lessons The teachers list the three
ideas of teaching which they gained from the open lessons and applied to their own
lessons. The ideas are listed in Table 4. There are two common characteristics in
these ideas. First, many teachers would like to communicate with students more.
They would like to know what their students think. Second, they would like to ask
cognitive questions to have students think more.

The teachers summarized what they learned by giving experimental lessons with
three new ideas and practicing, in about 50 words. This summary showed their
reflection on the project clearly. Analyzing the reflection revealed that the focus
of 10 out of 13 teachers was on their metacognition. They looked at their teaching

Table 4 Excerpt from “Three points to improve teachers’ own teaching”

Vocal teachers I’d praise students. I’ll give positive feedback.
I’ll ask studnets what is difficult for them.
I’ll narrow the focus of my instruction.

Piano teachers I foster students’ mind of trial and error.
I’ll lead what studnets want to do and can do in their performance.
I develop students’ ability to listen.
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critically and objectively and reflected their teaching from the standpoint of a third
party. Regardless of the teachers’ specialties of either voice or piano, there were
many descriptions of teaching in meta-state. The examples are “I recognize that
I myself want to teach so as my students would understand me easily.” (vocal
teacher), “By giving my students enough time to digest the essential vocalization,
they produced better voice and felt the effect.” (vocal teacher), and “I deeply
considered the process of unconsciousness and consciousness until the students
complete the piece of the music.” (piano teacher). Six vocal teachers focused on
their way of expressing, but only one piano teacher mentioned about it. One of the
vocal teachers wrote: “Asking the students many cognitive questions improves their
thinking. The conversation between the students and myself increased, and I was
able to draw out the students’ willingness to perform more than before.” Five out
of six piano teachers focused on analytical skills, while vocal teachers mentioned
only one in seven. For example, one teacher wrote: “My piano teaching shifted from
‘giving (knowledge)’ to ‘have students feel music, think about music, and play the
piano by applying what they feel and think.” The description of this piano teacher
is analytical and shows three steps of “feel,” “think,” and “apply.”

They affirmed that workshops and worksheets helped them to write, but some
said they were not helpful on which topic they should pick up or develop. One
teacher who was a weak writer said that this writing experience helped her
understand weak piano students. She got to know how students felt when they didn’t
understand how to improve with the piano.

4.4 Review of the “Grassroots FD Project 2019” by Chiaki
Sawada

In this section, one of the piano teachers, Chiaki Sawada, reviews the project from
the viewpoint of a participant.

In Workshop 1, my colleagues and I found the ICE model was hard to understand.
We were not used to analyze music performance teaching and categorize it into three
phases. However, feeling the difficulty of understanding the ICE model led us to
think more about music performance and its teaching. After thinking over carefully
about the ICE model, we reached our own interpretation of using the three phases
of the ICE model to music performance. I thought music itself is the same as the
ICE model in some aspects. Both music and the ICE model have their own theories
which are inherently invisible and sensual. Moreover, both of them are interpreted,
analyzed, and expressed in several ways. The method of interpretation, analysis, and
expression of music and the ICE model are not always limited to one. I think music
performance and teaching music performance are basically inexplicable. However,
analyzing music performance and its teaching by the analytical tool of the ICE
model helped us to see what they are more clearly.
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The advantage of analysis by the ICE model was that it was a flexible framework
that could classify music performance and its teaching into three broad-based
phases. Teachers can interpret and apply their own concepts of music into the ICE
model. There are a variety of interpretation depending on their teacher’s experiences
and ideas. Because of these reasons, I thought the ICE model was suitable for
analyzing music performance and its teaching.

To tell the truth, Prof. Nakanishi and Prof. Motojima’s explanation of the ICE
model in Workshop 1 was confusing. After a briefing of the ICE model, several
cases of using the ICE model were introduced. However, this detailed explanation
blurred our understanding. The concept of the ICE model and the idea of analyzing
music performance from this framework were new to us. The focus of explanation
should be narrowed down. However, the handouts given at this time were well
organized and very easy to understand. By reading the materials at home, I was
able to understand the whole picture of the project.

Though we depended on Worksheet 3, a template, I found the points which
should be improved. First, in the first section, each teacher wrote very differently. I
suppose the template should give us more detailed explanation on what we should
write. Second, I found some discrepancies in Worksheet 2 and Worksheet 3. In
Worksheet 2, there was a place to write about the process of what we did in our
lesson, but this part was hardly covered in Worksheet 3. I thought that if the process
of analysis was also explained in Worksheet 3, the readers might understand how
the teachers chose their three points to be improved. Then, it would make our paper
even more interesting. Third, since many music teachers are unfamiliar with writing
a paper, a brief writing workshop might be helpful. I simply didn’t know how to title
a paper, label figures and tables, and even write headings in paragraphs.

The book of “Grassroots FD Project 2019” was arranged and edited by Prof.
Nakanishi in the form of “academic paper” to meet the requirement of MEXT. When
we, the teachers, were writing a part of this book, we thought we were writing an
academic paper. But I found it was just a practical report. I recognized this, when I
read some chapters written by Prof. Nakanishi. We, the teachers, wrote the important
parts of the book, but from the viewpoint of the whole research, what the teachers
wrote was not academic. I think that the teachers could analyze teaching by using
ICE model using their professional skills as music experts and university teachers.
However, regarding the academic paper, the teachers were novice writers. In this
sense, Grassroots FD Project 2019 made me aware and realize the differences of a
report and an academic paper. It was hidden but genuine FD.

5 Conclusion

Nakanishi and Motojima started the FD project so that music teachers who are
novice writers would write the paper to meet MEXT requirements. “A teaching
report: Improving lessons” written by 13 teachers did not present any unique
perspective or conclusion, and it was not academic. However, it made a difference
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from a report which presents only feelings and impressions. Based on teachers’
observation and teaching experiences, they wrote with objective and analytical view
using the ICE model and Bloom’s revised taxonomy. As the leaders of this project,
we thought that the goal of the project was not to “teach the teachers,” but to provide
an opportunity “to raise awareness of their teaching.” To that end, we developed
three worksheets and organized workshops and even provided individual mentoring.
The worksheets with various questions seemed to activate the teacher’s cognition
and encouraged their metacognition: teaching simulation, comparing teaching of the
instructor with their own teaching, analyzing lessons by the ICE model, applying
new ideas to their own teaching, recording lessons, reflecting, designing new
lessons, etc. Among them, the most useful one for teachers seems to be to analyze
music performance by the ICE model. Seeing lessons from the framework of the
ICE model is like looking at the world from haiku (a short Japanese poem) 5-7-
5 framework. Seeing from the new framework creates awareness. Teachers seem
to connect analysis by the ICE model and writing a paper successfully. The ICE
model gives different teaching views to the teachers who have been teaching for
many years. The advantage of the ICE model was that the interpretation of the
performance could be different for each individual teacher. Therefore, it was easy to
accept as a framework for analyzing music.

In reflection of teaching, why did piano teachers focus on “analyzing” and vocal
teachers on “expressing?” As the number of teachers who participated in the project
is small, it is not possible to generalize their features of specialty. The following
assumption can be made. Piano teachers do their best to analyze a piece of music in
their minds before expressing, while vocal teachers use their “mouth” and “words”
before analyzing. In other words, piano teachers may give priority to analysis not
only in performance but also in instruction, and vocal teachers may tend to give
priority to expression in any situation.

It is said that cognitive skills are developed not in the same situation or subject
for everyone, but in the area in which each one is most interested and strong. People
may want to know more or be better in areas where they are interested or excel, and
they may have a sharpened sense. However, in fields that you are not interested in
or unfamiliar with, you cannot think of anything critical. When teachers try to focus
on one thing, they may look at the “area” that they are working on most sincerely.

One of the limits of this study is that the effect of FD was not measured. It is
conducted only by teachers’ surveys and interviews with students. The FD project
should have looked at how the students perceived the lesson improvements. Second,
a follow-up survey of how the teachers’ awareness and the way of teaching have
changed after participating in the FD project will also be necessary. Third, in this
study, the review was done by a single teacher. It might not show a complete picture
of the project. In our future project, we should provide questionnaires and interviews
for all of the students and a follow-up survey and review for all teachers.

Acknowledgments This work was supported by JSPS KAKENHI Grant Number JP 19K03035.
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A.1 Appendix

A.1.1 Appendix (1) Excerpt of Worksheet 1: Open Lesson
Analysis Sheet

[Before] Listen to the first performance of the student/before the lecturer comments
1. Evaluate the student’s first performance using the frameworks of the ICE model with
numbers (1–5). Ideas ( ), Connections ( ), Extensions ( )
If you were a lecturer, what would you like to focus on and teach to the first performance of the
student? Explain the analysis of the above figures of the ICE model.
[While: During the open lesson]
2. Take a note of the lecturer’s instruction.
3. Could the student understand the lecturer’s instruction? If you were the lecturer, what and
how would you like to bridge the gap?
4. Compare and contrast the lecturer’s teaching and your teaching. From the lecturer’s
teaching, what do you want to apply to your own lesson? What is unacceptable?
[After] After the open lesson:
5. Look at your own note and analyze the student performance and the lecturer’s instruction
from the viewpoint of the ICE model. Put an acronym for (I)/(C)/(E) after each sentence.

A.1.2 Appendix (2) Excerpt of Worksheet 2: A Teaching
Report: Improving Lessons

1. What do you think the lecturer is focusing on her/his open lesson? Indicate the focus using
the ICE model with numbers (1–5).
2. Explain the analysis of the above figures of the ICE model, including specific examples
(such as the lecturer’s verbal explanation, behavior, and student responses). What and how did
the lecturer teach? What did the lecturer particularly try to convey? (I)/(C)/(E)
3. Compare and contrast your teaching with the lecturer’s teaching. Write down three things
that you want to incorporate in your lesson, and write down the reasons. Analyze where the
focus is in (I), (C), and (E) and note in the right column.
4. Make a detailed record of the practice of the three things you actually tried in your lesson
(target student, duration, appearance/change of student, comment). Analyze the instruction in
(I), (C), and (E) and write it in the right column.
5. Future tasks

A.1.3 Appendix (3) Excerpt of Worksheet 3: A Template
of a Paper

Title (Think about the characteristics of the instructor’s lesson and your improvement points)
1. Open lessons
Summarize what you think impressive (e.g., the performance and the remarks made by the
instructor). Explain what you think about the instructor’s open lessons, what is different from
your own lessons, what inspired you, etc.
2. Lesson analysis
Analysis by the ICE model should be shown as number and figure.
3. A teaching report
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Scalable Undergraduate Cybersecurity
Curriculum Through Auto-graded
E-Learning Labs

Aspen Olmsted

1 Introduction

Demand for cybersecurity workers is estimated to increase 350% between 2013 and
2021 [1]. In response, large universities have created online cybersecurity graduate
programs with reduced tuition to attract adult learners. New York University
(NYU) established a scholarship program called Cyber Fellows that provides a
75% scholarship to all US eligible workers [2]. Georgia Institute of Technology
(Georgia Tech) has created an online MS degree that can be earned at a cost of
fewer than 10,000 dollars [3]. Both of these programs are designed to scale to
thousands of students. Fisher College [4] is a small minority-serving private liberal
arts college located in downtown Boston, MA. At Fisher College, we have designed
an undergraduate program designed to serve our students online with not only
scalability but also integrity.

Computer science, like many of the sciences, devotes a great deal of the
students’ time in the learning to hands-on lab activities. Cybersecurity is a sub-
discipline within computer science that combines core application, programming,
and database courses with upper-level information technology, computer science,
and cybersecurity course. In programming courses, these labs take the forum of the
students writing application code in the language of the course. In database courses,
the students are often submitting SQL queries in response to question prompts. In
information technology and cybersecurity courses, the labs are often steps taken on
real systems to configure systems or to eliminate vulnerabilities.

In face-to-face classes, instructors often use reverse classrooms so the students
can have hands-on time with the instructor or a teaching assistant (TA), so when
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they get stuck, they can get started again quickly without a long duration between
submissions. The students watch lectures, read and take quizzes at home, and work
on the labs in person to facilitate the just-in-time assistance. We show that students
who learn with uninterrupted time do better in the completion of the labs.

For students in online classes, there is often a long time between a question and
submission and the response or feedback that allows the student to continue learning
in the lab. Online auto-graded systems help in the sense that the student will get
some feedback immediately, but the student may have to wait for online office hours
or a response to a forum post to continue with work. There is also a problem of
ensuring integrity that the student submitting the work is the student who did the
activities in the lab.

In this paper, we describe a technique we use in developing auto-graders that
allows the student to receive feedback quicker while improving the integrity that the
submitter is the author of the lab. The feedback comes in the form of auto-grader
unit test results, along with allowing for peer discussions around the assignments.
The number and quality of peer discussions increased because, in some cases,
each student has a unique derivate of the lab that the students are completing.
So instead of trying to stop student peer communication about lab solutions, we
can encourage student sharing. The peer-to-peer student sharing has increased the
students’ understanding of the lab.

The organization of the paper is as follows. Section 2 describes the related
work and the limitations of current methods. In Sect. 3, we describe the elements
in the secBIML programming language. Section 4 explains the auto-graders we
developed for our database courses. Section 5 describes how we developed our
auto-graders for programming courses. Section 6 drills into the way we auto-grade
for information technology courses. Section 7 investigates the way we build auto-
graders for upper-level computer science courses. In Sect. 8, we drill into the auto-
graders in our cybersecurity upper-level courses. Section 9 looks are our research
questions and preliminary empirical data. We conclude in Sect. 10 and discuss
future work.

2 Related Work

Jeffrey Ulman [2] developed an e-learning system with derivate questions called
Gradiance Online Accelerated Learning (GOAL). GOAL provided quizzes and labs
for several core computer science topics, including operating systems, database
design, compiler design, and computer science theory. Each course was linked
to a textbook with several quizzes per chapter and sometimes a few labs. The
examinations were composed of questions with separate pools of correct and
incorrect answers. When a student takes an exam, they are presented with a multiple-
choice quiz where one right answer and several wrong answers are displayed for
the student to choose the correct answer. A standard configuration of the system
was four correct answers and eight incorrect answers. This configuration yield 224
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derivate questions per each original item in the quiz. We have used GOAL over
the years in database courses and found the derivative quiz questions allowed the
students to discuss the exam without giving away the answer. The derivatives also
will enable an instructor to answer a single derivate of an item in an online lecture.
Unfortunately, GOAL only proved derivatives in the quizzes and not in the labs. The
labs provided by GOAL were auto-graded, giving students immediate feedback, but
since all students were working on the same labs at home, it was hard to stop answer
sharing. Our work here supplements the job done in GOAL by providing not only
automated grading of labs but also derivate questions per student (Fig. 1).

McGraw Hill [3] produces a commercial e-learning product called SIMnet.
SIMnet’s ambition is to teach students the skills required in the utilization of the
Microsoft Office suite. SIMnet provides auto-graded labs that grade the students’
submissions of database, spreadsheet, presentation, and word processing software.
Students can learn the skills through online lessons that present the tasks in both
reading and video format. SIMnet does protect the integrity of each student’s work
by inserting a unique signature into the starter file that the students download. If a
student tries to upload a file with a different student’s signature, the system catches
the integrity violation. Either the upload is rejected, or the instructor is notified,
depending on the lab configuration. Unfortunately, the labs that the students perform
are not differentiated between students, so nothing stops one student from copying
the work in the other students’ files. Our work here improves on the integrity of the
students’ submission by deriving a different problem per student so they cannot just
copy the other student’s work.

Gradescope [4] sells a commercial e-learning product that allows instructors to
scan student paper-based assignments. The grading of the paper-based assignments
can then be automated through the e-learning system. The scanning feature has
driven many mathematics and science departments in universities to adopt the
system. A relatively unknown function of the system is the auto-graded pro-
gramming framework. Gradescope designed a system that allows a student to
upload a file for an assignment. The system then spins up a Docker [5] Linux
session that is configured for the task. Test cases are developed in the auto-
grader configuration with specific grading weights assigned for each test. We
utilize this auto-grading environment for our derivative-based SQL, Python, and
C#-based labs.

3 Database Auto-Grader

The auto-grader we developed for the database courses creates a Docker environ-
ment with a MySQL database running on a Linux environment. The students upload
their query with a specific name: query.sql. The auto-grader then reads the metadata
about the assignment to determine the assignment name and performs between three
and five tests. Each test is weighted at two points each.
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Fig. 1 Student lab ER diagram
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Table 1 Sample value test Field Value

Name Assignment 1
Value 1 Product_code
Value 2 Prodcut_name
Value 3 List_price
Order List_price
Derivative Random row

The test is actually stored in the MySQL database that is installed in the Docker
session. The database connected has both the test information for the auto-graders
and the same data provided to the students for their lab. There are two types of unit
tests:

• Value tests
• Existence tests

For the value tests, each assignment has a row in the value_unit_test table. Table 1
shows a sample assignment row for a query that returns a specific product record.
The primary key for the value_unit_test table is the name of the assignment. The
value_unit_test also contains three value tests, along with an order test. The last
value in the value_unit_test is the derivate method. Currently, supported derivate
methods are:

• Random row – In this derivate method, the student’s login is converted to a
unique number between 1 and the maximum assignment number. The unique
number comes from an order the student ID comes in the roster. The system will
read the specific record in the order by value from the database to prompt the
student to return that record.

• Random range – This is similar to random row but asks the students to return a
tuple between a start and end value. The start value is the same as the random
row value, and the end value is the fifth value after that record

Figure 3 shows the entity-relationship (ER) diagram for the student lab database.
An assignment description website was built to display the question values that
match the auto-grader tests for the student logged in. The auto-grader will score
the student on ten possible points distribute across five tests:

1. Did the query execute?
2. Did the values match for the first value?
3. Did the values match for the second value?
4. Did the values match for the third value?
5. Did the order match?

Existence tests are similar to value tests, except they are used to grade queries that
mutate the database such as insert, update, and delete statements along with queries
that create views, functions, stored procedures, and triggers. In the case of existence
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tests, the auto-grader will score the student on six possible points distributed across
five tests:

1. Did the query execute?
2. Did test 1 pass?
3. Did test 2 pass?

Table 2 shows an example of an entry for the existence_unit_test table. The case
is from an assignment where the student needs to write a query to create a new
index. The test types either exist or do not exist. The test will either pass or fail if
there is a value returned from the query. For an existing unit test type, data should
be returned for a success. For not existing unit test type, no data should be returned
for a successful test. Instead of a derivative based on a specific record as we used
in the value unit tests, replacement variables are used to change the queries. Table 3
shows the available replacement variables. The variables allow names to be based
on the user logged in, tables, and columns to be different for each student and literal
string and numbers to be randomized.

Table 2 Sample existence
test

Field Value

Name Assignment 2
Test 1 Show index from

@RandomTable where
key_name=@login_orders_ix

Test 1 type Exists
Test 2 Show index from

@RandomTable where
key_name=@login_orders_ix
and column_name = ‘@Ran-
domColumn

Test 2 type Exists

Table 3 Replacement variables

Variable Meaning

@login The user code for the logged in user
@RandomTable A random table from the students sample database. This variable can

be suffixed with a number between 1 and 9
@RandomColumn A random column from the random table selected in the variable above.

This variable can be suffixed with a number between 1 and 9
@RandomWord A random word from the dictionary
@RandomInt A random possitive integer
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4 Programming Auto-Grader

We had previously developed a set of auto-graded foundational programming
assignments in Python, Java, and CSharp for students in a first programming class.
Unfortunately, many of these assignments did not lend themselves to derivates that
required different solutions per student. In our first attempt, we randomized the
variables in the test cases to ensure students were not hard coding the output to
match the input tests. To illustrate the challenge, we will itemize the labs below:

• Labs to practice programming expressions:
• Hello World – In this assignment, the student just outputs the words “Hello

World.”
• Coin Counter – In this assignment, the student would be sent input variables for

the number of quarters, dimes, nickels, and pennies and would output the total in
dollars and cents.

• Coin Converter – In this assignment, the students would be given dollars and
cents, and they would output the minimum number of coins by denomination.

• BMI Metric – In this assignment, the student would sent input of weight in
kilograms and height in meters, and they would output the BMI.

• BMI Imperial - In this assignment, the student would be sent input of weight in
pounds and height in inches, and they would output the BMI. The students would
need to convert the imperial measurements to metric before calculating the BMI.

• BMI Metric with Status – This assignment is a modification of the earlier
assignment and adds a decision branch to display a status of underweight, normal,
overweight, or obese. The students have not learned decision branching yet, so
the expectation is they will use modular division for this problem.

• Labs to practice programming iteration and decision branching:
• Cash Register – This assignment allows multiple inputs of item prices along with

a club discount card and tax rate. The student outputs the base price, price after
discount, and total price.

• Call Cost – This assignment provides the students with a rate table based on the
day of the week and time of day. Input is sent with the day, time, and duration of
the call and the students’ outputs the total cost for the request.

• Even Numbers – This assignment has the student output a certain number of
event numbers based on the number input.

• Fibonacci – This assignment has the student produce the first n Fibonacci
numbers. The number n is sent as input to the program.

• Labs to practice programming string operations:
• String Splitter – This assignment tests the student’s ability to divide up an

odd length input string into middle character, string up to the middle character,
starting after the middle character

• Character Type – This assignment has the student read a character of input and
classify it into a lowercase letter, uppercase letter, digit, or non-alphanumeric
character.

• Labs to practice programming functions:
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• Leap Year Function – This assignment has the student write a function that takes
a parameter and return true if the year is a leap year

• First Word Function – This assignment sends a sentence as a parameter to a
function the student writes, and the student returns the first word of the sentence.

• Remaining Word Function – This assignment sends a sentence as a parameter to
a function the student writes, and the student returns the remaining words after
the first word of the sentence.

• Labs to practice programming lists:
• Max in List Function – This assignment sends a list of integers as a parameter to

a function the student writes, and the function should return the largest integer in
the list.

• Max Absolute in List Function – This assignment sends a list of integers as a
parameter to a function the student writes, and the function should return the
largest absolute value of each integer in the list.

• Average in List Function – This assignment sends a list of integers as a parameter
to a function the student writes, and the function should return the average of all
the integers in the list.

4.1 Derivates of Expression Labs

We modified the above labs that allow students to practice programming expressions
so that each student received a derivative. Each of these labs initially provided the
student with a formula or included an inherent method. So, for example, the Metric
BMI lab provided students with the formula to calculate BMI by taking the weight
in kilograms and dividing by the height in meters squared. The currency-based
labs used an inherent method for converting the value of each coin. For example,
a nickel is worth five pennies. All of these labs were modified by adding fake names
for calculations and currencies and applying random constants and exponents. For
example, one student would calculate the BMIA by using the formula of three times
weight divided by two times height raised to the fourth power.

4.2 Derivates of Advanced Labs

After tackling the expression labs, we looked at the advanced programming labs
listed above. None of these labs lend themselves to derivates in the problem
statement. So we focused on ways to randomize the values in the unit tests to ensure
integrity that the student was writing code that did not hard code output based on
the inputs they saw. Each time a student submits their work, the test uses different
input values that are randomly generated.
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5 IT Course Auto-Graders

5.1 Helpdesk Course Auto-graders

In a helpdesk course, students learn technical problem-solving skills so they can
solve end-user IT problems. We developed deployed through Docker sessions with
problems and recipe-type instructions for the students to perform to solve the
technical issues. We utilize the Linux Bash history file to auto-grade the student’s
work to ensure they executed all the commands in the recipe.

5.2 Networking Admin Course Auto-graders

Similar to the helpdesk course, the networking admin course teaches the student
the core competency around network tools. We developed labs deployed through
Docker sessions and provided recipe-type labs for the students to build familiarity
with the networking tools. We utilize the Linux Bash history file to auto-grade the
students’ work to ensure they executed all the commands in the recipe.

6 Computer Science Course Auto-graders

6.1 Operating System Auto-graders

In an operating system course, students learn how operating systems manage limited
hardware resources so that many application programs can run simultaneously. We
developed auto-graders that allowed the students to explore the data structures and
algorithms used to manage physical memory, virtual memory, hard disks, and the
central processing unit (CPU).

6.2 Networking Programming Course Auto-graders

In a networking course, students learn about the Open Systems Interconnection
(OSI) model and Transmission Control Protocol/Internet Protocol (TCP/IP) layers.
The students write programs in Python that utilize TCP/IP services that talk to a
cloud application.
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7 Cybersecurity Science Course Auto-Graders

7.1 Information Security Auto-graders

In an information security course, students learn about threat modeling, security
policy models, access control policies, and reference monitors. We developed a
set of auto-graded reference monitor labs. In each lab, the student implements a
reference monitor that implements different access control policies and security
policies.

7.2 Secure Programming Auto-graders

In a secure programming course, students learn how to develop code free of
vulnerabilities. The perspective in a secure programming course comes from the
concept that the code is a white box. The students have full visibility of the source
code as they perform labs to secure the code. We developed labs where students
are provided code with vulnerabilities. Gradescope auto-graders are provided that
exploit the vulnerabilities. Students need to improve the code and submit a version
without the original vulnerability in their code to receive credit.

7.3 Penetration Testing Auto-graders

In a penetration course, students think about security from a different perspective.
The perspective in a penetration testing course comes from the concept that the code
is a black box. The students do not have visibility into the source code they are trying
to penetrate in the labs. We developed labs where students are provided a signature
for a code library with vulnerabilities. Gradescope auto-graders are equipped to
execute the students’ code and determine if they found a weakness.

8 Empirical Data

In this section, we examine the data we gathered from three sections of a database
course. There were three questions we wanted to answer about our use of auto-
graders in the cybersecurity curriculum:

• Do the auto-graders help students progress quicker through a lab?
• Do the auto-graders help increase participation at the undergraduate level in labs?
• Do the derivate auto-graders help students by facilitating peer discussion?
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Fig. 2 Empirical data

We choose the database course because every lab had a derivate version so that
each student was working on a unique problem in the lab. The original face-to-face
section used manual graded lab submissions without derivatives, one online section
used auto-graded nonderivative labs, and one section used the derivative labs. The
students in the face-to-face section had a reverse classroom where they worked
individually on labs during class time, and the instructor would answer questions
as they ran into problems. In the section with the derivative labs, a discussion forum
was provided for students to help each other with the lab.

Figure 2 shows a summary of the data we used to answer the questions. The
average time between submissions was reduced significantly for the two sections
that utilized auto-graders. The number of submissions was increased for the two
sections that used auto-graders. Lastly, the participation rate was raised for the two
sections that used auto-graders.

The answer to the three research statements was a strong yes to the first two
and a weaker yes to the third question. The auto-graders helped online student
progress quicker through the lab by shortening the time between submissions. In
our small study, the auto-graders helped increase participation at the undergraduate
level in both versions of the labs. Lastly, we believe the derivate auto-graders helped
students by facilitating peer discussion. The participation rate was a little lower for
the derivative version of the labs. Still, we felt it was close enough to the non-
derivate lab to show progress in learning since students were performing unique
work, and the increased student communication help to facilitate that progress.

9 Conclusions and Future Work

Based on our research, we demonstrate that the use of our e-learning auto-graded
assignments improves participation in the cybersecurity course labs. We also show
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that the use of our technique of creating derivatives of the lab for each student can
lead to increased communication between students and therefore increased learning.
Our future work will continue to develop labs in the advanced courses that not only
randomize the unit test data but also provide for derivate problems per student. We
will also gather more empirical evidence in the future to show how the auto-graders
improve the learning experience for online e-learners.
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The Effect of Matching Learning
Material to Learners’ Dyslexia Type
on Reading Performance

Hadeel Al-Dawsari and Robert Hendley

1 Introduction

Learning disability is a general expression that covers disorders related to difficulties
in various skills and senses. These difficulties may impact multiple abilities, such as
reading, writing, listening, and speaking. Individuals, typically, suffer from such
disorders due to a developmental issue. It is common for other factors such as
sensory impairment and behavioral or other cognitive problems to co-occur with
dyslexia [1].

Reading is one of the most important basic skills [2]. It can be considered as
the gateway to learning other concepts. Most readers quickly learn to understand
written text automatically and without any conscious effort. However, a percentage
of readers face difficulties and tiredness when reading. This can lead them to be
excluded socially and educationally, especially in classrooms [2]. Such readers
are known as dyslexics. Dyslexia was first identified more than 100 years ago by
Berlin [3].

Dyslexia is defined as a specific learning disability, widely believed to arise
from a neurobiological issue. Dyslexics suffer from a disorder in the phonological
component of language processing which leads to the following: (1) inaccurate
and/or slow word recognition, (2) misspellings, (3) poor decoding ability [2], (4)
word repetition or addition, and (5) character deletion and transposition [4].
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Myklebust was the first person to suggest classifying developmental dyslexia into
different types [5]. These early classifications tended to classify dyslexia based upon
symptoms. This helps in understanding the difficulties and thus in providing more
appropriate support [5].

On the other hand, [5] suggested classifying dyslexia based on the dual-route
model for single-word reading and predicting dyslexics’ symptoms based on
problems with components of this model. This model has proved the most effective
and widely used for predicting the various types of dyslexia [6]. Therefore, this
classification of dyslexia is adopted in this research.

The potential of online learning has increased due to the emergence of new
technologies. Online learning can be defined as accessing learning materials via
the Internet in order to interact with the instructor, the learning content, and other
learners. Among the benefits of online learning are that the learner can access it
independently of time or location [7].

However, this way of learning will not, necessarily, provide learning material that
suits an individual’s needs. Each dyslexic is different and thus should be offered
learning material matched to their individual needs. Adapting online systems has
the potential to achieve this and to improve the quality of learning and the user’s
experience. Generally, adaptation means a procedure for customizing something to
the users’ needs [3]. In learning, it is often described as organizing the learning to
accommodate learners’ differences [8] or to change its behavior based on learners’
needs [9].

Dyslexics are affected by the language they are learning – the differences in
language structure and orthography have a large effect on the difficulties that
learners face. There has been little research into supporting dyslexic students
in Arabic. This research targets teaching reading skills to young, native Arabic-
speaking dyslexics.

The Arabic language is the sixth most spoken language in the world.1 Over 200
million individuals speak Arabic as their first language. It is also used as a second
language by millions of Muslims [10]. The cursive nature of the script, the use of
diacritics, having multiple forms for a single letter (depending on the position within
a word), and non-vowelized text are some of the particular problems when reading
Arabic [11].

This research is concerned with the evaluation of the effects of adaptation based
on vowel dyslexia (VD). The TrainDys system adapts learning material to learners’
needs. The evaluation is in terms of a controlled experiment to investigate whether
matching the learning material to the type of VD improves learners’ learning
and increases their satisfaction. VD and short vowel dyslexia (SVD) were chosen
because of their frequency [6].

This paper is organized as follows: the related work is presented in the next
section, followed by a description of the experimental design, and finally, the

1http://www.ethnologue.com/ethno_docs/distribution.asp?by=size. Accessed on June 2020.

http://www.ethnologue.com/ethno_docs/distribution.asp?by=size
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experiment’s results are presented and discussed along with recommendations for
future work.

2 Related Work

Few research studies have investigated the use of adaptive online education systems
for dyslexia in the Arabic language. Some have developed applications, while others
proposed frameworks and guidelines. In terms of applications, most studies use
game-based techniques. A variety of evaluation methods have been used. Ouherrou
et.al [12] developed a standalone educational game to assess dyslexics’ skills in
Arabic. The application was evaluated by specialists using heuristic evaluation, and
a questionnaire was used to get feedback from dyslexic children and teachers. They
found that the educational game was useful and that the learning process might
benefit.

Another study by Al-Ghurair and Alnaqi [13] aimed to enhance dyslexics’
short-term memory through a game-based application structured around a story. Its
usability was assessed through observation of children’s interaction and of their
use of the system. The children’s opinions were taken after using the system. They
report that the children were satisfied with the interface’s theme and that the children
enjoyed the application and were engaged.

There has been some work on tools related to dyslexia in Arabic. Aldabaybah
and Jusoh [14] proposed a set of usability features to improve assistive technologies
for Arabic dyslexics. They applied these in a prototype which was then evaluated
by a special education expert. They suggest that the added features increased
the students’ perception of usability and enhanced their academic performance.
Benmarrakchia [15] proposed a set of design guidelines based on dyslexics’ spelling
errors. These guidelines covered four areas: visual ability, phonological processing,
orthographical similarity, and cognitive processing. However, the evaluation of these
guidelines is left to later studies. AlRowais [16] developed a framework for the
evaluation of training tools for Arabic dyslexics This uses experts, interviews,
and questionnaires. The evaluations were mostly positive, but they did identify
unnecessary elements, gaps, and necessary refinements.

Overall, there is limited research into technological support for dyslexic edu-
cation in Arabic. There are many gaps, and most of the work treats dyslexia as a
single class. However, it is clear that there are many different classes of dyslexia and
that these each require different adaptations. Finally, in terms of evaluation, most
research either has a very limited evaluation or none, at all. Qualitative approaches
(such as interviews and observations) are most common with very few quantitative
and controlled studies and little that assesses the learning gain or the effect on
students’ satisfaction.
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3 Method

In order to investigate the effects of matching learning material to learners’ dyslexia
type, we developed a training system (TrainDys) and used this to run a controlled
experiment to assess learning gain and learner satisfaction.

3.1 Setup

The TrainDys system was designed and developed. There are eight exercises each
with ten levels giving a total of 80 words. Most dyslexics have a visuospatial/kines-
thetic style [17], so a multisensory approach was used [15]. For each exercise, a
word is spoken by the system, and its image is displayed along with three choices. If
they choose the correct word, positive verbal feedback is given [15], and they gain a
point. Otherwise, they are asked to try again [18]. The learner needs to achieve 80%
[18] to unlock the next level.

The material was chosen from the primary school curriculum to target vowel
dyslexia. It uses a combination of short vowels (fat-ha, dammah, and kasra) and

long vowels (a, i, u), ( ) progressing from simple (words of three letters and
only fat-ha short vowel and alef long vowel) to advanced (five or six letters and a
mix of the three short vowels and the three long vowels).

The cognitive theory of multimedia learning was used. The underlying theory
was drawn from dual-coding theory, cognitive load theory, and constructivist theory
[19]. Mayer and Moreno suggest five instructional design principles to achieve this:
multimedia aids, contiguity aids, coherence aids, modality aids, and redundancy aids
[19]. Each word is spoken and an image displayed (multimedia and modality aid),
simultaneously (contiguity aid). The text was used to present the learning material
(redundancy aid). No extraneous words or sounds unrelated to the learning material
were presented (coherence aid). The TrainDys interface was designed following the
guidelines for web design accessibility for Arabic content [20]. The experiment used
these instruments:

• Diagnostic test: for diagnosis of dyslexia type.
• Consent form: parental approval since participants are under 18 years.
• Pre- and posttests: the first test to measure the knowledge level of the learner

before using the system. The posttest was conducted after the course and used to
calculate learning gain. Each test included ten words targeting VD (ten words of
different lengths containing long and short vowels). For the posttest, a mixture of
seen and unseen words was used.

• Satisfaction questionnaire: Because the subjects were young children, the smi-
leyometer [21] was used (see Fig. 1).

Twenty learners were recruited. Due to the coronavirus pandemic, schools
were closed partway through, and only 13 students were able to complete the
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Fig. 1 Smileyometer [21] Student’s ID:.........................................................

What is your opinion about the system?

Awful Not very good Good Really Good Brilliant

experiment in school. Zoom meetings were used to complete the study remotely
with 3 additional students, giving a total of 16. The remaining four learners did not
complete the study for the following reasons:

• One learner’s parents refused remote participation.
• One learner refused, thinking they were on holiday.
• One learner had a poor Internet connection.
• One learner did not have a suitable device to conduct the experiment.

3.2 Procedure

The experiment was conducted in eight experimental sessions, each of 35 minutes.
The study took place in Riyadh, Saudi Arabia. The experiment took place in person,
in quiet rooms, in school. The three exceptional cases started as normal and were
completed remotely using Zoom. The learner was first introduced to the study and
completed the diagnostic test and pretest. They then used the TrainDys system. After
finishing the study, they completed the posttest and satisfaction questionnaire.

4 Results and Discussion

The experiment was conducted with 16 female dyslexic learners; 8 were assigned
to the SVD group (mismatched) and the other 8 to the VD group (matched). The
learners were homogeneous in terms of knowledge level, age, and grade. They
were in the fourth, fifth, and sixth grades in primary school. The mean age was
approximately 10 (SD = 1.41) and ranged from 9 to 14. They were encouraged to
take part in order to improve their reading.

4.1 Learning Gain

This shows that the learning gain of both the matched and the mismatched group was
positive (posttest > pretest). This indicates that the reading of the matched group was
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Fig. 2 Mean of the pretest, posttest, and learning gain for both groups

Table 1 Mean and standard deviation of the pretest, posttest, and learning gain

Pretest Posttest Learning gain
Group type N Mean SD Mean SD Mean SD

Mismatched (SVD) 8 1.75 2.05 5.75 2.25 4.00 2.00
Matched (VD) 8 2.13 1.73 5.75 1.75 3.63 1.41

improved. This was also true with the mismatched group. The learning gain of both
groups was, effectively, the same, and the posttest results were identical (Fig. 2).
This result was surprising. It might be due to:

• The learning material not being new to either group: the main goal of the system
was the reinforcement of a skill that had been taught earlier.

• The words used contained both long and short vowels. This will also benefit the
mismatched group who have problems only with short vowels.

• The small number of participants.

The significance of the learning gain between the two groups was tested. As
the data of the mismatched group was not normally distributed, as assessed by the
Shapiro-Wilk test (p = 0.034 < 0.05), the Mann-Whitney U test was used as an
alternative to an independent sample t-test. The difference in median learning gain
for the matched group (3.50) and mismatched group (3.00) was not statistically
significant: U = 33.5, z = 0.163, and p = 0.878.

However, these findings are true only for this sample of students and cannot be
generalized due to the small sample size (Table 1).
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Table 2 Mean, median, and
standard deviation of the
learner satisfaction

Learner satisfaction
Group type N Mean Median SD

Mismatched group (SVD) 8 4.50 5.00 1.41
Matched group (VD) 8 4.75 5.00 0.71

4.2 Learner Satisfaction

Table 2 shows the mean, median, and standard deviation of the learners’ satisfaction
for each group. The mean for both groups was almost the same, and their median
was identical. The scores indicate that learners in both groups were very satisfied
with the system, and so, it is not possible to detect any meaningful effect. This could
be due to the interactive feature of the system and the guidelines that were followed
during system design [20]. Again, these findings are true only for this sample of
students and cannot be generalized due to the small number of subjects.

5 Lessons Learnt

During this experiment, several lessons were learned. It is very hard to recruit large
numbers of students with an appropriate profile. We restricted participants to have
a specific form of dyslexia, to be in one geographical area (for practical reasons),
and to have similar ages and reading performance. The problems that arose through
the coronavirus pandemic did disrupt the study. However, this also highlighted that
it may be possible to conduct future studies remotely – and therefore to recruit a
much larger number of participants across a wider geographical area.

In terms of the TrainDys system, there were several issues. The learning material
did not discriminate sufficiently between the needs of the different students. There
was also too steep a progression in the difficulty of the material. Each of these factors
will be addressed in future work.

The instruments used also had some weaknesses and need to be refined. A
particular problem was with the assessment of the students’ satisfaction. The scores
given by the students were extremely high. While this is reassuring, in terms of the
quality of the learning material, it does mean that it is impossible to discriminate
between the conditions. Again, this will need to be reassessed and refined.

6 Conclusion and Future Work

Dyslexia is a universal reading difficulty. It can be found everywhere and inde-
pendently of language. However, just as everybody is different, dyslexics are too.
They suffer from different reading problems. For instance, some of them may not
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understand what is written, while others may omit, transpose, or alter letters while
reading.

The aim of this research is to overcome these problems by providing dyslexic
individuals with appropriate learning material that matches their needs. It is
expected that this will improve their learning and their satisfaction. This, in turn,
is expected to improve their engagement, which should have further benefits.

We designed a controlled experiment to test this. The students’ dyslexic type
was diagnosed, and their prior reading performance was assessed. They were then
assigned to one of two conditions. Learning was delivered through an online system,
and their reading performance and satisfaction were assessed after completing the
course. The results showed an improvement in learners’ reading performance in
both conditions and very high levels of user satisfaction.

There has been little research into using adaptive learning for dyslexia in Arabic.
This work seeks to explore the feasibility and benefits of this approach. The results
of this preliminary study do not clearly demonstrate any benefit. Our further work
will explore making the adaptation more useful and also expanding the number of
participants.
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Individualized Educational System
Supporting Object-Oriented
Programming

F. Fischman, H. Lersch, M. Winterhagen, B. Wallenborn, M. Fuchs, M. Then,
and M. Hemmje

1 Introduction, Motivation, Problem Areas, and Research
Questions

With regard to software developers who have made a huge impact in every industry
field, one would require more qualitative developers [1], and therefore, a new
learning technique is needed to study OOP [2] material more effectively and
efficiently. This learning technique that is currently being developed will be known
as the adaptive competence-based educational system (ACEduSys), which will
entail adaptive learning [3] and competence-based education [4] for the purpose
of learning and understanding the learning material. Also, the learning material
will explain the descendants of OOP languages in addition to object-oriented
language functionality. OOP is being incorporated worldwide across educational
institutions as an essential element of modern education [5], and the majority
of students experience great difficulty studying and understanding the logic and
syntax [6]. Learning to program is complicated, and the dropout rate is high; [6]
therefore, a new effective result is necessary to find better teaching methods. To
improve the effectiveness of the traditional way of teaching OOP, adaptive learning
and competence-based education needs to replace the traditional way of learning,
which will lead to innovative teaching methods and management infrastructures.
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The motivation of this paper is to address the educational system, which will
discuss reasons for failure to comprehend OOP concepts, pedagogical methods
increasing the success rate of understanding OOP philosophy, and ways on how
to speed up the process of learning OOP concepts. Furthermore, another incentive
is to make available an innovative LMS [5] that supports personalized learning
paths, which is known as adaptive learning. Based on the above introduction
and motivation, different problems areas will be elaborated where the Problem
Area 1 (PA1) is that learning OOP is ineffective and inefficient. Problem Area
2 (PA2) is that currently teaching OOP is not individualized and majority of the
traditional learning or one-size-fits-all models are not using adaptive learning and
competence-based education. From PA1 and PA2, the Research Question 1 (RQ1)
and Research Question 2 (RQ2) are to follow: (RQ1) How can OOP teaching be
made more effective and efficient? (RQ2) How can OOP teaching be adaptive and
individualized? RQ1 will lead to the first challenge, and that is to clear up whether
there exists an educational system that can make teaching OOP more effective and
efficient. Furthermore, RQ2 will lead to the second challenge, and that is to clear up
whether there exists an educational system that uses an individualized approach to
teach OOP.

2 Methodology, Goals, Approach, and Outline

In this section, the research questions from Sect. 1 will be used to apply our
research method and how the research methodology can result in achieving the
research goals. Our methodological meta-model is based on Nunamaker [7], which
consists of four types of research and development activities such as observation,
theory building, system development, and experimentation. We will apply each of
the research activities to our research questions as follows: The RQ1 will lead to
the overall objective of the Research Goal 1.1 (RG1.1), and that is to perform an
observation study as to why the OOP is ineffective and inefficient. Furthermore,
RQ1 will lead to the overall objective of the RG1.2, and that is to perform an
observation literature study on what type of learning methods can make OOP more
effective and efficient. The RQ1 will lead to the overall objective of the RG1.3, and
that is building a theory on how to make teaching OOP more effective and efficient.
The RQ1 will lead to the overall objective of the RG1.4, and that is to develop a
prototype which will entail details of the system for a proof of concept. The RQ1
will lead to the overall objective of RG1.5, and that is to add an evaluation for
improving the prototype on ineffectiveness and inefficiency. The RQ2 will lead to
the overall objective of the Research Goal 2.1 (RG2.1), and that is to perform an
observation study as to why the OOP teaching is not adaptive and individualized.
Also, the RQ2 will lead to the overall objective of the RG2.2, and that is to
perform an observation literature study on how to make teaching OOP adaptive
and individualized. The RQ2 will lead to the overall objective of the RG2.3, and
that is to build a theory using models as to how to make teaching OOP adaptive and
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individualized. The RQ2 will lead to the overall objective of RG2.4, and that is to
develop a prototype which will entail details of the system proof of concepts. The
RQ2 will lead to the overall objective of RG2.5, and that is to add an evaluation
for improving the prototype on adaption and individualized teaching of OOP. The
outline of this paper will follow the approach by first introducing the observation
results in Sect. 3, which deals with RQs from the start and explains which approach
is most suitable for achieving the RGs so it can be structured accordingly. Section 4
will present the conceptual model with proof of concept, and finally, Sects. 5 and 6
will extant the prototype implementation and evaluation of the ACEduSys.

3 State of the Art in Science and Technology

According to the European Qualification Framework (EQF) [8], having a common
framework across universities for the purpose of students transitioning between
various countries for the purpose of skill and knowledge comparability, one requires
the implementation of EQF [8] more precisely the e-Competence Framework (e-
CF) [8], which was established, e.g., supporting the needs for information and
communication technology (ICT) industry in Europe. The identification, descrip-
tion, and representation was released as a current version of the e-CF. The
description of competencies took about ten years to define and was released as the
common European framework. Competence-based learning considers competencies
for teaching toward a specific learning goal to facilitate the learning process more
effectively and efficiently. The so-called competence-based learning from the Euro-
pean funded research project TENCompetence provides the Personal Competence
Domain Model (PCDM) [8], which enables modeling of various scenarios with
standardized competencies. One particular scenario of competence-based learning
would be, e.g., that a student takes a course in Basic Java Programming (BJP)
where the topic of objects is covered. After the completion of the course, the
student might require transitioning into another OOP language like Basic Python
Programming (BPP) course meaning the knowledge of objects can be transitioned
from the BJP course into the BPP course and only the syntax will vary. Furthermore,
after the completion is established, the OOP learning becomes individualized and
adaptive to the preexisting knowledge of the learner. Competence-based learning
aids the learning process toward a learning goal more effectively and efficiently,
and this knowledge that was obtained can be used toward establishing the so-
called personalized learning path [8]. The TENCompetence project designed the
entire learning process based on competencies where the PCDM supplies machine-
readable taxonomies mapping and was enhanced further by Qualification-Based
Learning Model (QBLM) [8], which supports the use of taxonomies. PCDM
originated from the TEC Competence project and afterward became a more general
model and was called QBLM, and this model is able to link qualifications to EQF.
The QBLM enhanced the PCDM, which provided a class competence to map qual-
ifications but without displaying qualification instance and scope, which was one of
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the requirements of e-CF [8]. Following the concept, the entire representation based
on QBLM can be related to the so-called KM-EP [10] and its underlying learning
management system (LMS) [8] Moodle [8] by providing a brief summary of what
actually was accomplished in [8]. According to [9] in the KM-EP, one operates with
competences that were based on [10], and in the LMS Moodle, one operates with
qualifications with the help of the QBL Plugin for Moodle (QBLM4Moodle) [10].
In order for the KM-EP and the Moodle to be compatible with each other, a more
specific data point mapping was developed so competencies and learning activities
could be imported from the KM-EP into the LMS Moodle, which was created by
[8]. Perhaps, a future topic that could be addressed in another research activity
would be the development of an inverse mapping. Again, the idea behind [8] was to
implement an extension of the KM-EP, the so-called Course Authoring Tool (CAT)
for the purpose of adding competencies with learning activities via an interface
in order to enable the export possibility of competencies into the LMS Moodle.
Further, the related research conducted on the basis of QBLM enables the creation
of learning processes by applying machine-readable qualifications. To enhance the
development further, a foundation requirement needed to be laid out for adaptive
courses, automated recommendations, and services, which are called structured
learning templates (STP) [10]. To make the basis more efficient, it is necessary
to have competency information represented down to the smallest single learning
activity, which will make available for various courses, internal and learning units
[8]. The KM-EP is the overall web-based knowledge management system which
operates with competences that were based on the TENComptence project in one of
its sub-system of the LMS Moodle.

With regard to [9], an application of normalization of competency information
was enhanced into KM-EP where [10] developed a QBLM4Moodle plugin in
Moodle for a similar reason; therefore, one can state that both applied different
implementations to solve the same problem in different software. The CAT, which is
part of KM-EP, is connected to Moodle, and therefore, courses can be explained and
commented on or annotated using competency information. Furthermore, a course
needs a specific competence coming from students as a prerequisite competence
in order to begin to work on it, and once the students have passed a course, a
specific competence was accomplished by them. There are two types of information
available about competencies for a course like a precondition or requirement and a
goal or desired result competency. The QBLM4Moodle plugin enables the course
author in Moodle to assign competence requirements as a precondition or condition
to occur before other things can happen and competence to obtain as a goal in
Moodle courses. This paper introduces the solution on how this gap will be filled. It
is based on the research and development activities described by [8]. The following
related to the section theory building based on concept work will demonstrate how
this gap will be solved conceptually.
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4 Conceptual Modeling

In this section, the conceptual modeling will be presented based on the theory
building involving a user-centered system design [16] and will be formalized using
the Unified Modeling Language (UML) [11] that will entail use cases, classes, and
sequence diagrams, and a brief explanation will follow on mapping for the purpose
of providing a basic background on the details that were established in [8]. UML use
case diagrams provide a general picture what is happening in the existing system or
is planned to occur in the new system. The use case diagrams show use cases and
actors and the association between them. Use cases represent sequences of actions,
and actors represent the people or other systems that interact with the system being
modeled [11]. For example, in Fig. 1, the human symbol is the user role name; in
this case, it is course author, and the ellipses with text inside represent the use cases.
The solid line between the course author and the use case represents the association
between them. Furthermore, the include relationship is represented as an open arrow
with a dashed line, which points toward the use case that is being modeled, and the
word include is written in guillemets on the relationship arrow shown in Fig. 1.
The <<include>> means that the use case edit activity is a use case by itself and is
included into the use case assign precondition profile (CP). The same breakdown
logic is applied to Figs. 2 and 3 [8, 11].

A course author can use the CAT to create new courses, which can be divided into
sections and contain learning activities. Furthermore, a course author can assign a
CP as a condition or a goal profile (GP) to a course. In addition, a CP can be assigned
to a learning activity where the user is able to update the condition or GP for
courses by applying the useProfileAction() method for transferring condition or GP
information for courses. To update an activity, the updateActivity() method applies
services to transfer competence or GP information for an activity into the LMS [8].
By applying these use cases, which demonstrates efficient communication between
users and system, one can associate a condition or GP to an activity. A further

Fig. 1 Use case to add
condition or goal profile to an
activity

Fig. 2 Use case to transfer
condition or goal profile of a
course to an LMS
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Fig. 3 Use case to transfer or
goal profile of an activity to
an LMS

Fig. 4 Competence scope

enhancement will allow a condition profile and goal profile editing an activity. The
course author should be able to select competence profiles during the editing of an
existing activity, which is shown in Fig. 1 above [8]. When the updateActivity()
method is invoked, the CP or GP should by default be transferred into the LMS and
connected to the activity after verification existence of the profile. Furthermore, the
updateActivity() method needs to be enhanced with regard to checking the existent
profile in LMS to transfer the competency instances, which is shown in Fig. 3 [8].
To accomplish RG2, one requires knowledge on how to handle competence profiles,
and this is accomplished via UML domain class diagrams. A domain class diagram
shows the entities and the relationship between them [17]. By looking at Figs. 4 and
5, one can see the rectangles with text represent the entities and solid lines represent
the links. The multiplicity of domain class diagrams can be explained such as 1 . . . *
one or more, 0 . . . 1 zero or one, and 1 exactly one. Each multiplicity has a bound
range [m . . . n] where m is the lower and n is the upper limit range. The solid line
with a diamond means “has a” and is also known as aggregation [11]. Furthermore,
a competence is an outcome, an instance is a single occurrence of something,
and a profile is an outline of something or more specific it is information about
competence instances. In Fig. 4, a CP is a precondition students have to meet to
start a course, and by passing the course, students will gain new competences [8]. A
competence instance (CI) is a particular competence with a specific skill, knowledge
at a specific proficiency level (PL) [8]. A qualification or an accomplishment is
used in Fig. 5 to explain qualification scope (QS) and qualification profile (QP).
One example from Fig. 5 would be that the one or more proficiency level has a
single qualification instance. Note that an instance is a subset of a scope and a set
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Fig. 5 Qualification scope
QualificationProfile QualificationScope

QualificationInstance

ProficiencyLevel

Sub
Qualification

1..n

1

0..1 0..1

* *
*

of instances make up a profile. It is necessary to map the CompetenceScope to a
QualificationScope for the purpose of showing competency profile as a qualification
profile. A qualification scope in Fig. 5 is different from a competence scope in Fig.
4; it is a general object of type competence, knowledge, or skill. One can state that
a composition of qualification scope contains a minimum of one proficiency level,
which is shown in the domain class diagram in Fig. 5 [8].

To enhance the system design further, one requires the usage of UML sequence
diagrams, which are used to demonstrate how objects interact with each other to
complete a task by drawing a rectangle box to represent the role play of an object
labeled by the name of the class for the object. Furthermore, vertical dotted lines
or lifelines are used to represent an object as time passes by, and solid line arrows
are used to represent messages that are sent from one object to another (sender
to receiver) [11]. To return data, one can use the dotted line arrow (receiver to
sender), and to activate the object, one can use small rectangles on the objects’
lifeline that happens when an object sends or receives messages. It is possible to
take the sequence as part of an alternative or offering a choice process meaning a
sequence of actions will occur if a condition is true by putting the sequence in a box
and label its alt for alternative in the top right corner. Furthermore, it is necessary
to specify when this alternative will occur, meaning a sequence occurrence is true.
If the sequence does not occur, then other sequences can occur, which is dragged
underneath the previous sequence with the condition else; however, this sequence
can contain a loop, which can be labeled as a box loop in the top right-hand
corner [11]. This logic is applied to Figs. 11 and 12 in the Annex section. In [8],
it demonstrates the requirement implementation to transfer profile information that
is connected to a course and an activity. In order to transfer a condition profile
or a goal profile, it requires that profile information of a course is updated, and
the implementation transfer is shown in Fig. 11. Steps 1–3 in the qualification
profile in Moodle will be determined by invoking the web service get_profile_id
via KM-EP service getProfileId. Suppose a current profile exists, then in Fig. 11,
steps 4–6 will demonstrate how it will be emptied, and else steps 7–9 in Fig. 11
will create a new profile. In the empty profile, steps 10–15 in Fig. 11 will show
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how it will create a lot of qualification instances as competence instances. Figure
12 demonstrates the transfer process into Moodle, which occurs after associating a
condition profile or goal profile to an activity [8]. During the update, steps 1–3 in
Fig. 12, the service updateModule invokes the service update_module in the LMS in
order to transfer the information activity into an LMS unit. Suppose a current profile
exists then in Fig. 12, steps 4–6 occur by invoking a web service get_profile_id via
the getProfileId. If for some reason the occurring profile is discovered, then steps 7–
8 in Fig. 12 will be emptied, and the else steps 10–12 in Fig. 12 demonstrates how
a new profile is established. The empty profile steps 13–18 in Fig. 12 will illustrate
how it will create a lot of qualification instances as competence instances [8]. In
order to understand the implementation, functionality to export linked competences
from a course and its learning activities from the mapping is required. It is possible
to relate QBLM mapping to the LMS database with the aids of extension points
and the application programming interface (API), which are available in the LMS
[8]. One of the tasks of QBLM4Moodle plugin is the development of the LMS
extension without having to modify the core program code, because many extension
points and APIs are provided [8, 10]. The QBLM4Moodle plugin enhances the
LMS by splitting qualifications into qualification scopes and instances, which are
the building blocks of QBL [8]. Based on the conceptual work in this section a
prototype implementation will be presented in the next section.

5 Prototype Implementation

Differently based technologies were used to implement the proof of concept for
the research goals from Sect. 2 such as Hypertext Preprocessor (PHP) [12] suited
for web design at the back end, Symfony a web application framework [13],
Doctrine PHP Object Relational Mapper (ORM) [14] which allows writing database
queries object-oriented SQL called Doctrine Query Language (DQL), MySQL [15]
a database management system (DBMS) for operating on a set of tables with data at
the back-end, KM-EP which is a portal that offers knowledge management tools and
web-based authoring tools for courses, and Moodle, an LMS used for pedagogical
principles, distance learning, and e-learning.

Based on the use cases and domain class diagrams in Sect. 4, the accomplished
research goals that is the association of a competence profile and goal profile to
learning activities can be followed in [8] in details using the KM-EP, which is the
implementation of RG1. In order to accomplish RG2 that is exporting competency
information from the KM-EP into the LMS Moodle, one needs to be aware that
KM-EP is able to export information about courses via web services into the LMS
Moodle. The detailed steps are laid out in [8] on how it is done using KM-EP. The
accomplished RG2 which deals with data point mapping is shown in the UML object
diagrams in Figs. 6. and 9 [8].

Note that in KM-EP, one operates on competences where in the LMS Moodle,
one operates on qualifications, and therefore, in Figs. 6 and 7, one can see that KM-
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<CompetenceProfile>
Condition Write Code

<CompetenceInstance>
Competence AS

<Knowledge>
K1

<Knowledge>
K2

<ProficiencyLevel>
level3

<Skill>
S2

<Skill>
S1

Fig. 6 Competence profile writing code in KM-EP data model

EP contains various objects like competence, knowledge, and skill where the LMS
Moodle has only one object QS of type competence, knowledge, and skill as shown
in Fig. 7. Furthermore, in Fig. 7, the types are added into the UML object diagram
like so <featureName>:<type>, which are data types returned by an operation. One
simple example would be that in Fig. 6, the ComptenceInstance Competence A5
is equivalently transferred into LMS Moodle as QualificationInstance A5 with a
return-type competence shown in Fig. 7 [8]. The UML object diagrams can be
converted to simple diagrams, which demonstrate the connection between Figs. 6
and 7. In Fig. 8, one can see that the CP user interface in KM-EP is structured like
an upside-down tree where competences in KM-EP can be picked out first, which
are expressed in the form of skill examples, knowledge examples, and PLs. In Fig.
9, in the qualification user interface in Moodle QBL plugin, one can see how the
CPs are transitioned into Moodle where it contains only one QS. Figures 8 and 9
demonstrate the mapping from KM-EP to Moodle’s QBL.

6 Evaluation of the System

To evaluate the system and its application, the cognitive walkthrough (CW) method
[8] was used from the perspective of users, and the first step was to prepare the
CW, which involved real examples on the usage of the system. Furthermore, the
steps on how the real use case tasks were accomplished were displayed. The first
CW was accomplished on a course from the Department of Mathematics and
Computer Science at the University of Hagen [8]. This initial CW was used to
demonstrate the functionality of the authoring tools, and in addition, it demonstrated
how the material was created and linked to goals and preconditions in the form of
competence instances using the CAT in KM-EP. In conclusion, it showed how to
export it into the LMS Moodle [8]. The exact steps from the perspective of the
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<QualificationProfile>
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<QualificationInstance>
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<QualificationInstance>
S2

<QualificationInstance>
S1

<QualificationInstance>
K2

type skill type skill type knowledge type knowledge

type Competence 

Fig. 7 Qualification profile writing code in QBLM4Moodle data model

Fig. 8 Competence Profile User Interface in KM-EP

user can be followed in the completed work of [8], which have been validated
by the accomplished RG1 and RG2 [8]. Based on the accomplishments of [8], a
sub-goal will be used for evaluating the system further for a dynamic personalized
learning path (DPLP) in order to make the learning of OOP more efficient and
effective. The DPLP will assess students separately on each topic of a BJP course,
and based on the outcomes, certain topics will be omitted, and certain topics will
be required to be studied. Suppose a student is tested on knowledge of objects
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Fig. 9 Qualification User Profile Interface in Moodle QBL Plugin

and the assessment demonstrates that the topic on objects can be omitted based on
preexisting knowledge, the personalized course will be generated without the topic
of objects. Furthermore, if this student decides to study another course like BPP, the
knowledge of objects will be omitted from the course. Conceptually, this positive
experimental validation will be tested and eventually applied to the LMS Moodle.
By means of the second CW, the testing scenario is designed and shown in Fig. 10
[18].

7 Conclusion

The overall overview of this paper was to provide the reader with the work
accomplished by [8] that has been implemented as an extension of the KM-EP
CAT to associate competencies with learning activities and an interface to export
competencies to the LMS Moodle with the aid of the QBLM4Moodle plugin for
the purpose of enhancing the LMS Moodle further, which was described above in
this position paper. The competences from KM-EP that can be exported into the
LMS Moodle will be used for future work, which will deal with enhancing the LMS
Moodle in terms of being able to generate a dynamic course based on individual
student assessment using specific competences or outcomes to accomplish a DPLP
by applying the CBE and AL to master the technical knowledge that is related to
the OOP language. This DPLP will allow each student to transition across OOP
languages very quickly, and that is an important asset or an advantage that the
industry is constantly looking for specifically now as study and working conditions
have changed due to unforeseen events in the world. Perhaps, this work will be
discussed in the next position paper.
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Quiz Assessment of
OOP previous

knowledge

Basic Level
(objects)

Control Question 1

Wrong

Wrong
Right

Right

Intermediate Level
(methods)

Advanced Level
(classes)

Post-adaptive Stage

Control Question 2

Fig. 10 Use case of dynamic personalized learning path

A.1 Annex

The UML sequence diagrams are shown below and are explained in detail in Sect.
4, Conceptual Modeling.
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Fig. A.1 Transfer of competence information into a LMS for a course

Fig. A.2 Transfer of competence information into a LMS for an activity
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Emerging Interactions of ERP Systems,
Big Data and Automotive Industry

Florie Bandara and Uchitha Jayawickrama

1 Introduction

Enterprise resource planning (ERP) systems play an increasingly important role
in contemporary business technology management [1]. All the companies in the
automotive industry share the common goal of performing streamlined and efficient
operations in order to maximize profitability [2]. Therefore, many automotive
companies adopt ERP systems to gain a competitive advantage in the demanding
business environment [1, 3]. Big data is an extremely essential technology in
the automotive industry as well as automobile manufacturing with the launch of
innovative concepts day by day [4–6]. Despite the fact of emerging numerous
technologies to increase the efficiency of the day-to-day activities, there are still
critical issues coming up [3, 7]. In this paper, the rare connection of the two
technologies ERP and big data with the automotive industry is created and identified
under three categories of critical issues and has proposed a conceptual framework
to control and minimize the issues.

In Sect. 2, the paper discusses the conducting of the systematic literature review
(SLR), whilst Sect. 3 demonstrates the key findings of the SLR discussing the
connection of big data and ERP systems with the automotive industry. Moreover,
Section 3 introduces the research gaps identified in this study. In Sect. 4, a
conceptual framework is proposed explaining how to minimize and control the
issues identified as research gaps, whilst Sect. 5 discusses the different technologies
and methods used in handling the research gaps. Finally, Section 6 concludes the
paper.
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2 Systematic Literature Review

Choosing papers related to the three areas selected and to find papers with the
correlation was a real challenge. Therefore, the research was conducted in three
phases, which is represented in Fig. 1. This helps to discover the combinations
between the ERP systems and big data, automotive industry and big data and
automotive industry and ERP systems. Searching papers were limited to the last
8 years, up to the year 2012, as a measure taken into consideration in collecting the
most recent data about the technologies and the combinations.

Figure 2 illustrates the process carried out in the systematic literature review,
whilst Table 1 illustrates the statistics related to the SLR. In the initial phase, read
the abstract of nearly 30 papers to determine the connections between big data and
the automotive industry. In phase 2, 35 papers were read to determine the connection
between big data and ERP systems. Finally, in phase 3, 27 papers were taken into
consideration in order to determine the combination between ERP systems and the
automotive industry. Additionally, six other sources (such as industry papers and
trusted websites) were made use of whilst conducting the research. Out of the 30
papers read in phase 1, 10 were omitted reading the abstract as it did not highlight the
combination between big data and the automotive industry whilst omitting 11 papers
from phase 2 and 13 in phase 3. Out of the 64 papers left, 36 papers were omitted due
to relevancy issues and due to information validity issues after reading the content.
Finally, cross-referenced 10 papers (applied forward and backward search) were
added to the list determining the combination between big data and automotive
industry, big data and ERP systems and automotive industry and ERP systems. This
includes a conference paper that was found determining the combination of the three
areas resulting from a collection of 38 sources for the research.

Fig. 1 Combination used in
a systematic literature review
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Fig. 2 SLR framework

3 Findings of Systematic Literature Review

ERP systems are one of the most important information systems used in the
present business world that can seamlessly integrate different business processes
across the departments and functional areas into a centralized system [1–3, 9].
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Table 1 Results after conducting the systematic literature review

Big data and
automotive
industry

Big data
and ERP

ERP and
automotive
industry

ERP and big data and
automotive industry

Phase 1 30
Phase 2 35
Phase 3 27
Total 92
Addition of
other
sources

3 1 2

Total 33 36 29 98
Removed
reading the
abstract

10 11 13

Total 23 25 16 64
Removed
reading the
content

13 14 9

Total 10 11 7 24
Added later 2 4 3 1
Full total 12 15 10 1 38

ERP systems are considered as the fabric that connects people, processes, data and
things in an intelligent and strategic manner that allows manufacturers to create
value from new data streams [7, 10]. Manisha [2] points out the need for an ERP
system in the automotive industry in integrating various value chain activities,
managing inventory and handling and monitoring several projects simultaneously.
ERP systems in the automotive industry rigorously assist in enhancing enterprise
visibility and strengthening operational excellence whilst reducing operational
errors and improving customer relationship management and real-time information
access [2, 11]. The idea of many studies related to ERP systems is largely focused on
the implementation of ERP systems [10, 12–14], advantages and disadvantages of
implementing ERP systems including the selection of ERP systems for a particular
industry [4] or in general [15]. There are relatively very few studies that specifically
focus on the implementation of ERP systems and its impact in the automotive
industry, whilst the very recently emerged concept of big data in the ERP systems
result in a limited number of papers. Nonetheless, ERP is not the same when it
comes to the automotive industry as there is a specific set of features to be combined
in implementing an ERP system for the automotive industry. Quality and supply
chain management, electronic document database, inventory optimization, easy
finance management, automobile maintenance, integration with communication
channels and built-in original equipment management (OEM) of shipping labels
along with electronic data interchange (EDI) templates are some of the features the
automobile companies expect to be seen in an ERP system [2, 11, 16].
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Table 2 Identified Research gaps and referred papers

Problem References ERP Big Data
Automotive/Automobile
Industry

Data management [2, 5, 10, 16, 18] X
Trust issues [2, 5, 10, 18] x x
Complexity of ERP
responsiveness

[8, 14, 19] x X

The automotive industry is one of the oldest industries since the industrial
revolution but manages to withstand the emerging technologies and the development
of innovative technologies day by day. The most innovative concept of connected
cars, also known as self-driving cars, has resulted in the stimulation of several
other technologies such as artificial intelligence, neural networks, machine learning,
edge computing and cloud computing. Connected cars are the vehicles connected
to always active networks through the convergence of automotive and information
technologies [17].

Similarly, big data has become a vital field of research in the area of automotive
industry [18]. Big data is referred to the increased volume of data that are difficult
to store, process and analyze through traditional database technologies [8, 17, 19,
20]. It has been very recently the researchers have started to link big data with
the automotive industry. Emergence of modern concepts such as connected cars is
considered as one of the main reasons [17, 18] for the merging of big data with the
automotive industry (Table 2).

The next few subsections attempt to provide a clear view of past studies
carried out related to the impact of ERP systems and big data domains in the
field of automotive, with an intention to provide a theoretical foundation to the
integration of ERP systems and big data with the automotive industry. For the
ease of understanding and introducing the main aspects of ERP systems for the
automotive industry and big data for the field of automotive industry progressively,
this section classifies literature into three categories: (a) the general blending of ERP
and big data, (b) the integration of big data with the field of automotive and (c) the
concept of ERP and its interaction with the automotive industry. Finally, Section 3.4
summarizes the research gaps.

3.1 General Blending of ERP Systems with Big Data

It doesn’t matter how technologically advanced and powerful a computerized
system that an enterprise has [8]; the impact of big data has become a mandatory
fact under the context of collecting and processing large chunks of structured and
unstructured data by ERP systems. Komal [8] considers ERP systems as a data
bank which is not capable of handling big data. The start of utilizing data from
social networking sites by companies as an approach to understand the customer’s
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behaviour and the use of sensor networks in companies have resulted in the merging
of big data to ERP system [3, 4, 8, 14, 20, 21]. The technology of big data
does not alter the functionality or the methods used by the ERP system [3, 10].
Blending the two technologies of ERP and big data results in benefitting four areas
such as forecasting of sales, scheduling, improving supply chain management and
standardizing the practice of hiring [8].

3.2 ERP and Its Influence on Automotive Industry

ERP systems play an increasingly important role in contemporary business tech-
nology [8] and are designed to provide seamless integration of processes across
functional areas with improved workflow and standardization of various busi-
ness practices [14]. Lorenc [14] discloses the main potential of ERP systems
in the automotive industry is reducing the cost of manufacturing, warehousing,
transport with parallel maintenance of efficiency of these processes and technical
and operational integration of business functions. Therefore, the ERP systems in
the automotive industry assist in harmonizing the information stream with the
material flow of goods and services whilst maximizing profitability [16, 17, 22].
Implementation of ERP systems influences the quality and efficiency of processes
benefitting immensely by sharing business information, enhancing communication
and collaboration, improving the supply chain, improvising customer relationship
management, allowing to respond fast to the changing environment, reducing
inventories, shortening cycle times, lowering costs, increasing productivity and
providing better customer services [14, 23, 24].

3.3 Integration of Big Data with Automotive Industry

The impact of big data in the automotive industry can be categorized into two
sections as the impact on the automotive industry and on automobile manufacturing.
Despite the fact that in many instances both the names used to represent the same
detail, automobile manufacturing refers to the design, development and production
of a passenger vehicle to operate on the ordinary road by considering the emerging
and innovating technologies, whilst the automotive industry refers to the entire
automobile manufacturing process of designing, developing, producing, marketing
and selling of motor vehicles [25]; automobile manufacturing is a subset of the
automotive industry.

Big data in the automotive industry helps in many areas such as in the concept of
connected cars, in providing an automated insight for design and production, predic-
tive maintenance, automated service scheduling after sales, automobile financing,
supply chain improvement and vehicle sales marketing [18], whereas the impact
of big data in the automobile manufacturing helps in infotainment; the installing
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and managing of the collection of hardware and software in automobiles that
provides the audio and video entertainment, navigation; the management of global
positioning system (GPS), fleet management; and the management of functions that
allow companies to rely on transportation business to remove or minimize the risk-
associated [26] remote diagnostic, automatic collision notification, enhanced safety,
usage-based insurance, traffic management and autonomous driving [18].

It is evident that the main reason behind the usage of big data in the automotive
industry is as a result of the usage of sensor technology in automating vehicles
which ends up collecting a large amount of unstructured data [5]. Deloitte [5]
explains the main reasons for this major shift from human-driven cars to self-driven
cars are the shifting of market conditions with the change in the business world.
Moreover, arriving of new market entrants resulting in increased competition within
the companies, globalization and cost pressure occuring with the fluctuation of
currency rates and volatility taking place in the buyer’s preference and supplier’s
choice of selling have resulted in the shift to self-driven cars [27, 28].

3.4 Research Gaps Identified

As a result of conducting the systematic literature review, analyzing the key findings
and limitations in the papers selected, research gaps were identified and were
categorized into three sections as data management, trust issues and complexity
of ERP responsiveness. A conceptual framework has been proposed based on the
literature reviewed in Sect. 2. Figure 3 demonstrates the relationship between the
two technologies, i.e. ERP systems, big data and the automotive industry, and where
the identified research gaps emerge.

Data Management

Data is the most important factor in the fields of the automotive industry and
automobile manufacturing as it is the core of every and each decision-making
process [6]. Not having a proper data management system worsens business deci-
sions and results in inaccuracy problems [8]. Similarly, management of insufficient
data within the company causes many problems internally as well externally [2,
4, 29] by leading to numerous problems in knowing customer’s preference in
the automotive industry as well as problems in preferences readily available in
a short time [14]. Improper data management may cause exceeded data storage
by collecting online information and converted to critical data by organizations to
understand the customers’ behaviour online, which results in data storage exceeding
in the ERP systems [14, 30]. Exceeding data storage can affect the processing
capacity of data leading to higher profit losses for the company [20]. And the lack
of appropriate data management challenges in determining the success of big data
strategy in an automotive industry [31].
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Trust Issues

Gill [32] illustrates the external factors such as the lack of structure and consistency
in the original vehicle manufacturer as well as the internal factors such as the
inability to count on detectors that sense the driver’s emotions and perceptions
causes trust issues among the drivers due to the uncertainty on violation of their
privacy and security in the information space. Users do not trust the driver support
system [28, 33] for unknown reasons such as being unsure about the safety which
is being handled by a device or a program controlled by artificial intelligence [28],
the novelty of the technology as the user considers it to be less experienced and the
fear of adopting to an automated version of some functions within a vehicle as a
cause of ethics and disciplines within a driver [34]. The driver-assist functions are
refused by the drivers due to the unavailability of the functions when needed and
automatic deactivation [6]. Cruise control that maintains the uniformity of the speed
when travelling in motorways and brake assist function that performs the automatic
brake by assisting the driver to brake more effectively minimizing the collisions
with the vehicle in front and tractions control standards are some of the commonly
inbuilt driver-assist functions currently available in a vehicle [28, 33, 35]. Failure of
automotive electrical equipment, the sudden failure of sensor-based diagnostic and
prognostic, is emphasized as the failure of automotive electrical equipment which
can result in fatal consequences [4].

Complexity of ERP Responsiveness

Complexity in the manipulation of data in the ERP systems highly affects its
responsiveness and mobility [2, 11, 16, 32]. Gill [32] describes how it demands
new levels of collaboration throughout the supply chain, inside and outside the
enterprise [36]. Improper management of data as mentioned in Sect. 2 also increases
the complexity of ERP responsiveness and reduces the mobility function [1, 13, 20].

4 Development of Conceptual Framework and Discussion

It is vital to select and propose carefully the appropriate solutions for each research
gap identified with the intention of bridging them. In this paper, a conceptual
framework is proposed as a solution to bridge each category of research gaps shown
in Fig. 4.
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4.1 Solving the Issue of Data Management

Automotive industry with its rapid changes both internally and externally has made
a fine combination between its manufacturing and the service divisions. With the
development of self-driven cars or the automation of vehicles, it is quite evident that
most of the data collected through sensors or other means are big data. Infotainment,
navigation, fleet management, remote diagnostics, automatic collision notification,
enhanced safety, traffic management and autonomous driving are a result of big
data collected in automobiles [18]. Similarly, the big data collected are beneficial in
the automotive industry in automating insight for design and production, predictive
maintenance, automated service scheduling, making future market predictions,
automobile financing and supply chain improvement [18].

Big data indicates an amount of data that is difficult to store, process and analyse
using traditional database technologies [19]. Big data collected through the vehicle
sensors of the autonomous vehicles are analysed and then used to make various
decisions and developments in automobile manufacturing as well as to manage the
automotive industry. The analysed data is monitored and used by the ERP system
for quality control management which tracks products in real time to notice the
problems and improve them ensuring high-quality standards of automobiles and
automobile maintenance which gives a comprehensive picture of the product and the
equipment status [19]. With the ability to make future predictions in the production
of autonomous vehicles, its future market is highly affected in making a number
of business decisions that are accurate by maintaining the quality of the entire
industry’s lifecycle [29].

The strategic alignment, intellectual and social capital integration and techno-
logical integration (SIST) model demonstrates a set of guidelines used in managing
data along with the transactional data [20]. In order to solve the data management
problems regarding the ERP systems is by further enhancing the ERP system
according to the data adaptability. Embedding the ERP system with open source
big data tools such as the Apache Hadoop to scale up data processing, Apache
Spark to process batch and real-time data act as measures to deal with in-memory
data processing capabilities, whilst mongo DB acts as a cross-platform compatible
source which is considered as one of the most prominent data stores with greater
flexibility of configuration with a cloud-native deployment.

4.2 Trust Issues

The concept of energy-efficient intelligent vehicles [37] introduced as a solution
for sustainable mobility can be used in order to address the issue of safety by
considering the components such as electrical motor system, control strategies and
sensor system. With the innovation of self-driven cars and as everything in the self-
driven car has taken control through a sensor system [38], it is a major necessity to
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tighten the security with the sensor system. Information encryption and decryption
methodology can be used as a solution to overcome the trust issues faced by the
users.

4.3 Complexity of ERP Responsiveness

In order to solve the complexity of ERP systems in the automotive industry, the
concept of four key tenants [36] can be used. The four key tenants are strategical,
operational, external and personal measures. Fox [36] clarifies the strategical
measures as supporting the management team’s ability to access information and
respond to changes in the business and the market that allows them to be in greater
control. This requires getting the right information in the context of the decisions
that need to be made in a form that can be quickly digested and with the ability
to take immediate action. Operational measures describe as being able to react to
day to day requirements and changes, dynamically managing business activities,
automating and optimizing processes and dealing with exceptions accordingly [36].
Operational measures are the backbone of any business, and it demands com-
prehensive, workflow-enabled, industry-specific, globally-compliant and integrated
ERP systems. Fox [36] explains that external measures are about supporting an
ongoing collaborative exchange with customers and partners. It is about providing
differentiated service levels through every touch point with the organization and
being able to identify problems and opportunities whilst empowering the business
to act quickly and decisively. Personal measures describe valuing employee’s time,
leveraging their knowledge and experience, empowering them to manage exceptions
whilst embedding and automating best practice processes [36]. Following the four
tenants’ concept in creating a more responsive ERP system with enhanced mobility
will move towards the designing of a much simpler ERP system which is much
customized and suitable for the automotive industry. Yet, for instance, SAP Vora
can be introduced as an ERP system designed and developed especially to the
automotive industry by solving some of the limitations mentioned in Sect. 4.

5 Conclusion

Combination of big data and ERP systems in the automotive industry is a less spoken
area where a very limited amount of papers were found in the SLR. Despite the
fact that fewer research studies in the combination of the three areas, it is better to
recognize the availability of the correlation universally. Analyzing the link between
the three emerging areas, i.e. ERP systems, big data and the automotive industry
along with its innovative concept of connected cars, it is evident that the core is
the big data [4, 15, 28, 33]. Innovations of the automotive industry as well as ERP
systems collect large chunks of data where the big data is used during the analysis
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process. And on the other hand, it is the centralization of the entire company caused
by the robust development of the ERP systems [14, 24, 36]. ERP systems not only
are centralizing the operational area of the companies in the automotive industry
but also provide a transparent and accurate insight on the functional areas of the
company as well [1, 3, 21, 39]. The most common witnessing correlation between
the three areas had only one conference paper published. It was hard to frame
the research gaps into separate groups due to the lack of evidences proving the
relationship of the three areas: ERP systems, big data and the automotive industry.

Further research may focus on determining the straight combination between the
self-driving cars and the ERP systems where the neural networks involve in the
middle. Despite neural networks [34, 40], other technologies related to self-driving
cars such as telematics and machine learning [6, 27] will be researched as a measure
of determining the correlation of big data and ERP systems in the automotive
industry that is mostly interacting with the innovative automobile concepts.
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Software Evaluation Methods to Support
B2B Procurement Decisions: An
Empirical Study

F. Bodendorf, M. Lutz, and J. Franke

1 Introduction

1.1 Digital Transformation in Procurement

All sectors of the economy and society are currently being influenced by megatrend
digitization and its sub-trends. As one example, the automotive industry is also
showing the effects of this development [17, 28]. Karl-Thomas Neumann, a former
member of the management of Adam Opel GmbH, even speaks of the “biggest
change in their history” [17]. The changes within the automotive industry are
influenced in particular by the electrification of the drive train, the increasing
interconnectedness of vehicles, and the trend of “sharing rather than owning” [4, 11,
13]. Traditionally, purchasing has to master two tasks. On the one hand, contributing
to the development of new products and, on the other, managing the overall costs
[22]. Digitization reinforces this tension between innovation and cost pressures [10].
As an interface to suppliers, procurement must integrate them efficiently into the
innovation process [2, 5]. Fast-moving products that are becoming increasingly
digital are taking the center stage of procurement objects [2].

Due to the rapidly progressing digitization, established manufacturers are forced
to profoundly change and adapt their products and services as well as the asso-
ciated business and value creation models [29]. The development of added value,
which is characterized by digital components, is increasingly putting traditional
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manufacturers under pressure [26]. A 2013 study from the Massachusetts Institute
of Technology (MIT) and Capgemini Consulting found that 78% of companies
surveyed from different industries believe that digital transformation could be a
threat to their business [7]. This shows that most companies are aware of the
challenges of digitization. However, over 63% of the respondents stated that their
digital adaptation can’t compete with the rapid pace of digital transformation [7]. In
addition, almost all companies and business units are affected by this issue, as are
procurement and its departments. This is particularly true for companies with a high
proportion of suppliers’ added value. Especially in the field of digital goods and
notably as software, it is relatively easy for suppliers to hide the true development
effort behind obscure licensing costs [24]. In order to gain transparency in price
negotiations, it is therefore of utmost importance for the referring companies to find
suitable evaluation approaches [8].

1.2 Costs of Digital Products

Due to their characteristic features, digital products have special properties from a
cost perspective. Digital goods often have very high fixed costs. The literature in this
regard speaks of so-called “first copy costs.” These investment costs are also referred
to as “sunk costs” because the costs can’t be recovered if the product sale fails. Due
to the technically simple and cost-effective reproducibility, the variable costs often
go to zero [19]. An example of this is a series offered by Netflix, Amazon Prime
Video, or similar platforms. Here are the production costs, so the fixed costs or “sunk
costs” of the series by spending on actors, set, etc. are very high. The variable costs
for the subsequent duplication, which is now completely online and thus requires
no additional material products (CDs, DVDs, etc.), are again negligible [21]. This
results in the cost characteristics of a material and a digital good shown in Fig. 1. On
the left, a cost function of physical goods is shown, in which the production costs
increase with increasing production output. This is a typical course, as higher costs
of material, a greater number of machine hours, etc. also result in higher costs. On
the right hand side is an (ideal) cost function for digital goods. Here, the production
costs remain constant with increasing production output, since the variable costs,
meaning the marginal costs of production are zero [9, 14].

The unit cost degression can be described as follows: With increasing output, the
unit costs decrease because the fixed costs are distributed over a larger quantity. The
higher gear the unit cost degression is in, the greater the fixed costs compared to the
variable costs are. Due to the very low variable costs (ideal case: zero) for digital
goods, the unit cost degression is particularly relevant, and the economies of scale
increase with increasing production volume [19]. If the marginal cost rule is adhered
to, the digital goods, including software, would have to be offered free of charge,
since their marginal costs or variable costs would ideally be zero. This is a purely
theoretical train of thought and hardly used in practice. Most software manufacturers
today use licensing models to distribute their digital goods. These models invalidate
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traditional business economics by covering the true cost of manufacturing behind
untransparent, license-model-dependent prices.

1.3 Approaches to Software Evaluation

For tangible goods, in contrast to digital ones, there are usually good best-practice
approaches that can be used to estimate manufacturing costs with high accuracy
because of known material costs, processing steps, etc. For intangibles, especially
software, it is very difficult for the software buyer to track an exact value, as
the actual development effort is often hidden by the suppliers. Therefore, it is
crucial for automotive manufacturers to find viable options for evaluating software
components to be procured. Using appropriate new methods of cost evaluation, the
price negotiations with suppliers can then be conducted on a substantiated basis of
argumentation. However, the goal of these new evaluation approaches is not only
to establish a more objective basis for price negotiations but also to ponder how
much the new product is worth to the company or the customer [15]. A completely
different approach besides the consideration of the costs and the value of a software
product is to look at the turnover or profit that is possible or desired on account of
the market conditions. This viewpoint, which focuses on the potential success of
the product, is reflected in particular in licensing models. In summary, evaluation
approaches for checking the plausibility of prices for software to be procured can
be divided into three main categories:

Cost-oriented In the case of cost-oriented methods, the aim is to determine or
estimate the total development costs of a digital good using suitable procedures.
Often, you look at the complexity, the extent, and the resulting expenditure, which
must be applied for the development of the software product. On the basis of the
calculated effort, the costs can then be deduced or calculated [23]. With cost-
oriented pricing, the desired profit margin is then added to the costs. Depending



882 F. Bodendorf et al.

on whether the perceived value of the product corresponds to the price or not, the
customer decides on the purchase.

Value-oriented By contrast, value-oriented methods focus on the customer. Here,
for example, the frequently used target costing method determines which benefit the
new product will give the customer and what price the customer would be willing
to pay. The price is thus determined by the willingness of the customer to pay. Only
then the costs are considered, which must lie for a profitable product below the value
perceived by the customer, in order to be able to realize a profit margin.

License-oriented Within license-oriented methods, the value and cost of the prod-
uct are secondary. The license-oriented methods are based on the possible profit or
turnover and thus on the success of the product (profit split method). It is estimated,
which profits can be achieved with a licensed software. Subsequently, between
the software manufacturer (licensor) and the buyer (licensee), for example, the car
manufacturer, a profit sharing as a percentage of the sales performance of the final
product is agreed. It depends on how much the software has contributed to the
success of the product, who bears the risk, how strongly the product is protected
against piracy, and many other factors. For example, with a multimedia system in
the car, the supplier who developed the software for the multimedia system could
claim some of the profits generated by the number of cars sold.

1.4 Research Goal and Design

There are a great variety of methods in the literature for each of the three categories
of software evaluation approaches listed. The research questions addressed in this
paper are, which of these methods are preferred in corporate practice and what
differences are seen between cost-, value-, or license-oriented approaches. These
research questions are approached through an empirical study. In this study, on the
one hand, data on the use of methods is obtained by means of a questionnaire
survey and evaluated quantitatively. On the other hand, interviews with experts
provide qualitative insights into the acceptance and effectiveness of the methods
used. Figure 2 outlines the study design in the form of a flowchart or process model.
The questionnaire design and interview guidelines are described in more detail in
Sect. 2. The results of the study provide practical insights and recommendations
for software evaluation methods depending on industry and company context. In
addition, the study provides insights into the further development of theoretical
concepts as well as into future plans of companies.
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2 Method

2.1 Research Objective

The primary research objective is to investigate which cost-, value-, and license-
oriented evaluation approaches for software are described in the literature and which
are actually used in current practice. In addition, the evaluation approaches are
classified and appropriate evaluation criteria determined. Finally, with the gained
findings, recommended actions for business practice can be derived. The research
approach of the study is based on the “explanatory sequential design” [3]. This starts
with quantitative data collection and evaluation. Building on the results obtained,
a qualitative analysis is performed to gain more detailed insights. Thus, with this
methodical concept, the evaluation rates for software are first of all theoretically
and practically structured in an overview and then further analyzed in detail. This
mixed-method approach will answer the research questions listed in Sect. 1.4. The
quantitative analysis, which is carried out on the basis of a questionnaire survey,
addresses the following research questions:
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• What traditional approaches are known in practice to determine software devel-
opment costs? (RQ1)

• Which methods of software evaluation are currently used by companies in
different industries? (RQ2)

• Which nontraditional approaches that are applied in practice are mentioned?
(RQ3)

The subsequent qualitative study is based on expert interviews and examines
the assessment approaches revealed by the quantitative analysis more precisely by
focusing on the following research questions:

• How do experts assess the applicability of the evaluation approaches described
in the literature? (RQ4)

• Which traditional evaluation approaches used provide the best results? (RQ5)
• Which nontraditional evaluation approaches are considered most promising?

(RQ6)

The course of the empirical quantitative and qualitative analysis is based on the
study design presented in Sect. 1.4. A detailed description of the questionnaire and
expert interviews follows in Sects .2.3 and 2.4.

2.2 Participant Characteristics and Sampling Procedure

The aim of the quantitative survey is to reach as representative as possible a target
group of software procuring companies. The following industries are included:

Automotive, aerospace, electronics, IT/telecommunications, services, mechan-
ical/plant engineering, precision mechanics/optics, biotechnology/pharmacy, com-
merce/distribution, transport/logistics/transportation, Internet/multimedia.

Differentiation within the branches takes place via the size of the reviewed
companies. This is defined by the revenue and number of employees. There is a
range from microenterprises employing less than 10 people, with a turnover of less
than AC two million, to large companies with at least 250 employees or more than AC
50 million in sales. The questionnaire addresses persons involved in cost analysis,
ideally in a software-related business area. Three different survey channels are used
for sample selection:

1. Contacts via research institutes
2. Visits to relevant fairs
3. Professional networks

Most of the participants are gathered over professional networks. In the indi-
vidual networks, job titles are selected, such as “cost engineer,” “value engineer,”
“cost estimation,” “IT buyer,” and other similar job titles. Those who prove to
be suitable are contacted directly and asked to participate in the questionnaire. In
total, the questionnaire was processed by 47 persons. The answers are checked for
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completeness. Ultimately, after the filtering, 36 usable complete data sets remain.
The quantitative analysis is followed by expert interviews to look more closely
at software evaluation approaches. In addition, the interviews provide estimates of
selected and practice-relevant assessment approaches and their evaluation criteria.
A total of 36 experts are interviewed. The determination of interview participants is
based on the final participants included in the quantitative analysis. At the beginning
of the qualitative analysis, the form of the expert interview is determined. Muskat
describes three different approaches [16]:

• Exploratory survey: This variant is used when there are very little knowledge and
experience in a particular subject area. It serves primarily for the first information
collection. Often, this method is used as a preparation for the main study in order
to then postulate initial hypotheses.

• Guided expert interviews: Guided expert interviews systematically ask for a
clear target based on specific expertise. This method is used when the research
questions are already concrete, and information cannot be obtained from other
sources.

• Plausibility discussions: This form is used to ensure the relevance of scientific
research results and to derive practicable recommendations for action. One
approach of this method is to confront the experts with the results of an empirical
investigation and to gain an assessment of the findings obtained.

An exploratory study is carried out via a literature analysis and a quantitative
online survey (see Sect. 2.3). Through this approach, first helpful insights are
gained. Supplementary information on the individual assessment approaches can be
obtained from guided expert interviews. In doing so, participants are asked specific
questions about different evaluation approaches, which are individually adapted to
the respective answers of the questionnaire campaign. In addition, the results of
the quantitative analysis are checked for plausibility using expert interviews. The
conducted interviews can thus be regarded as a mixture of a guide-based expert
interview and a plausibility interview.

2.3 Questionnaire Design

The questionnaire for the quantitative analysis is divided into three sections:
characterization of the company, evaluation approaches of software, and evaluation
criteria applied.

After the characterization of the company in the first section, it is determined
which cost-, value-, and license-oriented evaluation approaches for software are
currently used in the company. Seven questions cover which specific procedures
the company has in place, which input and output data the procedures require, and
which instruments, such as MS Excel or special calculation tools, are used. The
last section comprises questions about the evaluation of assessment approaches. In
doing so, it is determined whether the company generally assesses the evaluation
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approaches pursued and which evaluation criteria are used. Finally, we ask for the
average deviation of the cost values estimated from the actual values.

2.4 Interview Design

The interview guideline specifies a certain structure for the expert discussion. The
developed guideline consists of three different sections. The first section includes
the welcome and presentation as well as the goal of the study. The second section
clarifies the corporate and expert context. The third section consists of the technical
part of the interview. The name of the company as well as the area of activity and the
period of employment of the interviewee are recorded. Afterwards, the evaluation
approaches and the evaluation criteria of software are being discussed. In the next
step, the expert is confronted with the results of the quantitative survey and asked
for his personal feedback. Consequently, a plausibility interview develops from the
initially guided expert interview. The aim is to stimulate a professional exchange
in which current topics and problems in the field of evaluation of software are
addressed and discussed.

3 Results

3.1 Quantitative Results

In the chosen approach of the explanatory sequential design (see Fig. 2), the
quantitative evaluation of an online questionnaire survey initially provides an
overview of the cross-industry use of software evaluation approaches. Subsequently,
the qualitative analysis of an expert survey specifically examines specific aspects of
plausibility. The combination of quantitative and qualitative methodology allows
a deep screening of software evaluation in procurement. The following sections
present significant results from these quantitative and qualitative studies.

The database for the quantitative analysis results from an online questionnaire
campaign, which was carried out from mid-July to the end of August 2018.
A possible alternative to online questionnaires would be a paper-pencil survey.
However, the decision was made on an online questionnaire because it can be
distributed to the target groups via e-mail or social media so that a large number
of people can be reached without incurring greater financial and time expenditure.
In addition, the data are directly available through the electronic input of the
respondent, which facilitates later evaluation and minimizes errors.

The first section of the questionnaire asks for the name, industry, and size of the
company. This helps to characterize the companies participating in the survey. The
quantitative collection, analysis, and evaluation of the survey data are carried out
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Table 1 Categorization of companies by size

Description Number of employees Revenue

Micro-sized company ≤9 ≤2 Mio. EUR
Small-sized company ≤49 ≤10 Mio. EUR
Medium-sized company ≤249 ≤ 50 Mio. EUR
Large-sized company >249 >50 Mio EUR

using the software package SPSS. The automotive industry (48%) dominates in the
evaluation of the industry reference (see Fig. 3). The second largest industry share
can be assigned to the mechanical and plant engineering sector with almost 18%.
This puts one focus of the study on the two top-selling industries in Germany. On
the one hand, the expert surveys from the automotive, mechanical engineering, and
plant engineering sectors provide a broad range of specialist knowledge and, on the
other hand, a wide range of opinions on evaluation issues in software procurement
so that important insights can also be transferred to other industries.

Within the branches, there is differentiation according to size categories. In order
to simplify the classification of the participating companies and to make the category
quantifiable, the classification shown in Table 1 is used. The classification is based
on the recommendation of the European Commission in the Official Journal of the
European Union [6].

Figure 4 illustrates the distribution of company size. At 87%, most of the
companies addressed in the survey rank among the big companies. In addition,
two micro-enterprises and one medium-sized enterprise are also involved in the
survey. In summary, the statements from the subsequent qualitative analysis are
based mainly on expert opinions from large companies. As a basis for the opinion
on the evaluation of software, the questionnaire contains a given list of theoretically
possible evaluation methods, which results from a literature study. Figure 5 shows
an overview. The listing serves only as an informative introduction and assistance
and can be supplemented by the respondent by additional mentions.

Approximately 75% of recoverable questionnaires confirm the use of one or
more of the listed approaches. Afterwards, specific questions will be asked about
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the individual methods that are currently used in the companies. There are many
different mentions for this. The percentage distribution can be seen in Fig. 6.
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The evaluation results regarding the cost-, value-, and license-oriented evaluation
approaches are discussed below.

Cost-oriented approaches The most commonly used methods can be assigned
to cost-oriented evaluation approaches. They can be divided into four further
subcategories: the model-based, expert-based, learning-based, and “other” methods.
It turns out that the model-based methods, which include the COCOMO model,
Putnam’s model, and the function point analysis, show relatively little use in
practice. This could be related to the fact that the effort and the required expertise
for these methods are very high or the methods are no longer applicable to modern
software architectures. The methods mentioned are also mostly associated with
traditional software manufacturers, hence, the supplier side, in the literature. The
expert-based methods, which include the Delphi method, the work breakdown
structure, and the planning poker, are more common in practice. Especially work
breakdown structures are a very popular approach, which was also confirmed in the
later expert interviews [25]. Learning-based methods, which include the analogy
method, neural networks, or the fuzzy method, are not strongly represented in
practice. The most common one mentioned here is the analogy method. In this
case, the costs of the new software to be purchased are deduced from an already
performed “old” procurement project. The category “other” covers most of the
more commonly used methods. These include the evaluation approaches top-down,
bottom-up, regression, and linear models. The upfront designation is the bottom-
up approach at 19% and the top-down approach at 12%. However, it should be
noted that the top-down and bottom-up approaches are very general and also
serve as a basic approach to many more concrete methods. So for example, an
analogy method or an artificial neural network may be performed as a top-down or
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bottom-up calculation. The regression models are mentioned third with 11% and the
linear models with 8%. These two categories include, among others, simple linear
regression models, robust regressions, such as least squares estimation, or nonlinear
regression models. With 19% combined, these two methods are currently used very
frequently in practice.

Value-oriented approaches The value-based evaluation approaches only mention
two methods that are listed in the proposal: conjoint analysis with 1% and expert
discussions with 11%. With regard to the expert discussions, however, it should be
noted that these can be assigned not only to value-oriented but also to cost-oriented
methods. Since the online survey only asks for the methods and the respective
procedure for these methods is not further specified, it cannot be clearly determined
whether the mention of expert discussions as a method is aimed at value-oriented
or cost-oriented approaches. However, the subsequent interviews of the qualitative
analysis indicate that the method “expert discussions” can be assigned to cost-
oriented methods. The conclusion is that value-based evaluation approaches only
play a minor role in practice.

License-oriented approaches The two license-based evaluation approaches, the
profit-sharing method and the Knoppe formula, are not taken up at all in the
questionnaire survey. This confirms the corresponding findings of the literature
review. Such methods are not common in practice. Nevertheless, the license
orientation is a very interesting approach, which is particularly evident in the later
qualitative-oriented expert interviews.

Finally, it is asked for other evaluation approaches that are not listed. About 77%
of questionnaire respondents say their company does not use any further evaluation
approaches. This result suggests that the structured list presented (see Fig. 5) already
provides a broad coverage. If the participants in the online survey indicate that
they are planning to use further evaluation approaches, they will then be asked
about details. Unfortunately, there are quite a few participants who say that this
information cannot be passed because it is confidential. As additional information,
only the Bayesian network emerges from the research field of artificial intelligence,
more specifically machine learning. From the interviews of the qualitative study,
however, a speculative trend for software evaluation methods is discernible. There
are many indications that in the future the evaluation of software will be based on
approaches from the broad field of artificial intelligence (AI). Methods in this field
and in particular in the field of machine learning are currently being tested for their
usability and predictive strength.

The quantitative analysis shows which evaluation approaches for software
products or components to be procured are currently focused on in practice. In this
regard, important insights and perceptions emerge, especially in the automotive and
electrical industries, as well as in plant construction. These insights can also be
transferred to other areas.
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3.2 Qualitative Results

In order to obtain supplementary and in-depth information on the individual
assessment approaches, six guideline-based expert interviews are conducted. The
participants comment on specific questions that are derived individually from the
information given in the online survey. Furthermore, the expert interviews serve to
validate the plausibility of the quantitative results.

Based on the quantitative evaluation results, the expert survey focuses on
methods for cost estimation, utility value analysis, and revenue/earnings analysis.
The motivation for this is also supported by a publication of the year 2017. The
authors summarize a total of 14 literature reviews including 820 primary studies
[20]. Based on the results of this study, the authors set up the following theses on
software assessment methods:

• Regression models are dominant.
• New methods are tested in combination, such as analogy methods together with

machine learning.
• The use of the function point analysis method is less and less common.
• The trend of the last years points to a great future potential of machine learning.

These theses from the extensive literature analysis are confirmed by the results
of the empirical study carried out in a company’s context, both as a conclusion of
the quantitative evaluation of the online questionnaire survey and as the qualitative
findings from the expert interviews.

The questionnaire analysis already shows that regression models play an impor-
tant role in the evaluation of software (see Fig. 6). This is also confirmed and
deepened in the interviews of two experts (Experts 5 and 6). Especially for
simple rollover calculations, linear regression models are very popular (Expert
5). Frequently, regression models are flanked by expert opinions and comparisons
with former procurement projects. A special approach, “invented” by one of the
experts, is the design of a multiple linear regression model for cost drivers. From
the identified cost drivers of the software product, the regression parameters and
the subsequent determination of the project costs are determined via the model
(Expert 5). The use of different combinations of assessment approaches is confirmed
in the expert interviews. Among other things, an expert explains a method that
represents a combination of the function point analysis and the COCOMO model
(Expert 3). In addition, some commonly used methods, such as analogy methods
and expert-based methods, are often combined with other approaches, such as
machine learning, bottom-up approaches, or regression models (Experts 1 and
5). As found by literature analysis, the function point analysis is currently no
longer used in practice. In the online survey, only 5% of participants say they
use this method. The interviewed experts confirm this. Only one expert reports
on a more intensive examination of function point analysis in combination with
the COCOMO model (Expert 3). The trend towards machine learning is confirmed
by the experts. Nearly all experts mentioned the importance of this field for the
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near future (Experts 1, 2, 4, and 5). In many companies, however, there are only
a few competencies in the field of artificial intelligence (Experts 2 and 4). The
methods of machine learning generate predictive models by learning from examples
or “training data.” Data and empirical values from past procurement projects are
indispensable for these methods. However, many companies have inadequately
documented and evaluated projects in the past. For this reason, necessary data
is missing, with which, for example, artificial neural networks, can be trained.
For the years to come, the interviewees see the greatest potential in machine
learning methodology combined with selected other approaches shown in Fig. 6.
Currently, however, other approaches are in the foreground. The following are some
of the experts’ assessments of the practice of evaluation approaches. Model-based
assessment approaches, such as COCOMO, Putnam’s model, or SEER-SEM, are
considered by experts to be too time-consuming and inefficient due to the lack
of knowledge for parameter configuration (Experts 1 and 2). Such parameters are
often the lines of code (LOC) or the number of functions of the software under
consideration. Two experts explicitly agree that the LOC cannot tell the true size
of the software because the LOC depends on many factors, such as programming
language, developer experience, and code formatting (Experts 2 and 6). In addition,
an approach based on the number of functions is also difficult (Expert 6). More
complex software can include up to 70,000 functions today. Breaking it down would
take a lot of time. Only a simplified version of the function point analysis would
be possible in his opinion, for example, by aggregating about 15 main functions.
Overall, the experts agree that virtually all the methods currently in use are based
on the integration of expert opinions (Experts 1, 2, 3, 4, 6). Practical and easy-
to-use options are the regression models already mentioned as well as the work
breakdown structure or the cost breakdown structure, which can be applied either as
a bottom-up or top-down approach. The only difference between the work and the
cost breakdown structure is that the first one looks at the workload and the last one at
the actual cost of software development. Here, the project is broken down into work
packages or functions, which are subsequently evaluated by experts individually.
These ratings are ultimately aggregated, which then gives the total cost or time
required for the software development project [1]. Frequently, software vendors are
given such a cost-breakdown or work-breakdown sheets, which they must fill out
[18]. In negotiations, the sheets filled out separately by the software buyers and the
software providers are compared and the procurement costs or prices negotiated
(Experts 3 and 5). However, suppliers are usually in a better negotiating position
with this approach, as they have a better basis for argumentation (Expert 3). In
addition, it emerges from the discussions that some benchmarking methods are also
used. For this, one collects several offers from software providers. Price outliers up
and down are filtered out. On the basis of the offers, which are in the midfield, a
value range for the costs or the price is determined (Expert 4). The experts are also
asked about license-oriented and value-oriented approaches. These approaches are
not used at all in the companies of the interviewees. Only one expert mentions the
use of the conjoint analysis but admits that the status is “in research” (Expert 3).
This is surprising, since value-oriented methods in the field of intangible goods play
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a very important role and are widespread. The topic of profit-oriented methods is
discussed by the experts with great interest. The main problem is finding a suitable
percentage of the software vendor’s participation in the software buyer’s profit that
both the supplier and the customer agree with (Expert 5). For this, among other
aspects, you have to determine who bears what risks. For example, if customers
do not buy the product, into which the procured software is installed, as assumed,
will the software supplier share the loss of revenue? It could not be determined
from the expert discussions why, for this reason or for other reasons, license-
oriented approaches are not accepted in practice, since it would be a very interesting
alternative for both parties (buyers and suppliers).

4 Conclusions

The participants of the questionnaire campaign are experts in the field of software
procurement in companies of different sizes and from different industries.

For the returns (47) and the datasets which can be used (36), it is noticeable
that the answers which are suitable for further analysis come mainly from large
enterprises (87%) in the automotive, plant, and electrical industries (75%). You
can only speculate about the reasons. For example, it could be that methodological
approaches for software evaluation are not of interest in smaller companies and in
other industries or that software procurement itself plays a minor role there. The
major results from the quantitative and qualitative analyses are presented in Sects.
3.1 and 3.2 in some details. Figure 7 focuses on method-based key findings derived
from those results in the form of six theses.

In an overall view, the research questions of Sect. 2.1 can be answered:

RQ1: In practice, the best-known software evaluation approaches are function point,
COCOMO, expert-, learning-, and regression-based methods.

RQ2: The most frequently used approaches are expert workshops and value-oriented
methods.

RQ3: Nontraditional methods, as from the field of machine learning, get more and
more known in practice but are not applied yet.

RQ4: Cost-oriented methods are considered deployable in practice, whereas value-
and license-oriented methods are seen as an academic playground.

RQ5: Bottom-up approaches provide best practice costs and a high level of
transparency.

RQ6: The highest potential for predictive cost analytics in the future and particularly
for software cost estimation is assigned to machine learning models like artificial
neuronal networks.

The qualitative and quantitative analyses are based on a database, which results
from the opinions of experienced persons or experts in companies. The findings
of this study are to be seen under the light of this limitation with regard to the
interviewed stakeholders (Fig. 3). The analysis is carried out from the perspective
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Method-centered conclusion Quantitative argument Qualitative argument

Cost-oriented methods that are 
based on mathematical estimation 
models rarely accepted and 
outdated.

With 8% of the answers, this 
approach is not widely applied
and is limited to the Function 
Point and COCOMO estimation 
models.

Model-based approaches such as 
COCOMO are time-consuming to 
implement. COCOMO and 
Function Point are no longer up-
to-date. Their use is decreasing, 
however, some combinations are 
noticed

Cost-oriented approaches that are 
based on expert-workshops are 
more appreciated and forestall 
information asymmetry between 
supplier and demander. 

With 21% of the answers, expert-
based methods are used relatively 
frequently in practice.

Preference is given to using 
Work- and Cost-Breakdown-
Structure approaches both on the 
supply and demand side .

In addition, benchmarking is used 
to determine value limits for 
software prices and costs.

Cost-oriented approaches that are 
based on learning-algorithms can 
seldom be found but have a high 
potential given “big data”. 

Relevant 9% of the responses 
refer exclusively to Analogy
Models and Artificial Neural 
Networks.

There is a trend towards machine 
learning, often combining such 
approaches with other assessment 
methods.

An impediment to more current 
use is seen in the lack of sufficient 
training data.

Looking at Cost-oriented methods 
that are not model-, expert- or 
learning-based regression 
methods are dominant by far. 

Neglecting the general 
approaches of Bottom-Up and 
Top-Down, which are often 
referred to in conjunction with 
other methods, the responses 
focus on regression models.

Regression models are often 
combined with expert-based 
approaches.

Often, multiple regression is used 
to model more complex cost 
structures.

Value-oriented methods are 
extensively cited in literature but 
hardly addressed in practice and 
rather seen as an academic 
background.

This relatively broad spectrum
only includes 12% of the answers, 
which are solely related to 
Conjoint Analysis and expert 
workshops.

The Conjoint Analysis is seen 
rather as a research-related 
construct and used for 
accompanying pilot tests.

License-oriented methods are not 
seized at all but attract extremely 
high attention and have a 
promising future. 

There are no entries. There is great interest in these 
approaches. The idea of profit 
split gains attentiveness. .

The lack of practical experience is 
attributed to a lack of awareness.

Fig. 7 Key results
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of the software requester respectively from the point of view of the OEM or
end-product manufacturers, who usually do not produce software themselves, but
install procured software products and software components in their products.
Although the majority of the companies surveyed use the bottom-up and top-
down approach as a basis, they try to substantiate this with further concepts. The
resulting methodology, however, remains at a blurred level, such as the “analogy
method” or “expert discussions.” For a more detailed specification, e.g., as the
analogy method, a detailed documentation of the data basis and the evaluation are
of great importance. Work breakdown structures or cost breakdown structures are
widespread procedures that can be subordinated to the bottom-up or the top-down
approach. However, this does not lead to more detailed and standardized methods
which can be supported by software tools or partially automated. About 58% of
study participants use spreadsheets as part of their software assessment, followed
by proprietary software (26%) and custom software at 16%. Model-based methods
such as COCOMO, Putnam’s model (SLIM), or SEER-SEM are unlikely to meet
with demand in practice according to this study. In the study reported here, value-
oriented and license-oriented methods are also addressed, but these are currently not
used in practice, although a high interest exists.

In summary, it can be seen that there is no standardized method and procedure
for evaluating software products to be purchased in terms of costs. Companies
derive their approaches from well-known and proven methods for the evaluation
of tangible goods. It has to be shown whether specific evaluation methods for
intangible goods, especially software, will prevail in the near future. It could also be
crucial to generally rethink the cost analysis in software purchasing. Agile software
development methods make traditional evaluation approaches more and more
obsolete. As a consequence, there may be a stronger trend towards value-oriented
and license-oriented approaches. Cost-oriented approaches are moving away from
manual calculation and approaching the world of automated learning algorithms
from artificial intelligence. The findings of this research undergird the statement that
the way of purchasing digital components has changed from pure procurement to
value creation [12, 27]. This is especially true for software products. Methodological
approaches to support procurement decisions are changing over from traditional
isolated cost analysis to a mixed-method approach comprising cost-, value-, and
license-oriented techniques. This trend is qualitatively and quantitatively confirmed
by the findings of an empirical study covering diverse branches of industry. The
study exhibits that out of the great variety of methods to be found in literature,
only a few are applied in practice. Popular ones are, for example, regression
models and work breakdown structures. However, the empirical study also shows
a trend towards intelligent calculation methods based on the analysis of historical
data. There is a tremendous interest in machine learning models. The study shows
that particularly in German key industries, e.g., automotive, mechanical, and plant
engineering, artificial intelligence algorithms and tools are tested to analyze cost
structures of software products to be purchased. The first experiences gained are
promising. However, there is a lot of work still to be done in order to provide
ample consolidated training data coming from different sources. Big companies
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are actually investing in building big data platforms or “data lakes” which can
be used for software cost analytics among many other applications. From annual
reports and industry studies, it can be seen that software companies’ EBIT margins
are significantly higher than the average margins in other industries. This shows
that software buyers need cost transparency in purchasing. The experts in software
procurement interviewed also urgently desire this transparency. The investigation
shows that there are no standardized and practically dominant approaches for the
evaluation of software products. However, the plausibility of software prices and
costs is a key issue in corporate sourcing departments, which is steadily worsening
as the digital transformation progresses. Sustainable and effective methods for
evaluating software products or components are essential in procurement practice.
The study shows that there is still a lot of catching up to do here.
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Sentiment Analysis of Product Reviews
on Social Media

Velam Thanu and David Yoon

1 Introduction

In the world of e-commerce, product reviews are of great importance to both buyers
and sellers. Most of the products are bought online, and reviews are one of the most
important and easy ways for a customer to gain trust in the product. From the sellers’
point of view, they need to know the performance of their products. The feedback
of their customers is crucial to improve quality and service.

There are many ways to gather product reviews (like looking at the review section
on the e-commerce website where the product is sold or having a portal for customer
issues). But another important platform wherein product reviews pour in is social
media. Social media is increasingly used by humans to express their feelings and
opinions in the form of short text messages to reach a large audience. Hence, it is
important for both the buyer and seller to find a way to analyze people’s comments
about products on a social media platform.

As there is an immense amount of data available on social media, it is impossible
to analyze them manually in real time. We need tools that can do this for us and give
an analyzed output. In this project, we have developed an application which gives
the sentiment of tweets about the product.
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1.1 Purpose

The main purpose of this application is to give a report on the number of positive,
negative, and neutral tweets on Twitter posted by humans around the world for any
product. It is very simple to use. The user must just enter the name of the product
and submit it, and this application gives a graph as an output which shows the
percentages of positive, negative, and neutral tweets. It also shows a few sample
tweets under the positive and negative categories.

Hence, the user can get a good idea of the latest sentiments of people on a product
which they tweeted without spending any time to go through the tweets. In fact, the
user need not even have a Twitter account.

1.2 Motivation

There is an immense amount of valuable data available on social media in the form
of product reviews. It is important to analyze them for the benefit of both the buyer
and seller. For this, we need good tools which can analyze data and give results
about the sentiment of users for different products.

The attempt made in this project is to create an application that analyzes the
tweets of a product on Twitter and gives the sentiment analysis result. This is highly
automated and needs very little effort from the user. From just a click, the user can
get valuable data which can impact their buying or selling decisions having known
that social media is the platform that is used immensely to express oneself in recent
times.

1.3 Brief Description

The application is basically a tool that gives the user the sentiment analysis of
products.

There is an immense amount of valuable data available on social media in the
form of product reviews. It is important to analyze them for the benefit of both
the buyer and seller. For this, we need good tools which can analyze data and give
results about the sentiment of users for different products.

The attempt made in this project is to create an application that analyzes the
tweets of a product on Twitter and gives the sentiment analysis result. This is highly
automated and needs very little effort from the user. From just a click, the user can
get valuable data which can impact their buying or selling decisions having known
that social media is the platform that is used immensely to express oneself in recent
times.
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2 Technical Specification

2.1 System Architecture Diagram

Below is the system architecture design diagram of the application. From the front-
end webpage, the user submits the keyword/product name. The Flask server receives
this keyword and passes it to the sentiment analysis server. The sentiment analysis
server is the Python script that is the heart of this application.

It uses the Tweepy library that enables this Python script to communicate with
the Twitter API to authenticate and get the tweets based on search keywords. It
then uses the TextBlob library to perform sentiment analysis on the tweets. The
sentiment analysis results are now passed to the Flask server which displays them
on the front-end web page (Fig. 1).

Fig. 1 System Architecture
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2.2 Description Libraries and Web Framework Used

Twitter

Twitter is an online news and social networking platform where people communi-
cate and express their feelings in short messages called tweets. Twitter restricts every
tweet to 280 characters, which keeps the tweets short and scan-friendly. Users can
get the crux of the tweet by just giving a glance which makes Twitter very popular
in today’s attention-deficit world (Fig. 2).

There are about 600 million daily searches and 10 billion tweets on Twitter.
Twitter and its third-party apps offer a way for the users to stay in the loop on what
people are saying about a company or brand, directly or indirectly. Twitter helps in
putting a face to a company and functions as a customer service platform to many
companies.

Due to its openness in sharing and the immense amount of data, Twitter is a prime
example of social media in which users can mine interesting patterns and build
real-world applications. Sentiment analysis of tweets gives real-time information
for disaster relief, using Twitter analytics for improving businesses.

Twitter APIs

An application program interface (API) is a set of routines, protocols, and tools for
building software applications. An API makes it easier to develop a program by
providing all the building blocks which a programmer puts together to develop a
new application altogether.

Twitter allows access to parts of its service via APIs to allow people to build
software that integrates with Twitter, like a solution that helps a company.

One of the APIs is the standard search API which is used in this project that
returns a collection of relevant tweets matching a specified query.

I have used the following two parameters of this API:
Search(q, count) where

Fig. 2 Twitter
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Fig. 3 Tweepy

q is A UTF-8, URL-encoded search query of 500 characters maximum, including
operators.

count is the number of tweets to return per page, up to a maximum of 100.

2.3 Tweepy

Tweepy is a Python library for accessing the Twitter API (Fig. 3).
It is open-sourced and hosted on GitHub and enables Python to communicate

with the Twitter platform and use its API.

TextBlob

Sentiment analysis employs natural language processing, text analysis, computa-
tional linguistics, and biometrics to systematically identify, extract, quantify, and
study affective states and subjective information. Sentiment analysis is widely
applied to the voice of the customer materials such as reviews and survey responses,
online and social media, and healthcare materials for applications that range from
marketing to customer service to clinical medicine.

In recent years, sentiment analysis has become a hot-trend topic of scientific
and market research in the field of natural language processing (NLP) and machine
learning. In this project, the sentiments of tweets are analyzed as either positive,
negative, or neutral.

For this, we have used TextBlob, which is a Python (2 and 3) library for
processing textual data. It provides a simple API for diving into common natural
language processing (NLP) tasks such as part-of-speech tagging, noun-phrase
extraction, sentiment analysis, classification, translation, and more.

We are more concerned about the sentiment analysis functionality of the API.
The sentiment property returns a named tuple of the form Sentiment (polarity,
subjectivity). The polarity score is afloat within the range [−1.0, 1.0].

Looking into the source code of textblob.en.sentiments (which is the sentiment
analysis module of TextBlob), we get to know that it has a training set with
preclassified movie reviews. When we give a new text for analysis, it uses the Naïve
Bayes classifier to classify the new text’s polarity as positive or negative (Fig. 4).
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Fig. 4 TextBlob
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Naïve Bayes Classifier

It is a classification technique based on Bayes’ theorem with an assumption of
independence among predictors.

Bayes’ theorem is stated as:

P (y|X) = P (X|y) P (y)

P (X)

where X is a problem vector

X = (x1, x2, x3 . . . .., xn)

P(y|X) is the probability of hypothesis y given the vector x. This is called the
posterior probability.

P(X|y) is the probability of vector X given that the hypothesis y was true.
P(y) is the probability of hypothesis y being true (regardless of X). This is called

the prior probability of y.
P(X) is the probability of the vector (regardless of the y).
The naïve assumption of independence among predictors is now applied, and we

can come up with the below Naïve Bayes theorem.

P (y| x1, . . . , xn) α P (y)
∏n

i=1
P (xi | y)

Due to good results in multiclass problems and independence rules, Naïve Bayes
classifiers are mostly used in text classification and have a higher success rate as
compared to other algorithms. As a result, it is widely used in social media sentiment
analysis, to identify positive and negative customer sentiments just like it’s used in
TextBlob.

• In TextBlob, they have first trained the analyzer using a movie review dataset. An
overview of how they could have trained is explained below.

• The reviews are preprocessed as punctuations, special characters, etc. and are not
needed for sentiment analysis.

• The next step is creating a list of all the words we have in the training set,
breaking it into word features. Word features are basically a list of distinct words,
each of which has its frequency (number of occurrences in the set) as a key.

• The next step is to go through all the words in the training set, comparing every
word against the review at hand and giving a label of 1 if it is present in the review
or 0 if it is not present in the review. Also, we can give a positive or negative label
for each review. We thus create a matrix of values which are.

• 0 or 1 and positive or negative, respectively, which is called the feature
• Vector.
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Fig. 5 Flask

• After creating the feature vector, the NaiveBayesClassifier.train() function in
python trains the analyzer, and the probability model is created.

• Next, if we pass a review from testing data, it will analyze the review and give us
an output of whether it has a positive, negative, or neutral sentiment.

Flask

Flask is a web application framework written in Python.
Web application framework or simply Web framework represents a collection of

libraries and modules that enable a web application developer to write applications
without having to bother about low-level details such as protocols and thread
management (Fig. 5).

Flask is developed by Armin Ronacher, who leads an international group of
Python enthusiasts named Pocco. Flask is based on the Werkzeug WSGI toolkit and
Jinja2 template engine. Web Server Gateway Interface (WSGI) has been adopted
as a standard for Python web application development. WSGI is a specification for
a universal interface between the web server and the web applications. Werkzeug
is a WSGI toolkit, which implements requests, response objects, and other utility
functions. This enables building a web framework on top of it. The Flask framework
uses Werkzeug as one of its bases.

Jinga2 is a popular templating engine for Python. A web templating system
combines a template with a certain data source to render dynamic web pages. By
convention, templates are stored in subdirectories within the application’s Python
source tree, with the name templates.

In this project, I have used Flask with templates to create a dynamic web page
that can take user inputs, process them using the backend python code (sentiment
analyzer), and then publish the output from it dynamically on the webpage.

3 Conclusion

To conclude, in this project, the sentiment analysis of product tweets on Twitter was
performed successfully, and the results were displayed to the user. The sentiment
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analysis was performed using libraries available in python. Also, APIs provided by
Twitter were used to communicated and fetch data.

In this way, the immense amount of data available on social media platforms like
Twitter can be put to constructive use.
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1 Introduction

In recent years, with the rapid development of Internet of things, cloud computing,
edge computing, and other technologies, like big data, machine learning [1, 2],
the scale and organizational structure of the distributed system have been greatly
changed. Today’s distributed computing requires not only scalability but also
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unprecedented adaptability in dynamic scenarios. This requires that a flexible
communication and interaction mechanism with dynamic and loose coupling
characteristics should be adopted among the participants in the distributed system,
so as to meet the requirements of large-scale decentralized control and dynamic
change.

Publish/subscribe system is an intermediate system that enables information
producers and information consumers to interact anonymously. It has many char-
acteristics, such as loose coupling communication, dynamic plug and play, and
asynchronous communication. At present, the most widely used methods are topic-
based publish/subscribe and content-based publish/subscribe.

Compared with the theme-based publish/subscribe model, the content-based
publish/subscribe model has a stronger ability to express information needs, so it can
provide more accurate and efficient information sharing capabilities for distributed
systems. Matching algorithms are one of the important research contents in a
content-based publish/subscribe system. The efficiency of event matching not only
determines the real-time performance of the system but also restricts the scalability
of the whole system [3]. At present, there are many researches on the efficient
and accurate matching algorithm [3–5], but they do not consider the fuzziness of
user information demand and subscription. Reference [6] studies how to reduce
the number of forwarding subscriptions by using the logical coverage relationship
between subscription constraints in a fixed tree topology network, but this method
is not suitable for dynamic wireless networks.

According to the characteristics of a dynamic wireless network, this paper studies
the efficient fuzzy matching algorithm in content-based publish/subscribe. Based
on the subjectivity and fuzziness of different users’ understanding and expression
of information needs, the fuzzy set theory is applied to information matching
algorithms to improve the rationality of matching results. This paper also studies
the methods to improve the efficiency of the fuzzy matching algorithm and reduce
the maintenance cost of subscription information, proposes an efficient organization
mode of subscription information, and verifies its efficiency through simulation
experiments.

2 Content-Based Publish/Subscribe System

2.1 Introduction of Content-Based Publish/Subscribe System

The information distribution system based on the content-based publish/subscribe
technology is a distributed system which makes the publishers and subscribers share
information anonymously. It consists of the server and client. The server is a node
of information distribution; each server provides services for a certain number of
clients. As shown in Fig. 1. The system has the characteristics of asynchronous,
loose coupling, and transparent transmission [8]. The information distribution mode
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Fig. 1 Topology of the information distribution system

based on publish/subscribe is very suitable for the accurate distribution and sharing
of information when the user’s demand is not clear.

The flow chart of information distribution is shown in Fig. 1. First, users
subscribe to the server through the client according to the information requirements.
In order to ensure that the published information can be accurately and timely
distributed to the corresponding users, each server will synchronize the user’s
subscription information in real time. Process ③ is a process in which users publish
information (events) through publishing clients. Process ④ is the process that the
server matches the user requirements with the events. Process ⑤ is the process of
distributing to some users after they have successfully matched their subscriptions.

The topology of the wireless dynamic network will change dynamically with the
change of network node location, so it is impossible to use the subscription routing
method in reference [4] which uses the coverage relationship between subscription
constraints to reduce the number of subscriptions and forwarding. In general,
simple routing method can be used [8]. By broadcasting the added, changed, and
unregistered subscription information in the distribution agent network, all nodes
maintain the user’s subscription information synchronously, so the published events
only need to match the user’s subscription at their local servers and then distribute to
the matched subscribers. The simple routing method needs less network bandwidth,
but the maintenance cost of subscription information is relatively high, so its
organization mode and maintenance method will be more important. This paper
will design an efficient organization mode of subscription information to solve this
problem.
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Fig. 2 Content-based distribution system model

2.2 Content-Based Publish/Subscribe Model

Before implementing the content-based publish/subscribe system, the event model
and subscription model should be defined. The content of different kinds of
information varies greatly. If a unified information description model is established,
the event model will be too complex and contain too much redundant information,
which is not conducive to improving the matching efficiency of events and
subscriptions. Therefore, the current industry standard classification method can
be used as the event model of the system. The content attributes that users can
subscribe to a subset of a certain kind of information, which can be organized in
XML language. The content-based information distribution system model is shown
in Fig. 2.

3 Design of Efficient Fuzzy Matching Algorithm

At present, the content-based publish/subscribe system can be divided into two
categories according to the different data organization methods of the event model:
map-based and XML-based. In the map-based publish/subscribe system, the content
of events is represented as a collection of “attribute = value.” The prototype system
includes Gryphon, Siena, Jedi, Rebeca, etc. [9]. The information distribution system
in this paper is essentially a map-based publish/subscribe system.

In the server shown in Fig. 2, the format message is decoded as a set of “attribute-
value.” The XML file containing user subscription information is parsed into a set
of multiple subscription constraints, sub = {C1, C2 Cn}, the subscription constraint
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Ci is represented by a triple (Attribute, Predicate, Value), for example (height, ≥,
500 m) [9].

3.1 Concept and Process of Fuzzy Matching Algorithm

The existing publish/subscribe system adopts a precise matching algorithm, that is,
an event either satisfies a subscription or does not satisfy the subscription. However,
the information needs of users are subjective, and the expression of information
needs is also inadequate, so the information needs expressed by users are fuzzy and
inaccurate. To solve this problem, this paper designs a fuzzy matching algorithm
which makes the matching more reasonable.

The basic idea of the algorithm is to treat the user’s demand for information
as a fuzzy set. If each information contains several subscribe attributes, the user’s
demand for information is a set of fuzzy sets. The distribution of each fuzzy
set is determined according to the characteristics of content attributes and expert
experience, and the parameters of membership function are determined by the
actual subscription of users. The match between an event and a subscription is a
match between multiple content properties in an event and multiple subscription
constraints in a subscription. When some information is published, by calculating
the membership degree of the event and corresponding fuzzy sets, we can determine
whether the event matches the user’s subscription successfully. In the precise
matching algorithm, if an event property fails to match the subscription constraint,
the matching between the whole event and the subscription will be judged as
a failure. In the fuzzy matching algorithm, the matching results of some event
content attributes and subscription constraints will not determine the final results,
and comprehensive judgment is needed.

Generally, different content attributes have different importance to a user, so
the membership degree of different content attributes has a different influence on
the matching degree of the whole event and subscription in the fuzzy matching
process. The more important the content attribute is to the user, the greater the role
it plays in the matching of events and subscriptions. Therefore, the relative weight
of each attribute can be determined by AHP first, and then the weighted average
of membership degree of each content attribute can be calculated as the matching
degree of the whole event and user subscription.

To sum up, the fuzzy matching process of a published information and a user’s
subscription information can be summarized as follows:

1. The membership function of each fuzzy set of subscription constraints in user
subscription is determined. The membership function of subscription constraint
Ci is μi(x).

2. Determine the weight of each content attribute in the battlefield information, and
set the relative weight of attribute Attri in the event as ωi.
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3. The membership degree of each content attribute and the corresponding sub-
scription constraint fuzzy set in the event are calculated. If the value of
content attribute Attri in the event is xi, the membership degree of Attri in the
corresponding subscription constraint fuzzy set is μi(xi).

4. Calculate the matching degree M between the publishing event and the user’s
subscription, M is gotten by Eq. 1.

M = [μ1 (x1) · · ·μn (xn)]

⎡

⎢
⎢
⎢
⎣

w1

w2
...

wn

⎤

⎥
⎥
⎥
⎦
= w1μ1 (x1)+ · · · + wnμn (xn) (1)

5. Determine whether the publishing event matches the user’s subscription suc-
cessfully. If the matching degree M is greater than or equal to the matching
degree threshold λMset by the user, the event matches the user’s subscription
successfully. Otherwise, the matching fails.

3.2 Efficient Fuzzy Matching Algorithm

The above method needs to calculate the matching degree between events and
all users’ subscriptions one by one and attribute by attribute; then it can finally
determine which users’ subscriptions match the events successfully. When the scale
of the information distribution system and the number of users’ subscriptions are
large, the time efficiency of the fuzzy matching algorithm will be greatly reduced,
so a method which can effectively improve the matching efficiency without reducing
the rationality of fuzzy matching algorithm is needed.

One way to improve the matching efficiency is to narrow the subscription range
of fuzzy matching. That is to say, through the existing precise matching algorithm,
we can quickly select a part of users’ subscriptions that are likely to match the
publishing event successfully and only use the fuzzy matching algorithm to calculate
the matching degree between this small part of subscription information and the
publishing event.

In order to achieve the fast and accurate matching, the user’s original subscription
needs to be fuzzy preprocessed. After determining the membership function of
the user’s subscription constraint fuzzy set, a small membership value is taken
as the membership fuzzy threshold value, and the subscription constraint value
corresponding to the threshold value is taken as the new subscription constraint
value of the user for accurate matching. As shown in Fig. 3, suppose that a certain
information contains content attribute A, the membership function curve in the
graph is determined by the subscription of a user, and the actual subscription of
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Fig. 3 Membership function
curve 1

x

μ (x)

O

0.3

a ba0 b0
Membership function of attribute A

a user to attribute a is interval [a, b]. Taking the membership degree of 0.3 as the
fuzzy threshold, the subscription range of attribute A will be changed to the interval
[a0, b0] after fuzzy preprocessing. First of all, all the subscribe attributes of all users’
subscription information are preprocessed by the abovementioned fuzzy method,
and then the matching results can be obtained by fast and accurate matching with
publishing events. The result is the set S1 in Fig. 3.

It can be seen from the above analysis that all subscriptions need to match
with publishing events exactly once, and then a part of users’ subscriptions and
publishing events can be filtered out for fuzzy matching. Therefore, the efficiency
of the exact matching between events and subscriptions also restricts the efficiency
of the whole fuzzy matching algorithm. The basic idea to improve the efficiency
of accurate matching algorithm is to optimize the organizational structure of user
subscription information and improve the time efficiency of matching by reducing
the number of judgments on the same subscription constraints in the matching
process [5].

3.3 Logical Coverage Relationship Between Subscription
Constraints

Different users may subscribe to the same battlefield information through the
same content attribute, so there will be a logical coverage relationship between
subscription constraints in the subscription collection. For example, both user a
and user b subscribe to the same information through the height attribute, where
Cai = (height ≥ 5000 m), Cbj = (height ≥ 10,000 m); then there is a logical
coverage relationship between the subscription constraint Cai and Cbj, that is, when
the constraint Cbj is satisfied, the constraint Cai must be satisfied.

Therefore, we can use the logical coverage relationship between constraints to
reduce unnecessary comparison operations. For example, we can merge the same
subscription constraints, arrange the constraint values in an array in order, and
then use dichotomy to search. When the first subscription constraint value that
matches the event property value successfully is found, the matching results of all
subscription constraint values can be determined.
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In order to use the logical coverage relationship between subscription constraints
and improve the search efficiency of subscription information, a multilevel index
structure is established as shown in Fig. 4.

In Fig. 4, the relational operator index points to the constraint value [10] of the
information content attribute subscribed by the user. In order to organize a large
number of subscription constraint values, the data structures that can be considered
include sequential storage structure (such as an array, queue) and chain storage
structure (such as linked list, binary tree).

3.4 Design of Subscription Information Organization Pattern
in Matching Algorithm

In order to improve the time efficiency of content matching and reduce the main-
tenance cost of subscription information, it is necessary to design the organization
mode of user subscription information in the information distribution system with a
simple event routing method. Taking the sequential storage structure for storing user
subscription information as an example, the constraint values of user subscription
can be organized into three modes as shown in Fig. 5 by using the logical coverage
relationship between constraints.

Mode (a) is a simple logic coverage mode. Vi is the constraint value arranged in
ascending order. Ui is the user whose constraint value is Vi. When matching, binary
search is carried out for Vi. After finding the constraint value v greater than or equal
to the Ei, the matching results can be obtained by traversing the users behind v.

Mode (b) is an improvement on (a), which puts all users whose constraint value
is greater than or equal to Vi into the queue. When matching, only binary search is
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Fig. 5 Organization mode of constraint value: (a) simple logic coverage mode; (b) Complete
logical coverage mode; (c) Segmentation full logical coverage mode

needed to get the matching results, which can effectively improve the time efficiency
of matching. However, the space complexity of this mode is very poor, and the
efficiency of subscription maintenance is also very low.

Mode (c) is the segment full logical coverage mode. In mode (c), the con-
straint values are not ordered, but they are ordered in the segment interval,
and the complete logical coverage mode is adopted in each segment interval.
When matching, binary search is carried out for each interval, and the final
matching result is the combination of the matching results within each seg-
ment interval. In this mode, if the size of segment space is N, then the time
complexity of matching is O(logN*n/N + n) = O(n), the space complexity is
O(1/2(N*(N + 1))*(n/N))=O(n), and the time complexity of inserting subscription
constraint value is O(logN+N) = constant order.

4 Experiment and Analysis

In the experiment, the vector container is used to organize the constraint values
of users. The subscription constraint value is simulated by the random number
generated by the Box-Muller method, which conforms to the normal distribution.
The distribution of the subscription constraint values of the three attributes is
N(500,100), N(1000,300), and N(1500,500). The mean value of the three normal
distributions is taken as the published event, that is, Event = {500, 1000, 1500}.
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Fig. 6 Comparison of
matching efficiency in three
modes

Fig. 7 Comparison of
subscription maintenance
efficiency in three modes

The experimental results are shown in Figs. 6, 7, and 8. The experimental results
of the matching efficiency and subscription maintenance efficiency of the three
modes are shown in Figs. 6 and 7, and the segmentation interval N of mode (c) is
1000. The experimental results show that mode (c) is an optimal scheme. Mode (c)
can not only ensure high matching efficiency but also effectively control and reduce
the cost of maintaining subscription information for distribution agent nodes.

Figure 8 shows the relationship between segment size N and matching time
under different subscription data scales after adopting mode (c). It can be seen
from the law of curve change that it is a negative exponential function. The optimal
segment size is different under different user scales. In order to ensure the efficiency
of the algorithm, the size of segment N should be increased with the increase of
subscription data.
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Fig. 8 The relationship
between matching time and
segment size

5 Conclusion

Firstly, this paper designs a content-based information distribution system model for
the information sharing requirements of dynamic networks. Then, considering the
subjectivity and fuzziness of users’ understanding and expression of information
needs, an efficient fuzzy matching algorithm is designed based on the fuzzy set
theory and the precise matching algorithm. Finally, in order to improve the time
efficiency of the matching algorithm and reduce the maintenance cost of the
subscription information, a segmented complete logical coverage pattern is designed
to organize the subscription information, and the rationality of the pattern design is
verified by experiments.

This algorithm can improve the rationality and efficiency of content matching
in the information distribution system and is of great significance to the effective
sharing of information. How to determine the membership function of information
content attribute is the focus of future research.
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Agile IT Service Management
Frameworks and Standards: A Review

M. Mora, J. Marx-Gomez, F. Wang, and O. Diaz

1 Introduction

In the last two decades, several IT service management (ITSM) frameworks and
standards to manage the planning, design, deployment, operation, and improvement
of IT services have been used by business organizations [1]. The main ITSM
frameworks and standards reported in the literature are ITIL v2011 [2], CMMI-
SVC v1.3 [3] (Software Engineering Institute, 2010), and the ISO/IEC 20000 [4,
5].

The utilization of these ITSM frameworks and standards have produced relevant
benefits to business organizations such as IT service quality improvement, IT
service management cost reduction, and IT service user satisfaction increment [6].
However, their implementation demands also significant organizational resources
(economic, human, and technological ones) and efforts (large implementation
periods), which limits their successful utilization to very large-sized and large-
sized business organizations [7]. For the case of medium-sized and small-sized
organizations, the utilization of these ITSM frameworks and standards is not
technically economically affordable [8–10]. Additionally, in the last decade, the
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business environment has changed from stable and midterm user demands to
dynamic and short-term ones, pushing business organizations to implement IT
services from an agile perspective for supporting the digital disruption wave [11].
In the domain of software engineering [12], this agile perspective was proposed
two decades ago [13], and it has strongly permeated most business organizations.
Now, agile practices such as Scrum and XP are widely used [14]. In contrast, in the
ITSM domain, the agile ITSM frameworks and standards have recently emerged
[15, 16] and their empirical positive impacts and their implementation barriers are
still unknown given the null or minimal empirical reported evidence in the literature.
Consequently, ITSM practitioners and academics lack informative references on
the applicability, benefits, and limitations of using agile ITSM frameworks and
standards.

In this research, thus, we reviewed the main emergent ITSM frameworks and
standards that are proffered as agile, from a conceptual-nonempirical-research
approach. The four proffered agile ITSM frameworks and standards analyzed were
ITIL v4 [17], VerisM [18], FitSM [19–21], and the ISO/IEC 20000–1:2018 [22].
The conceptual review approach was focused on the inclusion and adherence from
these ITSM frameworks and standards to an agile aim, the agile values, the agile
principles, and the agile practices proposed in two recent agile ITSM studies [15,
16]. Our research aim is to assess the extent of agility of these emergent proffered
agile ITSM frameworks and standards regarding an agile ITSM scheme.

The remainder of this paper continues as follows. In Sect. 2, the background
on ITSM, agile approach, and the agile ITSM scheme was reported. In Sect. 3,
the review of the main four proffered agile ITSM frameworks and standards is
presented. Finally, in Sect. 4, a discussion of the implications and conclusions of
this research is reported.

2 Background on ITSM and Agile ITSM Tenets

This section reviews the background on ITSM and ITSM agile tenets.

2.1 ITSM Background

The IT management domain has adopted the service paradigm [23–25] from the
industrial engineering [26] and the marketing [27] domains. IT service management
(ITSM) was focused initially on IT operation processes (i.e., IT service support and
IT service delivery processes) [23], but it evolved toward the full IT management
area [24, 25]. Dedicated books on modern IT management topics [24, 25] account
for the adoption of a service paradigm, as well as the emergence of specific IT
service management frameworks such as ITIL v2011 [2], CMMI-SVC v1.3 [3], and
ISO/IEC 20000 [4, 5].
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Fig. 1 The IT service system and IT service concept

Service management, in the ITSM domain, refers to the organizational capabili-
ties used and applied to provide value to customers through the delivery of services
[2]. Services are “means of delivering value to customers by facilitating outcomes
customers want to achieve without the ownership of specific costs and risks” [2; p.
5]. ITSM is defined as “the implementation and management of quality IT services
that meet the needs of the business” [2; p. 7].

An IT service is a service made up of IT, people, and processes; it is delivered by
an IT service provider and consumed by an IT service customer. Both the IT service
provider and customer form an IT service system. Thus, ITSM provides IT services
“through an appropriate mix of people, process, and information technology” [2; p.
7]. Figure 1 portrays the concepts of IT services and the IT service system.

Value is realized in the IT service delivery when the IT service impacts on the
utility (fit for purpose) and warranty (fit for use) on the customer business process
supported by the IT service are achieved. The utility of an IT service corresponds to
what the service does, its warranty, and how well it is delivered [2]. The utility of an
IT service is achieved when occurs a performance improvement and/or a reduction
of constraints on a customer’s business process using the IT service. Warranty of an
IT service is received when the customer obtains the expected levels of availability,
capacity, continuity, and security from the contracted IT service. Hence, ITSM
can essentially be summarized as an IT service-centered management approach to
provide value (i.e., utility and warranty) to IT service customers.
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2.2 Agile ITSM Background

In the last decade, the high dynamism of business demands for IT services [11],
as well as the growing utilization of agile practices in other domains (i.e., lean
manufacturing [28] and agile software engineering [12–14]), has pushed the ITSM
professional and academic communities to propose and elaborate agile versions
of ITSM frameworks and standards [15, 16]. Four main ITSM frameworks and
standards that claim to be agile or that can be assumed as agile are ITILv4 [17],
VeriSM [18], FitSM [19–21], and the ISO/IEC 20000–1:2018 standard [22].

According to several studies on agile foundations [29, 30], agile practices are
also considered lightweight ones, but not vice versa. Lightweight practices are
shortened but still useful practices regarding the original heavy-oriented ones. Agile
practices are also lightweight ones, but they need to be also flexible (i.e., to embrace
changes), responsive (i.e., reactive to changes), rapid (i.e., applicable in relatively
short periods), lean-seeking (i.e., simple, high-quality, and waste minimizing), and
improvable (i.e., continually improved).

ITSM literature on the agile approach is still scarce, and consequently, ITSM
practitioners lack informative references on the applicability, benefits, and limita-
tions of using agile ITSM frameworks. Nevertheless, an ITSM literature review
identified two studies on agile ITSM frameworks [15, 16] based on the Agile
Manifesto from the software engineering domain [12]. Table 1 shows a summarized
adaptation from the components (aim, values, and principles) of the proposal of the
agile ITSM framework from [15] as it is reported in [16]. Table 1 also includes a
list of the most used agile practices based on diverse current studies in the software
engineering domain [14, 31–32], as well as the seven ones proposed in [15] for agile
ITSM.

Hence, the two opposite approaches (i.e., rigor-oriented ITSM and the emergent
agile-assumed ITSM) exhibit conflicts and tensions in their tenets (aim, values,
principles, and practices) [16], and thus, a review of their tenets is worthy to guide
practitioners and academics on their adequate utilization.

3 Review of the Main Four Agile ITSM Frameworks
and Standards

The main four proffered agile ITSM frameworks and standards are individually
described in this section, and each one is reviewed regarding their extent of
adherence to the agile ITSM tenets.
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Table 1 A basic agile ITSM framework

Tenet Tenet description

Aim Providing business value to its customers and users
Values V1. Individuals and interactions over processes and tools

V2. Working IT services over comprehensive documentation
V3. Whole team collaboration over contracts
V4. Responding changes over the following plans

Principles Outcome principles
P1. Customer satisfaction is the highest priority. P7. Customer value is provided as
a primary measure of success.
Project principles
P2. Embrace changes. P3. Deliver frequently useful and warranted IT services.
Team principles
P4. Business and technical people work together daily. P5. Adequate work
environment. P6. Face-to-face conversations within teams. P8. Keep sustainable
work. P12. Break-times for reflection. P11. Self-organized team.
Design principles
P9. Simplicity with technical excellence. P10. Value simplicity—the art of
maximizing the amount of work not necessary.

Practices Agile ITSM practices
Pr.1A Self-Organized Teams. Pr.1B Coaching. Pr.2A Work Monitoring. Pr.2B
Team Decision-Making. Pr.3A Focus on User Value. Pr.3B User concerns in SLA.
Pr.4A Business Alignment. Pr.5A Work Integrated Teams. Pr.5B Work
Face-to-Face Coordination. Pr.6A Simple Knowledge Management System. Pr.7A
Operational and Project Dual Roles.
Agile software engineering practices
Pr.1 Daily Stand-Up Meetings. Pr.2 Sprint Planning. Pr.3 Sprint/Iteration. Pr.4
Short-Releases. Pr.5 Retrospectives. Pr.6 Face-to-Face Communication. Pr.7 Unit
Testing. Pr.8 Tracking Monitoring. Pr.9 Continuous Integration. Pr.10 User Stories
/ Backlog. Pr.11 Team Working. Pr.12 Sprint Review. Pr.13 Coding Standards.
Pr.14 Refactoring. Pr.15 Collective Ownership. Pr.16 40-hour per week. Pr.17
Simple Incremental Design. Pr.18 Simple Documentation. Pr.19 Burn-Down
Charts. Pr.20 Release Planning Game. Pr.21 Backlog Grooming. Pr.22 Agile
Dev-Test Team. Pr. 23 Acceptance Testing. Pr.24 Scrum of Scrums. Pr.25 Kanban.
Pr.26 Dedicated Customer/Product Owner. Pr.27 Short Releases. Pr.28 Test-Driven
Development. Pr.29 One Team Office. Pr.30 Agile UX. Pr.31 Scrum Master. Pr.32
Niko-Niko Calendar

3.1 ITIL v4

ITIL v4 [17; p. 14] has been redefined and restructured as a service value system
(SVS) “to ensure a flexible, coordinated, and integrated system for the effective
governance and management of IT-enabled services.” ITIL v4 does not claim to
be an SVS for the whole organization, but it indicates that with the new business
dynamic demands for digital transformations, enhanced customer experiences
based on IT, and the proliferation of new practices and technologies such as
agile paradigm, DevOps, Lean, cloud computing, Internet of Things, and machine
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learning, the majority of the business services are IT-based enabled services. Thus,
an updated ITSM framework is required.

ITIL v4 keeps the concept of service management as “a set of specialized
organizational capabilities for enabling value for customers in the form of services”
[17; p. 18]. However, the focus on the five-phase IT service lifecycle model (i.e.,
service strategy, design, transition, operation, and continual improvement) has been
restructured in the concept of the six-phase service value chain, which is one of
the five core components of the new SVS. However, these five IT service lifecycle
phases have been implicitly included and updated in the six-phase service value
chain. The concept of service is kept as “a means of enabling value co-creation by
facilitating outcomes that customers want to achieve, without the customer having
to manage specific costs and risks” [17; p. 248], and the concept of IT service is
simplified to “a service based on the use of information technology” [17; p. 242].
The concept of value which was indirectly defined as how well an IT service helps
to achieve the expected customer’s outcomes for using such an IT service now has
been explicitly defined as “the perceived benefits, usefulness, and importance of
something” [17; p. 20]. In particular, the concept of ITSM is not explicitly defined
in ITIL v4.

The five core components of the ITIL v4 SVS are ITIL v4 service value chain
(ITIL v4 SVC), ITIL v4 practices, ITIL v4 guiding principles, governance, and
continual improvement. The six-phase ITIL v4 SVC defines a flexible and adaptable
operational model for creating, delivering, and continually improving IT services.
The ITIL v4 principles aim to guide organizational decision-making and behaviors
toward an adequate service management culture to be applied from top to bottom
organizational levels. There are eight principles. The ITIL v4 practices are organi-
zational resources which guide it on what work to do. There are three categories
of ITIL v4 practices (general management, service management, and technical
management). ITIL v4 governance refers to the top-level policy and regulation body
created to assure the alignment of the IT actions with the IT strategies, policies,
and regulations. The ITIL v4 continual improvement model is reported as usable
and required for all organizational areas from strategic to operational levels. The
previous seven-phase model from ITIL v3-v2011 is supported.

The four ITIL v4 dimensions represent viewpoints on the ITIL v4 SVS, and
these are fundamental for achieving effective and efficient service management that
delivers IT services and/or IT products with the expected value. These dimensions
are organizations and people, information and technology, partners and suppliers,
and value streams and processes. Important is the consideration of political,
economic, social, technological, legal, and environmental factors which by their
external nature are out of the control of the ITIL v4 SVS but which must be
considered because they constraint and influence the four ITIL v4 dimensions.

In the updated ITIL v4 ITSM framework, there are not mandatory or suggested
obligatory IT practices to be performed. The new flexible and adaptable ITIL v4
SVS model, like the VeriSM framework, defines a generic six-phase SVC (plan,
improve, engage, design and transition, obtain/build, and deliver and support).
This six-phase SVC can accommodate flexibly the utilization of the 34 ITIL v4
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practices (of which 14 is general management, 17 service management, and 3
technical management). These 34 ITIL v4 practices are not restricted to be used
in a specific phase of the ITIL v4 SVC. Instead, there is a heat map reported for
each practice to show where it is expected to use (but not in mandatory status)
such a practice. Consequently, ITIL v4 proposes a flexible, adaptable, and highly
customized service management model where each organization is responsible to
define its value streams. Value streams are “specific combinations of activities and
practices, and each one is designed for a particular scenario” [17; p. 83]. A value
stream starts with the customer’s demand and ends with the delivery of value to such
a customer. Value streams can be organized as disciplined, agile, or hybrid flexible
workflows, and it is an organizational decision. Furthermore, some value streams,
for their criticality level, can be designed for a disciplined approach and others with
more flexible approaches (i.e., Agile, Lean, DevOps).

3.2 VeriSM

VeriSM [18; p. 376] is defined as a “value-driven, evolving, responsive, and
integrated service management approach” for the entire organization in the digital
era, and not only for the IT area. A service management approach is a management
approach to deliver value to customers through quality products and services.
VeriSM indicates that whereas the ITSM best practices frameworks have provided
value to organizations in the last decade, the new digital business era demands a
broader IT-based or digital transformation approach for the entire organization, and
thus, these ITSM frameworks are insufficient to cope with the business demands in
this digital era. VeriSM aims to help organizations on how they can use integrally a
mesh of best management practices in a flexible way to deliver the right product
or service at the right time to their customers. VeriSM is documented with a
service management operating model composed of consumers, governance, service
management principles, and the management mesh. The implementation of the
VeriSM approach enables organizations to define governance requirements, service
management principles, a management mesh of best practices, and the service or
product stages from the definition, production, responding, and provision.

Customers provide the product or service requirements, pay, receive, and give
feedback for the products or services. Governance provides the background system
to direct and regulate the activities of an organization, and management provides
the foreground system which manages the activities of an organization into the
boundaries and regulations fixed by governance. Governance consists of three main
activities (evaluate, direct, and monitor). Evaluate refers to compare the overall
current organizational status vs the future forecasted or planned ones. Direct refers
to create organizational principles, policies, and strategies. Monitor refers to assure
that policies comply, and strategic performance are the expected ones. Service
management principles are statements that define how the organization wants to
perform and what is valued. Service management principles, thus, help to define
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the specific best practices to include in the management mesh. Service management
principles address usually assets/resources utilization, change, continuity, financial,
knowledge, measurement and reporting, performance, quality, regulations, risk, and
security issues.

Management mesh refers to the integral and flexible fabric composed of orga-
nizational resources, management practices, current and emergent technologies,
and environmental conditions. This management mesh enables a flexible and agile
management service approach in organizations to define, produce, provide, and
respond to their products and services. The definition of a particular management
mesh happens after the definition of governance strategies and policies, and
service management principles. In particular, the environmental conditions in the
management mesh include the called service stabilizers (processes, tools, and
measurements). This management mesh lately defines four functional areas/stages
for developing and providing the products and services of the organization. These
are define, produce, provide, and respond. There are four, three, three, and two high-
level activities, respectively, in the four stages. The four ones of the Define stage are
consumer need, required outcome, solution, and service blueprint. The three ones of
the Produce stage build, test, and implement and validate. The three ones of Provide
are protect, measure, and maintain and improve. The two ones of Respond are record
and manage.

3.3 FitSM

FitSM [19] is defined as “a lightweight standards family” in the ITSM domain
compatible with the ISO/IEC 20000 standard and ITIL v3-v2011 ITSM framework.
FitSM aims “to maintain a clear, pragmatic, lightweight, and achievable standard
that allows for effective IT service management (ITSM)” [19; p. 1]. FitSM is
composed of seven documents. FitSM-0 overview and vocabulary, FitSM-1 require-
ments, FitSM-2 objectives and activities, FitSM-3 role model, FitSM-4 selected
templates and samples, FitSM-5 selected implementation guides, and FitSM-6
maturity and capability assessment scheme. FitSM claims its application in any type
of organization and IT area.

In FitSM-1, reported are seven categories of general requirements for a service
management system which include 16 items, as well as the 14 FitSM processes
with their 69 specific requirements. The seven categories of general requirements
are top management commitment and responsibility, documentation, defining the
scope of service management, planning service management, implementing service
management, monitoring and reviewing service management, and continually
improving service management.

The 14 processes of FitSM are Service Portfolio Management (SPM), Ser-
vice Level Management (SLM), Service Reporting Management (SRM), Ser-
vice Availability and Continuity Management (SACM), Capacity Management
(CAPM), Information Security Management (ISM), Customer Relationship Man-
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agement (CRM), Supplier Relationship Management (SUPPM), Incident and Ser-
vice Request Management (ISRM), Problem management (PM), Configuration
Management (CONFM), Change Management (CHM), Release and Deployment
Management (RDM), and Continual Service Improvement Management (CSI).

These 14 processes of FitSM are claimed to comply with the ISO/IEC 20001–1
standard [20]. Each process in FitSM is structured with an objective, setup activities,
inputs, ongoing activities, and outputs. Additionally, there are seven objectives for
the respective seven categories of general requirements for a service management
system. FitSM defines also seven generic roles and about three one-specific-process
roles for each one of the 14 FitSM processes. The seven generic roles are SMS
owner, SMS manager, service owner, process owner, process manager, case owner,
and member of process staff (process practitioner). FitSM reports in an ITSM
documentation checklist guide over 60 artifacts.

FitSM claims to be a lightweight ITSM framework with a reduction to four
core documents with a total of 38 pages compared with the extensive official
documentation of full ITSM frameworks such as ITIL v3-v2011 and the ISO/IEC
20000. The concept of agile is not explicitly reported in the four core documents.

3.4 ISO/IEC 20000-1:2018

The ISO/IEC 20000 standard [22] has been reviewed for the third time from their
first 2005 and second 2011 versions. This standard establishes the requirements
for any organization (any type, any size) that can devise, implement, operate, and
improve a service management system (SMS).

A management system is defined by the ISO/IEC 20000 standard [22; p. 3]
as a system of “interacting elements of an organization to establish policies and
objectives and processes to achieve those objectives”. Service management, in
turn, is defined as a “set of capabilities and processes to direct and control the
organization’s activities and resources for the planning, design, transition, delivery,
and improvement of services to deliver value” [22; p. 9]. Consequently, an SMS
refers to a management system for directing and controlling the organization’s
service management activities. For the ISO/IEC 20000 standard [22], an SMS is
focused on supporting the service lifecycle. A service is defined as a “means of
delivering value for the customer by facilitating outcomes the customer wants to
achieve” [22; p. 8]. Value refers directly to the extent of importance, benefit, or
usefulness, assigned by the service customers/users.

The ISO/IEC 20000 standard (2018) is organized in a set of seven clauses.
These are the context of the organization, leadership, planning, support of the SMS,
operation of the SMS, performance evaluation, and improvement. Organizations
interested in conforming to this standard are free on how to implement these seven
categories of clauses but are also obligated to implement all of them. The ISO/IEC
20000 standard establishes [22; p. vii] that “an SMS as designed by an organization,
cannot exclude any of the requirements specified in this document.”



930 M. Mora et al.

The context of the organization clause contains four subclauses. They refer to the
understanding organization and its context, understanding of needs and expectations
from stakeholders, determining the scope of the SMS, and devising, implementing,
operating, and improving the SMS. The leadership clause contains three subclauses.
They refer to governance issues such as leadership and commitment, policy, and
organizational roles, responsibilities, and authorities. The planning clause contains
three subclauses. They refer to risks and opportunities, objectives, and plan the SMS.
The support of the SMS clause contains six subclauses. They refer to resources,
competence, awareness, communication, documented information, and knowledge.
The operation of the SMS clause contains six subclauses. They refer to operation,
planning, and control, service portfolio, relationship and agreement, supply and
demand, service design, build and transition, resolution, and fulfillment, and
service assurance. The performance and evaluation clause contains four subclauses.
They refer to monitoring, measurement, analysis, and evaluation, internal audit,
management review, and service reporting. Finally, the improvement clause contains
two subclauses. These are nonconformity and correction actions, and continual
improvement.

According to the ISO/IEC 20000 standard [22; p. vii], it can be used in
combination with most accepted ITSM frameworks (i.e., ITIL v2011, and CMMI-
SVC v1.3). This standard was released in 2018, before the release of ITIL v4, and
consequently is aligned more to the rigor-oriented ITSM approach than the agile
one. The core category of clauses of this ISO/IEC 20000 standard corresponds to
the operation of the SMS, performance evaluation, and improvement. Operation
of the SMS category defines specific requirements for establishing performance
criteria and controlling mechanisms for the SMS processes; enacting a service
delivery process based on a service portfolio of planned, underdevelopment, active,
and removed services; planning services; controlling the involved parties in the
service lifecycle; managing the service catalogue; managing assets; managing con-
figurations; managing business relationships with customers and users; managing
service levels; managing external suppliers; managing internal suppliers; managing
budgets and accounting services; managing service demand; managing service
capacity; managing service changes; planning, designing, building, transitioning,
deploying, and releasing services; managing incidents; managing service requests;
managing problems; managing service availability; managing service continuity;
managing information security; monitoring, measuring, analyzing, and evaluating
services; internal auditing; management review; service reporting; nonconformity
and corrective actions; and continual improvement.

Hence, the ISO/IEC 20000 standard [22], being aligned to the ITIL v2011
framework, despite its claimed update, presents still a heavy-process oriented
approach.
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3.5 Analysis of the Proffered Agile ITSM Frameworks
and Standards

Table 2 reports the evaluation for four claimed agile ITSM frameworks and
standards. As it was indicated, ITIL v4 and FitSM are focused on the IT area,
while VeriSM and the ISO/IEC 20000–1:2018 claim to be a whole organizational
service management approach, but this also applies to the IT area. The ordinal
scale used for this conceptual evaluation of each attribute was as follows: (1)
weak: agile statements are weakly supported; (2) moderate: agile statements are
supported but not explicitly included, and (3) strong: agile statements are supported
and explicitly included. An overall evaluation was also conducted based on the
individual evaluations for each attribute. The scale use was as follows: (1) weak,
when the majority of the individual evaluations were weak; (2) weak-moderate,
when there was a mixed of weak and moderate individual evaluations; (3) moderate,
when the majority of the individual evaluations were moderate; (4) moderate-strong,
when there was a mixed of moderate and strong individual evaluations; and (5)
strong, when the majority of the individual evaluations were strong.

4 Discussion of Implications and Conclusions

In this section, a discussion of theoretical and practical implications, as well as the
conclusions and recommendations for further research are reported.

4.1 Discussion of Implications

The results from Table 2 on the adherence to agile ITSM tenets for the four
proffered ITSM frameworks and standards indicate that ITIL v4 and VeriSM can be
considered with moderate-strong and strong adherence to agile tenets. FitSM was
assessed with a weak-moderate level and the ISO/IEC 20000–1:2018 standard with
a weak level. These results are also congruent with their reasons to be proposed.

ITIL v4 emerged with the consideration of a new business dynamic that demands
the inclusion of several digital practices and technologies such as agile paradigm,
DevOps, Lean, cloud computing, Internet of Things, and machine learning. ITIL
v4 considers that the majority of the business services are supported by IT-based
enabled services, and thus, an updated ITSM framework was required. ITIL v4
was restructured from the five-phase service lifecycle to a six-phase service value
chain (SVC), and it defines a flexible and adaptable operational model for creating,
delivering, and continually improving IT services. In this updated ITIL v4 ITSM
framework, there are not mandatory IT practices to be performed. This six-phase
SVC can accommodate flexibly the utilization of the 34 ITIL v4 practices, and they
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are not restricted to be used in a specific phase of the ITIL v4 SVC. Their utilization
is rather suggested through a visual heat map reported for each practice to show
where it is expected to be used. ITIL v4 framework was assessed as moderate to
strong agility level because it was identified that some agile tenets are not covered
in its core structure, despite some of them are reported as complementary practices
to be used jointly with ITIL v4 practices. However, this assessment moderate-strong
qualifies rather as an agile than a rigorous ITSM framework.

VeriSM has also emerged to cope with the dynamic demands caused by the
digital transformation era, as well as by the varied availability of management
approaches, frameworks, practices, and methodologies, so its concept of manage-
ment mesh, to elaborate an ITSM fabric customized. VeriSM, thus, does not impose
mandatory low-level activities to be followed (but recommended), but its four high-
level phase model on how services or products are developed is expected to be
followed. VeriSM’s official documentation includes emergent ITSM management
practices such as Lean, DevOps, and customer/user experience, as well as emergent
technologies such as cloud computing, machine learning, and the Internet of Things.
Thus, VeriSM can be called an “open-mind alike” service management approach
which can glue all the management approaches and emergent technologies.

The assessment for FitSM was from weak to moderate. Some agile tenets (aim,
outcome principles, team principles, and agile SwE practices) are weak and the
remaining ones are moderate. The four official FitSM documents do not report
the concept of agility. FitSM emerged in the context of scientific data centers
(cloud, grid, and federation types), providing scientific computing services to a
wide global community. Consequently, while an ITSM process framework was
required, the available ones (ITIL v2011 and ISO/IEC 20000) were considered quite
bureaucratic with excessive required documentation, most likely useful for business
organizations. FitSM, thus, emerged with the need to lighten this heavy-process
approach rather than provide an agile one.

The ISO/IEC 20000–1:2018 standard was included in this review because it
was recently updated as a third version. Considering that it was released under the
new highly dynamic business environment with strong demands for agile delivery
of IT business digital services, it was expected that this standard would present
an agile view. However, it was identified that this standard kept its heavy-process
oriented approach, and thus, its agility assessment was weak. Individually, the aim
and outcome principles of tenets were evaluated as strong, but the remainder agile
were evaluated as weak.

5 Conclusions

This research reviewed the main four agile proffered ITSM frameworks (ITIL v4,
VeriSM, and FitSM) and standards (ISO/IEC 20000-1:2018) reported in the current
ITSM literature, to assess their coverage to agile tenets. This assessment is worthy
given the current growing interest and needs to implement successful agile ITSM
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approaches due to the new business environment driven by digital transformation
pressures.

It was identified that two of the four ITSM frameworks (VeriSM and ITIL v4) can
be considered as agile ITSM ones. VeriSM was assessed as strong agile and ITIL
v4 as a moderate-strong agile one. In contrast, the ITSM framework FitSM and the
ISO/IEC 20000-1:2018 standard were expected to be also evaluated as moderate or
strong agile, but they qualified as weak-moderate and weak agile, respectively.

These two ITSM, framework and standard, can be considered rather lightweight
but not agile ones. VeriSM, as a generic service management approach that can
be used also for the IT area, presented an adequate flexible approach that can
accommodate effortlessly an agile approach, and thus, it was assessed as strong in
its adherence to agile tenets. ITIL v4 was restructured also for fitting agile practices,
and except for some missed agile tenets, this ITSM framework provides also a
flexible and customizable ITSM framework of practices.

This review of the agile proffered ITSM frameworks and standards suggests the
following statements: (1) clear agile ITSM frameworks will be demanded by the
business organizations; (2) an adequate agile version of FitSM can be elaborated;
(3) detailed implementation guides on how VeriSM and ITIL v4 can be applied are
required; (4) VeriSM will expand their application in multiple global organizations;
(5) specific agile version of the ISO/IEC 20000 standard can be generated; and (6)
a globally accepted agile ITSM manifesto and framework with specific agile tenets
alike the existing one in the software engineering field since two decades can be
elaborated.

This review was conducted using the official documents from the four ITSM
frameworks and standards by the first two authors and reviewed by the third one.
The fourth author reviewed the logical consistency of this study from an ITSM
practitioner perspective. Consequently, there is a methodological limitation on the
qualitative interpretations assessed.

Finally, it can be concluded that ITSM practitioners and academics can count on
two agile ITSM frameworks at present (VersiSM and ITIL v4), but their adequate
utilization and impacts must be further researched.
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Contingency Planning: Prioritizing Your
Resources

Kathryne Burton, Necole Cuffee, Darius Neclos, Samuel Olatunbosun,
and Taiwo Ajani

1 Background

A contingency plan can be described as a proactive and comprehensive backup
plan for any business. It is activated in the event of any type of a situational
disaster, including natural, technological, or manmade, that may disturb employees,
machines, or IT systems. A contingency plan may consist of rerouting data,
emergency generators for power, escape routes for employees, and supervisory
duties for contingency team members. Plans to get production up and running
despite unforeseen circumstances can be the difference between a company that
survives a disaster and one that folds [1]. There may be a cost associated with
devising a contingency plan and maintaining it, but it could be minimal when
measured against the cost of production loss [2].

Developing a well-rounded contingency plan includes analyzing all risks, first.
This includes listing all possible events that could disrupt operations [1]. Next, a
business should determine the likelihood and impact of all risks and prioritize them.
A “risk probability chart” is a resource used to help evaluate and prioritize risks
based on the severity of their impact and the probability of the event occurring.
Next, businesses must create each event. Creating separate plans will outline the
actions that should be taken if the risk occurs. Businesses must consider what
must be done in order to resume normal operations after the impact of the event.
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During this step, businesses should also clarify employee responsibilities, timelines
that highlight when things should be done and completed after the event, restoring
and communications processes, and the steps needed to take in advance to prevent
losses when the event has taken place. Lastly, businesses should share, maintain,
and execute the plan if necessary. Once the plan is completed, it should be quickly
accessible to all employees and stakeholders.

In all, the best contingency plans benefit the company during a disaster. In
most cases, a contingency plan helps minimize the loss of production. If imple-
mented correctly, such plans show employees exact roles and responsibilities, while
maximizing time and allowing the focus to be solely on the issue at hand. Most
importantly, it creates the space to feel more prepared.

2 Literature Review

Technology is only as durable and reliable as it’s created to be. It is not exempted
from flaws. Indeed, It has a dual nature. It comes with risks in terms of adverse
events and potential losses that can be due to several factors and may lead to the
disruption of business operations [3]. Examples could be natural disasters, zero-day
attacks, outages, etc.

An important factor for contingency planning is to construct that plan as a
thorough guideline. According to Yiwen Shi, a reliable contingency plan should
be standardized such that each stage adopts the consequence attained from the last
stage and extends to a more detailed production [4]. This includes components such
as business impact analysis, disaster recovery, and business continuity planning.

There are several methods in creating a contingency plan. No matter the method,
the key to a successful contingency plan is to have a consistent flow between stages.
A common method used is a rational unified process (RUP). A rational unified
process is considered to be a method of iterative development or, in simpler terms,
a waterfall methodology [4]. An RUP consists of seven stages, and though each
stage is dependent on the next stage, there is space and flexibility to revert back to a
previous stage in case new urgent scenarios appear.

Contingency planning should always be viewed as an immediate response
procedure. When creating the contingency plan, refrain from attaching resources
that will not be immediately available, and in addition, it is best practice to maintain
practicality throughout the entire plan to ensure an immediate response [5]. It is
important to note that risk assessments and contingency plans coincide with each
other. Editor Joseph A. Schafer expresses that contingency planning should only
focus on “foreseeable risk [5].” This statement is very agreeable. In today’s society,
whether it is the provided service or not, technology is the main driver for most
companies. No matter the company’s complexity, there will be several risks within
the company’s environment. Creating contingency plans for every risk is not only
time-consuming but also costly.
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There should only be one main objective when developing a contingency plan,
and that involves the ability to continue business operations in the event of any major
conflicting situations. Contingency planning should answer many questions, one in
particular, “What is the likelihood that this contingency plan will be used?” Most
companies create multiple plans in reference to their company’s risks and policies;
however, as stated before, every risk does not need a contingency plan. With that
in mind, as an information technology and/or information security professional, it
is best practice to warrant purpose and necessity within the plan. If the contingency
plan is purposeful and holds necessity, the likelihood of using it will be greater and
more efficient for the company.

3 Contingency Planning

3.1 Research Design

Research was conducted by entry to mid-level IT professionals. The purpose of this
research was to gain an understanding of contingency planning and to explore what
the components of a contingency plan are and how they are used. A contingency
plan provides procedures on how to recover IT services in the event of a disruption
[6]. In the event of a disruption, we will cover when a contingency plan should be
implemented and how to overcome such events.

3.2 Research Approach

Various IT professionals agreed to participate in research efforts and were surveyed
to assist in data collection. The surveys that researchers compiled included questions
geared toward gaining insight on senior-level IT professional experiences with
contingency planning as it relates to creating, implementing, and/or reviewing
individual plans. The questions included in the surveys were based on the guidelines
and recommendations from the NIST Contingency Planning Guide for Information
Technology Systems [7].

3.3 Sampling Method

Each survey was completed by a senior IT professional that was currently or had
previously been employed by popular IT companies or entities. The companies
or entities where professionals were surveyed included but were not limited to IT
professionals employed within government sectors, healthcare, and retail. Research



940 K. Burton et al.

efforts took place over the course of 2 weeks with a total of 100 professionals
surveyed. Within this timeframe, the participants were provided a four-question
survey. The questions are as followed:

1. “Do you know what your company’s contingency plan is and what it consists
of?”

2. “What is the likelihood that the contingency plan will be used?”
3. “When should a contingency plan be implemented?”
4. “Once a system/service disruption has occurred, what steps are taken to over-

come these events?”

3.4 Data Collection Method

Over the course of 2 weeks, the research was conducted in person, online, or by
phone surveys. Conducting in-person surveys allowed for interaction and surveying
of multiple IT professionals at osne location. The online and phone surveys were
made available to individuals that were unable to physically be present or those that
had other priorities during the research period. The data collected was based on each
individual professional’s experience in creating and/or executing contingency plans
within their current or previous work environments.

3.5 Data Analysis Method

Data was collected in a qualitative approach. There were no numerical or statistical
data to be provided for the research that was administered. The results from each
survey were thoroughly examined and grouped together by each company, followed
by each individual’s recorded response. Each participant provided written consent
to participate in the conducted surveys. The identity of each participant, as well as
the identity of each company, was kept confidential and remained protected. All data
collected was used solely for the intent of this research.

4 Results

Our investigation of contingency planning led us to a few general discoveries. We
found that “most contingency plans are rarely carried out as they are detailed on
paper.” [3] This is important because there are many different possible scenarios
each with different variables which by default makes every contingency plan a
candidate for repeated testing. Most efficient contingency plans test check for
vulnerabilities and/or faults in the process as well as any other inefficient or
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unnecessary processes. Results reveal that only after thorough testing, contingency
plans are needed.

The results have also shown us that while there may be many strategies used
to test contingency plans, not all of them count as what are known to be “true
tests”. However, they still serve to roughly gauge what policies within the plan
need to be updated. Additionally, testing a contingency plan opens the floor for
all participating parties to have a discussion surrounding the rehearsal of their part.
This then allows for a clearer understanding of roles and responsibilities. The results
show that controlled testing is immersive; in addition to this benefit, the testing
moderators can actively alter the variables of the scenario which ultimately makes
for more efficient testing.

Finally, we discovered that contingency plans had greater success rates when
organizations administered multiple “test runs” of each contingency plan compo-
nent.” [3] If the failure to update these plans was ever to occur, the organization,
its information, and various resource changes could decrease the bandwidth to
properly handle an incident. This could ultimately result in significant damage to
the organization.

5 Discussion

Whenever an organization reviews its strategies, it should adapt over time. Improv-
ing plans and rehearsing the revisions are critical to contingency planning. “Each
time an incident occurs, the organization should do a detailed review of the lessons
learned” [3]. This includes a thorough evaluation of all results.

Additionally, the long-term objective is to implement any discovered changes
into an improved set of plans. While doing so, this provides opportunity for constant
comparison and evaluation of previous steps from the older plan. In theory, an
organization should continue to move forward and improve its contingency plan
process so it can strive for an even better outcome.

“Typically, planning for future events is a responsibility reserved for managers
in the IT department.” [3] In order for your contingency plan to be considered
plausible, it must be supported by the information security department. There
are some instances in which organizations have been mandated by law to have
contingency plans in place even though it is recommended to not always prepare
for every unexpected instance. It is highly recommended that when writing a
contingency plan, center it around these four points: business impact analysis, inci-
dent response, disaster recovery, and business continuity. A successful contingency
planning practice is to have four teams involved with the process. These teams are
the: CP, IR, DR, and BC teams.” [3].

Finally, organizations have the choice to either create and/or develop three main
planning aspects, or they can choose to individually create three separate elements
with intertwining protocols that help with continuity.
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Smart Low-Speed Self-Driving
Transportation System

Zhenghong Wang and Bowu Zhang

1 Introduction

The recent advances of self-driving vehicles have drawn great attention from both
academia and industry to its applications in various aspects of our lives [1–3]. In
this chapter, we are going to introduce a self-driving delivery/monitoring system
and investigate market potential of using it in commerce. The proposed self-driving
system is composed of low-speed self-driving cars, and a central control unit that can
be customized for various purposes. While there exist similar products in the market,
for example, Starship Technologies [4], this chapter focuses on the use of such a
self-driving system in closed road environment such as school/company campus,
office buildings.

Mission We would like to develop an application of self-driving cars to provide
automation experience on transportation and patrolling within a closed facility for
small organization and end users.

Vision We would like to create valued solutions to ease human labors and improve
working efficiency.

The rest of chapter is organized as follows. Section 2 describes the basic idea
and the functions of the self-driving system. Section 3 presents two use cases
which illustrates more details of system architecture. Section 4 briefly introduces
the technologies used in the system, similar products currently in the market, and
an estimate of cost and suppliers.In Sect. 5, we analyze the strengths, weaknesses,
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opportunities, and threats (SWOT) of the proposed system. We also discuss the
target customers and marketing strategies in Sect. 6. The chapter is concluded in
Sect. 7.

2 System Basics

The system consists of self-driving cars and a control center which can be
customized for various applications. Each car will connect to the control center
through one or more types of mobile networks, such as 4G, future 5G, or Wi-Fi
network. They will drive themselves in a closed road environment such as a campus
or a factory and through buildings like an office building in a low-speed that is a
little bit faster than walking speed. Vibration proof suspension keeps it having a
smooth ride, while many security features make it safe and strong.

3 Use Cases

3.1 Delivery System

The proposed system can be easily adapted for a smart delivery system. For the
delivery purpose, there should be multiple cuboid-shaped cabins stacked on top of
the car. They could be assembled in various combinations with modules in multiple
sizes locked with an e-lock. The lock will make sure no one else could open it until
it reached the destination. If we take the example of deploying the system on a
campus, we can visualize a very popular use. User around the campus could send a
request with a smart phone app, website, or call the control center directly. Control
center will schedule the trip and one of the cars will come to your location and pick
up the thing whether if it is some big boxes of documents, some small mails or even
a meal box. The car will take it to the destination you ordered. Sender will identify
them self with code or ID card. Receiver will input a code sent by the system or
swipe ID to confirm identity as well. After completion, you will be charged for
this trip. If the car is installed with human seat module, it could send people with
disabilities to their destination as well (Fig. 1).

3.2 Patrol System

Another way to use the proposed system is patrol. Replacing human security
guards driving SUVs with more of these electricity powered cars will dramatically
decrease cost and improve environment. Each of the cars will equip basic night-
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Fig. 1 Food delivery system

vision cameras and microphones. Basically, it will be similar to securities watching
live video stream in the control center. It could also install software and hardware
upgrades in the future for automatic detection for someone yelling and calling for
help. This function will be performed at the same time of delivery. Otherwise, when
there is no delivery mission, they will run as full patrol mode moving around the
location.

In addition, there exist a significant number applications we can use the proposed
system: helping hand when hosting events, maintenance tool storage, medical
equipment transport, sticking advertisement on car body, add cleaning module to
swipe the ground, etc. Sky is the limit.

4 Technologies and Cost

4.1 Key Technology Involved

The project has several key components: car design and production, car control
software development, control center software development, and user training. The
most difficult part will be the control software of the car. It will include some degree
of environment recognition and interaction. In order to be able to not relying on
stabile network connection, the car will have to make simple information collection
and decision by itself, performing as a self-driving car. It will remember the map
of the facility and locate itself with GPS and assistance signs like QR code stick
to poles by side. When wanted, a remote-controlled mode commanded from the
control center is also available. All these functions will guarantee a safe operation
against unexpected situations and accidents. Self-driving and low-speed will prevent
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it from running into person and properties. Manuel monitoring will prevent it from
active abuse of the car and the system. Actual persons are the backup of the
automated system.

While there exist similar products in the market [4], for example, community
delivery using drones, this chapter focuses on the use of such a self-driving system
in closed road environment such as school/company campus, office buildings.

4.2 Cost, Budget, and Suppliers

The cost of starting this project will cover the prototyping, customer beta testing and
mass production of cars when market is ready. It will include software development,
management and advertising as well. Since this project requires physical product,
the budget will be short before we could actually deploy the system to customers.
Thanks fully the system is achievable using unpatented public technologies from
GitHub and open-source software. The car is easy as well with 4 small motored
wheels, which would be similar to a robot vacuum. Hardware side, we can make
prototype on site and collaborate with factories in China to reduce cost and increase
quality and manufacture efficiency. Software side, we could build our own team on
site, if failed to form a good team, we can also outsource this part to other teams or
companies. Management and marketing team will monitor and arrange all resources
required.

5 SWOT Analysis

5.1 Internal Strengths

The car used in the proposed system is safe and simple to design, it is basically
just a big robot vacuum cleaner plus some cabinet on top. The control system does
not need to be perfect at the beginning since human is still able to monitor and
control it. It has wide variety of use cases. It looks cool and relatively cheap and
convenient that makes people want to try it. Upgradeability and creativity, customers
can install anything to our product they want. It is customizable to fit the need of
every customer in any use cases.

5.2 Internal Weaknesses

The self-driving car often comes with long time R&D process that relies on outside
investments and crowdfunding. Mass production of a robot this size may require
another big amount of investment for more efficient production line to lower the
price.
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5.3 Outside Opportunities

The market on self-driving vehicles is fairly new and there are opportunities for
early birds. We are targeting businesses, and that will make our revenue stable base
on the B2B model, end customers could spread and advertise this futuristic product
and reduce advertising costs.

5.4 Outside Threats

A potential problem may come from traffic regulations though our system is
designed for closed environment. People walking around may worry about safety
of this product. Then, big companies like Google, Amazon, Alibaba, DJI, and Tesla
have already realized the market in this area, they will develop their products faster
with more budget in the near future, we have to plan on how to get over that situation
with end customers and contracts with other companies. Social counterviews could
also be a problem, like data privacy and cyber security concerns. Also, it is taking the
job of lots of paid persons who may go against the idea of introducing automation.
Some worker may even damage the system secretly to go against these robot cars.
On the other hand, humans are already doing the same job, it is challenging to
make our system appeals to be cheaper, more convenient, and more fun to deploy
comparing to keeping old jobs and systems.

6 Market Analysis

6.1 Target Customers

Our product targets majorly on businesses, like Business facility owner, organization
owner, schools, colleges, office mansion, factories, etc. This will be our main
revenue. Our robots could also be purchased by individual end users, in a smaller
scale. They will help as a part of advertising. Since this is a front edge futuristic
product, many people would interest in it and have a look or try. We have included
examples of target customers in real world:

– Post officers on campus: Usually, mails and packages were picked up by
individuals, but when there are items sent to specific department or buildings,
a mail man needs to deliver mails in person to each office building. Using
our product, the post office can use self-driving vehicles to deliver mails and
packages, which saves time and human labor.

– School Cafe and Dining Service: Employees and students can place order online
and the food will be delivered by our system.
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– Security Office: Instead of walking through the whole campus or entire building,
security officers can remote control self-driving vehicles, particularly, to see the
blind spots which cannot be seen by surveillance camera.

6.2 Marketing Assets

We will advertise to schools and companies who would like to use our product for a
trial. This is also part of product improvement and bug-fix period, as well as a way
to show case the use of our product. We would also reach for crowdfunding which
will not only get us financial support, also a way to improve end user popularity and
engagement. Online influencer’s voice as well as TV media programs are additional
ways to advertise. We can also send beta versions to content creators for a try.
In addition, we can participate tech exhibition to enlarge our business impact to
different groups of participants, even giant companies.

7 Conclusion

In this chapter, we discuss a commercial application of self-driving vehicles.
We investigate use cases, explore cutting-edge technologies, highlight prototyping
activity, and identify risks and needs for risk management. In addition, we also
discuss target customers and marketing strategies for the proposed application.
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Are Collaboration Tools Safe? An
Assessment of Their Use and Risks

Cquoya Haughton, Maria Isabel Herrmann, Tammi Summers, Sonya Worrell,
Samuel Olatunbosun, and Taiwo Ajani

1 Introduction

In the latter part of 2019 a pandemic, called COVID-19, dramatically changed the
social and professional and, perhaps, the political landscape. In the United States,
many states and organizations took action to slow the spread of the deadly virus
by instituting stay-at-home orders and mandatory telework. Therefore, as more
people began to work, study, and isolate themselves at home, the demand for virtual
telecommunications increased.

One of the primary virtual demands was the need for collaboration tools
to provide business continuity for organizations that do not commonly practice
virtual operations. A collaboration tool is an application software that facilitates
information sharing and communication among people in distributed geographical
locations.

Zoom, Skype, GoToMeeting, and Google Hangouts were some of the more
popular solutions. Each tool with its unique security features, communication
capabilities, and functions requires a deeper look to inform consumers on the
associated risks and vulnerabilities that present opportunities for threat actors. The
four tools discussed in this paper are:
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1. Google Hangouts.

(a) Google Hangouts allows you to exchange text messages, pictures, and videos
with anyone you know who has a Google account. The application works
with your Google account, allowing you to communicate with your Google
contacts through text messages, video chats, and voice calls.

(b) In 2013, Google added the ability for the Hangouts app to also serve as your
default text messaging (SMS) app, replacing the messaging app that also
comes preloaded on your phone. Now all your messages – Hangouts and
SMS text messages – are in one place, and no other messaging service such
as Facebook Messenger or WhatsApp can offer the same.

(c) If you are on the go, you can start a Google Hangout session on your
computer and seamlessly continue it on your mobile device.

2. GoToMeeting.

(a) GoToMeeting is a web-hosted service that provides features such as online
meeting, webinars, desktop sharing, and video conferencing to enable users
to meet with other users and clients in real time via the Internet [1].

(b) GoToMeeting is compatible with iOS, Windows, and Android computing
devices.

3. Skype.

(a) Skype is one of the first online communication collaborative tools.
(b) Features includes audio, HD video calls, chat feature, and screen sharing.
(c) Skype offers worldwide calling and video calls with multiple users. The

intended audience are those that want to connect with those that they do
life with and work with.

(d) The app is built for both one-on-one and group conversations and is available
on mobile, personal computers, Xbox, and Alexa.

4. Zoom.

(a) Zoom aims to help businesses and organizations bring teams together in a
frictionless environment.

(b) It is a cloud-based video and audio telecommunications platform and a state-
of-the-art software-based conference room solution [2].

The proceeding sections identify these four prominent collaboration tools, reflect
on expert opinions on the tools’ security posture, and lastly, offer recommendations
on how consumers and organizations can improve security while using the tool.

2 Literature Review

Moszkowicz, Duboc, Dubertret, Roux, and Bretagnol wrote about medical students’
experiences in surgical departments regarding adjustments as a direct result of
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COVID-19 and the cancellation of nonurgent surgical activities. In conjunction
with those cancellations, universities and businesses closed their doors and asked
nonessential personnel to stay home. Moszkowicz et al. detailed efforts to continue
daily medical education for surgical students confined to their homes [3]. According
to the authors, Google Hangouts was implemented to continue learning and
adhere to safety guidelines. The purpose of this method was to compensate for
the withdrawal of clinical lessons performed daily on the board in the surgery
department [3].

Many universities and workplaces use a form of Google’s email services and
having a Gmail account is an easy way to access Google Hangout. Moszkowicz
et al. found that the Google Hangouts app was available to all at no cost [3]. The
only additional purchase necessary would be a webcam and a microphone, but most
laptops, cell phones, and tablets have those items built in. They found that Google
Hangouts was very similar to regular lessons because it allows the administrator to
set up appointments and send out an e-mail with all the information [3]. Up to 10
students can access the live lesson at the same time, see and hear the administrator,
and ask questions that are audible to the entire group, and there is no time limitation
on the live stream [3].

Anatomical and medical education traditionally employs schooling methods such
as physical lecturing and blackboard chalk drawings, inside a classroom for an
extended period of time [3]. With the development of the COVID-19 pandemic,
it is necessary to rethink the classroom and, more specifically, education. Google
Hangouts has provided a way to implement blended learning. Blended learning is
defined as the combination of conventional face-to-face learning and asynchronous
or synchronous e-learning [3]. This avenue of blended learning reserves face-to-face
class time to student-centered activities that enhance active learning and the online
approach for introducing the topic [3]. The onset of the pandemic has changed our
workspace and classrooms, and Google Hangout provides a way to stay connected
and continue education.

3 Is Google Hangouts Safe, Secure, and Private? | Tech
Boomers

Google Hangouts encrypts your information and conversations to protect your safety
and privacy [4]. As long as it is utilized to communicate with familiar and trusted
people, it can be relatively safe using all of the communication options on Google
Hangouts. Google Hangouts also encrypts conversations to keep them private. Text
chat messages on Google Hangouts are also archived, much the same way that
messages on various social media platforms are, so while your messages are private,
Google still has a record of them [4]. The main thing to check for when choosing
the right application to use is the encryption setting. End-to-end encryption means
your private chat messages are scrambles, and only the sender and the receiver of
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the messages have the “keys” to read them. The app security feature ensures that no
one besides you and the recipient can decipher the messages [5].

On the flip side, Google does not use end-to-end encryption; therefore, if the
government requested access to your Google Hangouts conversations, Google could
allow them access [4]. Google Hangout utilizes “in transit” encryptions, and this
means that they are only encrypted between your device and Google’s servers, and
once on the server, Google has complete access to them [5]. Google Hangouts
is private, and when you send messages or have a conversation with someone on
Google Hangouts, it will only be visible to you and the other person/people in the
conversation [4]. Other users will not be able to see your conversation unless you
add them as a contact and invite them to join the chat.

There are four tips to staying safe using Google Hangouts. The first is not to
communicate with anyone you do not know [4]. Add or accept requests from people
you know and trust such as co-workers, family, and friends. The second tip is to
prevent anyone else from accidentally accessing your account by signing out when
you are done using Google Hangouts [4]. When using a shared/public computer,
make sure to sign out of all accounts and delete the history on that computer, which
minimizes the risk of someone else using your account without your permission.
The third tip is to secure your account with a good password [4]. Having a strong
password helps to protect your account in case someone tries to hack into it. It is
also helpful to change your password every 90 days. The final tip to help you stay
safe is if anyone happens to be bothering you on Google Hangouts, block them [4].
Block anyone who bothers you or someone you may have added by mistake so that
they no longer pose a threat to you or your communication platforms.

4 Google Cloud in the Era of the Pandemic

Google Cloud CEO Thomas Kurian illustrates how the way we work, communicate,
and learn have changed with the onset of the pandemic and how Google is
smoothing the transition to no-contact environments. All over the world, businesses
and users depend on Google Cloud to help them stay connected and get work done.
More businesses rely on connecting an at-home workforce to maintain productivity.
As a result, there has been an unprecedented surge in the use of Google Meet.

The advanced features in Google Meet (GM) are now free to all G Suite and G
Suite for education customers globally. Over the last few weeks, GM day-over-day
growth surpassed 60%, and as a result, its daily usage is more than 25 times what it
was in January [5]. The MACIF Group, a leading French mutual insurance provider,
was able to ensure business continuity and maintain the link between its employees
with G Suite, already deployed to more than 8000 employees [5]. MACIF staff
shifted from in-person meetings to more than 1300 Google Meet video meetings
daily, and the use of collaborative virtual rooms facilitated important human contact
and responsiveness in an unexpected period of remote work [5].
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During this transition to remote work and learning in response to the pandemic,
many are looking to build their skills and increase their knowledge while at home
and to help Google by offering their portfolio of Google Cloud Learning resources
at no cost until April 30 [5].

According to Kurian, educational institutions have been particularly impacted
by the coronavirus, and initiatives are being undertaken to support them, ranging
from providing free content and educational tools to supporting distance-learned
initiatives that help educators to continue teaching students at home. For example,
Google Classroom was available to 1.3 million students in New York City in order
for them to continue their school year virtually at home [5]. Khan Academy supports
18 million learners per month before the crisis and since the school has closed it has
seen record growth across all metrics, 20 times the normal [5].

Several companies have given their testimonial regarding successes with Google
applications including a Korean gaming company NetMarble that discussed how
Google Hangouts helped them make the company-wide smooth transition to
working from home. The company stated that “with video conferencing through
Google Meet, collaboration via Google Hangouts, and all data accessible on Google
Drive, there’s really no difference when working from the home or the office”
[5]. Google is working with state agencies like the Oklahoma State Department
of Health on solutions for medical staff to engage remotely with at-risk people
who may have been exposed to the coronavirus [5]. The department deployed an
app that allowed medical staff to follow up directly with people who reported
symptoms and directly affected citizens to testing sites [5]. Google Hangouts has
helped organizations continue their daily operations and allowed schools to continue
providing education during this pandemic, which allows our society and economy
to move in a slow but steady progression.

5 Cyber Threats Related to the Coronavirus and Security
Management

Rennie and Mathieu discussed the various cyber threats and how the security team
addresses the pandemic-related cyber threats. Through a partnership with external
intelligence communities, personal and professional groups (like IT-ISAC), and
their own internal research group, indicators of compromise (IoC) – IP addresses,
domains, hashes – were gathered for further investigation and analysis. Threats like
phishing, denial-of-service (DoS) attacks, ransomware, SMS phishing, and other
malwares were found. Malwares such as Maze and NetWalker that have targeted
vaccine testing facilities and hospitals were also observed [6].

According to the authors, deploying an incident response plan during this time of
crisis, when remote communication and collaboration have increased tremendously,
is the key to mitigating these cyber threats. The team’s global Computer Security
Incident Response Team (CSIRT) works 24/7 together with their Threat Intelligence
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and Vulnerability Management Team who can assemble as one unit at lightning
speeds when an incidence requires immediate investigation [6].

Other companies collaborate with video conferencing providers such as
GoToMeeting to address software vulnerabilities and resolve the potential issues
that could have been exploited by criminal hackers [7]. For instance, Swascan, a
cybersecurity outfit, was able to identify some vulnerabilities that were shared with
the video conferencing tool software PSIRT through the responsible vulnerability
disclosure, thus forcing GoToMeeting to decommission the server that could have
caused potential security breaches [7].

The two companies, GoToMeeting and Swascan, merged resources and expertise
to address the potential doorways to hackers [1]. Swascan also credited the
success of this endeavor with the succeeding security-enhancing partnership with
GoToMeeting and various players. According to the cybersecurity company, the
key to any responsible vulnerability disclosure activity is the collaborative efforts
between cybersecurity providers and the service providers.

6 Skype and Microsoft

The key features of SKYPE are voice and video calling. Users can call landlines
and mobiles from anywhere in the world via mobile, PC, Xbox, and Alexa. SKYPE
offers messaging and two usage plans. The service is free for those who send
messages and those that have audio and video calls with groups of up to 50 people
(Skype to Skype Calls). The only downside is that no emergency calls can be made
with Skype. Affordability is another feature that’s attractive because Skype allows
users to pay as you go [8]. Skype to Skype has the built-in feature to record Skype-
to-Skype calls and store these files on the Microsoft servers for up to 30 days. Users
are alerted when calls and screen sharing occur as both are recorded via host request.

Microsoft acquired Skype in 2011 for $8.5 Billion [9] and adheres to Microsoft’s
privacy statement. Although Skype is not specifically mentioned in Microsoft’s
privacy statement, however, it can be assumed that the platforms essentially share
the same Microsoft’s privacy policies. Each profile consists of a profile picture,
username, password, email address, location, birth date, and contact list. Microsoft
records who you call, time and duration of calls, chat history, sent and received files,
phone numbers called, and activity status [9]. Microsoft uses this information for
targeted advertising, personalization, research, and development. This data is also
shared with Microsoft affiliates, subsidiaries, and vendors. In regard to the security
measures of Skype, Microsoft allows the user to manage their online privacy settings
for some, but not all of the data is private. Skype does allow the user to be discovered
or not through its “discoverability” feature. There are security measures that Skype
offers for user logins. One would be the two-factor authentication, which is a great
disincentive for potential hackers. This process requires the user to enter a one-time
code sent via email, text, or app in addition to the password. The other security
log-in option is usage of a security key which is utilized via a USB device and
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must be plugged in when logging into one’s account. Skype does not use end-
to-end encryption. This means Microsoft can view every message, file and call.
Microsoft has Skype set up for encryption, however only between the user’s device
and Microsoft servers. Data is only encrypted once it reaches the Microsoft server
and leaves the door open to the data prior to reaching the server.

7 Security

Despite this, security risks still exist. According to Cimpanu [10], it is assumed that
a lot of abandoned Skype accounts are still out there. This leads to hackers being
able to use these accounts to spread malware, similar to the 2019 occurrence when
the Rietspoof malware was spread primarily through Skype spam. This malware
was a Trojan designed to infect systems so it could download more intrusive and
potent malware. Skype also exposes IP addresses, which is done through a single
command in the Windows command prompt listing all of the TCP connections to
your device.

With regard to the usage of Skype in the healthcare industry, there are several red
flags [11]:

• Skype has the rights to data that is transmitted and can review the data at its own
discretion,

• Data can be monitored via digital wiretapping, if required by government
organizations,

• Skype does not provide audit trails or notifications in case of a breach, which can
therefore go completely undetected,

• There is no specific service level availability for Skype, so quality cannot be
guaranteed.

8 Settings for Securing Zoom

A UC Berkeley article states that UC Berkeley’s Zoom platform may only be used
for certain classifications and that it may not be used for anything that includes social
security numbers, financial account information, and controlled data. UC Berkeley
also acknowledged that they use Zoom HIPAA, which transfers HIPAA data [12].
This is an interesting point to consider that UC Berkley trusts its Zoom platform to
transmit data such as IT resources, IT security information, staff and academic per-
sonnel records (including employee ID), and medical devices supporting diagnostics
[13]. This establishes that Zoom is incorporated into reputable organizations and IT
infrastructure and is trusted to exchange sensitive information on the specialized
HIPAA Zoom.
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UC Berkley went on to share best practices to maintain secure and safe meetings.
Some of these measures include (1) keeping the platform up to date with the latest
versions, (2) not sharing meetings publicly but manage distribution and access
through Zoom’s setting features, passwords, and avoid “Join before host,” (3) using
a waiting room which allows the host to admit users individually and once the host is
ready, and (4) removing unwanted or disruptive participants and placing participants
on temporary audio and video holds.

9 Zooming to Conclusion Cybersecurity

The United States changed in the face of social distancing measures. As a result
of the disruption, the citizenry has had to adjust in several ways from personal
habits to professional routines and board room meetings. Trollope in an article titled,
“Beyond the noise – 7 reasons – it’s safe to run Zoom,” acknowledged that his
company uses the Zoom platform and had significant investments in the company.
The story has since been deleted [14]. According to Crisler, in spite of its software
vulnerabilities, weaknesses in its encryption technologies, and the lack of oversight
over its security controls [15], Zoom is still worth it. Crisler indicated that Zoom
uses a nine-digit conference room number. The key here is that the ID only uses
numbers. With this format, there are a total of 1,111,111,110 potential combinations
that can be randomly guessed by a smart computer within 2 weeks or in under 2
seconds by a special password cracking tool [15]. The fix to this is the host utilizing
a unique password. This lowers the chance of someone hijacking the conference.
Crisler [15] shares similar security features previously stated by UC Berkeley like
the use of the waiting room.

Zoom acted very quickly to assist educational institutions amidst the crisis but
found itself under public scrutiny for perceived security flaws. In February of
2020, Zoom offered its collaboration tool to schools for free so that they could
continue teaching. Over 90,000 schools across 20 countries took the company
up on their offer along with millions of others who were looking for ways to
connect through social distancing rules [16]. The article further explains the actions
taken by Zoom to address their security issues which included the following: (1)
The Zoom platform was primarily created for enterprise-level organizations like
financial services, government agencies, universities, healthcare organizations, and
telemedicine practices that have robust IT support. (2) Zoom removed the Facebook
SDK in its iOS client and reconfigured it so that it doesn’t collect unnecessary device
information. (3) The update of Zoom’s privacy policy to make it more transparent
to users clarifies that Zoom doesn’t offer end-to-end encryption of its meetings [16].
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9.1 Research Findings

Of the four tools, GoToMeeting is the only tool that confirms end-to-end Secure
Sockets Layer (SSL) and 128-bit Advanced Encryption Standard (AES), and no
unencrypted information was ever stored in the system. Many of the tools studied,
outside of Skype, were not created to support sensitive information transmissions;
they were created to support private communications. However, this does not
absolve the companies from having high security standards to protect the privacy
and integrity of all communications transmitted on their platforms.

Tools like Skype, Google Hangout, and Zoom were created to cater more toward
social interactions and did not receive the type of scrutiny normally rendered
through acceptance testing, which most organizations require to prove strong
security standards. Additionally, the increase in uneducated consumers on these
collaboration platforms magnified vulnerabilities and gave opportunities for hackers
to take advantage of weakly secured communications. Many of these tools, when
used for their intended purpose, are safe, but when used for business or other
more sensitive communications, extra attention needs to be paid to utilize available
security features in the tool.

9.2 Recommendations

In light of the essential need for collaboration tools during the pandemic, these
companies have an obligation to publicize best security practices of their tools
through a wide range of correspondence, including e-mails and the prominent
display of best practices on the site’s main page. There is also an opportunity for
tools to reconfigure the “introduction” upon entering the tool which would offer
a “mandatory” tutorial for the consumer to walk through the security features.
While users may skip through these tutorials, it is another way to have users
acknowledge the features exist. Educational institutions should also require online
training sessions for teachers to familiarize themselves with how to secure their
virtual meetings. In the case of zoom, they would learn how to remove participants,
mute participants, and control their meetings and security settings.

Consumers should also research and review the purposes, security features, and
access controls before implementing such in their organizations. For meetings that
discuss sensitive topics, the most secure platform out of the four presented here
is GoToMeeting due to its end-to-end encryption. Churches and schools who may
need a more economical platform and not concerned so much with encryption but
with privacy should look at the ease of use and the security features offered. They
should also become familiar with the security features within the tools. Features
such as password protection, waiting rooms, and room access are all features that
improve the integrity of the meeting and the privacy of the call.
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10 Conclusion

Collaborative tools, once considered a tool of the future, became tools of the present
during the pandemic. These tools allow society to continue forward progress in
learning, innovating, and streamlining processes. Collaboration tools help maintain
communication between people worldwide and promote productivity.

The direct results of the pandemic response were the limitations on the number
of people that can be in a space at a given time and also the minimum distance
between each individual in that space. The limitations set forth by the government
may be considered a significant impediment to business continuity, and as a result,
many businesses, organizations, and schools closed their doors. The availability
of collaboration tools such as Google Hangouts, Zoom, GoToMeeting, and Skype
bridged the gap virtually, making geography less an obstacle.

Google Hangouts, Zoom, GoToMeeting, and Skype offer online options to stay
connected for work or personal use. Although these tools were present before the
pandemic, they had fewer active accounts. Each tool saw an exponential increase
in users during the pandemic, which led to many users not knowing how to protect
themselves within the tool. This left their accounts and online sessions vulnerable
to malicious activity.

Anything done online comes with risk and vulnerabilities, but it is up to users to
mitigate and minimize as many risks as possible by following security guidelines.

Each collaborative tool is taking a proactive approach to encourage their users to
follow information security guidelines while using their tool in order to keep their
sessions protected and safe.

Not only does the use of collaboration tools have its benefits, but also it
introduces new and unintended consequences such as novel security threats to which
organizations must respond. Each organization, school, and business’ needs are
different; therefore, the best collaboration tool for your organization will reveal itself
after researching and evaluating the various platform’s functions, capabilities, and
security infrastructure.
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Tourism Service Auction Market for
Saudi Arabia

Saad Nasser Almutwa and Sungchul Hong

1 Introduction

1.1 Tourism in Saudi Arabia

Saudi Arabia is a large country in terms of geographical area and contains a vast
number of tourist places and attractions; there are five places registered so far in
UNESCO as historical and tourist destinations [1]. According to the Saudi Vision
2030, the Saudi government will work to establish heritage tourism places and take
care of them through the goals stipulated in the vision; additionally, this project
aims to double the number of heritage sites registered by UNESCO [2]. Moreover,
the kingdom has established commissions to support tourism. For example, the royal
commission for AlUla will be responsible for delivering infrastructure in AlUla and
completing responsible tourism development projects to make AlUla a world-class
tourist destination [3].

Previously, travel to Saudi Arabia for the purpose of tourism was difficult due to
visa restrictions. Currently, Saudi Arabia is opening its national tourism industry
to tourists who wish to come to Saudi Arabia. For current and future tourist
destinations in Saudi Arabia, such as AlUla and Neum (respectively), this movement
is in line with the Kingdom’s Vision 2030 and aims to both attract tourists and
simplify the process of obtaining a tourist visa. Given this wide-open opportunity for
tourism in Saudi Arabia, it is clear that there is a strong case for the development and
introduction of an electronic market for tourism in Saudi Arabia. The utilization of
an electronic market would improve the buying and selling process between tourists
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and the agents who act as providers of services. This electronic service market will
improve communication between the tourist and the service provider (agent) while
increasing overall efficiency. Both sides would be able to trade services by using
trading software and communication networks.

An electronic market for the tourism services between sellers (service providers)
and buyers (tourists) is proposed in this paper. For instance, a tourist often has a
list of desired activities for their trip. Each agency has its own list of services they
provide; a single agency might not cover all the activities that tourists desire, so a
consortium of agencies may be more able to fulfill the entire list of activities desired
by the tourist.

2 Literature Review

2.1 Background of E-marketplaces

In recent years, as Internet technology has grown, traders have begun utilizing the
Internet as a means of selling goods and services [4, 5]. This electronic form of
trading is known as the electronic market, “online trading,” “e-marketplaces,” or
“electronic commerce” [6]. As e-marketplaces expand, many benefits of utilizing
the Internet in trade have been noted [7, 8]. These benefits include Internet
assistance for organizations and delivery services [8]. Additionally, the Internet
aids in the exchange of management information and provides support for strategy
implementation. The structure of the e-marketplace varies based on business models
and the industry of focus [9].

2.2 Consortium

A consortium refers to two or more members collaborating together, as a buyer or a
seller, to achieve a common objective within the marketplace [10, 11]. Moreover,
Ivanovic et al. [12] presented the explanation of a consortium as a contractual
relationship meant to benefit all participants within an investment project. The
definition of a consortium within a local government is the arranged compilation
of the needs of multiple local government organizations to optimize the purchasing
power and available resources of the government [13]. Documentation and man-
agement are crucial processes necessary for the development of a consortium [12];
additionally, membership fees, consulting fees, and transaction fees make up the
bulk of consortium income in an e-marketplace [14]. On the other hand, consortiums
in e-marketplace serve different functions for both buyers and sellers. Consortiums
benefit buyers by reducing the cost of products when compared with large sellers
online [14]. For example, an agent does not need to provide a lot of services;



Tourism Service Auction Market for Saudi Arabia 963

whenever an agent needs a service that they do not provide, they may outsource
this service via a consortium. In reference to sellers, consortiums increase the sales
of their products [14].

2.3 Clearing House

The establishment of rules and regulations, as well as the enforcement of contracts,
is the responsibility of the clearinghouse [15]. In the market, buyers and sellers
must have accounts with the clearinghouse before accessing the services provided
[16]. The clearinghouse serves as a substitute for direct counterparty relationships
between buyers and sellers by acting as an intermediary [15, 16]. Additionally, a
clearinghouse takes on the role of a counterparty to both sides within the market
[15].

As mentioned above, it ensures that all parties in the marketplace perform their
duties equitably as directed by their contracts [16]; however, the clearinghouse
can only provide these services to those who already have an account with the
clearinghouse [15]. An agent may encounter many potential problems, such as an
out-of-order bus or bad weather; despite these potential complications, agents must
provide their service to their best efforts.

However, in this case, the clearinghouse function is different from the traditional
clearinghouse function. The proposed clearinghouse will deal with intangible ser-
vices, not products, and work to guarantee the services are provided. Additionally,
the clearinghouse will work to enforce rules. In this model, these potential problems
are excluded due to the model complexity.

2.4 Set Cover Problem

A set cover problem is defined as, “a set of sets whose union has all members of
the union of all sets. The set cover problem is to find a minimum size set” [17]. A
set cover problem is classified as one of Karp’s 21 NP-complete problems and is
recognized as a typical problem in computer science [18]. Therefore, a heuristic
algorithm is utilized in this proposal. The definition of set cover problems can
best be explained using a set of elements. For example, the universe U is given
n elements and a collection of subsets of U, S1 . . . Sk, with positive costs specified,
the minimum set cover problem is to find the minimum cost of elements of the sets
whose union is U [19].

Solving set cover problems presents several possible complications, such as set
redundancy and infeasibility of solutions [20, 21]; for these reasons, set cover prob-
lems are heavily considered to be NP-Hard. To solve set cover problems, a heuristic
algorithm is utilized to produce possible solutions that would generate favorable
outcomes in practice. Set cover problems have been applied for various purposes,
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such as crew scheduling on railways and extended transit issues with transportation
companies [22]. Despite the possible difficulties of set cover problems, there are
countless instances in which the problem-solving process has yielded practical and
effective solutions. In this paper, there is a set of trips and the consideration of the
lowest costs during pairing; the set of services provided by the agents that includes
all requested services from the activity list of the tourist is used as set cover.

3 The Proposed Tourism Service Auction Market

The proposed electronic market for tourism works as follows: a tourist submits
his or her wanted activity list to the electronic market; then, the market system
tries to match this list with the collection of lists of service providers. If a service
provider cannot provide the requested service, a consortium of services from many
different service providers will be formed with the lowest service price. The service
fee transaction will be guaranteed by a clearinghouse. The tourist should have an
account with an adequate amount of money, and tourist agents must make sure the
promised services will be provided. This electronic market for tourism is depicted
in Fig. 1.
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Fig. 1 The proposed electronic market for tourism in Saudi Arabia
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3.1 Market Model (Math Model)

An automated, electronic, agent-based auction is applied to a tourist activity service
market. A tourist has a wanted list of activities. There are many tourists {t1, . . . .., tm}
with tourist activity lists (TA). The tourist j will have TAj = {a1, . . . .., an}. There are
many tourist agencies {a1, . . . , aq}with service activities (SA). The agent i will have
service provider activity list SAi = {an, . . . , am}. This market first aims to match
the tourist’s activity list with the agents’ activity list. If an agent can cover all the
activities of tourist j and the cost is minimum, then that agent will win the service for
the tourist j. If there is no single agent that can cover the tourist j’s activity list, then
there will be a consortium of agents for the service of tourist j. For each activity on
the list of desired activities of the tourist, tourist agents will compete in the auction.
A consortium will be formed for this given tourist activity list. This consortium will
cover all the activities in the tourist’s activity list at a minimum price.

Matching Set

1. Tourist Set T = {t1, . . . .., tm}
TAj: tourist (tj) jth Activity list. TAj = {a1, . . . .., am}

2. Agent Set A = {a1, . . . .., an}
It is is the agent i’s activity list SAi = {(ain ,pin), . . . . . . , (aim ,pim)} where ain

stands for the agent i’s activity n and its price is pn.

3. Consortium U
k∈A

Ck =TAj (set cover)

The consortium is a union of a minimum set of agents’ selected activity list and
it covers TAj

where
CK ={(ak,p, pk,p) | k ∈ A,ak,p ∈ TAk, pk,p = min (pm, p) for all m ∈ A and ak, p

∈TAj}
Note: ak,p represents agent k’s activity list p and pk,p represents the price of agent

k’s activity p.
CK is a consortium of activities of service ak providers.
Example:
There is a tourist John, and he has a list of activities,
TA “John” = {a1, a2, a3, a4, a5}
There are three agents:
A = {S1, S2, S3}
Each agent has a service list with prices:
SA1 = {(a1,10), (a2,20)}, SA2 = {(a1,20), (a4,10), (a3,10)}, SA3 = {(a4,20),

(a5,10)}
The service consortium for John can be selected as follows:
C“John” = {(a11,10), (a12,20), (a23,10), (a24,10), (a35,10)}
Each activity is selected at the minimum price from different agents, and this list

will cover John’s activity list.
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4 Implementation

4.1 Java Model

This paper uses Java as a modeling tool and a heuristic algorithm for the tourism
service auction market. Figure 2 shows the use of Java for the proposed auction
market with agents, and the consortium is coded by using Java programming.
Moreover, Fig. 3 displays a sample run of the example in our math model.

4.2 Implementation Results

There were a total of 20 runs with randomized data. An example of creating tourist
agents and their services is demonstrated in Fig. 4, and tourists’ wanted activities
are listed in Fig. 5. In these examples, the proposed heuristic algorithm successfully
made consortia for the tourists’ activity requirement list. As a sample, results for
two tourists’ activities lists and service matchings are displayed in Fig. 6.

5 Conclusion

In this paper, a model for an electronic tourism service auction market for
Saudi Arabia has been proposed, as this will lead to a more efficient tourism
support mechanism in Saudi Arabia. In this electronic tourism auction market, a
mathematical model is proposed and implemented with a heuristic algorithm in
Java. Based upon random tourist and agent service auction trading, this model was

Fig. 2 Heuristic algorithm
for the tourism service
auction market
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Fig. 3 A sample run of the example in Sect. 3.1

Fig. 4 Agents, their
activities, and prices

executed successfully and demonstrated the performance of basic functionalities of
the tourism service market. The proposed model selects activities with minimum
prices for a tourist’s list of desired activities through agent consortia. The results
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Fig. 5 A sample case of ten
tourists’ requested activities

Fig. 6 A Sample results for two tourists’ activity lists

of the model also demonstrate the usefulness of agent consortia for fulfilling the
tourist’s list of desired activities at a minimum price from various service providers.
As demands for tourism services in Saudi Arabia increase under the 2030 Vision, an
effective electronic market model will contribute to its cause. Overall, the proposed
model demonstrates a feasible solution for the tourism services in Saudi Arabia,
which utilizes an electronic auction market with consortia.
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The Use of Crowdsourcing as a Business
Strategy

Hodaka Nakanishi and Yuko Syozugawa

1 Introduction

Recently, the number of companies which utilize crowdsourcing is increasing. For
companies, crowdsourcing is a new business management method of procuring
resources from the “crowd” via the Internet, rather than the traditional method of
procuring required resources from other companies. The use of crowdsourcing is
increasing in Japan as well. In 2013, Japan Small and Medium Enterprise Agency
conducted a “survey on the actual usage of crowdsourcing in Japan.” Based on the
survey, the White Paper on Small and Medium Enterprises 2014 stated that the
market size of crowdsourcing would increase six times in 4 years [1]. Considering
that it is difficult for small and medium-sized enterprises (SMEs) to secure human
resources, the Small and Medium Enterprises Agency carries out the dissemination
and enlightenment of crowdsourcing as a means of SMEs’ management support
such as disclosure of know-how and introduction of use cases for facilitating the
use of crowdsourcing.

The concept of crowdsourcing has been found since around 2000, like Amazon’s
Mechanical Turk and iStock, but the term “crowdsourcing” was first used by Howe
in 2006. He defined the term as “crowdsourcing represents the act of a company or
institution taking a function once performed by employees and outsourcing it to an
undefined (and generally large) network of people in the form of an open call [2].”
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In this paper, crowdsourcing is defined as the act of outsourcing to an unspecified
person such as freelance using the Internet. This definition is in line with the
definition in the White Paper on Small and Medium Enterprises in Japan 2014:
“Crowdsourcing is a mechanism for contacting large numbers of individuals and
enterprises through the Internet in order to procure needed human resources (p.373)
[1].” Although the use of the Internet is not essential for crowdsourcing originally,
the definition in this paper adds the use of the Internet to the often-quoted definition
of Afuah and Tucci, “Crowdsourcing is the act of outsourcing a task to a ‘crowd,’
rather than to a designated ‘agent’ (an organization, informal or formal team, or
individual), such as a contractor, in the form of an open call (p.355) [4], because the
procurement method using the Internet has spread recently [3].”

Crowdsourcing is expected to have the effects of contributing to the innovative
activities in companies such as problem-solving and development of new product
[4, 5], but at the same time, the limits of crowdsourcing have also been pointed out
[6, 7]. Although the evaluation of crowdsourcing varies, few studies have examined
how companies regard crowdsourcing as a corporate strategy. Especially in Japan,
most of the crowdsourcing surveys are related to crowdsourcees (workers of
crowdsourcing), and there are only a few surveys on crowdsourcers (the companies
that use crowdsourcing) [1, 8]. Even in the surveys on crowdsourcers, the relation
between crowdsourcing and corporate strategy has not been analyzed. The survey
conducted by the small and medium enterprise agency is based on the answers
of the registrants of the crowdsourcing site who have actually ordered work on
the crowdsourcing site and reached the contract. As many respondents are self-
employed (35% of the total) and few respondents working for companies [1], the
results of the survey do not reflect the situation of the company.

The purpose of this research is to clarify how crowdsourcing can contribute
to the management of a company by studying the reason why companies use
crowdsourcing and its effect together with the characteristics of the company such
as scale, management policy, and so on by the questionnaire.

The next chapter organizes the research of the effects of crowdsourcing on cor-
porate strategy and sets the taxonomy of the purpose and effect of crowdsourcing.
In Chap. 3, we will explain the outline of the methods, targets, etc. of the survey of
crowdsourcing utilization situation in companies. Chapter 4 shows the results of the
survey and analyzes them according to the taxonomy set in Chap. 2. Finally, Chap.
5 discusses the results.

2 Taxonomy of Crowdsourcing for Business Strategy

There are some studies on the purpose of crowdsourcing by companies or organiza-
tions. For example, Howe presents four types of crowdsourcing: the professional,
the packager, the tinkerer, and the masses [9]. As for the professional, Howe
shows the example of the National Health Museum which used iStockphoto, a
crowdsourcing site, to reduce costs. For the packager, he shows an example of a

http://dx.doi.org/10.1007/978-3-030-70873-3_3
http://dx.doi.org/10.1007/978-3-030-70873-3_4
http://dx.doi.org/10.1007/978-3-030-70873-3_2
http://dx.doi.org/10.1007/978-3-030-70873-3_5
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Table 1 Taxonomy of crowdsourcing for business strategies

4 Business strategy elements and 19 items of the questionnaire Items in [1]

Procurement of management resources (MR)
You can make up for the lack of internal management resources x
You can substitute the employment of workers who is in charge of the task x
You can identify contractors’ skills x
You can understand your own strengths and weaknesses
You can publicize your company x
Improvement of productivity (IP)
You can speed up the business x
You can choose from a large number of contractors x
You can select a contractor after checking the results x
You can concentrate management resources on business areas where you focus on
You can receive high-quality outcome x
Costs reduction (CR)
You can reduce costs to secure necessary human resources or systems by yourself x
You can reduce total working hours
You can reduce employee’s workload
You can review existing businesses to improve efficiency and to reduce costs
Responding to fluctuations (RF)
You can respond to an increase of orders x
You can respond to an increase of business partners x
You can order only when you need it x
You can respond to changes in the amount of work x
Others x

viewer-posted TV program using crowdsourcing to collect information (contents)
from a crowd. An example of the tinkerer is InnoCentive, where companies use
crowdsourcing to obtain solutions from the outside. An example of the masses
is Mechanical Turk, which procures the tasks that companies need from a large
number of external human resources (crowd) to carry out their business. Bauer
and Gegenhuber explains that there are four types of value that crowdsourcing
creates. Those are the possibilities of access to (1) creative expertise and (2) critical
items and the increase of (3) execution capacity and (4) bargaining power (p.666)
[10]. Erickson (2012) identified productivity, innovation, knowledge capture, and
marketing/branding as the four common uses of the crowd (p.93) [11]. In the
White Paper on Small and Medium Enterprises 2014, Japan Small and Medium
Enterprise Agency conducts a questionnaire survey which asks the reasons for using
crowdsourcing from 14 items [1]. The items are listed in Table 1. In the survey, more
than half of the respondents chose “You can order only when you need it” (64.9%),
“You can make up for the lack of internal management resources such as technology
and human resources” (57.3%), “You can receive high-quality outcome” (54.5%),
and “You can speed up the business” (50.0%) [1].
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In this paper, in order to understand the effect of the use of crowdsourcing on
business strategies, 5 items were added to the 14 items used in the white paper,
and a total of 19 items were set (see Table 1). Based on previous studies, the
relationship between crowdsourcing and corporate management can be categorized
into four business strategy elements: “procurement of management resources
(MR),” “improvement of productivity (IP),” “cost reduction (CR),” and “responding
to fluctuation (RF).” We make up a taxonomy that applies the 19 items to the 4
business strategy elements (Table 1).

3 Procurement of Management Resources (MR)

Procurement of resources necessary for the management such as human resources,
technology, and knowledge from the cloud is recognized as a major role of
crowdsourcing. Problem-solving and innovation creation are often considered to
be effects of crowdsourcing, and they can be considered as a final goal of manage-
ment resource procurement. When companies are trying to solve their problems,
crowdsourcing is used to procure “knowledge” when there is no knowledge for the
solution within the company [4]. In addition, crowdsourcing is often used when
companies try to create innovation. The tinkerer [9], like InnoCentive, procures
knowledge from the cloud and is used to generate innovation [12]. Poetz and
Schreier also assert the effectiveness of crowdsourcing as a means of gathering
ideas when developing new products [5]. In the questionnaire, the following five
items were set as the items indicating “procurement of management resources.”

• You can make up for the lack of internal management resources (such as
technology, human resources, know-how).

• You can substitute the employment of workers who is in charge of the task.
• You can identify contractors’ skills (for future direct employment or continuous

ordering).
• You can understand the strengths and weaknesses of the company.
• You can publicize your company.

4 Improvement of Productivity (IP)

Crowdsourcing is often used to improve productivity. Improving productivity
includes improving operational efficiency and innovation of production processes.
Erickson points out that the improvement of productivity is one of the results
obtained by crowdsourcing based on his interviews with people who work for large
companies [10]. Bauer and Gegenhuber also state that crowdsourcing produces
value qualitatively and quantitatively [3]. Thus, improving productivity is one of
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the important expected effects of crowdsourcing. In the questionnaire, the following
five items were set as the items indicating “improvement of productivity.”

• You can speed up the business.
• You can choose from a large number of contractors.
• You can select a contractor after checking the results.
• You can concentrate management resources on business areas where you focus

on.
• You can receive high-quality outcome.

5 Costs Reduction (CR)

Cost reductions, including reductions in raw material costs and labor costs, are also
pointed out as crowdsourcing effects. Howe shows an example of purchasing a
photo at a low price using a crowdsourcing site, iStockphoto, in the explanation
of the professional, one of his crowdsourcing categories [9]. Ericson points out
that cost reduction factors such as financial motivation and value capture are
organizational characteristics of crowdsourcing [10]. Schenk and Guittard also
show that one of the major advantages of crowdsourcing is low cost [12]. In
the questionnaire, the following four items were set as the items indicating “cost
reduction.”

• You can reduce costs to secure necessary human resources or systems by
yourself.

• You can reduce total working hours.
• You can reduce employee’s workload.
• You can review existing businesses to improve efficiency and to reduce costs

6 Responding to Fluctuations (RF)

Bauer and Gegenhuber (2015) argue that there are four types of value that
crowdsourcing produces, and one of them is the ability to respond to increasing
demand [3]. Responding to fluctuations in demand is also considered an effect of
crowdsourcing. In the questionnaire, the following four items were set as the items
that indicate “responding to fluctuations.”

• You can respond to an increase of orders.
• You can respond to an increase of business partners.
• You can order only when you need it.
• You can respond to changes in the amount of work.

These four elements are not independent of each other, and multiple elements
may relate to the same purpose or effect at the same time. However, all of these
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elements can be considered as the role of crowdsourcing. In this paper, we analyze
the purpose and the effect of crowdsourcing for companies in Japan with this
taxonomy.

7 Outline of the Survey

This survey is an internet survey using a panel consisting of monitors registered in
“NTTCom Research.” The survey was outsourced to NTTCom Online Marketing
Solutions Corporation. The panel monitors are men and women aged 20 to 69 years
old living in Japan, with a total of 2.17 million members. At first, we conducted
the screening survey to the panel monitors which ask, “At your workplace, do
you use crowdsourcing which outsources business to unspecified people (such as
freelance)?” A total of 1010 respondents who answered that they had experience in
ordering with crowdsourcing were surveyed. The survey was conducted for 2 days
from September 25 to 26, 2019.

In order to clarify the attributes of the respondents, we asked about occupations,
industry classification of the company, company sizes, job titles, and the contents
of ordering tasks with crowdsourcing. About 78% of the respondents are full-time
employees or executives working for companies, and only 13% are self-employed.
In this survey, we mainly analyzed the responses of company employees and
executives to understand the situation of companies. The data of self-employed were
referred for the comparison as necessary.

A question might arise whether the company’s policy can be understood by
asking questions to employees. However, in the preliminary interviews with those
who had experience using crowdsourcing in the company, there was information
that the use of crowdsourcing was decided not by the company, but by the unit
of division or individual. That is, information that reflects the use condition of
crowdsourcing in a company cannot always be obtained even if a questionnaire
survey is conducted on a company-by-company basis. In fact, as a result of the
survey, only 31.9% answered that the company decided to use crowdsourcing, while
45.6% of the respondents answered that they decided to use crowdsourcing on an
individual department basis (Table 2). In addition, it is often difficult to obtain
a sufficient number of responses in a questionnaire to companies. We therefore
conducted a survey targeting individuals.

The White Paper on Small and Medium Enterprises [1] is also investigating
the reasons for introducing crowdsourcing to individuals as well. However, the
White Paper on Small and Medium Enterprises does not investigate the attributes
of the companies to which the individual belongs, so the situation of crowdsourcing
depending on the characteristics of the company is unknown. In this study, we
investigate the reasons and effects of using crowdsourcing and get the information
of the companies to which the respondents belong simultaneously.

The industries to which the most respondents belong are manufacturing (25.5%),
followed by education, medical, miscellaneous services (19.7%), computer and
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Table 2 Decision level for
the use of crowdsourcing

%

Company level 31.9
Division or department level 34.1
Personal level 11.5
Depends on the matter 15.4
Unknown 6.8
Others 0.3

Table 3 The industry the
respondents of the
questionnaire belong to

Industry %

Manufacturing 25.5
Wholesale and retail trade 8.6
Finance and insurance 5.7
Communications 6.5
Transport, construction, and real estate 11.4
Computer and information services 14.2
Education, medical, miscellaneous services 19.7
Others 8.3

Table 4 Task of
crowdsourcing

Tasks %

IT, apps, and programs related to business 25.4
Human resource operation, education, seminar lecturer 24.2
Data input, data processing, data classification 20.7
Management planning, management strategy, M&A 18.5
Financial accounting 14.0
Domestic business, sales, marketing 13.1
Design such as logo creation 12.7
Guidance of management and service improvement 12.5
Writing, naming 11.8
Survey (web, overseas market, questionnaire, etc.) 11.7
Video/multimedia/advertising 11.1
Product development and business idea creation 8.1
Translation 7.5
Transcription 5.2
Overseas business 4.4
Others 2.0

information services (14.2%), and transport, construction, and real estate (11.4%)
(Table 3). This figure shows that the percentage of manufacturing industry is higher,
and the percentage of retail commerce is lower compared to the percentage of
employees by industry in Japan as a whole.

Looking at the contents of the ordering tasks of the respondents, “IT, apps, and
programs related to business” was the most common with 25.4% of the respondents,
followed by “human resource operation, education, seminar lecturer” (24.2%) and
“data input, data processing, data classification” (20.7%) (Table 4).
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Table 5 Number of
respondents by company size

Number %

Large companies 626 62.0
Small- to medium-sized companies 282 27.9
Self-employed 102 10.1
Total 1010 100.0

As for the size of the companies to which the respondents belong, 62% of
respondents work for large companies, 28% work for SMEs, and 10% are self-
employed (Table 5). Many of the respondents are employees of large companies.
Thus, it can be considered that the results of this survey reflect the condition of
crowdsourcing of companies as a whole. Here, a large company refers to 300 or
more employees in the manufacturing industry and 100 or more employees in the
nonmanufacturing industry. SMEs are 2 to 299 employees in the manufacturing
industry and 2 to 99 employees in the nonmanufacturing industry. One employee is
classified as self-employed. This definition of SMEs complies with the definition of
those by the Small and Medium Enterprise Agency. Erickson indicates that “small-
to medium-sized organizations were unlikely to be leveraging crowdsourcing
practices due to perceived risks, costs, and lack of available resources (p.93)” and
chooses mature companies with a minimum of 500 employees as the case study
sites [10]. In our survey too, there are many responses from employees of large
companies. Crowdsourcing may tend to be used by large companies.

Regarding the survey of 2014 White Paper on Small and Medium Enterprises,
whose data is based on a survey conducted by W’sSTAFF [13], 67.0% of the
respondents of employees are self-employed, 27.6% belong to companies of 100
or less employees, which is almost equivalent to SME, and 5.3% belong to the
companies with more than 101 employees, which is almost equivalent to a large
company. Therefore, the SME White Paper mainly reflects the situation of self-
employed or small businesses. On the other hand, our survey mainly reflects
the condition of the utilization of crowdsourcing in companies including large
companies and SMEs.

In this survey, we asked for which business type the crowdsourcing was intro-
duced, a main business, a non-main business, or a new business for the company.
This is a question to investigate whether a company uses crowdsourcing from the
viewpoint of business strategy.

Of the 908 responses from companies that use crowdsourcing, 47.5% use
crowdsourcing for main businesses, 41.2% for non-main businesses, and 24.3%
for new businesses (Table 6). It should be noted that the difference in the ratio of
crowdsourcing by business type reflects the difference in the number of companies
working on each business and does not indicate only the difference in the ratio of
crowdsourcing introduction by business type. Also, when crowdsourcing is used
in multiple types of business, duplicate answers are allowed, so the total number
of companies for each item does not match the total number of companies (908
companies).
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Table 6 The use of
crowdsourcing by business
type (multiple answers)

Number of
companies

Percentage of
companies

Main business 431 47.5%
Non-main business 374 41.2%
New business 221 24.3%
Total 908 100.0%

Table 7 Objectives of
crowdsourcing before and
after the introduction

MR IP CR RF

Reasons (before) 51.2% 51.7% 34.0% 44.1%
Effects (after) 52.3% 50.4% 35.8% 45.7%

8 Result

8.1 Reasons and Effects in Total

The 19 items of the reasons and effects of the use of crowdsourcing by companies
are classified into four management strategy elements (see Table 1). If one or
more items in each element are checked, the element is counted as checked. The
number of checked items in an element is not considered in the analysis because the
number of items in one element is not the same among them. The reason for using
crowdsourcing is considered to be the expectation for crowdsourcing, and the effect
is the ex-post evaluation.

More than half of the companies indicate improvement of productivity (51.7%)
and procurement of management resources (51.2%) as the reason for introducing
crowdsourcing (Table 7). With regard to the effects brought by crowdsourcing, more
than half of the companies could raise productivity (50.4%) and could procure
the management resources (52.3%). These numbers indicate that crowdsourcing
is introduced with the expectation of productivity and procurement and that they
are actually effective. On the other hand, only 34.0% of companies are targeting
cost reduction for crowdsourcing, and 35.8% recognize the effects. It means com-
panies often use crowdsourcing to improve productivity and procure management
resources, while they give less attention to cost reduction effects. As there is no
significant difference between the ratio of reason and that of effect with the two-
proportion z-test results, companies are supposed to get the results as expected in
the introduction of crowdsourcing.

On the item basis for the reasons and results of using crowdsourcing, many
companies mention “You can make up for the lack of internal management
resources” (MR), followed by “You can receive high-quality outcome” (IP)
(Table 8).
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Table 8 Top five reasons and effects of crowdsourcing for companies

Rank Reasons % Effects %

1 You can make up for the lack of
internal management resources
(MR)

37.0 You can make up for the lack of
internal management resources
(MR)

37.2

2 You can receive high-quality
outcome (IP)

32.0 You can receive high-quality
outcome (IP)

31.1

3 You can respond to an increase of
orders (RF)

24.7 You can speed up the business (IP) 21.7

4 You can speed up the business (IP) 23.5 You can respond to an increase of
orders (RF)

21.3

5 You can reduce costs to secure
necessary human resources or
systems by yourself (CR)

20.2 You can reduce costs to secure
necessary human resources or
systems by yourself (CR)

20.5

Table 9 Company size and the reason of crowdsourcing

MR IP CR RF

SME 50.4% 45.4% 33.7% 45.7%
Large companies 51.6% 54.5% 34.2% 43.3%
Company total 51.2% 51.7% 34.0% 44.1%
(Personal business) (61.8%) (42.2%) (28.4%) (32.4%)

8.2 Reasons and Effects by Company Size

The reasons for the introduction of crowdsourcing are compared by company size
(Table 9). As a result of the two-proportion z-test to compare the ratios of the
selection items of the reason for the introduction of crowdsourcing between large
companies and SMEs, large companies are more likely to improve productivity
than SMEs (large companies: 54.5%, SMEs: 45.4%, p < 0.05). On the item basis,
the ratio of companies which point out “You can receive high-quality outcome”
was particularly high in large companies (large companies: 34.2%, SMEs: 27.3%,
p < 0.05). The result indicates that larger companies tend to aim for the improvement
of productivity by crowdsourcing. The ratio of companies that procure management
resources is the highest among the four factors. The procurement of management
resources is considered to be important for both large companies and SMEs as
there is no significant difference between the ratio of large companies and that
of SMEs. Only one-third of the companies introduce crowdsourcing for cost
reduction reasons. There are not many large companies and SMEs that introduce
crowdsourcing reasoning cost reduction. However, on the item basis, the ratio of
“You can reduce total working hours” is significantly higher in large companies
(large companies: 10.5%, SMEs: 6.0%, p < 0.05). Large companies may use
crowdsourcing for work style reform which is an important issue in Japan.

The percentage of self-employed who raise management resources as a reason
for introducing crowdsourcing is 61.8%, which is significantly higher (p < 0.05)
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than the average of enterprises (51.2%). This indicates that self-employed persons
are attracted to crowdsourcing because they lack management resources.

For the results (effects) of the introduction of crowdsourcing, many large
companies and SMEs point out “procurement of management resources” and
“improvement of productivity,” but there is no big difference between the two
factors (Table 10). For both factors, large companies show a significantly higher
ratio of 8–9% points than SMEs. Large companies recognize the effects of
crowdsourcing more than SMEs do. The same tendency can be seen in the ratios
of items for large companies and SMEs, but the answer “You can order only when
you need it,” which is an item of responding to fluctuations, is significantly higher
in SMEs (large companies: 14.2%, SMEs: 21.6%, p < 0.01).

8.3 Reasons and Effects by Business Type

The reasons for using crowdsourcing are compared by business type, i.e., main
businesses, non-main businesses, and new businesses (Table 11). In main busi-
nesses, procurement of management resources is the most common answer, while
improvement of productivity is the most common answer in non-main businesses
and new businesses. In new businesses, the proportion of companies that use
crowdsourcing to improve productivity and reduce costs is significantly higher than
in main businesses.

Some items are characterized by business type. “You can make up for the lack
of internal management resources” (MR) is pointed out by many companies in
any business type. The ratio of “You can reduce costs to secure necessary human
resources or systems by yourself” (CR) is significantly higher in new business
(29.4%, p < 0.01) and non-main business (26.2%, p < 0.05) than in main business
(19.5%). The ratios of some other items such as “You can speed up the business”
(IP) (33.0%, main: 22.7%, p < 0.01) and “You can order only when you need it”

Table 10 Company size and
effects of crowdsourcing

MR IP CR RF

SME 46.8% 44.3% 33.3% 45.7%
Large companies 54.8% 53.2% 36.9% 45.7%
Company total 52.3% 50.4% 35.8% 45.7%
(Personal
business)

(48.0%) (42.2%) (28.4%) (32.4%)

Table 11 Business type and
the reason for the introduction
of crowdsourcing

MR IP CR RF

Main business 56.1% 52.7% 33.2% 48.5%
Non-main business 50.5% 53.2% 39.3% 44.1%
New business 59.3% 62.9% 42.5% 55.7%
Total 51.2% 51.7% 34.0% 44.1%
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Table 12 Business type and
effects of the introduction of
crowdsourcing

MR IP CR RF

Main business 57.8% 56.1% 33.6% 51.7%
Non-main business 51.9% 48.1% 43.0% 46.5%
New business 62.9% 63.3% 43.9% 54.3%
Total 52.3% 50.4% 35.8% 45.7%

(RF) (22.2%, main: 13.5%, p < 0.01) are also significantly higher in new business
than in main business.

This indicates that companies are trying to efficiently procure management
resources by incorporating crowdsourcing into their business processes when
implementing main businesses, whereas they are actively using crowdsourcing to
improve productivity and reduce costs for new businesses and non-main businesses
and are trying to implement their businesses in a way that does not place a burden
on their main businesses.

The outcomes of the introduction of crowdsourcing tend to be perceived at a
higher ratio for any one element in new business than in the main business. In
particular, the cost reduction effects are significantly higher in both new business
(43.9%, p < 0.01) and non-main business (43.0%, p < 0.01) than in the main business
(33.6%) (Table 12).

On the item basis, “You can make up for the lack of internal management
resources” (MR) is the most perceived effect of crowdsourcing in any type of
business. In addition, as in the case of the reason for use, the ratio of the item
“You can reduce costs to secure necessary human resources or systems by yourself”
(CR) in the new business and non-main business is significantly higher than main
business. For many items such as “You can speed up the business” (IP), the ratio of
items of crowdsourcing results is significantly higher in new business than in main
business.

These findings indicate that results of crowdsourcing introduction are recognized
especially in new businesses.

9 Conclusion

An analysis of the reasons for using crowdsourcing by the four categories (i.e., pro-
curement of management resources, improvement of productivity, cost reduction,
and responding to fluctuations) reveals how companies are using crowdsourcing as
a management strategy.

More than half of the companies point out that improvement of productivity and
procurement of management resources are their reasons for introducing crowdsourc-
ing, and they recognize these effects as well. This indicates that crowdsourcing has
been positioned in the company’s management strategy. At the same time, only
about one-third of companies have adopted crowdsourcing for a cost reduction tool,
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indicating that crowdsourcing is not simply introduced to make use of cheaper labor
force in crowds.

By company size, large companies are more likely to adopt crowdsourcing
to improve productivity. In addition, a higher ratio of large companies is using
crowdsourcing to reduce working hours than SMEs. Crowdsourcing contributes
to the working style reforms, which is an important policy for the Japanese
government, especially in large companies.

By business type (main business, non-main business, and new business), more
companies in the new business category point out productivity improvement and
cost reduction as reasons for using crowdsourcing than in the main business
category. This may indicate that many companies are using crowdsourcing to tackle
new businesses in a way that does not put a burden on their main businesses.

The results of this study show that crowdsourcing is used as an innovative tool
for management and as part of management strategy, especially by large companies.
As the development of innovative products and services becomes more difficult in a
mature society, it is expected that crowdsourcing will play an important role in the
future growth of companies, including the development of new business fields. As
for a further study of crowdsourcing as a business strategy, we would like to analyze
from different perspectives such as long-term trends and differences by industry.
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Coalition Shared Data (CSD), 547
CoalitionWarrior Interoperability Exercise

(CWIX), 546
Code execution

compatibility with conventional computing,
446

cooperation synchronization, 446
process, 445–446
QT, 444–445

Cognitive walkthrough (CW) method, 801,
855, 857
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Collaboration competency, 63
Collaboration skills, 63–64
Collaboration tools

Google Hangouts, 949–953, 957, 958
GoToMeeting, 949, 950, 954, 957, 958
Microsoft, 954–955
primary virtual demands, 949
Skype, 949–955, 957, 958
Telework, 949

Commencing domestic ICT students, 13
Commencing ICT international students, 12
Common Object Request Broker Architecture

(CORBA), 548, 551, 552
Communication, 352, 353, 487, 488
Communicational collapse, 485
Communication mechanisms, 52
Communication medium, 121
Communication protocols, 199
Communication skills, 62–63
Communications Sector Plan, 70
Companies

crowdsourcing (see Crowdsourcing)
TPS (see Third party software (TPS))

Competence, 56, 58
Competence based education, 847–849
Competence Manager (CM), 795, 797
Competence Profile (CP), 795
Compiler, 451–452
Component-based IoT systems, 465
Component based software engineering, 560
Component behavior specification, 460
Composite operations, 463
Composition technique, 559
Comprehensive evaluation, 14
Computability theory (chess game), 421–424
Computation

ex-machine, 375 (see also Ex-machines)
turing computable probability, 376

“Computational and Data Science for All”
educational ecosystem, 53

Computational thinking (CT), 217, 218
Computer Architecture II, 220, 224
Computer Engineering program, 103
Computer Graphics Technology, 133
Computer processor, 435
Computer programming, 80
Computer Science (CS), 6, 55, 825

CS Curriculum 2013 report, 71
undergraduate program, 32, 34, 41

Computer Security Incident Response Team
(CSIRT), 953

Computing bottlenecks identification
asynchronous operation, 480
communication, 487–488

high speed serial bus (see High speed serial
bus)

parallelized sequential processing, 485–487
synchronous computing, 480

Computing chain effect/technology/material
core, 479
digital processing, 480
on-chip cache memory, 479
position axes, 478

TA, 478
topologies, 478

Computing Curricula 2005 Task Force, 72
Computing curriculum

curricular concepts, 72
curriculum discriptions, 71
gap discriptions, 71
HCI, 80–81
National University, 69
NUS, 70, 73
real-world needs, 70
recommendations, 81, 82
relevance, 72, 73, 75–80
revisions, 69
survey, 73
systems utilized, institutions, 73

Computing education, 72
Computing needs, 455
Computing paradigm, 426, 437, 471
Computing performance, 487
Computing professionals, 72
Computing skills and knowledge, 70
Computing theory, 472
Confidentiality, integrity and availability

(CIA), 513
CON group, 223, 227
Consortium, 962–966
Content and Knowledge Management System,

795
Content-based publish/subscribe system

event model, 912
information distribution mode, 910–911
information distribution system, 910–911
server, 910
wireless dynamic network, 911

Context switching, 454
Contingency plan

benefits, 938
data analysis method, 940
data collection method, 940
description, 937
disaster recovery, 938, 941
emergency generators for power, 937
escape routes for employees, 937
on foreseeable risk, 938
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investigation, 940–941
methods, 938
planning for future events, 941
reliable, 938
rerouting data, 937
research approach, 939
research design, 939
resource prioritization, 937
risk assessments, 938
risks analysis, 937, 938
RUP, 938
sampling method, 939–940
supervisory duties, 937
technology planning, 939

Continuous integration and continuous delivery
(CI/CD), 546

Control course, teaching method
discrete control systems, 250
input/output models, 250
lectures, 250
MATLAB/SIMULINK computer exercises,

250, 258–259
OCD, student case studies, 259
real systems, 250
software engineering students, 249
SYSBOOK platform, 251–255
visual interactive demonstrations, 251
YOULA parameterization, 250, 255–258

Control disciplines, 253
Control education, 260
Controlling, 10, 62
Control/non-flipped population, 219
Control (CON) population, 219
Convenience sampling, 119, 125
Conventional computing, 439, 445
Conventional database framework, 341
Conventional mathematics representations, 24
Cooperative development, 558
Core-to-core register messages, 445
Corresponding members, 449
Cost engineering, 880–884, 887, 891
Cost reduction (CR), 921, 973, 975, 979–983
Course Authoring Tool (CAT), 793, 797, 798,

805, 806, 850, 851, 855, 857
Course modules, 32
Courses learning outcomes (CLOs), 89–90
COVID-19 pandemic, 44, 115, 949

cyber threats, 953–954
Google Cloud, 952–953
limitations, 958

Creativity skills, 64
Critical Structures (Storyboarding Concepts),

124
Critical thinking skills, 64

Cronbach’s Alpha analysis, 124
Cronbach’s reliability analysis, 124
Crowdsourcing

business management method, 971
for business strategy

masses, 973
packager, 972–973
professional, 972
taxonomy, 972, 973
tinkerer, 973

costs reduction (CR), 975
definition, 971–972
improvement of productivity (IP), 974–975
innovative activities in companies, 972
in Japan, 971
procurement of MR, 974
purpose, 972, 975–976
reasons and effects

by business type, 981–982
by companies, 979–980
by company size, 980–981

responding to fluctuations (RF), 975–976
SMEs’ management support, 971
survey, 972, 976–979
via Internet, 971

Cryptocurrency
blockchain technology, 163, 166
“CloudCoin”, 165, 175, 176
“.conf” file, 171, 172, 175
creation and deployment, 164
“decentralized security frameworks”, 168
elliptic curves, 395
Litecoin, 165, 169, 172
open-source peer-to-peer project, 164
PoW algorithms, 174
P2P network, 169
scalability and security, 173, 174
stages, 164
working codebase, 164

CS careers, 179
CSCI 549: Intelligent Systems, 185
CS curriculum, 32, 41
CS demand, 179
CSD-Server, 548
CS education, 179
CS PhD programs, 186
CS program

central repository, 33
courses, 33
Cyber Attacks and Defense course, 33
cybersecurity program, 32
modules, 33
Network Defense, 33
Network Forensics, 33
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CS program (cont.)
prerequisites, 33

CS research identity, 188, 189
CS undergraduate program, 32
CS workforce, 179
CT and FC models

alternative delivery, 222
CON population, 219
data collection

not reported, 221
reported, 221

FC population, 219–221
implementation, 222
instructors considerations, 222–223
qualitative preliminary results

CON group, 223
FC group, 224

quantitative comparison, 224–227
CT framework, 218
Curling Canada, 114
Curricular concepts, 72
Custodian Support Teams (CSTs), 545
Customer relationship management (CRM)

easy-to-use features, 706
technical debt (see Technical debt, CRM

application)
Cyber Attack and Defense (CAD), 33
Cyber-attacks, 288, 290
Cyber-aware professionals, 31
Cyber defense, 31, 290
Cyber Defense Track, 42
Cyber ethics, AI

algorithms, 290
ATM machine, 291
automation, 295
autonomous reasoning, 290
business, 291
Cambridge Analytica, 289
citizenship of machines, 299
CSD, 294
cyber-attacks, 288
cyber security, 288
ethical decision-making processes,

291
Facebook, 289
Google, 288
iGens, 289–290, 298, 299
IT, 291
journal-posts students, 300
pro-artificial intelligence, 300
pro-autonomous devices, 300
response distribution, 292
response rate, student decisions, 297

sample, journal posts, 294–297
sample size

lecture, AI, 292
SRJ, 292–293

student choice, CDS, 296
students, 292
teaching, 293
UN SDG, 291
Word Clouds, 30
words/strings of words, online journals,

297, 298
Cyber Fellows, 825
Cyberinfrastructure (CI), 44
Cyber-physical systems (CPS)

CPSoS, 511
DEIS project, 512, 521
dependability, 511

Cyber-physical systems of systems (CPSoS),
511

Cybersecurity, 288
autograders use, 834–835
computer science, 825
courses, auto-graders

information security, 834
penetration course, 834
secure programming, 834

for TPS, 770–772
Zoom, 956–957

Cybersecurity-aware CS graduates, 32
Cybersecurity awareness, 35, 39
Cybersecurity career interest

cyber attacks and defense, 39–40
network defense, 39–40
network forensics, 41

Cybersecurity core curriculum, 32
Cybersecurity education programs, 32
Cybersecurity hiring crisis, 41
Cybersecurity knowledge

cyber attacks and defense, 37
network defense, 37
network forensics, 37
Operating Systems, 37
SQL injection, 37

Cybersecurity practices awareness
countermeasures againt attack, 39
cyber attacks and defense, 38
network defense, 38–39
network forensics, 39

Cybersecurity preparedness, 32
Cybersecurity-related courses, 41
Cybersecurity-related key concepts, 38
Cyberspace, 290
Cyber threats, 31
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D
Data access and reading, 498–500
Data and information literacy

challenges, 131
data visualization course, 131
Dear Data (see Dear Data project)
problem-based learning, 132
students, 131
teaching, 132
visually communication, 138

“Data + Computing + X” course, 43
Data confidentiality, integrity and availability

(CIA) triad, 513
Data-driven science, 43
Data-intensive systems

challenges, 577
cloud computing, 579–580
cluster, 592
deployment environment, 584
dynamic scaling methodology (see

Dynamic scaling methodology)
earth observation datasets, 578
EASTWeb application, 578
EASTWeb system, 584, 592
fields, 577
horizontal scaling capability, 592
implications, 577
MapReduce, 592
methodology

database transformation, 583
deployment environment, 582–583
modifying, 581–582
scaling, 580–581

systems processing, 577
virtualization, 592
web application, 591

Data literacy, 132
Data management, 347, 867, 869, 872, 873
Data Mine, 133
Data Mine Data Visualization Learning

Community, 133
Data Mine Learning Community Initiative, 133
Data mining

accuracy, 308
confusion matrix, decision tree, 310
datset size reduction, 315
factors, 317
IBk Nearest Neighbor, 307–309
J48 Decision Tree, 307–309, 313
Logistic regression, 316
Multilayer Perceptron, 307, 308, 313
predictivemodels, 303
Random Forest, 307, 308, 311, 317
Random Tree, 307, 311–313

student GPA dataset, 303, 306
ZeroR (baseline) classifier, 308

Data security, 340, 347, 348, 513, 771
Data structures

array list (see Array list)
doubly linked list, 500–501
implementation, 494
linked list, 498–500
memory utilization, 494
organized collection, 495
performance evaluation, 494
performance gap, 493
queue, 506–507
stack, 505–506

Data visualization, 341
capacity building, 138
pedagogy, 138

DDI applications, 519
DDI packages, 515
DDI secutity protocol at rest

AES, 519
application security, 520
asymmetric encryptions, 519
cloud service-specific security measures,

519
cloud “Storage Service”, 519
database security, 520
encryption key storages, 519
HSMs, 519
local memory, 518
symmetric encryptions, 519
symmetric keys, 519

DDI secutity protocol in transit
platoon use case, 516–518
between system components, 515
system to cloud server, 515
system to system, 516

Deaf curlers, 104
Deaf curling athletes, technology solutions

assignments, 108
conceptual frameworks, 104–107
course design, 108–109
design project, 104
nontechnical material, 113
perceptions, 113
students’ designs, 110–113
sweeping signals, 104
wayfinding, 114

“Dear Data Artifact”, 136
Dear Data Assignment, 133–138
Dear Data postcard visualization assignment

methodology
administrative tasks, 135
artifact, 136
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Dear Data postcard visualization assignment
methodology (cont.)

assessment (see Postcard assignment
assessment)

CGT 270 Data Visualization course, 134
class assignment, 134
data literacy, 135
electronic devices, 134
information literacy, 135
instructional perspective, 138
introductions theme, 135
limitations, 139
postcard template, 134
visual communication, 133
visual human portrait, 135

Dear Data project
data visualization course, 132
educational and social analysis, 132
elements, 132
participants, 133
postcard visualization assignment (see

Dear Data postcard visualization
assignment methodology)

reinforce content, 133
student self-assessment, 132

Debugging skills, 201
Decision-making assignments, 120
Decision Trees, 307–309, 313, 316
Deep learning, 46, 472
DEIS project, 512, 521
Deletion operations performance

ArrayList, 505
execution time vs. data size, 504
LinkedList class, 505
maximum heap size, 505
memory utilization vs. data size, 504
performance gap, 504
removeFirst method, 505
removeLast method, 503, 504

Demonstrations, 235
Denial of service (DOS), 513
‘Denied’ signal, 452
Dentacoin, 641
Department of Homeland Security (DHS), 32
Department of Social Justice, 344, 347
Department of Social Justice and

Empowerment of Minorities,
347

Desalination plants, 731
Design cycle, 105
Desktop publishing tools, 78
Deterministic two-player game, 421
Developer framework, 206
Development Strategic Plan, 53

DevOps (development and operations)
adoption

case study in ABC (see DevOps case study
in ABC)

definition, DevOps, 720
factors, 719–720
integration, 720
interesting approach, 719
and Microservices Architecture, 726
real-time, 720
security, 727

DevOps case study in ABC
AEPM capability reference model,

720–721
iteration management

gaming platform, 720, 722
iteration implementation, 723–725
iteration team, 722
post-iteration (heuristics), 725–726
pre-iteration, 722
release cycle, 721

microservices, 727
Didactical Structural Template Manager

(DSTM)
Competence Manager, 797
CW method, 801
functionality, 800, 802
functional requirements, 800
implementation, 800, 807
integration, 800
Learning Designer, 797
Teacher, 797
use case diagram, 798

Didactical structural templates (DST)
existing DSTs, 802
export, 796
gamified moodle course, 806–807
implementation, DSTM, 800, 802
on IMS-LD, 794
local and security instruction, 802
LP and pedagogical structure, 794
Moodle course, creation, 805–806
new DST

complete defined DST, 803, 804
with defined play, 803, 804
initial content, 803

as ST, 794
tool/ production environment, 795

Digital Dependability Identity (DDI)
assurance cases, 512
CIA, 513
components/system, 512
dependability data models, 512
interrelation, 512
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as modular assurance cases, 512
ODE, 513
risk assessment process, 513
security assurance, 512
for security assurance, 512
secutity protocol (see DDI secutity protocol

at rest; DDI secutity protocol in
transit)

subcomponents, 512
system’s model-based safety reflection, 512
targets, 512

Digital goods, 880, 881
Digital natives, 289, 290
Digital Systems Design, 103
Digital transformation

collaboration (see Collaboration tools)
ITIL v4, 925
in procurement, 879–880
VeriSM, 927, 933

Directorates of technical educations (DTEs),
337, 347

Display controller, AUTOSAR
informal requirements, 560–562
overall scheduling, 562
partial schedulings, 562
subsystems, 562
system structure, 560–562

Distributed agile, 720, 723, 725, 726
Distributed ledger technologies (DLTs), 570
Distributed systems, 742
Distribution system operator (DSOs), 569
Docker, 285, 827, 829, 833
Document-based approach, 742
Domestic course attrition, 11
Doubly linked list

data access and reading, 500
deletion operations, 501
insertion operations, 501
java class, 500
nodes, 500

Drug use, 304, 316
Duration automata, 459, 461
Dynamic personalized learning path (DPLP),

856, 857
Dynamic scaling methodology

database transformation, 589–590
helper project algorithm, 584–587
IMERG_Project, 590, 591
system modification

base version, 587–589
virtual machine (VM) version, 589

Dynamic variable, 439, 445
Dynamic wireless network, 910
Dyslexia

adaptive online education systems in
Arabic, 839–843

coronavirus pandemic, 840
definition, 837
diagnosis, 840
research, 844
TrainDys system, 838, 840, 841, 843
types, 838
VD and SVD, 838

Dyslexics, 837–841, 843

E
EAGER grant, 18, 28
Early-Concept Grant for Exploratory Research

(EAGER), 17
Earth-atmosphere radiative energy balance, 46
EAST-ADL2 modeling language, 559
ECE 3760 Digital Systems Design, 103
e-Commerce, 899
e-Competence Framework (e-CF), 849, 850
Ecosystem, 230
Edge computing, 909
Education, 290, 345
Educational data mining, 303
Educational institutions, 345
Educational process, 72
Educational services, 781, 782, 784, 788, 790
Educational system, 229
E-learning

auto-graded assignments (see Auto-graders)
environment, 118
GOAL, 826, 827
Gradescope, 827
SIMnet, 827

Electronic auction market, 731
Electronic commerce, 962
Electronic market, 961, 962, 964
ElectronJS, 281
Elevator pitch, 199
Elliptic-Curve Diffie Hellman (ECDH), 515
Elliptic curve method (ECM)

Edwards curve, 396
factorization with QRT maps

biquadratic curve, 398, 401, 402
Lyness map, 401, 403–405
Somos-4 QRT Map, 401–402
Somos-5 QRT Map, 403
symmetric QRT map, 399, 400

implementations, 397
Pollard’s rho method, 395
scalar multiplication, 405–406
Weierstrass cubic, 396

Elliptic curves, 395–397, 401, 406
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Elliptic divisibility sequence (EDS), 397, 401
Email communication, 112
E-marketplaces, 962
EMPA-aware code, 446
EMPA-based computing, 442
EMPA Communicating Element (ECE), 443,

444
EMPA communication, 450
EMPA core

EME, 444
EPE, 443
ESME, 444

EMPA implementation
‘ad hoc’ structures, 446–448
code execution, 444–446
communication, 450–451
compiler, 451–452
conventional computing, 443
conventional many-core processors, 442
the core, 443–444
cores clustering, 448–450
free resource, 442
processor, 448
true parallelism, 442
variable granularity, 443

EMPA Morphing Element (EME), 443, 444
EMPA new features

architectural aspects, 452–453
attacking communication wall, 454–455
attacking memory wall, 453–454

EMPA Processing Element (EPE), 443, 444
EMPA processor, 452
EMPA Storage Manager Element (ESME), 443
Empathize, 107, 108
Empirical analysis, 6
Employability skill set, 56
Employment-oriented curriculum design, skill

development training program
adult learning styles, 230–231
constraint identification, 231
evaluating student performance, 232
learning goals and outcomes, 231
students’ educational/functional skills

deficits, 230
utilitarianism, 231–232

Empowerment of Minorities, 347
Enactive-iconic representation, 24
“Encryption at Rest” service, 520
Encryption key, 516

storages, 519
‘End of code fragment’ code, 445
End-to-end encryption, 951, 952, 956, 957
Energy-efficient intelligent vehicles, 873
Energy flexibility marketplace

analysis
clients’ market engagement, 574
market operating, 571
Market Operation category, 574
Market Participation category, 573
number of appearances, 571, 572
requirements, 573
Settlement subtopic requirement, 574
Settlement topic group, 571
validation, 574

business decision, 575
business-related design, 576
client participation, 575
design phase, 568
digital currencies, 576
electricity, 567
equipment control, 568
expert panel, 570–571
FLEXIMAR

architecture, 569–570
platform, 568

machine-to-machine economy, 576
market institution, 567
power grids, 567
requirements, 567, 571
service design, 575
software system, 567
terms of service (TS), 571
worksheet design, 571, 572, 575

Energy-wasting solutions, 435
Engineering design cycle, 105
Engineering design process, 106
Engineering education, 249
English language learners (ELLs), 360
Enhanced operators, 462
Enhanced time behavior protocol (ETBP)

applications, 465–469
classical regular expressions, 461
composition, 463–464
duration automata, 461
enhanced operators, 461, 462
!interface.method, 461
IoT systems, 461
programs model systems’ interaction

behavior, 461
time consumption constraint, 461

Enterprise-level software, 705, 709
Enterprise resource planning (ERP), 705

automotive companies, 863
with big data, 867–868, 872
complexity, ERP responsiveness, 871, 874
data management, 869
influence on automotive industry, 868
information systems, 865
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SIST model, 873
SLR, 864–868 (see also Systematic

literature review (SLR))
trust issues, 867, 869, 871, 873–874

Environmental sustainability, 105
Epidemiological Applications of Spatial

Technologies (EASTWeb) system,
577

Equity, 107
Equity, diversity and inclusion (EDI)

modelling and simulation (see Modelling
and simulation, EDI)

quantitative approach, 266
STEM fields, 265

Erasable programmable read-only memory
(EPROM), 519

Ergonomics, 111
Error range, 686
Error/small programming, 213
ESP32 program, 211
ESP8266 Wi-Fi chip, 202
Essential instructional elements, PeopleNTech

demonstrations, 235
hands-on class labs, 235
student public speaking via classroom

presentation project, 235
traditional lecture method with audio-visual

aids, 234
tutoring, 235

ETBPSV tool, 464, 466, 467
Ethereum, 641
Ethical theories, 293
EU planned supercomputers, 472
European Qualification Framework (EQF), 849
Evidential Reasoning (ER), 238, 239
Exactness, 366–372
Exact subtraction, 370–372
Exclusion criteria, 513
Ex-machines

computing languages
ex-machine Z(x), 382–388
turing incomputable properties, Z(x),

386–388
information-theoretic analysis, 389
meta and random instructions, 375,

379–381
non-autonomous dynamical system, 375
random instructions, 377–379
standard instructions, 377–379
Turing machine, 375
Turing’s halting problem, 388–389

Explicitly many-processor approach (EMPA)
advantages, 441–442
code execution, 440

denied cores, 440
general principles, 437–439
implementation (see EMPA

implementation)
meta-instructions, 440, 441
parallel processing, 439
PUs, 439
QT, 439
two-layer processing, 440

Explicit MultiThreading (XMT), 444
Exploratory measures, 189
Extract Class refactoring

agglomerative clustering algorithm, 698
application, 702–704
circle, 695, 696
Circle and GeometricCircle, 697
clients, 695, 696
definitions, 699
GeometryApp, 696
GraphicsApp, 696
ISP, 697
Jaccard distance, 698
Max-Flow Min-Cut algorithm, 698
object-oriented systems, 695
proposed approach, 699–702
software systems, 695
structural and semantic similarities, 698

F
Face-to-face

classes, 825
course, 50
teaching, 50, 51

Failure propagation modeling, 512
Fault-tolerant systems, 453
FC experience, 224
FC group, 224, 227
FC population

class performance, 221
complete active learning/CT activities,

220
Computer Architecture II, 220
CON group’s online homework, 220
JiTT, 219
online assessment/quiz, 219
pair programming, 220
traditional classroom, 220

FD (university teacher professional training)
activities, learnings and worksheets, 815
activity of improvement, 809
classroom observation, 810–811
cognitive and metacognitive questions,

811–813
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FD (university teacher professional training)
(cont.)

enhancing cognition and metacognition,
815–817

“Grassroots FD Project 2019”, 809–822
ICE model, 813–814
“mandatory duty”, 809
metacognition, 813
process of reflection, 813
systematic engagement, 809
teachers’ learning, 818–819

Federal Big Data Research, 53
Federal Cybersecurity Workforce Strategy, 31
Financial assistance management

conventional database framework, 341
data visualization, 341
framework description, 343–344
hardware and software specifications, 344
intelligent and immediate feedback, 341
new framework implementation, 341–343
performance prediction, students, 340–341
risk detection, 340

Financial assistance schemes, 338
Financial assistance students, Punjab Technical

Education system
AICTE, 337
big data, 345
caste-based population, 338, 339
certificate level skill/vocational courses,

337
community-based population, 338, 339
data security, 348
data security risks, 347
educational institutions, 338
financial assistance management (see

Financial assistance management)
import data to MongoDB

checking import data, 345
import CSV file, 344–345

INR
year-wise OBC students and claims,

347
year-wise SC students and claims, 347

MapReduce framework, 346
MongoDB, 337, 346, 348
NoSQL databases, 337
other backward class (OBC), 337, 346,

347
PMS scheme, 346
scheduled caste (SC), 337, 346,

347
scholarship schemes, 338, 340
social justice schemes, 338
social welfare schemes, 338, 339

UGC, 337
universities, 338

First-in-first-out (FIFO), 506
First-in-last-out (FILO), 505
Fisher College, 825
FitSM (proffered agile ITSM frameworks),

922, 924, 928–929, 931–934
Flask (web application framework), 283, 284,

901, 906
Flipped classroom (FC), 217, 218
Food and Drug Administration (FDA), 641
Forbes Innovation, 32
Ford-Fulkerson algorithm, 341–342
Formal modeling methods, 459
Formal representations, 23
Foundational programming pass rates, 13
Foundational programming skills, 9
Foundational programming unit, 9
Fourth industrial revolution (4IR), 229, 230,

287
Fourth space dimension, 473
Fragmentation, 497
“Free” processors, 455
FreeRTOS, 205
Functional and physical prototypes, 114, 115
The future light cone, 474
Fuzzy matching algorithm

in content-based publish/subscribe, 910,
912–916

G
Game-changing technology, 741
Games and Creative Technology (GCT) major,

7, 12
Games-career-focused major, 12, 13
Game theory, 421–433
Gas price, 652
GCT major, 12
General-purpose computing systems, 472
GeneralStore approach, 560
Generation Y, 289
Generation Z, 289
Generic Attributes (GATT), 210
Generic LinkedList class, 501
Genesis block, 166–168
GitHub, 159, 164, 167, 357, 723, 724, 903, 946
Global climate model (GCM), 44, 47
Gödel numbers, 421–424
Good communication medium, 121
Google Hangouts, 949–953, 957, 958
Google Meet (GM), 952
Google quantum supremacy (GQS), 412, 414,

416, 417
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Google Quantum Team’s methods, 514–517
GoToMeeting, 949, 950, 954, 957, 958
GPA grade distribution, undergraduate

computer science students
attribute distribution, illicit drug use, 306
attributes use, survey, 304–3010
attribute values, 316
class distribution, 306
data mining (see Data mining)
Decision Trees, 316
drug use, academic performance, 304, 316,

317
evaluation metrics, 308
feature extraction, 316
hours spent, social media platforms, 313,

314
illicit drug use, 313–315
name and description, attributes, 305
personality, 304
sleep, 303, 317
sleep deprivation, 304
sleep quality, 304
social media use, 304, 306, 313, 317
study hours per week, 313–315

Grade Point Average (GPA), 120, 125–127,
303

See also GPA grade distribution,
undergraduate computer science
students

Gradescope, 827, 834
Gradiance Online Accelerated Learning

(GOAL), 826, 827
Grading process, 199
Graduate competency, 6
Graduate employment outcomes, 56
Graduate ICT career outcomes, 6
Graphics tools, 79
Graph theory, 319
“Grassroots FD Project 2019”, 809—-822
Grounding metaphors, 25

H
HAAT model, 107
Hadoop Distributed File System (HDFS), 47
Halting problem, 388–389
Hands-on experience, 40
Hands-on hardware projects, 198
Hands-on lab assignments, 198
Hard skills, 81
Hardware-based approach

actuators, 205
challenges, 201
computing platform, 201

microcontrollers, 202–204
peripherals, 205
programming framework, 205–206
sensors, 204–205

Hardware experience, 200
Hardware security modules (HSMs), 519
Hardware skills, 199–200
Harper Archer Middle School in Atlanta, 26
Hazard and risk analyses (HARA), 512
Heap memory, 502
Helpdesk course auto-graders, 833
Hierarchic (local) communication, 455
Higher Education Institutes (HEI), 793
Higher-education institutions, 31
Higher-education system, 131
High performance computing (HPC), 44–48,

53, 720
High Performance Linpack (HPL) benchmark.,

455
High speed serial bus

bus bandwidth, 484
communication, 483, 484
design principle, 484
emergency measures, 484
foreign contribution, 482
formalism, 482
neuromorphic systems, 481
neurons, 482
operation, 483
packages, 481
parallel buses, 481
technical implementation, 481
temporal behavior, 482
temporal logic, 483
transfer time, 484
transmission, 484

‘Hiring core’, 444, 446
Hiring policy

academia, 266
EDI, 265
engineering faculty hiring process, 266
engineering practice, 265
engineering profession, Canada, 265, 275
modelling and simulation (see Modelling

and simulation, EDI)
Historically black colleges and universities

(HBCUs), 48
Homework and JiTT quizzes, 221
Honors program

academic excellence, 277
civic learning and leadership, 277
continuous learning, 277
global citizenship, 277
integrity, 277



1000 Index

“How to Read” section, 134, 135, 139
HPC facility, 44
Human-centric problem statements, 109
Human computer interaction (HCI), 80–81
Human Computer Interaction course

(HCS386), 78
Hypertext Transfer Protocol Secure (HTTPS),

515

I
IBk Nearest Neighbor, 307, 309
ICE model (vocal learning), 813–816, 818–822
ICT career, 4, 6–8
ICT curriculum

amending misconceptions, 6–8
career-based pathways, 13
careers-focused strategy, 12
improving academic success, 8–9
improving engagement, 8
improving perceptions and motivation, 6–8
knowledge and skills, 55
longitudinal study, 6
method, 9–10
professional skills, 6, 55
renewal design process, 6
renewal strategy, 71
research question, 55
strategies, 6
student commencements, 10–12

ICT domestic students, 11
commencement rates, 13

ICT graduates, 56
technical skills, 6

ICT higher education courses, 7
ICT international student commencement

rates, 13
ICT professionalism, 9
ICT Professional major, 7
ICT-related subject, 7, 9, 12
ICT student commencements

academic success, 11
alternative entry point, 11
BComp/BIS course, 10
BICT course, 10
course attrition rates, 10, 11
domestic students, 11–12
double counting, 10
foundational programming, 11
international students, 12

IDE and toolchain setup, 207
Identity Management for Access Control

(IMAC), 519
Idle waiting time, 474, 476

IEEE Computer Society, 85
IEEE floating-point standard, 365–366
iGens, 289–290, 298, 299
Illicit drug use, 305, 309, 312
‘Ilow power’ state, 453
Imaginary cryptocurrency, 165
Implicit hardware/software contract, 436, 473
Improving academic success, 8–9
Improving student engagement, 8
IMS Learning Design (IMS-LD), 794–797,

807
new XML schema tree of component, 799
specification, 797
XML schema tree, 799

Incomputable, Turing, 376, 382, 386–388, 390
Incremental development methods, 455
Independent samples t-testing, 74
Independent software vendors (ISVs), 706, 709
Index identification, 186
Indian higher education system, 337
Industrial Training Institutes (ITI), 337
Inexact subtraction, 370–372
Inferential analysis, 74
Informal language, 23
Information and communication technology

(ICT), 55, 70, 289
career, 4
commencements and attrition, 4
courses, 4
curriculum, 3, 6
graduates, 3, 4
higher education, 3
student perceptions, 7
students, 5
undergraduate student population, 4

Information dissemination, 971
Information integrity, 340
Information literacy, 131, 132
Information Requirements Management

and Collection Management
(IRM&CM), 547

Information security-specific courses, 32
Information systems (IS), 6, 55, 80
Information Technology (IT), 55
Information Technology Curricula 2017, 71
In-house training programs, entry-level IT

graduates, 229
Initial statechart, 111
Innovational approaches, 88
Input/Output (I/O) instructions, 436
Insertion operations, linked list, 499
Insertion operations performance

addFirst method, 503
addLast operation, 502
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Double data type, 503
execution time vs. data size, 502
GC, 502
integer, 502
Java Runtime class, 502
Java System class, 502
JVM, 503
maximum heap size, 502
memory usage, 502
memory utilization vs. data size, 503
nodes, 502

Instance-based classifier, 307
Institute of Electrical and Electronics

Engineers (IEEE)
ISO/IEC/IEEE 60559, 365

Instructor-driven WhatsApp groups, 118
Integrated curriculum, 57
Integrating professional skill development,

ICT curriculum
capstone experience, 58–61
collaboration competency assessment, 58
collaboration skills, 63
communication skills, 62–63
competency, 58
controlled longitudinal study, 62
creativity skills, 64
critical thinking skills, 64
empirical evaluation, 58
employability, 65
KIT105 ICT Professional Practices, 58, 59,

61–62
students’ behaviour, 58
teamwork ability, 58
technical skills, 64–65
t-tests, 59

Intelligent feedback, 341
Intelligent Systems, 182
Interaction Equivalency Theorem, 118, 121,

122
Interactivity Equivalency Equation, 120
Interconnection cache, 455
Inter-Core Communication Block (ICCB), 451
Interface Segregation Principle (ISP), 697
Intermediary, 163, 169, 963
Internal Model Control (IMC), 256
Internal signal propagation, 448
International female Master’s students, 182
International Personality Item Pool (IPIP

scale), 600
International student course attrition rates, 14
Internet, 117
Internet age, 289
Internet of Things (IoT), 195, 909
Internships, 232

Intervention class, 183
Intervention course, 187
Intrinsic personality traits

Big Five model, 598
data analysis

age group, 601, 605
average and standard deviation, 601,

603
clusters, 601, 607
company size, 601, 605, 606
correlation coefficients, 601, 603
distribution of scores, 601, 602
education level, 601, 604

p-values, 601, 603
role type, 601, 606
sample sizes, sex, 601, 605
trait scores, sex, 601, 604

data collection, 599–601
groups, 598
hypothesis, 597
MBTI, 598
technical personality, 597, 599
testing methodology, 599–601

IoT concepts, 198
IoT courses

advanced undergraduates, 196
California State University system, 195
challenge, 195
hardware and kits, 196
students and educators, 195

IoT devices, 200
IoT projects, 200
IoT prototyping projects, 202
IoT teaching approaches

audience and assumptions, 198
course structure, 198–199
hardware-based (see Hardware-based

approach)
interdisciplinary, 197
interdisciplinary field, 196
introducing key hardware skills, 199–201
labs (see Lab experiments, IoT teaching)
learning objectives, 197
microcontroller, 197
REST APIs, 197

ISO/IEC 11770 key management standard, 514
ISO/IEC 20000–1:2018 standard, 921, 922,

924, 928–934
ISO/IEC 27002 standard, 514
ISO/OSI 7-layer network, 38
IT curriculum, 6
ITIL v4 (proffered agile ITSM frameworks),

922, 925–927, 930–934
IT-related technical unit, 8
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IT service management (ITSM)
CMMI-SVC v1.3, 921
definition, 923
frameworks and standards, 921
ITIL v2011, 921
IT management domain, 922
IT operation processes, 922
service management, 923
utilization, 921
value, 923

IT training, 231

J
Java class, 498, 500, 666
Java Collections framework

academia and research, 494
asymptotic analysis, 493
data structures (see Data structures)
programming languages, 507
software applications, 493
space complexity, 493
stack class, 507
time complexity, 493
unified architecture, 493

Java program code, 495
Java programming, 966
JavaScript Object Notation (JSON), 796
J48 Decision Tree, 307, 309, 313
JISR Test Center, 549–550
JiTT style quizzes, 222
Job placement services, 237–238
Joint Intelligence, Surveillance and

Reconnaissance (JISR), 545, 547,
554

Just-In-Time-Teaching (JiTT), 219

K
Kahoot! quizzes, 221
Keil IDE, 109
Key Management Service (KMS), 516
Key model

confidence, 619
creation, 613–616
note selection, 618
pitch correction, 624

KIT105 ICT Professional Practices, 61, 62
Knowledge-Management Ecosystem Portal

(KM-EP), 793, 800
Knowledge units (KUs), 33
Krumhansl/Schmuckler algorithm, 614, 618

L
Lab experiments, IoT teaching

additional activities, 212
communication part 1, 209–210
communication part 2, 210
communication part 3, 210
IDE and toolchain setup, 207
management, 211
preparation, 206
security, 211
sensors, 207–209
visualization, 211–212

Last-in-first-out (LIFO), 505
Learner satisfaction, 781, 782
Learner’s opinions in online learning platforms

big data, 781
from course perspective

average rating score of a course, 785
course category analysis, 784
opinion modality analysis, 783–784
opinion-rating relation, 785

exploratory analysis, 789
from instructor perspective, 787–789
large-scale course platforms, 789
from learner perspective, 786–787
learners’ attitude, 791
learning analytics, 782–784, 786–789
perspectives, 782

Learning Design API, 796, 801
Learning disability, 837
Learning management system (LMS), 117,

118, 120, 292, 850
learning content, HEI, 793
via LTI, 807

Least-squares, 615
LED bank, 110
Legacy systems, 671–673, 680, 686, 691
Legal compliance, 770–773
Likert item analysis

improved social interaction, 226, 227
instructor confidence perceptions, 226
online/advanced traditional classroom, 225
quantitative results, 228
student performance, 227
subset analysis, 225
tendencies, 226

Likert items, 221, 224, 225
Limitations of array list

deletion at a beginning, 497
deletion at a end, 498
deletion at a specified index, 497
insertion at a beginning, 497
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insertion at a specified index, 497
reallocation, 496
time complexity, 496

LINDDUN (Computational Intelligence), 521
Linear transformations, 23
Linked list

data access and reading, 498, 499
deletion operations, 500
implementation, 494
insertion operations, 499
Java class, 498
maximum size, 499
memory fragmentation, 498
nodes, 498
object references, 499
performance, 494

Linux, Apache, MySQL, PhP (LAMP), 209,
212

Local Area Network (LAN), 77, 441
Logistic Regression, 316
Long Range (LoRA), 204
Long-range interneurons, 488
Long-short-term memory (LSTM), 47
LoRa capabilities, 210
LoRA encryption approaches, 211
LoRA library, 211
LoRA vs. LoRaWAN communication, 210
LTSA tool, 464
Lyness map, 397, 401, 403–407

M
Machine learning, 909
Magnitudes, 22
Management resources (MR), 973, 974,

979–982
Manual physical therapy, 279
Map-based publish/subscribe system, 912
MapReduce framework, 346
Massive Open Online Courses (MOOCs), 750,

782
Master’s level CS courses, 189
Master’s students, 180, 182
Master’s students’ research identity/self-

concept, 192
Mathematical-style pseudo-code, 342
Mathematical symbols, 27
Mathematics-based theory, 471
MATLAB/SIMULINK computer exercises,

258–260
MediBloc, 641
Medical Device Directives, 641
Medical device software (MDS), 643

Melody-based pitch correction model
audio pitches, 609
auto-tuning, 610
challenges, 609
goal, 609, 624
Krumhansl/Schmuckler approach, 612
live auto-tuning, 610
live musical performance, 626
model development

data preparation, 613
key model creation, 613–616
note probability and confidence,

616–619
musical note recognition, 621, 624
musical notes, 611
musical performance, 609
note distribution, 611
note usage, 611
note weighting, major and minor keys, 611,

612
performance, 626
pitch correction, 621–626
pitch stream, 621, 624
singer’s audio waveform, 620
singing, 609, 621
song collection, MusicXML format, 612
song note weights, 612
tonal analysis, 627
tonal center, 626
vibrato, 621
waveform data, 620

Memory fragmentation, 499
Message authentication, 520
Message authentication code (MAC), 515, 517
Message passing interface (MPI), 45
Messages, 353
Metacognition, 813, 815–818, 821
Meta-instructions, 440, 441, 452
Meta-knowledge, 200
Microcontrollers

Arduino Uno, 202
M5 Stack, 205
NodeMCU ESP32, 202
NodeMCU ESP8266, 202
option comparisons, 202, 203
Particle Photon, 202
platform, 202
Raspberry Pi, 202
sensing applications, 202

Microservice, 283, 284
Migration diagram, 468
Military defense coalitions, 545
Military exercises and trials, 546
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Millennials, 298, 299
Minimum pumping length (MIPU)

active learning tool, 143
features, 144
formal languages and automata, 147
GitHub repository, 159
goal, 143
main menu, 154
with major components, 148
membership testing functionality, 153
minimum pumping length determiner,

153–154
modules, 158
pumping lemma for regular languages,

146–147
regular expression, 155

Minkowski transform, 473
The missing theory, 473
MIT App Inventor, 20
Mixed-integer linear programming model

(MILP)
assumptions, 536
container vessel, 533
CPLEX, 535, 542, 543
decision variables, 537
L-container loading process, 535, 539–542
loading process, 534
MIP, 535
notations, 536–537
optimization, 535
quay cranes, 534, 535
scheduling problem

quay cranes, 534, 535, 543
Tripoli-Lebanon port, 534
yard truck, 535, 543

storage location, 533, 541
Tripoli-Lebanon port, 534, 542–543
U-container unloading process, 534, 539,

542
yard trucks, 533, 538, 540, 543

Mobile tools, 79
Model-based systems engineering (MBSE)

agile practices, 744
and agile software development, 741, 744
diagrams and text artifacts, 743
document-based approach, 742
SysML, 743
systems, 741

Modeling automotive embedded systems,
559–560

Modeling systems’ interaction, 459
Modeling vehicle systems, 559
Modelling and simulation, EDI

ABM, 267, 275

aggressive EDI interventions, 272
algorithmic approach, 269, 270
applicant pool, 271, 272
baseline assumptions, 267
best applicant, 272, 273
boilerplate university-wide EDI policy, 268
comparative analyses, 275
corner cases, 267–269
full EDI incentives, 269, 272
incentives/interventions, 267, 274
limitations, 275
statistics, 272, 274

Modern dependability assurance, 512
Modern paradigm

hardware/software cooperation, 438
omissions, 437
segregated computer components

misconception, 438
“sequential only” execution misconception,

438
15-Module multidisciplinary course

module 1, 45
module 2, 45
module 3, 45
module 4, 46
module 5, 46
module 6, 47
module 7, 47
module 8, 47
module 9, 47
module 10, 47
module 11, 47
module 12-14, 47
module 15, 47

MongoDB data, 337, 344, 346
Monte Carlo method, 46
Moodle courses, 78, 219, 793, 794, 801,

805–807, 850, 853–857
Motivational Theory of Role Modeling, 181
MQTT (IoT frameworks), 114
MQTT broker, 211
M5Stack, 204
M5Stack ESP32, 207
Multi-Core/Many-Core (MC) processors, 436
Multidimensional Software Engineering

course, 88
Multidisciplinary education, 49
Multidisciplinary team, 53
Multi-Intelligence All source Joint ISR

Interoperability Coalition (MAJIIC
2), 554

Multilayer Perceptron, 307, 308, 313
Multimedia-based courses, 123
Multimedia technologies, 17
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Multiple representations, 23
Musical note recognition, 621
Musical notes, 621
Music teachers

experiences, 810
experimental lessons, 817
FD project, development (see also FD

(university teacher professional
training))

activities, learnings and worksheets,
815

enhancing cognition and metacognition,
815–817

“Grassroots FD Project 2019”, 815
TESOL, 810

MusicXML format, 613
Myers–Briggs Type Indicator (MBTI), 598
MySQL database, 211
MySQL Enterprise version, 357

N
National attrition, 4
National Center of Academic Excellence

in Cyber Defense in Four-
Year Baccalaureate Education
(CAE-CDE 4Y), 32

National Council for Vocational Training
(NCVT), 337

National Household Education Surveys
Program, 352

National informatics (NIC) server, 344
National Institute of Standards and Technology,

642
National Science Foundation (NSF), 43, 179
National Security Agency (NSA), 32
National Strategic Computing Initiative, 53
Nearest Neighbor, 307–309
Network Defense (ND), 33
Networked edge devices, 472
Network Forensics (NF) course, 33

data collection and analysis, 36–37
instructional units, 35
instrumentation, 35
participants, 34
student demographics, 36

Networking, 77
Networking admin course auto-graders, 833
Network-like addressing scheme, 450
Network security certifications, 40, 41
Neuromorphic architectures/applications, 451
Neuromorphic systems, 487
NIST 798-30 (risk assessment process), 513
NIST 798-175B Cryptographic Standard, 514

NIST Cybersecurity Framework, 513
Node deletion algorithm, 322
Node.js, 283
NodeMCU ESP32, 202, 204
NodeMCU ESP8266, 202
Nodes, 321–325
Non-data visualization, 133
Non-hardware concepts, 201
Non-ICT students, 12
Non-major CS lower-division coursework, 218
Nontechnical/ professional focus, 8
North Atlantic Treaty Organization (NATO),

545
NoSQL databases, 337, 346
Note detection, 609, 610
Note probability, 616–619
Novice programmers, 9
NSF program, 48
NUS Computing Department, 81
NUS Computing graduates, 73, 74

O
Object code, 452
Object-oriented paradigm, 630
Object oriented programming (OOP)

ACEduSys, 847
adaptive learning, 844, 847, 848
BJP and BPP course, 849
CW method, 855–857
DPLP, 856
learning technique, 847
LMS, 850
methodological meta-model, 848
research goals, 848–849
research questions, 848

Object references, 499
Objects, 496
One-on-one interviews, 26
Online auto-graded systems, 826
Online course platforms

e-learning, 781
at large scale, 781, 782
learner and instructor, 783
learner satisfaction, 781, 782
learners’ opinions (see Learner’s opinions

in online learning platforms)
primary and secondary category, 782–783
recommendation, 781, 786, 790
sentiment analysis, 781, 784, 786, 790

Online cybersecurity graduate programs, 825
Online Discussion Forum, 51
Online learning, 838
Online marketplace, 709
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Online tools, 79
Online trading, 962
Online training, 49–51
Online training creation

agenda and methodologies, 51
challenges, 52
choices, 49
face-to-face, 50
FC educational model, 50
foster communication skills, 49
fundamental goals, 49
HPC Facility, 50
incloud software, 50
instruction and research, 51
15-module program, 51
multidisciplinary team, 50
pedagogical techniques, 50
RA/TA, 51
synchronous meetings, 50
team-based homework, 50

Open content development (OCD), 260, 261
Open Dependability Exchange Metamodel

(ODE), 513
Open-source software

algorithms, 634
Bad Practice or Correctness, 633
bug distribution rate, 634, 635
bugs, 632, 633
bug types, 635–637
database-related source code, 634
data structures, 634
Dodge Code category, 638
elementary programming source code, 634
groups, 634
quality of textbook code, 629, 630
research methods

bug data collection, 631–632
code analyzer tools, 631

static code analysis, 630, 631
teaching and learning programming, 629
texts group composition, 632
violation types, 637

Operating system (OS), 37, 77, 436
Operators on Gödel numbers, 421–424
Optimization, 156, 443, 507, 535, 786
Oral communication skills, 56, 57, 63
Organizing ‘ad hoc’ structures

code fragment, 447
fundamental cooperation method, 448
‘hiring’ core, 446
parent-child relationships, 447

Oscillations, 257, 382, 622
Overall scheduling requirements, automotive

cooperative development

AUTOSAR (see AUTOSAR)
composition technique, 559
genetic algorithm-based heuristic, 559
mapping description, 563–565
modeling automotive embedded systems,

559–560
port accesses, 565
PortChain, 563, 565
repository organization, 560
transformation technique, 559

P
PA intervention, 192
Pair programming, 219, 222
Parallelized sequential computing, 472
Parallelized sequential processing, 484

computational load, 486
computing objects, 486
computing performance, 487
computing systems, 485
cores, 486
distributed parallel processing, 485
HPL-class benchmarks, 486
idle time, 486
neuromorphic computing systems, 485
parallelization, 485
payload performance, 486
signal propagation, 485
SPA systems, 487
technical implementations, 486

Parent-child involvement, 351
parentOfNode, 323, 324
Parent-school involvement, 351
Parent-teacher conferences, 352
Parent-teacher organizations, 352
Parent-Teacher Portal (PTP)

Bloomz, 355–356
children, 353
ClassDojo, 355
ClassTag, 356
discussion board, 360
elementary school teachers and parents,

360
ELLs, 360
functional requirements, 358, 360
goal, 360
home-school partnership, 353
non-functional requirements, 358
parents, 354
Remind, 354–355
student’s progress, 353
system implementation, 356–357
teachers, 354
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tools, 354
usability, 358
user interface, 358–361

Parent-teacher relationship, 351, 353
PA role model

comparison control course, 184–185
CSCI 549 (Intelligent Systems), 183, 184
diversity, 183
evaluation instruments, 185–186
evaluation plan, 187
in-class research projects, 184
intervention course, 185
official course description, 184
participants, 184
PhD students, 183
positive outcomes, 183
students’ identification, 183, 184
theoretical model, 183

Partial differential equations (PDEs), 45
Particle Photon, 202, 203
Passive control mechanisms, 31
Passive infrared (PIR) sensor, 209
Patrol system, 944–945
Pearson’s Correlation Matrix, 125, 127
Pedagogical approach, 17
Pedagogical tools, 279
Peer assistant (PA), 186, 189
Peer instruction/pair programming, 218
Peer-review component, 199
Peer-to-peer (P2P) network, 169
PeopleNTech (IT professional skills

development institute)
BRBES approach, 233
certificate/diploma, 236
classroom template, 234
curriculum, 232
essential instructional elements, 234–235
evaluation

assignments/labs/quizzes, 236
class tests, 236
post-course boot camp lab, 236
student test preparation assessment

tools, 236
vendor exam preparation, 236

4-month program, mid-level/senior-level IT
employment, 232, 233

industry professionals, 233
industry trends, 233
IT training model, 244, 245
learning component identification, 233
post-class survey, 237
priority, 233
research latest industry trends, 234

students, 232
top-flight job placement support

job placement services, 237–238
mock interview sessions, 237
resume assistance, 237

Percentage relevance, 75
Performance evaluation, 494, 501
Peripherals, 205
Personal Competence Domain Model (PCDM),

849
Personality, 304
Personal protective equipment (PPE), 106,

107, 266
Personal statement, 48
PhD student researchers, 182
Physical manual therapy, 279
Physical therapy

digital tool, 278
manual therapy, 279
professionals, 278
quantitative metrics, 278

Physical therapy analytics dashboard
API, 279
dashboard development

back end, 283–284
deployment, 285
front end, 281–282

desktop application, 279
operating systems, 279
pedagogical tool, 279
pressure sensing fabric technologies, 285
Studio 1 Labs sensor fabric, 280, 285
users, 279

Pitch correction, 621–623, 625–626
Platform-as-a-service cloud solution, 709
Platform-based applications, 71
Platoon use case

asymmetric vs. symmetric encryption, 517
bidirectional with broadcast message

on-the-fly certification, 518
with pre-certification, 518

bidirectional with on-the-fly certification,
517–518

communication model, 516
on-the-fly systems, 516

4-Point Likert scale, 35
Pollard’s rho method, 395
Polymorphism, 495
Portal, 357

KM-EP, 793, 800
Microsoft Azure portal, 170
PTP (see Parent-Teacher Portal (PTP))
web-base portal, 353
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PortChain, 563–565
Postcard assignment assessment

analysis/synthesis, 138
Bloom’s cognitive, 138
data literacy, 138
electronic documents, 137
information literacy, 138
instructional goals, 136
learning outcomes, 136
mode of communication, 137
statistical indicators, 137
students’ perception, 136
survey instrument, 136

Postgraduate program, 81
PostgreSQL relational database, 284
Post-matric scholarship (PMS) scheme, 346
Practice run, 114
Pre-and post-data test, 26, 27, 42
Precision

and accuracy, 280, 285
bounded floating point, 367
defintion, 365
floating-point format, 368
precisely zero, 369, 370

Pre-employment curricula, 230
Pre-employment education, 231
Prefrontal cortex, 304
Presentation tools, 78
Pressure controller’s protocol, 467
Pressure monitor’s protocol, 466
Pressure sensing fabric technologies, 285
Pressure sensor’s protocol, 466
Pre-survey responses, 223
Priority queue, 506
Prior programming experience, 9
Problem-solving skills, 64
Processing time, 474, 475
Processing unit (PU), 437–439, 471
Product knowledge, 525
Professional skills, 6, 56
Program accreditation requirements, 103
Programming auto-graders

derivates
of advanced programming labs, 832
of expression labs, 832

test cases, 831
Programming languages, 45, 80
Proof-of-work (PoW) algorithms, 164, 174
Proper sequencing, 455
Prototypes, 110
Pseudo-random quantum circuits, 412, 413
Public Key Infrastructure (PKI) certification,

517
Publish/subscribe system

content-based, 910–912
efficient fuzzy matching algorithm,

914–915
fuzzy matching algorithm, 913–914
logical coverage relationship between

constraints, 915–916
map-based, 912
matching algorithms, 910
subscription constraint value, 917
subscription information, 916–917
theme-based, 910
XML-based, 912

Pumping lemma
and minimum pumping length, 144
MIPU educational software (see Minimum

pumping length (MIPU))
for regular languages, 143, 144, 146–147

LSG, 153
MIPU, 153–154, 158–159
NFA class, 151–153
regular expression to NFA converter,

148–151
Purpose-build HW brain simulator, 481
Python, 283, 824, 831, 833, 834, 849, 901,

903, 906, 907
Python-based music21 toolkit, 613
Python code, 614

Q
QBL Plugin for Moodle (QBLM4Moodle),

850, 854, 856, 857
QRT maps, 398–399
Qualications-based learning model (QBLM),

794–797, 849, 850, 854
Quantitative analysis, 57
Quantitative and qualitative methods, 36, 42
Quantum circuits, 412, 413
Quantum random

quantum random Bernoulli trials, 377
random instruction, 375, 377

Quantum supremacy, 411–412, 414–417
Quasi-experimental design, 140, 185
Quasi-thread (QT), 439, 446
Quay crane and yard truck scheduling

problems (QCYTSP), 534, 535, 543
Quay cranes, 533–543
Queue, 506–507

R
“Rabbit-hole,” YouTube’s algorithm, 775–778
Race Against Time module

app simulation, 21
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arrow diagrams, 22, 27
linear equations, 19
linear transformations, 23
relay races, 19
Relay Race simulation, 22
stack cubes, 22

Radiative transfer simulation framework, 46
Radicalization, 775, 776, 778
Random Forest, 307, 308, 311, 317
Random Tree, 307, 311–313
Raspberry Pi, 202, 204
Rational unified process (RUP), 938
Reading, 837, 838, 841, 843
Reallocation, 497
Real numbers, 365
Real-time component-based systems, 463
Real time operating systems (RTOS), 205
Real-time systems, 557
Receiver operating characteristics curves

(ROCs), 243, 244
Recruitment, 48
Reduced power consumption, 453
Redundancy, 453
Register-to-register transfer, 453
Regular language

active learning, 144
and finite automata, 143
pumping lemma, 143, 144, 146–147,

154–159
regular expression, 144

to NFA converter, 148–151
Relative location algorithm, 321–325
Relay races, 19, 20
Relevance

computer programming, 80
databases, 79
desktop publishing, 78
graphics, 79
hardware, 77
improvement recommendations, 75–77
information systems, 80
information systems management, 80
mobile tools, 79
networking, 77
online tools, 79
operating systems, 77
percentage relevance, 75
presentation tools, 78
spreadsheets, 78
technology usage frequency, 75, 76
word-processing, 78

Remind app., 354–355
Removal operations, 506
removeAll method, 504

removeFirst method, 505
Repository organization, 560
Representational logic, 27
Representational State Transfer (REST), 197,

283, 570, 796, 801
Research identity, 183
Resilient distributed datasets (RDD), 47
Resource sharing without scheduling, 454
Risk assessment process, 513
Risk detection, 340
“Risk probability chart”, 937
Risks analysis, contingency plan, 937, 938
Road Coloring app simulation, 24
Road Coloring module

App Inventor, 21
challenge based, 19
constructing cities, 20
mathematics research, 19
mobile app simulation, 20
Red and Blue functions, 26
simultaneous physical movements, 19
synchronizing instructions, 20, 21
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