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Foreword

The field of multimedia, like many other fields in the past few years, has been
propelled tremendously by recent developments arising from machine learning,
and in particular, deep learning. Indeed, the ability of such extensive models to
jointly learn representations and perform prediction/classification through automatic
optimization of parameter spaces, directly from training data, has provided a
significant boost to solving many problems. Multimedia problems regardless of
the modality (audio, speech, images, video, haptic, AR/VR, among others) are no
exception to this performance progress.

Accessibility is one of the key usability dimensions for human computer inter-
faces alongside effectiveness, efficiency, learnability, memorability, and satisfaction.
While accessibility refers to the ability of a tool to be used by anyone, it is
often perceived as providing similar user experiences for people with disabilities.
Anyone within a certain context may require an alternative means of interaction
with a device. Take the example of a worker performing repairs on specialized
equipment which requires both hands; using a keyboard to find the correct repair
step in the manual is not an option, hence speech access or vision-based recognition
coupled with content-based retrieval would allow for the pertinent information to be
read out or displayed on the worker’s augmented reality glasses. In some aspects,
accessibility also favors inclusion by allowing for a computer application to be used
by diverse people in diverse contexts.

With this book on multimedia for accessible human computer interfaces, the
editors, Troy McDaniel and Xueliang Liu, have brought together the multimedia and
the HCI community. To the best of my knowledge, this is the very first time a book
covers the topic of accessible human computer interface with such breadth, focusing
on each modality in turn. Indeed, the manuscript is organized in four parts, each
addressing a human sense (vision, auditory, and haptic) with the last part covering
multimodal cases.

The book begins by reporting on vision-based accessibility with four chapters.
The first chapter, “A Framework for Gaze-contingent Interfaces,” details how to
track head and eye movement for predicting the next point-of-gaze from depth
images. The second chapter, “Sign Language Recognition,” proposes a deep
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viii Foreword

neural network solution to the recognition and translation of sign language. The
third chapter, “Fusion-based Image Enhancement and its Applications in Mobile
Devices,” reports a method to produce mixed reality images. The fourth chapter,
“Open-domain Textual Question Answering Systems,” provides an in-depth look at
this hot topic in natural language processing.

Auditory-based accessibility is the topic of the second part of this book,
and is comprised of two chapters. The fifth chapter, “Speech Recognition for
Individuals with Voice Disorders,” introduces and discusses the state-of-the-art in
speech recognition technologies for people with voice disorders. The sixth chapter,
“Socially Assistive Robots for Storytelling and Other Activities to Support Aging
in Place,” provides a tour of socially assistive robots aimed at assisting older adults
with aging in place.

The third part of this book is composed of two chapters covering haptics for HCI.
The part begins with the seventh chapter, “Accessible Smart Coaching Technologies
Inspired by Elderly Requisites,” which describes how wearable technology can
be used for tele-rehabilitation. The eighth chapter, “Haptic Mediators for Remote
Interpersonal Communication,” provides readers with the state-of-the-art of this
emerging field.

The remaining part of the book is concerned with multimodal technologies
for accessible human computer interfaces. This part starts with the ninth chap-
ter, “Human-Machine Interfaces for Socially Connected Devices: From Smart
Households to Smart Cities,” which explores decision systems for evaluating the
level of household energy consumption and the type of environmental home.
The final chapter, “Enhancing Situational Awareness and Kinesthetic Assistance
for Clinicians via Augmented-Reality and Haptic Shared-Control Technologies,”
details a system leveraging both augmented reality and haptic virtual fixtures to
assist surgeons in performing complex surgical tasks.

I strongly believe this book will be of great interest to both academic and industry
researchers in the field of HCI and/or multimedia. With such comprehensive and rich
content, this book brings state-of-the-art multimedia technologies in the context of
accessible HCI to all interested readers regardless of their background and technical
level. By pulling together the relevant material, I hope this book will inspire its
readers to research and design new and even more accessible human computer
interfaces.

Artificial Intelligence & Data Science Benoit Huet
Director, Median Technologies



Preface

Multimedia for Accessible Human Computer Interfaces is the first resource to
provide in-depth coverage of topical areas of multimedia computing (images, video,
audio, speech, haptics, and VR/AR) for accessible and inclusive human computer
interfaces. Topics are grouped into thematic areas spanning the human senses:
vision, hearing, touch, as well as multimodal applications. Each chapter is written by
different multimedia researchers to provide complementary and multidisciplinary
perspectives. Unlike other related books, which focus on guidelines for designing
accessible interfaces, or are dated in their coverage of cutting edge multimedia
technologies, Multimedia for Accessible Human Computer Interfaces takes an
application-oriented approach to present a tour of how the field of multimedia is
advancing access to human computer interfaces for individuals with disabilities.

The editors acknowledge the funding support of the National Science Foundation
(Grant No. 1828010), Zimin Institute at Arizona State University, the National
Major Research Program of China under grant 2018AAA0102002, and in part by
the National Natural Science Foundation of China (NSFC) under grant 61976076.

Mesa, AZ, USA Troy McDaniel

Hefei, China Xueliang Liu
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A Framework for Gaze-Contingent
Interfaces

Yingxuan Zhu, Wenyou Sun, Tim Tingqiu Yuan, and Jian Li

Abstract Mobile devices have become ubiquitous, and most have near infrared
cameras. Infrared cameras generate 3D point clouds that can be used as a source
of information to create features for better user experiences, especially in gaze-
based user interfaces. In this chapter, a system is introduced for using data from
mobile devices to detect and predict gaze. The data include 3D point clouds
from near infrared cameras and 2D images from visible-light cameras. Because
of the hardware setup, 3D reconstruction in these devices has its advantages
and challenges. In this work, a variational method is developed to detect the
sagittal plane from the data and reconstruct symmetric objects such as faces. Using
symmetric face data increases the accuracy of 3D reconstruction and gaze detection.
Registration and transformation methods are applied to measure movements of eyes
and heads. In order to predict point of gaze, models based on long-short term
memory are used to track head and eye movements. Our methods utilize the existing
hardware setup and provide features to enhance user experiences. When gaze can
be detected and tracked accurately, many gaze-based mobile applications can be
developed for users.

Keywords Gaze contingent interface · Gaze detection · Gaze tracking ·
Variational methods · Long short-term memory
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1 Introduction

A gaze-contingent interface (GCI) assists people with motion difficulties to navigate
devices and help improve mobility. Infrared camera-equipped mobile devices bring
new features to GCIs and can significantly improve user experiences.

1.1 Gaze-Contingent Interface

A GCI is a human-computer interface (HCI) that changes display and screen
content based on what the viewer is looking at [35]. In terms of convenience and
user friendliness, GCIs have advantages. Compared to voice-based interfaces, the
performance of GCIs will not change significantly in a noisy environment; and
compared to hand-based or gesture-based interfaces, GCIs are convenient to use
among people with physical impairments.

GCIs have a wide range of applications and can improve user experiences
in computer assisted driving, gaming, marketing, medicine, among other areas
[20, 27, 33, 39]. After a device detects the point of gaze (POG), or point of regard,
a user’s attention is detected. For instance, after a GCI detects that the POG of
a user has been on a screen button for a specific amount of time, which can
be regarded as the user selecting that button, the device will proceed with the
function(s) of the button. GCIs can also adjust the resolution of a screen according to
the user’s focus, or remove objects that are beyond the user’s attention to maintain
user focus [16]. Garcia-Barrios et al. [8] proposed a framework of real-time eye
tracking and content tracking for e-learning, and concluded that the framework had
multiple benefits: improved knowledge of users’ behavior, developed correction
and adaptation mechanisms, and identified problematic areas in content flow or
structuring. Li et al. [31] introduced an eye gaze-contingent ultrasound interface
for a surgical system, which helped surgeons control the ultrasound system without
using their hands during operations. Recently, GCIs have been widely embedded
into augmented and virtual reality (AR/VR) applications, such as gaming.

Utaminingrum et al. [42] proposed a framework to recognize and detect eye
movement for handling position, which used Haar Cascade to observe the area of
the eyes, applied thresholding to the image using morphology to obtain the focus
of the eyes, and utilized Hough Circle Transform with several rules to decide the
handling position of eye movement. Raymond et al. [37] introduced a gaze-based
wheelchair control interface that combined eye tracking with a 3D depth camera
system to investigate identifiable patterns between eye movement and driving
intentions. The gaze-based wheelchair control interface showed that a GCI was
sufficient in restoring mobility by wheel chair and to increase participation in daily
life. Subramanian et al. [41] further investigated gaze-based wheelchair interfaces,
and developed a “Zero UI” driving platform that allowed users to control the visual
scene via gaze and provided a destination to the wheelchair for autonomous driving.
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Using gaze as a form of input, GCIs have unique benefits and problems. Com-
pared to other input resources, vision provides fast and high bandwidth information
to guide actions, requires no training, and is directly relative to the user’s attention.
On the other hand, GCI developers should pay attention to eye movement noise,
accuracy, and Midas Touch problems [28]. Midas Touch is a situation where the
detected gaze or eye movement does not reflect the user’s attention because a user
can look at an object while thinking about something unrelated. In addition, GCIs
require fixed head movement to some extent [46].

1.2 Eye Tracking and Gaze Detection

GCIs rely on eye tracking and gaze detection techniques. Eye gaze tracking is a
useful technique in vision-based HCI, and a critical component of GCIs [24, 25].
The techniques to find POGs can be categorized into three groups: eye-attaching
tracking, optical tracking, and electric potential measurement [7, 13, 15, 34, 36].
Among these techniques, optical tracking with video recording is prevalent. This
method does not require any attachments to the eyes nor placement of electrodes
around the eyes. In our proposed method, optical tracking techniques are used. Note
that some of the optical tracking devices are embedded in glasses, but even these are
not attached to the eyes directly.

In terms of camera location, eye tracking systems include head-mounted systems
and remote systems [21]. Head-mounted systems have better tolerance for head
movement, but usually need to be attached to users’ heads, which lack comfort and
convenience. In addition, head-mounted systems usually block part of users’ visual
fields, which affect vision. Remote systems refer to eye tracking systems that are
not attached to users’ heads. These systems are usually less intrusive but require
stabilization of the head. Aleem et al. [2] described a laser eye tracking system
that scanned a laser light over the eyes to detect diffuse reflections of the laser
light with one or more photodetector(s). This approach was based on reduction
in reflection intensity due to transmission of laser light through the pupil and/or
increased diffusivity of reflections from the cornea relative to reflections from the
sclera.

POG is determined by the positions of both head and eyeballs. In order to have
precise tracking results, single-camera-and-single-light (SCSL) methods usually
require head stabilization or perfect device attachment to the head [19]. For example,
Bulling et al. showed multiple models of eye trackers in [10], including the first
generation of video-based eye trackers from Mobile Eye and iView X HED, the
first eye tracker integrated into a glasses frame from Tobii Glasses, and wearable
electrooculography (EOG) goggles from Swiss Federal Institute of Technology
(ETH) Zurich [11]. However, it is not practical nor comfortable for users to maintain
the same position so that the SCSL methods can work well. Thus, methods using
multiple cameras and multiple lights (MCML) were introduced to address the trade-
off between comfort and performance [45]. In MCML methods, multiple cameras
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acquire both a large field of view and a limited field of view. The acquisition of a
large field of view allows head motion, and obtaining a limited field of view captures
high resolution eye images for gaze estimation. However, adding multiple cameras
and multiple lights for GCIs increases the cost of mobile devices. Moreover, MCML
methods have the problems of stereo such as point matching, occlusion, and large
data to process [23].

In addition to the methods summarized in [23], Bae et al. [6] proposed an iris
recognition device using reflection from near infrared light to detect the iris, and
the authors used the plurality of reference signals in different phases to remove
the offset of the reflected light signal. Berkner-Cieslicki et al. [9] proposed an
eye tracking system for detecting positions and movements of users’ eyes in a
head-mounted display (HMD). This eye tracking system emits near infrared light
at users’ eyes and tracks position and motion using cameras at each side of
the face. The gaze tracker [29] was used to collect gaze information for depth
estimation of gazed object and to construct sparse depth maps of augmented reality
spaces for controlling visual information displayed to the viewer. Cao et al. [12]
presented a cascade learning-based method that alternatively optimized both eye
detection and gaze estimation. A convolutional neural network (CNN) model with
minimal computational requirements was proposed for efficient appearance-based
gaze estimation in low-quality consumer imaging systems [30].

1.3 Gaze-Contingent Interface Based on Near Infrared
Camera of Mobile Device

Infrared cameras or depth cameras, coupled with time-of-flight techniques, have
brought great features to mobile, AR/VR, and gaming devices. For example,
the infrared camera of the Apple® iPhone® X can generate a point cloud of
more than 30,000 dots for the function of Face ID® [17]. These kinds of point
clouds are so sophisticated that the subtle differences between faces can be
captured, enabling features such as biometric signature to unlock personal devices.
Kinect® uses a depth camera to support scene reconstruction [3]. Infrared cameras
bring new applications to mobile devices in AR/VR, multiexperiences, com-
puter assisted driving, gaming, healthcare, among a myriad of other application
areas.

In this chapter, the term infrared refers to near infrared with a wavelength of 700–
900 nm. Near infrared does not distract users and has been approved by the Food and
Drug Administration (FDA) to be used in a variety of medical devices. Methods of
video-based eye tracking are mostly based on infrared. The performance of infrared-
based cameras is consistent under variable illumination, which make gaze detection
methods robust to indoor lighting conditions. Corneal reflection (bright pupil, dark
pupil, or both) is commonly used to detect gaze. As an example, Zhu et al. presented



A Framework for Gaze-Contingent Interfaces 7

an algorithm for gaze estimation without calibration under a large amount of head
movement, based on corneal reflection and generalized regression neural networks
[26].

However, there are challenges in using data from infrared cameras of mobile
devices. Light travels straight, and a camera cannot see through obstacles. In
addition, it is not practical to ask users to always maintain the best position for
cameras to perform well. In reality, data caught by cameras usually only have
partial faces, i.e., symmetric objects in unsymmetrical shapes. For example, if a
camera is placed perfectly in front of a user but he or she is looking to the left,
part of the left side of the face will be missing in the data because light can only
reach the right side of the face. In addition, also because light travels straight, the
part of the face that is more perpendicular to the light beams receives more light
points and has higher density in the point cloud. Thus, it is very possible that
point density is not even in the data of the point cloud. Moreover, most current
methods in GCIs need the positions of both head and eyes to decide POGs to develop
applications and enhance user experiences. Object symmetry is an important factor
in perception problems [18] and has been applied to detect faces and face features in
[32, 38]. Reconstruction of symmetric objects from imperfect data improves shape
representation, geometric deep learning, and detection of geometric features.

In this chapter, we share a method for using data (point clouds and RGB
images) from mobile devices to detect gaze and predict POG. A variational method
[14, 40, 43, 44] is developed to reconstruct symmetric face data from imperfect
camera data, and the reconstructed data are applied to a long short-term memory
(LSTM) network for gaze prediction. Specifically, the variational method finds a
sagittal plane that can map the face data from the left side to the right side, and
vice versa, to regenerate a symmetric face. Compared to an unsymmetrical face, a
symmetrical face improves registration results and reduces processing time; thus,
finding the sagittal plane eventually helps detect the subtle movements of the head
and eyes. After detection, a sequence of positions of faces and eyes are inputted to
the LSTM network for prediction of the next possible movement and POG.

The proposed method takes advantage of symmetric objects to increase accuracy
and to reduce the time needed for reconstruction and registration. In some scenarios,
reconstruction and registration can be achieved directly by using UseR Standard
Data (URSD) and a sagittal plane, which dramatically reduces the time in finding
positions. Our methods rely on the assumption that the object in question is
symmetric, which is generally true for the human head. In addition, symmetric
and rigid objects, such as heads, have better accuracy than symmetric but nonrigid
objects, such as the human body. For example, it is hard to detect the sagittal plane
when a person is in an asymmetrical pose. However, the proposed method can be
used to detect part of the human body, and can work with other 3D reconstruction
and recognition methods, such as those in [1, 22].

The methods proposed in this chapter belong to a research project on future
mobile devices, which were first introduced in [47]. Our methods use two kinds
of facial data: 3D point clouds and 2D images. A 3D point cloud is a set of 3D data
points that show the structure of an object, such as a face. The point clouds from
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infrared cameras do not have color and usually have depth information. Depending
on the hardware setup, 2D images include images with bright pupils, dark pupils,
eye color images, or any combination of these. Because 2D images are mostly used
for detection of eyes in our methods, we also refer to these images as eye images,
even though 2D images include faces and other objects. The movements of heads
and eyes can be subtle in gaze detection. Theoretically, when the distance between
a camera and an object becomes larger, the object becomes smaller in the photo.
Thus, the further the distance between the user and the camera, the more subtle the
changes and less a camera can capture. Combining information from both 3D point
clouds and eye images provides more detail for gaze detection and leads to better
results. When captured using cameras, 3D point clouds and eye images are not in
the same coordinate system. Because camera locations in a device are mostly fixed
after manufacture, the parameters to transform between one coordinate system and
another can be obtained during calibration. The movements of heads and eyes are
measured by position differences obtained from registration and transformation.

2 Methods

To utilize infrared cameras in mobile devices and add new functions for better user
experiences, we propose methods to use data from infrared cameras for GCIs of
mobile device. Our methods can be easily adjusted to improve accessibility. In our
methods, we assume that there is no cover attention, i.e., what a user is looking at is
what the user is paying attention to.

2.1 Framework

The framework of our method is shown in Fig. 1. The user standard data are obtained
during calibration. During the first use of a device, cameras are calibrated to obtain
parameters and standard information of each user. After the data of 3D point clouds
and eye images are captured, these data are fused into the same coordinate system
using parameters from calibration. Faces and eyes are detected by image registration
methods using URSD as references. A variational method is used to find the sagittal
plane from facial data and to reconstruct the face by the sagittal plane. POGs are
calculated based on reconstructed facial data. Finally, the LSTM network is applied
to predict the next POG after learning a sequence of POGs.
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Fig. 1 Framework for gaze detection and prediction

2.2 Calibration and Standard Acquisition

After manufacture, a device’s hardware components, including infrared light emit-
ters and cameras, are set. Each user has his or her unique facial structure. Data
acquired in calibration are important references and are used as standards for
comparison and registration. As described earlier, these data are called UseR
Standard Data, or URSD, in our methods. URSD include, but are not limited to,
user’s data with facial information, parameters to transfer data from one domain to
another, positions and movements of faces and eyes when a user looks at different
given points on the screen. There are different ways to calibrate; generally, the more
calibration points there are, the better the result will be.

The 9-point calibration method is used in our experiments, see Fig. 2. Specif-
ically, let PS = {(xSq , ySq , zSq )|q = 1, . . . , n} be the given standard POGs on
the screen, S be a set of 3D point clouds with one for each POG, and C be the
corresponding eye images, where n is the number of POGs. A user will first look
at the given POGs on a screen at the farthest distance d1 in normal use. When
the user is looking at a given POG, he or she can send a command to record and
save the corresponding URSD. Methods of sending a command include, but are not
limited to, pressing a button on the remote of the device, pressing a button on the
device, and/or sending a voice command. Calibration is done at two distances. After
recording the parameters obtained from distance d1, the user moves to distance d2
to perform the above steps again to obtain a second set of URSD.

3D point clouds from infrared cameras and eye images from visible-light cameras
are in different coordinate systems. Because camera locations are fixed, parameters
to transform data from one domain to another can be obtained during calibration,
such as parameters to transform between the point cloud domain and the eye color
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Fig. 2 Illustration of POGs
in calibration

image domain. Let G be the function that fuses the 3D point cloud S and eye image
C using parameters ω to obtain data V, then

V = G(S,C,ω). (1)

Some parameters of ω are obtained during manufacturing calibration.
The data captured by cameras might include multiple faces including those of

bystanders. The URSD obtained during calibration are also used as references to
identify authorized users. During system setup, the number of users for one device
can be specified and the corresponding URSD of each user will be recorded. When
a device is in regular use, URSD are used as reference and computer vision methods
(such as registration and transformation) are applied to detect faces and eyes.

2.3 Determination of Sagittal Plane

The positions of both heads and eyes are required in most of the current methods to
decide POGs. However, as described in Sect. 1.3, real-time data of heads and eyes
may not be in optimal shapes because light travels straight and cannot go through
objects. In addition, a user usually looks at the screen instead of looking at the
camera, i.e., cameras of a device usually cannot capture the user’s whole face. Thus,
only part of a user’s face will be recorded in the data.
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The sagittal plane symmetrically separates a human body into its left and right
sides. Because heads and faces are mostly symmetric, knowing one side of the face
and the sagittal plane, a whole face can be reconstructed. Lighting conditions may
lead to the left and right sides of a face being in very different colors. However, the
structure of the left and right sides of a face are mostly the same, simply because
the face is symmetric. Furthermore, a user’s eyes will usually look in the same
direction and focus on the same object. Based on the aforementioned problems and
observations, a method based on variational functions is proposed to find the sagittal
plane and reconstruct the face.

Let p = (x, y, z) ∈ R
3 be a point in point cloud �. Let f with f (p) = 0 to

present sagittal plane.

⎧
⎨

⎩

Saggital plane : f (x, y, z) = 0}
Left : f (x, y, z) > 0}
Right : f (x, y, z) < 0}.

(2)

Now, let p′ be symmetric to p with respect to the sagittal plane, that is, the line
formed by p and p′ is perpendicular to f . Because of symmetry, the distance D of
p to f should be equal to the distance of p′ to f , that is, their difference in distance
should be 0. The cost function F(f ) presents the above ideas in a mathematical way.
When the sagittal plane f is found, F(f ) is minimized.

F(f ) = ∫
�

λ1(D(p)H(f (x, y, z)) − D(p′)(1 − H(f (x, y, z))))2

+ λ2(D(p)(1 − H(f (x, y, z))) − D(p′)H(f (x, y, z)))2dxdydz
(3)

where λ1 and λ2 are parameters, and H(f ) is a Heaviside Function.

H(f ) =
{

1, if f ≥ 0
0, if f < 0

(4)

For the purpose of simplicity, (3) is written as

F(f ) = ∫
�

λ1(DH − D′(1 − H))2

+ λ2(D(1 − H) − D′H)2dxdydz

= ∫
�

λ1(DH − D′ + D′H)2

+ λ2(D − DH − D′H)2dxdydz

= ∫
�

λ1(D
2H 2 + D′2

+D′2H 2 − 2DD′H
+2DD′H 2 − 2D′2H)

+ λ2(D
2 + D2H 2

+D′2H 2 − 2D2H

−2DD′H + 2DD′H 2)dxdydz

(5)
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where D, D′, and H represent D(p), D(p′) and H(f (x, y, z)) in (3), respectively.
If λ1 = λ2, (5) can be simplified as

F(f ) =
∫

�

D2 + D′2 + 2(D + D′)2(H 2 − H)dxdydz (6)

Let E = D2 + D′2 + 2(D + D′)2(H 2 − H), keep D and D′ fixed, and deduce the
associate Euler-Lagrange equation for f .

Solve for f , and parameterize with step size t :

∂f

∂t
= 2δ(f (x, y, z))((D + D′)2(2H − 1), (7)

or

f (n) = f (n−1) + 2�tδ(f (x, y, z))((D + D′)2(2H − 1), (8)

where δ(f (x, y, z)) = d
df

H(f ) and �t is a step size. The initial plane can be
a plane perpendicular to the line between two eyes, which can be approximately
detected from digital photos. In experiments, the step size is set to 1, and the
Heaviside Function is

H(z) = 1

2

(
1 + 2

π
arctan

( z

ε

))
. (9)

where π and ε are parameters of the Heaviside Function.
Because light from the device emitter lands on a person’s face at different

locations, the density of points is not even in the point cloud. Locations that are
closer to the light source and more perpendicular to light beams have larger density
than those that are not. Thus, the number of points on the right side may not be the
same as the number of points on the left side, and vice versa, i.e., there may not be
a p′ for each p. Given that not every point p has a symmetric point p′ that can form
a line perpendicular to f , we loosen the definition of p′ to the closest ideal point of
p′ within distance d, where d is a parameter. If there is no p′ within distance d, p

will not be included in the calculation.
In addition, using the points on f (x, y, z), the sagittal plane is obtained by a

Support Vector Machine (SVM), and f (x, y, z) = Ax + By + Cz + K , where
A,B,C,K are parameters. Thus, the distance L(p) between p and f can be
obtained by

L(p) = Ax + By + Cz + K√
A2 + B2 + C2

. (10)

Once the sagittal plane is determined, data from one side of the face are mapped to
the other side and a mainly symmetric user face is reconstructed.
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Fig. 3 Illustration of standard POG and actual POG

2.4 Calculation of POG with Head Adjustment

A user can look at different locations by moving only the eyes while keeping his
or her head motionless, and vice versa. Thus, movements of heads and eyes need
to be determined together to calculate actual POG. Registration and transformation
are used to measure movements of heads and eyes. Figure 3 shows the locations of
a standard POG in URSD and an actual POG.

POG is computed from both head and eyeball positions. To obtain accurate POG,
the head movement needs to be compensated for using the approach in [4].

dt − dS = α(dGt − dS) (11)

where dS , dt , and dGt are reference directions—the directions of head and gaze at
time t , respectively. α is a parameter depending on head pose.

The calculation of POG with head adjustment is based on the methods in [15] and
[5]. Specifically, let PGt = {(xGt , yGt , zGt )} be the POG at time t , a be the distance
between the plane of standard POGs and the actual plane of the device, and b be the
distance between the eyes. If PLt = {(xLt , yLt , zLt )} and PRt = {(xRt , yRt , zRt )}
are the view points of standard device location for the left and right eyeballs at time
t , then PGt can be calculated as

xGt = (1 − b

xLt − xRt + b
)xh + (

b

xLt − xRt + b
)(

xLt + xRt

2
) (12)
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yGt = (1 − b

xLt − xRt + b
)yh + (

b

xLt − xRt + b
)(

yLt + yRt

2
) (13)

zGt = (1 − b

xLt − xRt + b
)zh + (

b

xLt − xRt + b
)a. (14)

2.5 Gaze Prediction by LSTM

If a device can predict the next POG for the user, it can proactively provide relevant
options and improve user experiences. To predict how a user moves his or her head
and eyes, the changes in position of the head and eyes over a time interval need to
be known, which can be measured using registration and transformation methods.
LSTM is a machine learning method that can detect changes in data sequences.
The LSTM network is applied in our methods to capture the changes in head and
eye movements to predict the next possible POG(s). Even though 1 second is used
as the step size in our methods, the time unit can be any time interval and is not
necessarily 1 second. The LSTM model of our method is shown in Fig. 4.

In our system, registration and transformation methods are embedded into LSTM
cells. The registration and transformation applied to data are discussed in Sect. 2.6.
Specifically, the LSTM parameters and formulas in an LSTM cell, Fig. 5, are defined
below.

• Xt : input data of an LSTM cell at time t , including 3D point clouds and eye
images.

• Ht ∈ R
h, and Ht = {S, ht }: the hidden variable of an LSTM unit, including

the standard face data S and the aligned data at t . ht is the fused 3D face data
(3D point cloud with intensity values), and can be obtained by registration and
transformation (combining the registration result and new point of gaze). Ht is

Fig. 4 Illustration of LSTM model
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Fig. 5 Design of LSTM cell in our method

passed from one LSTM cell to another. The superscript h refers to the number of
hidden units.

• ft : forget gate’s activation function applied to registration result of S and Xt . ft
indicates whether the current input data match URSD, i.e., whether the detected
face belongs to the authorized user(s). If it belongs to the user, ft is 1, otherwise
it is 0, i.e., the current input data should not be processed if it does not belong to
an authorized user.

• it : input gate’s result from registration and transformation of Xt and Ht−1. it
represents the difference between Xt and Ht−1, i.e., the movement of eyes
between the current and previous POGs. It is one of the components deciding
the current point of gaze.

• ot : output gate’s result obtained from registration. ot represents pairs of corre-
sponding points in data Xt and data ht−1.

• ct ∈ R
2, and ct = {PS, Pt }: cell state vector, or POG, including standard POG

PS and current POG Pt at time t . Pt indicates where the user is looking at on
the screen, which is obtained by combining the previous point of gaze and the
movement. ct as a whole can be presented as a 2 by 2 matrix, where each row
represents a point in x and y on the screen.

ft = σf (Wf TS(RS(Xt , Ht−1))) (15)

it = tanh(WiTT (RT (Xt , Ht−1)) (16)

ot = WoRT (Xt , Ht−1) (17)

ct = ft ◦ ct−1 + it (18)

ht = FR(ot, ct) (19)
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where
• RS : registration of S and Xt , which represents pairs of corresponding points

between standard data S and current input data Xt . Note that S is included in
Ht−1 and passed to the next LSTM cell by Ht ; specifically, the active component
of Ht−1 in RS is S, which can be set by the parameters.

• TS : transformation of Ht−1 (only S) and Xt , which represents the movement
between these two data.

• RT : registration of Xt and ht−1, which represents pairs of corresponding points
of these two datasets. Note that ht−1 is included in Ht−1 with S; specifically,
only ht−1 of Ht−1 is active in RT , which can be set up by the parameters.

• TT : transformation of Xt and ht−1, which indicates the eye movement from ht−1
to Xt .

• FR: based on ct , for each pair of corresponding points in Xt and ht−1, refines the
point in Xt to remove small inconsistencies.

• σf : heaviside function, or sigmoid function.
• Wf ,Wi , and Wo are weight matrices, and ◦ denotes element-wise product.

It is worth mentioning that solving an LSTM model with back propagation
requires variable differentiability between LSTM cells. Generally, a human face
remains the same over a short period of time. If a user’s face changes significantly,
this user will be decided by the device as an unauthorized user and the data will not
be processed. Thus, it is reasonable to assume that the registration of face data from
two different time points is rigid and linear, i.e., there is no significant changes in
face structure, but only changes in coordinate systems of two datasets. Therefore,
the registration of face data can be seen as mapping the coordinate system of one
dataset to another. A linear function is generally differentiable. Based on linearity
and differentiability, registration and transformation results can be used to directly
calculate movements of heads and eyes between LSTM cells.

2.6 Measurement of Head and Eye Movements

Registration and transformation are used to measure movements of heads and
eyes against references in URSD, and to decide POGs. In addition, in order to
predict what a user will be looking at, the head and eye movements of the user
should be measured and recorded. The URSD obtained in calibration are used as
references in registration to measure how the head and eyes move by comparing
the current position and the position recorded in the URSD. Registrations in our
methods include registration of heads and faces, and registration of eyes. Face
registration also helps decide if the detected face belongs to an authorized user,
and to determine where the eyes are in the current data. Eye registration is to learn
how the eyes move and the location of the current POG. Registration also includes
registration against previous data to determine how faces and eyes move. Note that
in some literature, registration includes transformation. In our method, the goal of
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Table 1 Registration in LSTM cells

Registration Standard, RS t − 1, RT

Face Output corresponding pairs of points to
TS ; found the closest point of gaze in
standard data

Output corresponding pairs of
points to TT

Eye Output corresponding pairs of points to
TS ; found the closest point of gaze in
standard data

Output corresponding pairs of
points to TT

Table 2 Transformation in LSTM cells

Registration Standard, TS t − 1, TT

Face Measure and decide if it is the face of
authorized user(s); estimate face moving
distance

Determine the movement of
face, and approximate move-
ment of point of gaze

Eye Detect the range for point of gaze approx-
imately, based on standard face data

Determine the movement of
eyes, and thus, the movement of
point of gaze

registration is to match two datasets, and find the corresponding pairs of points.
A variety of registration methods can be used. Transformation is to quantify the
movement. Tables 1 and 2 show the registrations (RS,RT ) and transformations
(TS, TT ) embedded into LSTM cells.

3 Use Cases

The use of infrared cameras in mobile devices creates much potential for GCIs.
Compared with bulky headsets, which may require users to sit in front of cameras,
mobile devices are usually compact and convenient to use. The detection of POG
can be a function of the mobile device, and users can enable and disable the feature.
In this section, two examples of GCIs are discussed below.

3.1 Use Case #1: Select an Option on Screen

In a GCI, the device can provide options on the screen for the user to choose by
using POGs. There are more than one way to confirm a user selection, including
the duration a user looks at the option (length of gaze), a pop-up confirmation
dialog, and voice command. Depending on the design of a GCI, the selections are
not necessary to be at fixed locations on the screen, but can be near or even at
the locations of POGs. Such a design can reduce the time that a user has to move
his or her head and eyes and refocus, which creates a better user experience. In
addition, because a user does not have to move his or her head and eyes to make
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Fig. 6 A workflow of using POG to select an option on screen

every selection, it will reduce time and increase smoothness in using GCIs. Figure 6
shows a workflow where the user selects and confirms a selection by the length of
time that he or she focuses on the screen location (the duration of a POG).

The orange dot in (a) of Fig. 7 shows the detected POG. Because the POG is in
the region of an option, that option is highlighted, Fig. 7b. If the user looks at that
region for a predefined amount of time, the option is selected.

3.2 Use Case #2: Auto Screen Scrolling

When the user is reading an ebook, his or her head and eyes will move consistently
on the screen. The proposed LSTM method can capture this consistency and
anticipate that the user may want to read the next lines of the ebook. In this case,
we show an example of navigating content on the screen using POGs. The content
here can be PDF files such as a paper or a book, a website, an email, etc. Let ls be
the height of a screen, the top left corner of the screen (0, 0) be the screen origin,
and (x, y) be the detected POG in the screen coordinate system, where x is the row
on the screen and y is the column. If y is not in the range of [ls/3, 2ls/3], the device
will move the content automatically:

{
When y < ls/3, scroll the screen down for ls/3,

When y > 2ls/3, scroll the screen up for ls/3.
(20)
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Fig. 7 Select an option on screen. (a) POG detected. (b) Option selected

The design above includes scrolling the screen up. It is possible a user will search
back for something that he or she desires to read, maybe line-by-line instead of
word-by-word. The LSTM method should also be able to predict the next POGs for
this type of behavior.

4 Future Work

Near infrared cameras bring new functions to mobile devices, and provide oppor-
tunities in assistive computing to improve user experiences. In this chapter, we
proposed a framework to use data from mobile devices (3D point clouds from
infrared cameras and photos from visible-light cameras) to detect and track POGs
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for GCIs. Our methods include reconstructing symmetric objects from imperfect
3D point cloud data, measuring movement against references using registration
methods, detecting and predicting POGs using an LSTM network. In addition to
assistive computing, these methods can be used in a variety of devices, including
autonomous driving, AR/VR, multiexperiences, among others. The use of 3D
infrared cameras is still new to mobile devices, but we believe this feature will be
utilized in more and more applications to provide better user experiences.
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Sign Language Recognition

Dan Guo, Shengeng Tang, Richang Hong, and Meng Wang

Abstract This chapter covers several research works on sign language recognition
(SLR), including isolated word recognition and continuous sentence translation.
To solve isolated SLR, an Adaptive-HMM (hidden Markov model) framework
(Guo et al., TOMCCAP 14(1):1–18, 2017) is proposed. The method explores the
intrinsic properties and complementary relationship among different modalities.
Continuous sentence sign translation (SLT) suffers from sequential variations of
visual representations without any word alignment clue. To exploit spatiotemporal
clues for identifying signs, a hierarchical recurrent neural network (RNN) is adopted
to encode visual contents at different visual granularities (Guo et al., AAAI, pp
6845–6852, 2018; Guo et al., ACM TIP 29:1575–1590, 2020). In the encoding
stage, key segments in the temporal stream are adaptively captured. Not only RNNs
are used for sequential learning; convolutional neural networks (CNNs) can be
used (Wang et al., ACM MM, pp 1483–1491, 2018). The proposed DenseTCN
model encodes temporal cues of continuous gestures by using CNN operations
(Guo et al., IJCAI, pp 744–750, 2019). As SLT is a weakly supervised task, due
to the gesture variation without word alignment annotation, the pseudo-supervised
learning mechanism contributes to solving the word alignment issue (Guo et al.,
IJCAI, pp 751–757, 2019).
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1 Online Early-Late Fusion Based on Adaptive HMM for
Sign Language Recognition

1.1 Introduction

For sign language recognition (SLR) based on multi-modal data, a sign word can be
represented by various features with existing complementary relationships among
them. To investigate these complementary relationships, we present an online
early-late fusion model based on an adaptive hidden Markov model (HMM) [8].
Inherent latent patterns of signs are not only associated to key gestures and body
poses, but also related to the relationships among them. The proposed adaptive-
HMM is designed to acquire the hidden state number of each sign through affinity
propagation clustering. For complementary learning, we suggest an online early-
late fusion scheme. The early fusion (feature fusion) is used to exploit the joint
feature learning to achieve higher complementary scores while the late fusion (score
fusion) uncovers and aggregates various scores in a weighting paradigm. This
fusion is query-adaptive. Experiments verify viability on signer-independent SLR
tasks with a large vocabulary. The proposed adaptive-HMM demonstrates consistent
robustness in terms of performance on different dataset sizes and SLR models.

In this section, the remarkable GMM (Gaussian mixture model)-HMM model is
chosen as a basic framework to tackle the isolated SLR problem. Given N signs’
training data, each sign n has its own HMM λn(1 ≤ n ≤ N), thus we have N signs’
HMMs: {λ1, λ2, . . . , λN }. We use the public toolkit1 to learn {λn}. The recognition
process is implemented using the Viterbi algorithm, and the most likely sign class
λ∗ of observation sequence O is found by Eq. 1.

λ∗ = argmax
{λ1,λ2,...,λn,...,λN }

P(λn|O). (1)

where P(λn|O), learned by the model λn(n = 1, . . . , N), indicates the relevance
probability of query O related to the n-th sign. To be specific, HMM-states
adaptation and early-late fusion are elaborated in Sects. 1.2 and 1.3.

1.2 Adaptive HMMs

The HMM model is sensitive to its inherent latent states. To obtain a superior
sign recognizer, we attempt to learn appropriate latent states for each sign word.
Here, we propose HMM-state adaptation to decide the individual state number
Qn(1 ≤ n ≤ N) for each sign model. Before learning the HMM λn, we split all

1HMM package: http://www.cs.ubc.ca/~murphyk/Software/HMM/hmm/html. Parameters Q and
M are discussed, whereas A, B and π can be handled by this code package.

http://www.cs.ubc.ca/~murphyk/Software/HMM/hmm/html
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the data samples of sign n into reasonable clusters and ensure an appropriate sort
number for gesture variation. We adopt affinity propagation (AP) clustering [6] to
adaptively acquire the centroid number of the training data. For sign n, we embed
the distance measurement in the AP approach to build a frame-similarity net. The
net is used to calculate the mutual responsibility and accessibility log-probability
ratios between any two frames fi and fj . We explore the similarity function in AP
to iteratively locate the best frame as exemplar fk , which has larger responsibility
weight than all other frames, until no more new exemplars appear. Thus, these best
exemplars {fk} are taken as the centroid and we can naturally obtain the centroid
number kn (Fig. 1).

Fig. 1 Cluster convergence on SP (skeleton pair) feature with similarity computation, where
“fitness” is a metric [6]. While fitness is closer to 0, clustering convergence is vastly improved.
(a) Sign “people”. (b) Sign “I”
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Algorithm 1 Early-late fusion based on adaptive GMM−HMM (adaptive-HMM)
Require: N signs’ training sample sets; Query O

Ensure: the sign class of query O

Training:
1: for sign n(1 ≤ n ≤ N) under feature i(1 ≤ i ≤ m) do
2: Extract feature set F

(i)
n from sign n’s training set SetOn;

3: Compute the number of clusters k
(i)
n on F

(i)
n by AP clustering;2

4: Q
(i)
n = k

(i)
n /M;

5: Learn the GMM-HMM model λ
(i)
n = (A,B, π) with SetOn and Q

(i)
n ;

6: end for
Testing:

7: Feature selection: e.g. remove “bad" HOG feature in the work;
8: Obtain O’s remaining m′ score lists {s(i)

O } by SLR models {λ(i)
n } ;

9: Calculate the fused score list s∗
O by Eq. 2∼ Eq. 5;

10: n∗ = arg max
n∗∈N

s∗
O ;

In the Adaptive-HMM, M denotes the cluster number of data distribution in
the GMM stage and Q represents the number of latent states in the HMM stage.
Classical SLR methods set M as a constant value, and typically set M = 3; we
follow this usage. We take the hidden state number Qn(1 ≤ n ≤ N) as a to-be-
learned factor, which reflects the characterization of key gestures. With a fixed
M-component in the GMM stage of the model, the state number Qn is set to be
proportional to the number of clusters kn, where kn demonstrates the number of
centroids of the gesture sample sequence. The proposed Adaptive-HMM is shown
in step 1 ∼ 5 of Algorithm 1.

1.3 Early-Late Fusion

The adaptive-HMM can be applied to model the hidden states of each sign under
multi-modalities, e.g., RGB images and skeletal coordinate data that are discussed
in this subsection. We then discuss the complementarity of different HMM models
under various feature types through the exploitation of early fusion and late fusion.
The early fusion is straightforwardly implemented by concatenating various features
into a combined feature as elaborated in Sect. 1.4.1. To explore the score fusion, we
build the score list (a score vector) of query O within each feature type (including
the combined feature). For multiple feature types F (i)(i = 1, . . . , m), we obtain the
score list set of query O by N signs’ adaptive HMMs {λ(i)

1 , λ
(i)
2 , . . . , λ

(i)
N } in Eq. 2:

s
(i)
O = [P(λ

(i)
1 |O), P (λ

(i)
2 |O), . . . , P (λ

(i)
N |O)] (2)

2As in [6], here we set similarity preference to media similarity in AP.
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where P(λ
(i)
n |O) represents the relevance of query O related to the n-th sign within

feature F (i), (n = 1, . . . , N); it is derived from the Viterbi algorithm on λ
(i)
n . Thus,

we obtain score lists {s(1)
O , s

(2)
O , . . . , s

(m)
O } of query O under m feature types.

1.3.1 Feature Selection

Given that a “bad” feature can pull down the overall fusion performance, we propose
a feature selection paradigm; namely, if the performance of a combined feature is
superior to its single component, we abandon the “bad” component feature whose
performance is worse than the combined feature. Therefore, the complementary
relationship in the combined feature is maintained while filtering the redundant,
“bad” information. We take the average variance of score lists on the training data
as the feature selection criterion. Given a score list (a score vector), its variance
means the deviation degree from its own mean value. A smaller variance means
that different signs have similar scores in the list, and thus, cannot be distinguished.
In contrast, a larger variance represents good discrimination power. As illustrated
in Fig. 2, we build a LOO (leave-one-out) cross-validation experiment on a partial
small size dataset: the 50-sign CSL dataset. Under various features, variances and
average variances of score lists of a total of 1000 training samples are separately
illustrated in Fig. 2a and b. The performance of variance on the feature HOG of
RGB images is not as good compared to the combined feature SP (skeletal pair
coordinate)-HOG. Thus, we eliminate HOG, and select SP and SP-HOG as to-be-
fused features.

0 200 400 600 800 1000
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0.25
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HOG
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SP HOG SP-HOG
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0.02
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0.12

(b)(a)

Fig. 2 Variance curves and average variances of score lists of the training samples under different
features. Feature SP is superior, followed by SP-HOG and HOG. (a) Variance comparison with an
arranged sample order sorted on the SP feature. (b) Average variance
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1.3.2 Query-Adaptive Weighting

After feature selection, we weight the remaining m′ score lists {s(i)
O }. The fusion

weight is inversely relative to the area of normalized sorted score curve. This is
because a better s

(i)
O is assigned a larger weight, while having a higher score on

the right word label, and a much lower score on other irrelevant labels. In other
words, if the arranged score list has a much sharper curve, the score list with its
feature is much more discriminative and helpful. To be more explicit, we sort s

(i)
O in

decreasing order and apply min-max normalization. We denote it as s
′(i)
O and weight

on s
′(i)
O (1 ≤ i ≤ m′) as follows:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

s
′(i)
O = s

′(i)
O − mins

′(i)
O

maxs
′(i)
O − mins

′(i)
O

w
(i)
O =

1/A
s
′(i)
O∑

1≤i≤n

1/A
s
′(i)
O

(3)

where A
s
′(i)
O

denotes the curve area of the i-th score list s
′(i)
O under feature F (i)(1 ≤

i ≤ m′). It represents that the weighting paradigm is conditioned on s
′(i)
O , i.e., the

query Q itself. The weighting stage is query-adaptive and unsupervised.

1.3.3 Score Fusion

We then fuse m′ score lists. The product rule typically results in better performance
than other rules in biometric multi-modality fusion [15, 35]. The fusion formula is
shown in Eq. 4 and a deformation in Eq. 5. Using the publicly available MATLAB
package in footnote 1, we directly implement Eq. 5 in a sum format.

s∗
O =

[
n∏

i=1

(s
′(i)
O )w

(i)
O

]

, s.t.
n∑

i=1
w

(i)
O = 1 (4)

s∗
O =

[
n∑

i=1

w
(i)
O · log(s

′(i)
O )

]

, s.t.
n∑

i=1
w

(i)
O = 1 (5)

The predicted sign class of query O corresponds to the maximum value in s∗
O .

n∗ = arg max
n∗∈N

s∗
O = arg max

n∗∈N

[s∗
O,n] (6)
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Table 1 The details of 370-sign CSL dataset

Signs Dataset Signer number Repetition time Sample number

370 Training 4 5 20 × 370

Testing 1 5 5 × 370

where s∗
O denotes an N -dim classification vector. Its n∗-th component s∗

O,n repre-

sents the probability of query O related to the n∗-th sign under feature F (i).

1.4 Experiments

1.4.1 Experiments Setup

Dataset We conducted experiments on the CSL (Chinese sign language) dataset,
which is an RGB-D dataset collected using a Kinect sensor [30]. As shown in
Table 1, the dataset consists of 370 signs performed 5 times by 5 signers including
both men and women. The heights and gesture habits of signers are completely
different. To guarantee the signer-independent test, we use the leave-one-out (LOO)
cross-validation strategy to test SLR models in the experiments.

Feature Extraction This RGB-D SLR dataset contains color (RGB images) and
depth (skeletal coordinates) modalities. We aim to learn the complementarity of
these two modalities. In this work, we take the skeleton pair feature (D: 10-
dimensional SP feature), hand feature (RGB: 51-dimensional HOG feature by PCA
dimensionality reduction) and SP-HOG (RGB-D: 61-dimensional fused feature) as
the basic features for each sign word.

• Hand-crafted feature (RGB images): The HOG feature FHOG is derived from
the area of the two hands in the images by using an adaptive skin model and
depth constraint as in [30].3 Due to the high dimensionality of the original HOG
feature, Principal Component Analysis (PCA) is adopted. We hold about 80% of
the information energy of the dataset through PCA and obtain the 51-dimensional
HOG feature. The PCA transformation matrix is acquired on the training data,
and applied to the test samples.

• Skeleton pair feature (Depth Data): For depth data, we first extract mutual
distances of five skeleton points (head, left elbow, right elbow, left hand, and
right hand), then convert them to a 10-dimensional SP distance feature FSP [29].
Every signer has a different body shape. In order to unify the gesture postures of
different signers, we normalize each SP vector by its maximum value. We then

3In this work, HOG features were extracted through OpenCV with basic parameters [30] and
further optimized, e.g., some invalid frames are deleted.
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obtain the SP feature sequence FSP of each sign video sample. The characteristic
of SP features is invariant to rotation, scaling, and translation.

• Combined feature (RGB-D Data): We concatenate the FHOG and FSP features
to create the SP-HOG feature (61-dimensional combined feature). The SP-HOG
feature is considered to be early (feature) fusion.

Data Augmentation on Feature SP In the following experiments, we enhance
our restricted training data with data augmentation [3]. To avoid overfitting,
we investigate random Gaussian perturbation on the skeleton coordinates to
enrich additional gesture positions. Given the 3D-depth skeleton point (x, y, z)

extracted by the Kinect sensor, we take the coordinate x as an example to
clarify Gaussian disturbance, and both y and z coordinates are tackled similarly.
First, we calculate the range of x in all training samples within each sign n:
[xn

max , xn
min]. Let �xn = xn

max − xn
min. Then, we set a Gaussian random variable

X ∼ N(0, (η�xn)2), where η is the disturbance parameter. We set the empirical
parameter to η = 0.01. Under sign n, an additional combination of (x′, y′, z′)
coordinates of the skeleton point is generated, as shown below. By implementing
data augmentation once, the original dataset is expanded to twice the original size.

⎧
⎪⎪⎨

⎪⎪⎩

x′ = x + N(0, (η�xn)2)

y′ = y + N(0, (η�yn)2)

z′ = z + N(0, (η�zn)2)

(7)

Compared Approaches We compare the proposed approach with other SLR meth-
ods, e.g., DTW [2, 25], GMM-HMM (HMMs) and Light-HMM [30]. In addition,
we also compare the early-later fusion strategy with other fusion approaches, for
example, early fusion for SLR [30] and late fusion [35].

• GMM-HMM [30]: For the classical GMM-HMM, a better parameter setting is
Q = M = 3, where Q denotes the number of states in the HMM and M denotes
the number of mixture models in the GMM.

• Light-HMM [30]: In order to trade off accuracy and run time, the Light-HMM
determines key frames and chooses Q adaptively. Here M = 3 and Q is adaptive.
In order to acquire excellent performance, we set Light-HMM’s threshold ε0 to
0.001 and threshold λ to the average value of the RSS score curve of parameter ε.

• DTW [2, 25]: Different from HMM calculating the probability score of query
O under each sign class, DTW searches its nearest neighbor among the entire
training samples and regards the sign class of the nearest neighbor as its class. In
the late fusion testing of this work, the DTW score list is set as the reciprocal of
the distances from all training samples.
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1.4.2 Experiment with HMM-States Adaptation

We evaluate the Adaptive-HMM. The adaptation is set to HMM(Q) with adaptive Q

and M = 3. We also evaluate adaptation HMM(M), in which M is adaptive and Q =
3. As shown in Table 2, compared with various HMMs, DTW is significantly more
time-consuming as it compares all training samples to the to-be-identified sample,
while the HMM merely learns the hidden states. Light-HMM performs worse
than Adaptive-HMM due to dropping a few key frames. In the proposed adaptive
HMM, the parameter Q has considerably more influence than M . Q indicates
status changes, while M simulates data distribution. Due to rare samples and chaos
characteristic of Gaussian simulation, the impact of M is not exceptionally clear
on the CSL SLR dataset. Thus, we adopt the Adaptive-HMM(Q) as our adaptation
paradigm.

1.4.3 Comparison on Different Fusion Steps

Table 3 lists different fusion strategies. In Table 4, under Recall@R=1, the
precision with the SP feature is 34.82% and HOG feature just reaches 21.52%.
The performance of Fusion I (early fusion) is lower than that of a single SP feature;
HOG features have a negative influence. Both Fusion II, Fusion III and our early-late
fusion acquire obvious improvements. These fusions, involving late (score) fusion,
have learned the positive effect of complementary features. As shown in Fig. 3, the
performance of Fusion II and Fusion III are close, but our fusion performance is
superior. Compared with Fusion II and Fusion III, our fusion further reduces the
negative impact of “bad” single feature HOG.

Table 2 Performance comparison with the single SP feature

Methods Top 1 Top 5 Top 10 Testing time (ms/sign)

DTW 0.3159 0.5284 0.6245 1730

GMM-HMM 0.2751 0.5384 0.6583 159

LightHMM 0.2196 0.4529 0.6322 128

Adaptive-HMM (M) 0.2810 0.5404 0.6662 82

Adaptive-HMM (Q) 0.3482 0.6129 0.7080 88

Table 3 Setting details of different fusion strategies

Fusion I Fusion II Fusion III Early-late fusion

Early fusion Late fusion Early-late fusion Feature selection + Early-late fusion

SP-HOG SP ⊗ HOG SP ⊗ HOG ⊗ SP-HOG SP ⊗ SP-HOG

Feature fusion Score fusion (feature + score) fusion (feature + score) fusion
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Table 4 Performance
comparison with different
fusion types

Recall@R

Feature R = 1 R = 3 R = 5

SP 0.3482 0.5326 0.6129

HOG 0.2152 0.3403 0.3989

Fusion I [30] 0.3202 0.4571 0.5192

Fusion II [35] 0.4121 0.5627 0.6275

Fusion III 0.4140 0.5674 0.6299

Early-late fusion 0.4532 0.6075 0.6734

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
R

0.3

0.4

0.5

0.6

0.7

0.8

Our fusion
Fusion III
Fusion II
Fusion I

Fig. 3 Recall@R on the 370-sign CSL dataset

1.4.4 Comparison on Different Dataset Sizes

In this section, we test the Adaptive-HMM with different dataset sizes. We sample
several of 370 sign words as subsets (e.g., the top 50, 100, and 200 words). As
illustrated in Fig. 4a, with the increase of Recall@R, the precision improves; when
the number of sign word increases, the performance drops. The differences between
our fusion and other fusions are shown in Fig. 4b. Our fusion has obviously better
precision and stability.

1.4.5 Comparison on Different SLR Models

As shown in Tables 5 and 6, the HOG feature achieves poor performance, and DTW
still performs with the worst precision. Due to HOG delivering poor performance,
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Fig. 4 (a) Precision comparison of our fusion with different dataset sizes. (b) Precision differences
of our fusion to Fusions I, II and III at Recall@R=1

the performance of Fusion I (early fusion) on the 50-sign dataset is very poor.
What is interesting is that Fusion II (late fusion) effectively utilizes HOG. Our
fusion further improves the accuracy. To summarize, our method provides the
best performance by exploiting the advantages of early and late fusion as well as
complementarity. The time costs of different SLR models are shown in Table 7.
Compared with other HMMs, DTW takes much more time. The time costs of
various HMMs are close to each other. GMM-HMM has a stable time cost when Q

is fixed with 3. Under a few key frames, the time cost of Light-HMM is higher than
GMM-HMM, as its average adaptive Q is nearly 4 ∼ 5 times of GMM-HMM’s Q.
Compared with GMM-HMM, it has a higher computational complexity of adaptive
state transitions, so the Adaptive-HMM also has a variable Q. In any case, the
score fusion time is insignificant compared with the query time under different SLR
models. Fusion computation is effective for online fusion.

2 Hierarchical LSTM for Sign Language Translation

2.1 Introduction

Sign Language sentence Translation (SLT) is challenging due to the specific lin-
guistics under continuously changing gestures. To address this issue, a hierarchical
LSTM (HLSTM) based encoder-decoder model is proposed [12]. It tackles different
visual clues of frames, clips, and sub-sign units. As shown in Fig. 5, firstly, a
3D CNN is used to learn the temporal and spatial clues of video clips, and then
the online adaptive variable length key clip mining method is used to pack sub-
sign units. Afterward, we realize a temporal attention mechanism to balance the
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Table 7 Time comparison on 50 signs. Fusion time in this table merely indicates time of fusion
computation

Avg. testing time (s) DTW GMM-HMM Light-HMM Our adaptive HMM

SP 1.730 0.088 0.128 0.159

HOG 8.495 0.123 0.399 0.179

Fusion I 9.025 0.124 0.217 0.156

Fusion II 0.014 0.011 0.011 0.011
Fusion III 0.015 0.011 0.011 0.011
Our fusion 0.014 0.011 0.011 0.011

Fig. 5 The overall
framework of HLSTM

relationship among sub-sign locations. Finally, two LSTM layers are used to recurse
sub-sign semantics. After condensing the original visual features extracted by the
3D CNN and top LSTM layer, the bottom two LSTM layers have less computational
complexity.

2.2 Online Key Clip Mining

Discriminative motion patterns sparsely occur throughout video, such as sign speed,
habits of signers, and special characteristics of sign words. In this work, we attempt
to automatically obtain the variable-length key clips, rather than fixed interval for
key frames or volumes segmentation [31, 36]. We employ a low-rank approximation
method [30] to calculate the linear correlation of the frame sequence, which is
implemented by calculating the residual sum of square (RSS) of feature ε between
the previous frame and the current frame.

Given feature sequence F = [f 1,f 2, · · · ,f n] of a video, we model a
correlation matrix M to compute the residual error εc of feature f c at time step
c. Based on the subset Fc = [f 1,f 2, · · · ,f c], εc and M are initialized as ε1 = 0
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and M = (f T
1 f 1)

−1. The correlation coefficient πc and residual error εc at time
step c (2 ≤ c ≤ n) are learned by:

⎧
⎪⎨

⎪⎩

πc =MFc−1
Tf c

εc =(f c−Fc−1πc)
T (f c−Fc−1πc)=

∥
∥
∥f c−Fc−1MFc−1

Tf c

∥
∥
∥

2 (8)

Then, the matrix M is updated as follows:

M =
[

M + πT
c πcεc −πc/εc

−πT
c εc 1/εc

]

(9)

where M indicates the inherent linear correlation of Fc, πc builds the relevance of
Fc−1 to f c, and Fc−1πc is the approximate reconstruction of f c by using Fc−1 at
time step c. Thus, we acquire ε = [ε1, · · · , εc, · · · , εn].

Previous works captured optimal subsets by selecting discrete frames; however,
as shown in Fig. 6, the RSS curve tackles the continuous key and non-key variable-
length clips (e.g., invalid segments for word-to-word conversion). Each peak on the
RSS variable curve represents the local maximum gain of continuous variations.
We keep the monotonously increasing part of ε curve as profit—a key clip,
because the residual error increases, it cannot be replaced by the previous frame.
Thereafter, the ε gradually decreases along the monotonically decreasing portion
of the curve, where the monotonically increasing parts are denoted as non-key
clips. This indicates that the reduced portion can be linearly reconstructed from the

Fig. 6 Curve of ε of a video. Each peak corresponds to a sign’s discriminative gesture
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previous frame’s downward error. To summarize, we avoid over-learning of non-key
fragments in videos.

2.3 Hierarchical LSTM Encoder

The HLSTM model is a three-tier LSTM encoder architecture. The top LST M1
is responsible for extracting the recurrent representation based on the 3D spatio-
temporal features F = [f 1,f 2, . . . ,f n] obtained by the well-known C3D [27].
And then, with the use of pooling and attention-based weighting, we condense the
length of LST M1 features into n′′ for LST M2 and LST M3. Finally, LST M2 is
mainly used for visual embedding during the encoding stage, and LST M3 is used
for modeling word embedding during the decoding stage and for sequence learning.
LST M2 and LST M3 are both used in the encoding and decoding phases. Their
parameters are shared in these two phases.

2.3.1 Hierarchical Encoder

The input video frames (f1, · · · , fN) are encoded by using both CNN and LSTM
modules. A visual embedded representation V is learned by:

V = θlstms[G(θcnn(f1, · · · , fN))]
= θlstms[G(f 1,f 1, · · · ,f n)]
= θLST M3,LST M2,LST M1 [(f ′

1, · · · ,f ′
n′)]

= θLST M3,LST M2 (̃h1, · · · , h̃n′′)

= (v1, · · · , vn′′)

(10)

where G(·) represents the key clip mining operation. As shown in Table 8, N , n

and n′ are of variable length. We set n′′ = lave, where lave is the average of
features for all training videos. {̃h1, · · · , h̃n′′ } is the inputs for LST M2, which
is described in detail in the following section about polling and attention-based
weighting. {v1, · · · , vn′′ } is the hidden states of LST M3 during the encoding phase.

Table 8 Parameter
description

Symbol Description

N The number of original frames of a video

n The number of extracted features

n′ The number of selected features by G(·)
n′′ The number of encoding time steps of

LST M2
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2.3.2 Pooling Strategy

To condense less important clips, the outputs {ht}(t ∈ [1, n]) of LST M1 are
compressed for LST M2. As shown in Fig. 7, ht is taken as an independent sub-sign
vector if it belongs to key clips, and we perform pooling on the non-key block if ht

belongs to non-key clips. Each non-key block includes consecutive, less important
clips and the first frame of the next adjacent key clip. The pooled feature block is
defined as {ht } (t ∈ [t∗1 , t∗Tc

]), where Tc is the length of the pooling block. Three
pooling schemes can be applied as follows:

• Key-pooling: The last time stamp of the block h′
t = hkey is directly fed into

LST M2. This eliminates the effect of the non-key clips.

• Mean-pooling: Take the average vector of the block along the time dimension
as h′

t = hmean, which balances the recurrent output of each block.

• Max-pooling: The maximization of the block h′
t = hmax highlights the block’s

salient response.

After pooling, we fix the recurrent sequence {h′
t } (t ∈ [1, n′]) with variable n′ for

different video samples into the same length n′′. There are two processes: if n′ < n′′,
the sequence is filled with zero-padding vectors; if n′ ≥ n′′, {h′

t } is evenly sampled
to n′′.

2.3.3 Attention-Based Weighting

Figure 8 describes the weighting mechanism which shows the impact of each source
position on the time dimension. The learnable attention vector W ∈ R

Te is modelled
by end-to-end training h̃t = wt · h′

t , where h′
t is the pooled vector, and Te = n′′.

We denote the proposed HLSTM with or without this attention module as HLST
and HLSTM-attn, respectively.

Fig. 7 Illustration of pooling strategy on non-key clips. (a) The pooling process. (b) Different
pooling strategies
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Fig. 8 Attention-based weighting mechanism

2.4 Sentence Generation

For the decoding stage, we apply LST M2 and LST M3 for sentence generation,
where LST M3 recurrently outputs the generated sentences. With V obtained in the
encoding stage, the decoder outputs the conditional probability of the generated
sentence (y1, · · · , ym) as follows:

p(y1, · · · , ym|V ) =
m∏

t=1

p(yt |vn′′+t−1, yt−1) (11)

We take zero-padding vectors as visual input of LST M2. LST M3 starts with
<BOS>, and then inputs the previous word. During training, LST M3 is fed with
the previous ground-truth word at each step. During the test, we select the current
word (yt ) with the highest probability from the output (zt ) of LST M3 in Eq. 12, and
its word embedding is the input at the next time step.

p(yt |zt ) = exp(Wyzt )
∑

z′
t=V

exp(Wyz
′
t ) (12)

We utilize the entropy of the generated sentences to learn the model parameters θ .
Loss optimization is performed during the decoding phase.

θ∗ =argmax
θ

m∑

t=1

p(yt |vn′′+t−1, yt−1; θ)log p(yt |vn′′+t−1, yt−1; θ) (13)
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Table 9 Details of the
USTC-CSL dataset

Signers Sentences Samples

Split I Train 40 100 40 × 100 = 4000

Test 10 100 10 × 100 = 1000

Split II Train 50 94 50 × 94 = 4700

Test 50 6 50 × 6 = 300

2.5 Experiment

2.5.1 Experiment Setup

Dataset The USTC-CSL dataset consists of sign videos that cover 100 daily
sentences in Chinese sign language (CSL).1 There are 50 signers to play each
sentence, resulting in 5000 videos. And each sentence comprises 4 ∼ 8 (average 5)
sign words (phrases). The vocabulary size is 179. As shown in Table 9, the dataset is
split as follows: Split I—signer independent test: Videos played by 40 signers are
taken as the training set, and videos played by the remaining 10 signers are taken
as the test set. In other words, the training and test sets have the same sentences but
are played by different signers. Split II—unseen sentences test: 6 sentences are
selected in which words separately appeared in the remaining 94 sentences so that a
word appears in different sentences with different occurrence orders and usages.

Evaluation Metrics Precision reflects the ratio of correct sentences. Acc-w calcu-
lates the mean ratio of the correct word to the reference word in a sentence. Word
error rate (WER) [4] is used to measure the minimum number of operations to
change a generated sentence to reference. Semantic evaluation metrics widely used
in NLP, NMT and image captioning are also reported, such as BLEU, METEOR,
ROUGE-L and CIDEr.

2.5.2 Model Validation

We set the LSTM hidden state to nhid = 1000. Features are extracted by C3D,
which crops from every 16 frames with 8 frames overlapping [27].

Evaluation on Pooling Strategies The results in Table 10 demonstrate the prop-
erties of the pooling schemes. Key-pooling maintains the recurrent character on
the time dimension, mean-pooling averages the recurrent output, and max-pooling
emphasizes the significant responses. For Split I, mean-pooling is superior, whereas
max-pooling performs better for Split II. Thus, we set mean-pooling and max-
pooling for Split I and Split II, respectively.

1http://mccipc.ustc.edu.cn/mediawiki/index.php/SLR_Dataset.

http://mccipc.ustc.edu.cn/mediawiki/index.php/SLR_Dataset
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Table 10 Comparison on
different pooling strategies

Pooling strategy Precision on Split I Acc-w on Split II

Key-pooling 0.920 0.479

Mean-pooling 0.924 0.458

Max-pooling 0.912 0.482

Table 11 Comparison on
different encoder frameworks

Model Precision

S2VT (n = 21) 0.897

S2VT (n = 66) 0.850

S2VT (3-layer, n = 21) 0.903

S2VT (3-layer, n = 66) 0.854

HLSTM (SYS sampling) 0.910

HLSTM 0.924
HLSTM-attn 0.929

Evaluation on n′′ Settings In the experiments, 66 is the maximum length of video
C3D features of all training samples, and 21 is the average length. Note that N , n and
n′ are variable length for different videos. When n′′ = 66, it recursively leads to all
the sequence representations; if n′′ = 21, compression features provide an average
length. As shown in Table 11, n′′ = 21 performs better compared to n′′ = 66. When
n′′ = 66, there is little benefit in adding useless padding vectors to the LST M2 and
LST M3 layers.

Evaluation on Encoder Frameworks Table 11 lists five similar but different
encoding methods. Observing Table 11, encoders with fixed LSTM length have
lower performance, such as S2VT and S2VT (3-layer). We extend S2VT to S2VT
(3-layer) and make further comparisons. The S2VT (3-layer) encoder is a 3-layer
LSTM of equal length, while the 2-layer decoder as our own. The hierarchical
recurrent encoder performs better. In addition, the settings of the 3-layer encoder is
better than the 2-layer as it combines the recurring features by the top layer LSTM.
The system sampling is inferior to variable length key clip mining, and HLSTM-attn
is superior with temporal attention.

2.5.3 Comparison to Existing Methods

Summary on Seen Sentences We compare the proposed approach with the
following methods: LSTM&CTC model,2 S2VT [28], LSTM-E [22], LSTM-
Attention [33] and LSTM-global-Attention [21]. In the following experiments,
if not explicitly stated, our HLSTM used only C3D features without temporary
attention. HLSTM selects the mean pooling for Split I and the max pooling for
Split II. As for extensions, HLSTM (SYS Sampling) has removed the selection of

2https://github.com/baidu-research/warp-ctc

https://github.com/baidu-research/warp-ctc
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key clips and directly inputs the outputs of LST M1 into LST M2 through system
sampling in HLSTM. HLSTM-attn introduces temporal attention into HLSTM. The
HLSTM models perform better than the others. Among different settings, HLSTM-
attn performs the best (Table 12).

Experiment on Unseen Sentences Unseen sentences give a new challenge for
SLT than seen sentences. In the test Split II, the words appear in different videos.
Various variants of HLSTM are still better than other methods at identifying more
meaningful words, as shown in Table 13.

3 Dense Temporal Convolution Network for Sign Language
Translation

3.1 Introduction

Due to the lack of precise mapping annotation between visual actions and text
words, sign language sentence translation (SLT) is a weakly supervised task.
Aligning sign actions and the corresponding words is the goal of this work; thus,
Dense Temporal Convolutional Network (DenseTCN) is proposed to capture actions
in a hierarchical view [11]. The overview of DenseTCN is shown in Fig. 9; a
temporal convolution (TC) unit is used to learn the short-term correlation between
adjacent features, and is further expanded into a dense hierarchical structure. Finally,
the output sets of all the previous layers will be integrated together at the kth TC
layer. The merits of DenseNet consist of: (1) the deeper TC layer captures longer-
term temporal context through hierarchical content aggregation, and (2) leveraging
short-term and extended long-term sequential learning is useful to address the
sequential alignment in the SLT task. The CTC loss and a fusion strategy are used
to refine the predicted sentences.

3.2 DenseTCN

Different from classical RNN cells, TC is a convolutional operation to tackle short-
term temporal calculation. DenseNet captures long-term temporal context through
hierarchical TC layers. Taking the k−th TC layer as an example, the technical details
of TC are shown in Fig. 10; using TC on the input feature matrix Hk = {hi}Mi=1 ∈
R

k×M×d ′
, it is transformed into the output feature matrix {h′

i}Mi=1 ∈ R
M×d ′

, where
M is the length of the feature sequence and d ′ is the feature dimension. Specifically,
each TC layer embeds all the outputs of previous TC layers into a new compact
representation. The parameters of the kth(k > 0) TC layer are defined as [number
of filters, k, n, the input feature dimension, padding, stride]. As shown in Fig. 10,
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Fig. 10 Detailed operations of the TCk layer (e.g. k = 4, n = 3)

we set the parameters to [d ′, k, 3, d ′, 1, 1], where n = 3 indicates associating three
adjacent features to realize short-term awareness. Hk and Ok represent the input
and output of the kth TC layer, respectively. The calculation of the TC layer is
formulated as follows:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

H0 =F ∈ R
M×d , if k = 0

Hk =[Ok−1,Ok−2, . . . , O0] ∈ R
k×M×d ′

, else;
O0 =�(H0) ∈ R

M×d ′
, if k = 0

Ok =T Ck(Hk) ∈ R
M×d ′

, else;

(14)

where H0 = F denotes the original features and function � denotes a FC layer
that transforms the d-dimension features to d ′. After each TC layer, we employ
activation functions and Dropout [20] to avoid over-fitting. By cascading the outputs
of all previous calculation layers, DenseNet expands the temporal receptive fields in
the hierarchical design.
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3.3 Sentence Learning

3.3.1 CTC Decoder

Each TC layer is followed by a fully connected (FC) layer, which converts each
densely encoded feature into a word vocabulary to predict consecutive possible
words. V oc is a set of all the words in the training set. and we add a blank word
‘_’ to the vocabulary V oc to build a new vocabulary V oc′=V oc ∪ {‘_’}.

pk = FCk(Ok) = Ok · Wk + bk , (15)

where pk ∈ R
M×w = {pi

k}Mi=1 is a predicted score matrix of the kth TC layer and w

is the size of the vocabulary V oc′.
CTC [7] is adopted as the objective function to decode sentences. CTC applies

a many-to-one mapping operation B, which deletes the blank words and repeated
words in πk , e.g. B(_ a a _ _ pencil)= {a pencil}, to convert πk into a variable sen-
tence Y = {apencil}. Therefore, the probability of a labeling Y = (y1, y2, . . . , yL)

containing L words is the sum of the probability that all words are aligned as
follows:

Pr(Y|pk) =
∑

πk∈B−1(Y)

Pr(πk|pk) (16)

where B−1(Y) = {πk|B(πk) = Y} involves all possible paths {πk}. And the
probability of a path πk is defined as follow:

Pr(πk|pk) =
M∏

j=1

Pr(πk,j |pk),∀πk,j ∈ V oc′ (17)

where πk,j is the j th element of πk .
A hierarchical CTC optimization is the novelty of this work. Let P = {pk}Kk=1

be the input of all the CTC decoders, where K is the depth of the DenseTCN, and
the total CTC loss is defined as follows:

LCT C = − log Pr(Y|P) = −
K∑

k=1

log Pr(Y|pk) (18)

3.3.2 Score Fusion and Translation

Until now, we obtain a probability score set P = {pk}Kk=1, where pk ∈ R
M×w and

w is the size of vocabulary. We choose the softmax operation to normalize each
probability pk , and further sum all the normalized variables of {pk}.
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pi
f usion,j = 1

K

K∑

k=1

e
pi

k,j

∑w
j ′=1 e

pi
k,j ′

(19)

Next, we use the function argmax on pi
f usion and output the ith word classification

label with the maximum value. At last, we have to delete the blank ‘_’ and
reduplicate words by the above-mentioned two-stage greedy strategy, and output
the final generated sentence.

3.4 Experiments

3.4.1 Datasets

We evaluated our method on the German sign language dataset (PHOENIX),3which
involves daily news and weather forecasts in German sign language. As shown in
Table 14, it consists of 6841 videos executed by 9 signers.

3.4.2 Evaluation Metrics

Word error rate (WER) is a widely used metric to measure the similarity of two
sentences. The distance from a generated sentence to the ground-truth is required
to be the minimal operations of substitution (S), deletion (D), and insertion (I ). We
use G to indicate the number of words in the ground truth, and WER is formulated
as follows:

WER = (S + D + I )/G × 100% (20)

When WER is lower and accuracy is higher, the model is better. Further, auxiliary
evaluations del and ins represent the ratio of delete and insert operations as follows:

del = D/G × 100%, ins = I/G × 100% (21)

Table 14 Details of
PHOENIX dataset

Signers Sentences Videos Words

TRAIN 9 5672 5672 1231

VAL 9 540 540 461

TEST 9 629 629 497

3https://www-i6.informatik.rwth-aachen.de/$\sim$koller/RWTH-PHOENIX/.

https://www-i6.informatik.rwth-aachen.de/$sim $koller/RWTH-PHOENIX/
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3.4.3 Implementation Details

For data processing, each video is divided into clips with 8 frames and an
overlapping 4 frames to get 190,536 clips of the TRAIN subset, 17,908 clips of
the VAL subset and 21,349 clips of the TEST subset of the PHOENIX dataset. We
extract clip features with a dimension of 512 through an 18-layer 3D-ResNet [13]
pre-trained on the SLR dataset [34]. The linear function � transforms d-dimensional
features to d ′. Here, d=512. The parameters of the kth(k > 0) TC layer are defined
as [number of filters, k, n, the input feature dimension, padding, stride]. As
mentioned earlier, the parameters of the kth TC are set to [d ′, k, 3, d ′, 1, 1]. We
discuss d ′ in the latter Sect. 3.4.4. For the PHOENIX dataset, the input feature
dimension size is 512, and the size of vocabulary is 1232. The activation function
ReLU [20] is adopted after each TC layer. We train the DenseNet model with
ADAM optimizer and dropout ratio ρ = 0.5 on each TC layer. The initialized
learning rate is 10−4 and the weight attenuation is 10−5. After 30 training epochs,
the learning rate changes to be 0.9 times of the original. The training is constrained
to stop while the learning rate is lower than 10−6. Dropout is not considered during
the testing phase.

3.4.4 Depth Discussion

In the experiments, the minimum network depth K is 1 and the maximum is 16. We
test different depths in the two cases with or without (w/o) dropout. As shown in
Fig. 11, the experimental results demonstrate that on the PHOENIX VAL dataset,
the performance with dropout and a deeper dense network is better. Observing the
experimental results, we set the empirical parameter K to 10, and embedding size
d ′ to 512 for the PHOENIX dataset.

3.4.5 Comparison

As shown in Table 15, the symbol � marks the models that introduce other features,
such as “face image”; � indicates that additional offline optimizations are used,
e.g., multiple EM iterations are used for weak supervision in the hybrid CNN-
HMM (CNN-Hybrid) model [19]. We analyze the differences between the models
in Table 15. HMM-based models include HOG-3D and CMLLR, which employ
hand-crafted features [16]. Based on deep features, Cui et al. developed a three-
steps training optimization named staged-Opt [5]. 1M-Hands [17] and SubuNets [1]
consider more visual clues, i.e., both hands and global images. LS-HAN solves the
SLT task by an attention mechanism [14]. Through the offline EM optimization,
[24] Dilated-CNN was trained five times. CTF-SLT [32] applies BGRU and TCOV
to tackle long-term and short-term sequential learning respectively. Dense TC
operation and the hierarchical CTC optimization are the main contributions of
this work. Our proposed approach is superior to other methods. Figure 12 shows
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Fig. 11 Performance of DenseTCN with different depths on PHOENIX VAL set

Table 15 Evaluations under
PHOENIX

VAL TEST

Methods del/ins WER del/ins WER

HOG-3D � 25.8/4.2 60.9 23.2/4.1 58.1

CMLLR � 21.8/3.9 55.0 20.3/4.5 53.0

1M-Hands � � 16.3/4.6 47.1 15.2/4.6 45.1

CNN-Hybrid � � 12.6/5.1 38.3 11.1/5.7 38.8

Staged-Opt � � 13.7/7.3 39.4 12.2/7.5 38.7

SubuNets � 14.6/4.0 40.8 14.3/4.0 40.7

Dilated-CNN � 8.3/4.8 38.0 7.6/4.8 37.3

LS-HAN – – – 38.3

CTF-SLT 12.8/5.2 37.9 11.9/5.6 37.8

DenseNet* – 49.7 – 49.2

Our DenseTCN 10.7/5.1 35.9 10.5/5.5 36.5

�: Other modality, �: Extra supervision

the translation process in DenseTCN with K = 10 layers. With reference to the
“ground-truth”, the WER value of the translated sentence of each TC layer is in
the range of 50% to 8%. As a result, the deletion (D) words (“MOEGLICH”
and “VERSCHIEDEN”), the insertion (I ) word (“UNTERSCHIED”), and the
substitution (S) words (“WIND” and “loc-REGION”) are modified with all the TC
layers.
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Fig. 13 The framework of the proposed CTM method for online SLT. Except for the Temporal
Convolution Pyramid (TCP) module for feature extraction, the CTTR (Connectionist Temporal
TRanslation) module is designed to generate sequential words that are further taken as supervision
to optimize FCLS (Feature CLaSsification) and FCOR (Feature CORrelation) modules. Thus, the
entire CTM method is learned in a pseudo-supervised mode

4 Joint Optimization for Translation and Sign Labeling

4.1 Introduction

Online sign translation faces challenges of hybrid semantic learning, such as visual
representation, textual grammar, and sign linguistics. A Connectionist Temporal
Modeling (CTM) framework is proposed for sentence translation and sign label-
ing [10]. As shown in Fig. 13, in order to obtain short-range temporal correlations,
we designed a Temporal Convolution Pyramid (TCP) module to convert 2D CNN
features to pseudo 3D′ features. After feature fusion of 2D and pseudo 3D′ features,
the fused features are fed into three optimization modules in the CTM frame-
work, i.e., Connectionist Temporal TRanslation (CTTR), Feature CLaSsification
(FCLS), and Feature CORrelation (FCOR) for long-range sequential learning.
Besides, dynamic programming is embedded into the decoding process, which maps
sequential features to sign labels and generates sentences. During the connectionist
decoding process, we regard the classification labels of clips as pseudo-labels, which
are used as pseudo-supervised hints in the end-to-end framework. To be specific, we
designed a joint objective function combining Lf cor , Lcttr , and Lf cls to optimize
the decoding phase.
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4.2 Clip Feature Learning in Videos

In this part, we clarify the clip-level feature extraction of two-stream CNNs, i.e.,
the alignment and fusion of 2D and 3D features. At first, motivated by the 
t-
gram language model in the field of natural language processing, we propose a
Temporal Convolution Pyramid (TCP) module to obtain contiguous features. The
TCP gradually condenses temporal cues via multi-layer convolution operations with
contiguous 
t-items. We use an l-layer TCP to transform the original 2D frame

features {f2d} ∈ R
d0×N into pseudo clip-level features {f ′

3d
} ∈ R

dl× N
∏l

i=1(si ) . The
embedding process of features in TCP is expressed as Eq. 22.

{f ′n
3d}Nn=1 =T CL�l

{

· · ·
[
T CL�1(f

n
2d

|Nn=1)
]}

(22)

where �i represents the parameter of T CLi in TCP, and �i =(chi , di , 
ti , si , padi)
denotes the format of a convolutional parameter (number of channels, height, width,
stride, and padding). di × 
ti denotes the convolutional kernel size, and si is the
temporal sliding window. Here, di+1 = chi , i.e., the kernel size for the (i+1)-th
layer, is set to the output dimension of the i-th layer. In other words, TCP is a
combination of 2D spatial and 1D temporal convolution to compact a 2D clip into
a 3D feature. We deem this operation as pseudo 3D′ features, rather than real 3D
CNN operations.

As shown in Fig. 14, a three-layer TCP is realized with (
ti = 2)-gram and as
non-overlapping (si = 2); the frame-level 2D features are transformed into a short
clip-level 3D feature. After that, we fuse the f ′

3d and f 3d by the MLP, which can
be formulated as Eq. 23.

F f us = {f n

}N
n=1 = MLP(f ′

3d ⊕ f 3d) (23)

where ⊕ is the concatenation operation for feature vectors.
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Fig. 14 TCP module for pseudo 3D′ feature extraction
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4.3 Joint Loss Optimization

After feature fusion, we tackle long-range sequential learning. First, we discuss the
CTTR module which generates the predicted sentence π = {πn}Nn=1. In order to
further improve the temporal correlation and classification accuracy of features, we
construct a pseudo-supervised learning framework. Here, π = {πn}Nn=1 is regarded
as pseudo-labels of words for alignment learning of sequential features. According
to the pseudo-labels, the FCLS module and the FCOR module respectively calculate
the entropy of feature classification and the similarity of feature samples with the
same or different labels. Both of the above two modules prevent the CTTR module
from overfitting the training data. We combine the three loss functions Lf cor , Lcttr ,
and Lf cls to jointly optimize the model. The entire loss function is expressed as
Eq. 24.

L = 1

|S|
∑

Lcttr + 1

|M|
∑

Lf cls + 1

|T |
∑

Lf cor (24)

where S , M and T respectively represent the set of training samples, the set of clip-
level features and the set of all pseudo triplets. Lcttr is expressed in Eq. 25, while
Lf cls and Lf cor will be given in Eqs. 26 and 28.

4.3.1 CTC Loss for CTTR Module

The CTTR module is composed of a BGRU and CTC-decoder. BGRU is adopted
to encode long-term temporal hints of visual features. Then, a fully connected
layer embeds the embedding sequential features into non-normalized categorical
probabilities {pn}. Following the same operations as Eqs. 16 ∼ 18 in Sect. 3.3.1 of
DenseTCN, we take the CTC loss as the objective function of the CTTR module, as
shown in Eq. 25.

Lcttr =−
∑

π∈B−1(Y)

∑

n∈N

log(pπn
n ) (25)

where B−1(Y) represents the set of alignments from the decoding path π to the
target sentence Y . Note that the CTC decoder selects the word label with the
maximum value in each probability vector pn to compose the generated sentence,
which are regarded as pseudo-labels for the loss calculation in the following FCLS
and FCOR modules.
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4.3.2 Cross-Entropy Loss for FCLS Module

We use an FC layer with batch normalization and softmax to realize the FCLS
module. This module obtains the predicted probability of each clip-level feature
from the fusion feature {f n}. Based on the assumption that the pseudo-label
is reliable, the optimization goal of the network is to make the new predicted
probabilities trend toward the pseudo-labels. We calculate the cross-entropy loss
to evaluate the distance between the predictions and the pseudo labels as Eq. 26.

Lf cls(M) = −
∑

m∈M

∑

k∈K

yk
m log(pk

m) (26)

where pk
m represents the predicted probability of the sample m calculated by the

FCLS module. yk
m is a boolean value indicating whether the label of the sample m

is πm according to the output of CTTR.

4.3.3 Triplet Loss for FCOR Module

We design a triplet loss to promote the features with the same label to gather in the
embedding space, while the features with different labels are far away from each
other. In the FCOR module, FC with batch normalization is used to model features
into the embedding space to obtain new features {f n}.

According to the word decoding path π with the maximum probability of
P π

max , the embedding features are divided into different groups. Specifically, clip
features with the same label are classified as positive pairs, denoted as (e+, e+);
while clip features with different labels are regarded as negative pairs, denoted
as (e+, e−) and (e−, e+). Thus, the set of all sample pairs can be represented
as T = {(e+, e+), (e+, e−), (e−, e+)}. Taking the video shown in Fig. 15 as an
example, e1 and e6 are (e+, e+), while e1 and e2 are (e+, e−) or (e−, e+). We use
colored squares and gray squares in the matrix to represent positive and negative
pairs, respectively. Here, we ignore self-pairs (along the diagonal) and pairs with
blank label samples (squares with snowflake dots). The constraint of the distance of
positive and negative pairs is formulated in Eq. 27.

⎧
⎪⎨

⎪⎩

s(e+, e+) > s(e+, e−) + α

s(e+, e+) > s(e−, e+) + α

s.t. s(a, b) = aT b
‖a‖‖b‖ = L2(a)T · L2(b)

(27)

where s(a, b) represents the similarity function with samples a and b, and L2
denotes L2-normalization. We use parameter α to control similarity intensity during
the training process.

Then, we implement the measurement of triplet loss. For each batch, we
randomly select the same number of negative pairs as positive pairs, and perform
the triplet loss calculation as follows:
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Fig. 15 Calculation of triplet loss with different labels. e3 indicates the blank label

Lf cor (T )=
∑

t∈T
max(s(tneg)−s(tpos)+α, 0)

=
∑

t∈T
max(s(tneg)−β, 0)+

∑

t∈T
max(β−s(tpos), 0)

(28)

where β controls similarity intensity in the training process.

4.4 Experiment

4.4.1 Experiment Setup

Dataset and Evaluation We conduct experiments on RWTH-PHOENIX-Weather
(PHOENIX) [16] and USTC-CSL—Split II [14] datasets for unseen sentences test.
We adopt Word Error Rate (WER) [18] as the evaluation metric, which measures
the minimal cost of insertion, deletion, and replacement operations during sequence
conversion. For a sequence of length |L|, the proportions of inserted and deleted
words are recorded as ins and del, respectively.

Implementation The resolutions of sign videos in the PHOENIX and USCT-CSL
datasets are 210 × 260 pixels and 1280 × 720 pixels, respectively. We crop out the
area covering the human body from the original frames and resize them to 224×224
pixels. We extract features with four-frames overlapping, and parameter setting of
the TCP module are shown in Table 16, where the parameter d0 = d1 = d2 =
d3 = 512-dim. We adopt the ADAM optimizer with batch size 40, and set the initial
learning rate to 1×10−4. The learning rate is reduced by 1/10 every 20 epochs until
the learning rate becomes 1×10−6. ReLU and Dropout operations are adopted after
each TCL layer, and the Dropout parameter is set to 0.2.
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Table 16 Parameter setting
of the TCP module

Input size Layer Kernel, channel, stride Output size

t × d0 TCL1 2 × d0, d1, 2 (t/2) × d1

TCL2 2 × d1, d2, 2 (t/4) × d2

TCL3 2 × d2, d3, 2 (t/8) × d3

Table 17 Performance
comparison on the PHOENIX
dataset with different features
and Lcttr loss

VAL(%) TEST (%)

Features del/ins/WER del/ins/WER

f2d 55.1/1.5/69.4 53.6/1.8/68.3

f ′
3d

27.5/5.8/63.6 26.8/6.1/62.2

f3d 21.0/5.1/45.1 20.0/5.5/45.4

f ′
3d

+ f3d 10.5/7.3/42.2 10.8/7.8/42.2

Fusion{f ′
3d

,f3d } 10.6/6.9/41.0 10.1/7.9/41.3

Table 18 Performance
comparison using different
losses on PHOENIX dataset

VAL (%) TEST (%)

Loss del/ins/WER del/ins/WER

Lcttr 10.6/6.9/41.0 10.1/7.9/41.3

Lcttr+Lf cls 10.2/6.7/39.9 10.3/7.7/40.2

Lcttr+Lf cor 11.3/6.7/39.8 10.9/6.9/40.0

Lcttr+Lf cls+Lf cor 11.8/5.9/38.9 10.6/6.1/38.7

4.4.2 Model Validation

To verify the TCP module, we conducted experiments with different features. As
shown in Table 17, the del value of f2d is 55.1%, which is much worse. TCP
improves the performance with 27.5%. Compared to direct addition of f3d

′ and
f3d , MLP fusion has better performance, and the WER value is reduced from
42.2% to 41.3% on the TEST set. We test the effectiveness of the pseudo-supervised
learning framework. As shown in Table 18, the introduction of Lf cls improves the
performance by 1.1% on both VAL and TEST sets. With the auxiliary of Lf cor ,
the model learns the similarities and differences between clip-level representations,
thereby further reducing the WER on the VAL and TEST sets by 1.0% and 1.5%.
When using Lcttr , Lf cls , and Lf cor simultaneously, CTM can achieve the best
results (Fig. 16).

4.4.3 Main Comparison

Here, the proposed model is compared to the state-of-the-art. We observe two
obvious conclusions from Table 19. (1) The previous work always introduces
extra visual hints to improve the performance, such as using visual representations
of face or hands, and pose trajectory. In addition, the pre-trained sign language
vocabulary is utilized in 1M-Hands [18], while CNN-Hybrid [17] introduces
additional supervision. In contrast, our method has no extra hints and additional
supervision. (2) Most methods use offline iterations, such as 1-M-H, CNN-Hybrid,
Staged-Opt [5], and DCNN [24]. Without offline optimizations, our CTM achieves
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Fig. 16 Sentence decoding results using different setting of features and losses. “S” and “D”
represent substitution and deletion operations

Table 19 Comparison with the state-of-the-art on the PHOENIX dataset

Off-line Extra VAL (%) TEST (%)

Methods Iterations Augmentation des/ins/WER des/ins/WER

HOG-3D [16] –
√

25.8/4.2/60.9 23.2/4.1/58.1

CMLLR [16] –
√

21.8/3.9/55.0 20.3/4.5/53.0

1-M-H [18] 3
√

19.1/4.1/51.6 17.5/4.5/50.2

1-M-H+CMLLR [18] 3
√

16.3/4.6/47.1 15.2/4.6/45.1

CNN-Hybrid [17] 3
√

12.6/5.1/38.3 11.1/5.7/38.8

Staged-Opt-init [5] –
√

16.3/6.7/46.2 15.1/7.4/46.9

Staged-Opt [5] 3
√

13.7/7.3/39.4 12.2/7.5/38.7

SubUNets [1] –
√

14.6/4.0/40.8 14.3/4.0/40.7

DCNN-init [24] – 18.5/2.6/60.3 18.1/2.8/59.7

DCNN [24] 5 8.3/4.8/38.0 7.6/4.8/37.3
Our Method – 11.6/6.3/38.9 10.9/6.4/38.7

“Extra Augmentation” refers to the date of face, hand or trajectory. “Off-line Iterations”
represents the number of iterations during offline optimization, and “-” indicates the framework
was trained in an end-to-end manner

better performance than HOG-3D [16], CMLLR [16], SubUNets [1], Staged-Opt-
init and DCNN-init. It is worth noting that Staged-opt and DCNN obtain good
performance through offline iterative optimization. Their initial results of WER
reduce rapidly to 46.9% and 59.7% on the test dataset, which are much lower than
the values obtained by our approach. Note that offline iteration requires repeated
training. The optimization process is time-consuming. Our CTM model does not
suffer from this limitation and achieves comparable performance to these offline
iterative models.

From the results of Table 20, the proposed CTM achieves the best performance
on the USTC-CSL dataset with performance improvements of 2.2∼5.1% compared
with other models. Different from S2VT and HLSTM based on the encoder-
decoder framework, CTM directly utilizes connectionist temporal modeling along
the temporal dimension, which is also more flexible for online SLT.
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Table 20 Comparison with
the state-of-the-art on the
USTC-CSL dataset

Methods TEST WER (%)

S2VT [28] 67.0

S2VT(3-layer) [33] 65.2

HLSTM [9] 66.2

HLSTM-attn [9] 64.1

Our method 61.9
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Fusion-Based Image Enhancement and
Its Applications in Mobile Devices

Shijie Hao, Xu Han, Yuanhang Wu, and Lei Xu

Abstract In this chapter, we introduce a general framework for fusion-based image
enhancement to produce photorealistic or non-photorealistic enhancement effects
from natural images. For example, based on the contrast adjustment technique, we
can produce the naturalness-preserving low-light enhancement effect for dark or
back-light images. Also, based on the pencil drawing stylization and the semantic
segmentation technique, we can convert a natural image into the mixed reality-
virtuality effect. In these applications, we adopt a simple-but-effective method to
construct a pixel-wise fusion map, aiming to guarantee the fusion-based enhance-
ment effects. Furthermore, we have realized the techniques in mobile devices. For
better user experiences, we use Fast Fourier Transform (FFT) to accelerate some
computationally expensive steps. In addition, we introduce GrabCut to allow users
to extract any interested regions for generating the mixed reality-virtuality effect.
Demo APPs for Android phones are available for downloading.

Keywords Image enhancement · Image stylization · Image fusion

1 Introduction

With the rapid development of mobile phones, it has become convenient to take
pictures of what we see at any time. Despite the great progress, it is still not easy to
obtain a visually appealing image. On one hand, only a small percentage of the
population have photography expertise. On the other hand, various interference
factors exist in real-world photography, such as imperfect lightness conditions.
Furthermore, beyond photorealistic visual effects, people are also interested in
obtaining various non-photorealistic visual effects. In this context, it is useful
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to develop image enhancement techniques that efficiently generate high-quality
photorealistic images and diversified non-photorealistic images.

In this chapter, we aim to develop a general fusion-based framework for image
enhancement. According to the enhancement tasks, the framework can be specified
into different enhancing models to generate photorealistic and non-photorealistic
effects from a given image. Specifically, we can fuse an input low-light image
and a partially over-enhanced image to produce a naturalness-preserving low-light
enhancement effect. Also, we can fuse a photorealistic image and its pencil drawing
stylization to produce a mixed reality-virtuality effect. Among these applications,
the key requirement is the seamless fusion, which is satisfied based on a simple-but-
effective fusion weight map.

To make the framework more applicable in our daily life, we implement the
model in mobile devices. To optimize the user experience, we apply the Fast Fourier
Transform (FFT) to accelerate the filtering process needed in both photorealistic and
non-photorealistic enhancements. Second, we adopt the interactive segmentation
technique to give users control over the process of mixed reality-virtuality effect
generation.

The rest of the chapter is organized as follows. Section 2 surveys related work.
In Sect. 3, we describe the general fusion model and two specific applications. In
Sect. 4, we introduce the technical details of acceleration and user interaction, and
present some experimental results. Section 5 summarizes the chapter and discusses
challenges worth further exploring.

2 Related Works

In this section, we introduce related work on the topics of low-light enhancement,
pencil drawing generation, and semantic segmentation.

Fusion-based methods are commonly used in low-light image enhancement. Kou
et al. [1] proposed a multi-exposure image fusion framework by designing a novel
edge-preserving filter. Ma et al. [2] proposed a robust multi-exposure image fusion
method in which the multi-exposure image blocks are decomposed jointly into
structural elements. Despite the success, the problem we often face is that there is
only one image at hand, which is often encountered in downloading an image from
the Internet. A feasible strategy is to generate one or more reliable fusion sources
from a single image. Fu et al. [3] generated three images of different contrasts from
a single input, and then used the pyramid model to multi-scale fuse these three
images to achieve good results. Feng et al. [4] used a simplified Retinex model
to generate fusion sources similar to multi-exposure images, and then used multi-
exposure image fusion methods to fuse these generated images. Hao et al. [5] used a
simplified Retinex model to generate an initial enhanced image and designed a light-
and structure-aware guidance matrix, which was used to fuse the original image with
the initial enhanced image. In this chapter, we use the fusion framework proposed
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in [5]. Furthermore, we extend the application of this framework to support non-
photorealistic enhancement.

Pencil drawing generation is an example of a non-photorealistic stylization
technique. Lu et al. [6] proposed a subtle framework for generating pencil drawings
in which the line sketches and the shadings are separately produced. The pencil
drawing is finally obtained by combining the line sketches and the pencil shadings.
Many proposed approaches follow this route, trying to improve the framework
from multiple aspects. For example, Hao et al. [7] used the multi-scale filtering
technique to enhance sketch lines. Qiu et al. [8] optimize computational efficiency
by introducing parallel computation based on GPUs. Following the framework
in [6], Li et al. [9] designed convolutional neural networks (CNNs) to produce
lines and shadings. In our application, we also follow [6] to initially produce the
fusion source. Specifically, we introduce the FFT technique to lift computational
efficiency. We then fuse the pencil drawing with the original image, producing the
mixed reality-virtuality effect, such as a photorealistic person standing in a pencil-
drawn sketch.

Image segmentation aims at associating each pixel with a semantic label [10].
Despite the current success of supervised semantic segmentation methods, collect-
ing sufficient training data with full supervision is not a trivial task. Further, the
large size and FLOPs of trained networks are expensive for mobile applications
with limited hardware resources. In this context, traditional interactive segmentation
techniques are still attractive. The Intelligent Scissors [11] model uses live-wire
boundary detection to obtain the optimal boundaries for image segmentation and
composition. Boykov et al. [12] proposed a general interactive segmentation method
for N-dimensional images called GraphCut. Users can manually marks certain
pixels as “object” or “background” to provide hard constraints for segmentation.
Through the promotion of graph cut theory, the GrabCut [13] method achieves better
segmentation effects through iterative optimization and less user interaction. These
method are flexible enough to extract arbitrary objects under human interaction.
Recently, interactive segmentation methods based on deep learning have been devel-
oped. For example, Zhang et al. [14] proposed an Inside-Outside Guidance (IOG)
approach to extract object segmentation masks with minimized user interaction.

3 Fusion-Based Enhancement Models

In this section, we first introduce a general linear fusion model framework. We
then present two specific applications, i.e., the naturalness-preserving low-light
enhancement, and the mixed pencil drawing generation.
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Fig. 1 A general framework for the linear fusion model

3.1 A General Framework of Linear Fusion

The framework introduced in this section is essentially a linear two-source fusion
model, as shown in Fig. 1. Specifically, the model has two key elements: the fusion
map and the fusion sources. Based on semantic segmentation terminology, for
an input image Iori , we term the region of interest as “object”, and the rest as
“background”. Through a certain image segmentation technology, “object” and
“background” can be separated. This binary partition can be used as the fusion
matrix, denoted as M , in which the binary pixel values are taken as the fusion
weights. For the fusion sources, the choice is open. In our application, we choose
one fusion source as the input image Iori . The other one Ia is the initial enhancement
at any form according to the specific application. As for the low-light enhancement
task, Ia can be an initial low-light enhancement. As for the mixed pencil drawing
generation, Ia can be the pure pencil drawing image, converted from Iori . The fusion
can be formulated as:

If = Iori · M + Ia · (1 − M), (1)

where · means element-wise multiplication. From Eq. 1, we can see that the fused
image If simply combines Iori and Ia under the guidance of M . In the following
applications, the technical details of producing Ia and M are presented.

3.2 Naturalness-Preserving Low-Light Enhancement

Despite the rapid development of mobile devices, it is still difficult to take a satisfy-
ing photo in a complex lighting environment. Low light and back light usually cause
weak and imbalanced lightness distribution. The images taken under these situations
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Fig. 2 Low-light image enhancement framework based on fusion model

have low visual quality, and many image details are hidden in darkness. Many low-
light enhancement algorithms have been proposed to solve this problem, such as
histogram-base methods [15], Retinex-based methods [16], or deep-learning-based
methods [17]. A common limitation, namely, over-enhancement, still exists in these
methods. The reason for this is that well-illuminated regions usually exist in low-
light images, which need no enhancement. However, most current methods do not
know which regions should be preserved during processing, and therefore, these
algorithms over-enhance the well-illuminated regions. Based on this observation,
we introduce a fusion-based low-light enhancement model. Aiming at preserving
naturalness, the model enhances low-light regions while retaining well-illuminated
regions of the original image, as shown in Fig. 2.

As a specific case of Eq. 1, this model can be represented as:

If = Iori · M + Ie · (1 − M), (2)

where If is the final fusion image, Iori is the input low-light image, Ie is an initially
enhanced image, and M is the fusion matrix. As shown in Fig. 2, M distinguishes
the areas that need to be enhanced, and preserves the originally-bright sky region in
Iori . Therefore, the key in this model is the construction of M in which two demands
are expected to be satisfied. First, M should be aware of the lightness distribution.
Second, M should be aware of the image content structure. In the following, we
present the details of the construction of M .

We first obtain the max-RGB channel of Iori :

T0 (p) = max
c∈{R,G,B}I

c
ori (p) . (3)

To make the fusion map aware of lightness, a straightforward threshold segmenta-
tion is used to partition T0 into dark regions and bright regions. Here, we can simply
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Fig. 3 The pipeline of generating M

set the threshold as t = 0.2 on T0. However, the simple binarization is still far
from being structure-aware, which may cause many incorrect instances of fusion.
We further conduct the following refinement steps. First, we use the morphological
open operation to remove small outlier regions. We then use the guided filter [18]
to refine the fusion matrix at the pixel level. Here, the guidance image is chosen
as T0. The output of the joint filter is used as our fusion matrix M . An example
of the above process is shown in Fig. 3. From the example, we have the following
observations. First, M clearly indicates which part of the image is dark, allowing
the preservation of the originally-bright regions in Iori based on Eq. 2. Second,
compared with the binary image, M is consistent with the image structures in T0. In
addition, the relaxed fusion weights facilitate seamless combination of Iori and Ie.

We now introduce how to obtain Ie based on the Retinex model. The Retinex
theory assumes an observed image Iori is the element-wise product of a reflectance
map R and an illumination map T :

Iori = R · T . (4)

In this application, we simplify the Retinex model solution by directly taking
the reflectance map R as the initial enhancement Ie. Based on this assumption, we
can directly obtain R by element-wise division R = Iori/T , where T0 is the initial
estimation of T , and ε is a small positive number to avoid numerical instability and
control the enhancing strength:

R = Iori/(T0 + ε). (5)

To obtain a better initial enhancement, Ts , as in [19], a common approach is to
further refine T0 with an edge-preserving filter. Therefore, Ie can be obtained by:

Ie = Iori/(Ts + ε). (6)

Compared with the low-light enhancement technique based on Eq. 4, the model
based on Eq. 6 can be seen as a simplified Retinex model, as it fully decouples
the inter-dependency between R and T . The enhanced image Ie can be directly
obtained based on Ts and a pre-defined ε. Typically, Ie has good performance on
lightening the dark regions in Iori , but it usually contains over-enhanced regions.
Therefore, aiming at preserving the naturalness of the enhanced result, we use the
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fusion model in Eq. 2, which subtly combines the enhanced dark regions in Ie and
the originally-bright regions in Iori .

3.3 Mixed Pencil Drawing Generation

It has become attractive to automatically transfer a natural image into a non-
photorealistic form to create diversified visual effects. The fusion model of Eq. 1
can be used to generate non-photorealistic effects. A mixed reality-virtuality effect
is depicted in Fig. 4, where a photorealistic person is shown standing in a non-
photorealistic pencil drawing.

It is important to obtain the fusion matrix M to combine Ia and Iori . Take
Fig. 4 as an example: after the person is selected as the foreground, the interactive
segmentation technique [11–13] is adopted to obtain the binary mask. Similar to the
application in the previous section, the mask is further refined by the guided filter,
aiming to avoid obvious discontinuity in the fusion.

Any artistic medium may be used, but for demonstrative purposes, we will
continue to use a pencil drawing as the artistic image Ia in this chapter. The
framework is as follows. The input image Iori is first converted to the HSV color
space where only the V channel (also known as the intensity channel) I is used for
further processing. The pencil drawing generation can be divided into two stages.

Fig. 4 Artistic image generation framework based on the fusion model
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Fig. 5 Grayscale and color pencil drawing composite framework

The first stage aims to generate a structure-aware sketch layer IS , while the second
stage aims to generate the tone layer IT . By multiplying IS and IT , we can obtain
the pencil drawing Iag in grayscale. Furthermore, combined with the unchanged H
and S channels, we take Iag as the new V channel, and convert back to RGB space,
producing the color pencil drawing Ia . An example is shown in Fig. 5.

To make IS structure-aware, we produce multiple filtered images {IBi} based on
an edge-preserving filter. By imposing different filtering strengths, {IBi} is a set of
smoothed images under different scales. Based on [6], we then use the 8-direction
(0, π/4, . . . , 7π/4) convolution for {IBi} to generate the sub-sketch-layers {ISi},
making the lines in the pencil drawing resemble the line patterns in human sketches.
We then fuse all the sub-layers {ISi} to obtain the sketch layer IS via pixel-wise
multiplication:

IS =
∏

i

ISi . (7)

The process is depicted in Fig. 6.
To obtain IT , the tone mapping is first applied using histogram matching in

which the histogram of I is reshaped to resemble the intensity distribution of pencil
drawings. Then, the texture pattern t is transferred onto the tone mapped image IH .
Following [6], the transferring model is chosen as a pixel-wise exponential mapping
function:

IH (p) ≈ t (p)β, (8)

where β is the transferring matrix. It is estimated via solving the following
optimization problem:

β∗ = min
β

‖β ln t − ln IH ‖2
2 + λ‖∇β‖2

2, (9)
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Fig. 6 Multi-scale sub-sketch-layer generation framework

Fig. 7 Tone layer generation framework

where λ is the weight (we empirically set it as 0.2 as in [6]). The tone layer IT can
finally be obtained by Eq. 10. A typical example of the above process is shown in
Fig. 7.

IT (p) = t (p)β
∗
. (10)

4 Applications in Mobile Devices

To validate the effectiveness of our proposed enhancing models introduced in
Sect. 3, we developed two prototype Android APPs in which all computations
are carried out on mobile devices. This enables users to generate high-quality
photorealistic images or diversified non-photorealistic images at any time and any
place. Free downloads of the installation packages are available.1, 2

1https://drive.google.com/file/d/1n2ABS-MyldIFvMxFWdEiJjfTuE0pfh1M/view?usp=sharing.
2https://drive.google.com/file/d/1bnxzygK4yfZr5uDLUb4icPZ1RBa8PEj7/view?usp=sharing.

https://drive.google.com/file/d/1n2ABS-MyldIFvMxFWdEiJjfTuE0pfh1M/view?usp=sharing
https://drive.google.com/file/d/1bnxzygK4yfZr5uDLUb4icPZ1RBa8PEj7/view?usp=sharing
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For mobile applications, user experience is important. For example, a fast
implementation speed and convenient user interactions are always appreciated. We
first introduce FFT to accelerate the filtering process. We then adopt an interactive
segmentation algorithm to allow users to extract the semantic regions according to
their interests.

4.1 FFT Acceleration

We first introduce the preliminary steps for using FFT to speed up the solution of
polynomial multiplication.

Using FFT to Solve Polynomial Multiplication Calculate the multiplication of
two polynomials, for example A × B, where A = a0x0 + a1x1 + . . . + an−1xn−1,
B = b0x0 + b1x1 + . . . + bn−1xn−1. We assume the product is C.

a. Direct Calculation
The coefficient of C can be expressed as:

∑j

k=0 akbj−k , 0 ≤ j ≤ 2n−2. Therefore,

the polynomial C can be expressed as: C = ∑2n−2
j=0

∑j

k=0 akbj−kx
j . We can see

that the complexity of direct calculation is O(n2).

b. Fast Calculation
Based on concepts in digital signal processing, the above multiplication is actually
a convolution of two sequences. Here, the coefficients aj and bj of the polynomials
A and B can be regarded as vectors; then the coefficients cj of the polynomial C

can be regarded as the convolution of aj and bj . As we have the important property
that the time (or spatial) domain convolution corresponds to the frequency domain
multiplication, the fast calculation can be designed as follows:

1. Obtain the frequency domain expression of A and B respectively via FFT, of
which the complexity is O(nlog(n)).

2. Point-wise multiply the frequency domain expressions of A and B, of which the
complexity is O(n).

3. Convert the multiplied sequence back to the spatial domain via IFFT, of which
the complexity is O(nlog(n)).

The above process can be expressed as C = A×B = F−1(F (A)·F (B)), where
· means element-wise multiplication. In this way, the polynomial multiplication with
complexity O(n2) is reduced to O(nlog(n)). As n becomes very large, the saved
implementation time can be dramatically increased.

Based on the above acceleration ideas, we introduce FFT as the accelerator of the
filtering process used in the proposed applications. Using the mixed pencil drawing
as an example, we produce multiple images {IBi}, which are obtained by applying
a TV-based edge-preserving filter:



Fusion-Based Image Enhancement and Its Applications in Mobile Devices 71

arg min
IBi

‖IBi − I‖2
2 + λ

(
Rx + Ry

)
, (11)

⎧
⎨

⎩

Rx =
∥
∥
∥

∇xIBi

(∇xL)γ

∥
∥
∥

1

Ry =
∥
∥
∥

∇yIBi

(∇yL)γ

∥
∥
∥

1
,

(12)

where L = log(IBi), ∇x,yL = 1
Ω

∑
Ω ∇x,yL, Ω is a local patch with the size of

3 × 3, and γ is a scale parameter.
First, the gradient descent method is used to solve Eq. 11 directly. For the

regularization term R, the following approximation can be made:

R =
∥
∥
∥
∥

∇IBi

(∇L)γ

∥
∥
∥
∥

1
≈ ω ‖∇IBi‖2

2 , ω = 1

max(|∇IBi | , ε)(∇L)γ
. (13)

Equation 11 can be converted into:

argmin
IBi

‖IBi − I‖2
2 + λ(ωx ‖∇xIBi‖2

2 + ωy

∥
∥∇yIBi

∥
∥2

2). (14)

We further convert Eq. 14 into the matrix form:

argmin
IBi

(IBi − I)T(IBi − I) + λ(IT
BiD

T
x WxDxIBi + IT

BiD
T
y WyDyIBi). (15)

IBi and I are the matrix representations of IBi and I , respectively. Dx and Dy are the
Toeplitz matrices composed of forward-difference discrete gradient operators. The
diagonal matrices Wx and Wy are formed by the weights ωx and ωx . Equation 15
can be solved via setting its derivative to 0:

IBi = (1 + λQ)−1I, (16)

where 1 is the identity matrix, and Q = DT
x WxDx + DT

y WyDy is a sparse five-
point definite Laplacian matrix [20]. To obtain a piecewise smoothing result, we
can further gradually refine Ik

Bi in an iterative way:

Ik
Bi = (1 + λQk−1)−1I. (17)

However, directly calculating the inverse of (1 + λQk−1)−1 in Eq. 17 is not
suitable for mobile devices due to the expensive computation, especially when the
image size is large. To address this limitation, we use FFT to speed up the solution
of Eq. 11.
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For Eq. 11, we have:

argmin
IBi

‖IBi − I‖2
2 + λ ‖W · ∇IBi‖1 ,W = 1

(∇L)γ
. (18)

Equation 18 can be solved by the Alternating Direction Minimization (ADMM)
technique in which ∇IBi = X is used as the constraint term. Therefore, we aim to
solve the following optimization problem:

argmin
IBi

‖IBi − I‖2
2 + λ ‖W · X‖1 s.t. X = ∇IBi . (19)

We convert the symbols in Eq. 19 into matrix form, and the augmented
Lagrangian function can be shaped as follows:

L = ‖IBi − I‖2
2 + λ ‖W · X‖1 + ρ

2
‖∇IBi − X‖2

2 + 〈Y,∇IBi − X〉 . (20)

In Eq. 20, 〈·, ·〉 is the matrix inner product, ρ is a positive penalty scalar, and Y is
the Lagrangian multiplier. Equation 20 can be solved via the alternative optimization
strategy in which three sub-problems are solved in turn.

(1) IBi Sub-Problem

Ik
Bi = argmin

IBi

‖IBi − I‖2
2 + ρ

2

k−1 ∥∥
∥∇IBi − Xk−1

∥
∥
∥

2

2
+
〈
Yk−1,∇IBi − Xk−1

〉
.

(21)

Equation 21 can be solved by setting its derivative with respect to IBi to 0:

2(IBi − I) + ρk−1DT(DS − Xk−1) + DTYk−1 = 0. (22)

We then introduce 2D-FFT to speed up the solution of the above equation:

Ik
Bi = F−1(

F (I) + ρk−1

2 Ψ

1 + ρk−1

2 (F ∗(Dx)F (Dx) + F ∗(Dy)F (Dy))
), (23)

where F denotes 2D-FFT, F−1 denotes 2D-IFFT, F ∗ denotes the conjugate

operator and Ψ = F ∗(Dx)F (Xk−1
x − Yk−1

x

ρk−1 ) + F ∗(Dy)F (Xk−1
y − Yk−1

y

ρk−1 ).

(2) X Sub-Problem

Xk = argmin
X

λ

∥
∥
∥Wk−1 · X

∥
∥
∥

1
+ ρ

2

k−1 ∥∥
∥∇Ik

Bi − X
∥
∥
∥

2

2
+
〈
Yk−1,∇Ik

Bi − X
〉
.

(24)
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The closed form solution of Eq. 24 can be obtained by performing the following
shrinkage operation:

Xk = T λWk−1

ρk−1
(∇Ik

Bi + Yk−1

ρk−1 ), (25)

where Tα>0(x) represents the shrinkage operator and Tα(x) = sgn(x)max(|x| −
α, 0).

(3) Y, W and ρ

Yk = Yk−1 + ρk−1(∇Ik
Bi − Xk), (26)

Wk = 1

(∇Lk)γ
, Lk = log(Ik

Bi), (27)

ρk = ηρk−1, η > 1. (28)

Since FFT considerably accelerates the first sub-problem, the whole filtering process
is much faster.

Similarly, we can use FFT to accelerate the optimization of Eq. 9. First, we
transform Eq. 9 into an equivalent form:

β∗ = min
β

‖β − ln IH / ln t‖2
2 + λ‖∇β‖2

2. (29)

As the above problem only involves quadratic terms, we can directly have an
analytical solution:

β − ln IH

ln t
+ λDTDβ = 0. (30)

By introducing 2D-FFT, the optimal β can be efficiently obtained as:

β∗ = F−1(
F (

ln IH
ln t )

1 + (F ∗(Dx)F (Dx) + F ∗(Dy)F (Dy))
). (31)

4.2 Interactive Segmentation

While image segmentation algorithms based on deep learning have achieved very
promising results [10], it is still not easy to implement them on mobile devices
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Fig. 8 Interactive image segmentation

due to limited computing resources. Moreover, since the interaction between a user
and his or her phone is almost dominated by finger touching and swiping, GrabCut
technology is very suitable for the proposed application.

As shown in Fig. 8, the adopted interactive image segmentation process can be
performed through the following steps. First, a user drags a rectangular box on the
screen in which the “object” is selected. The segmentation is then implemented
in the backend. Considering segmentation errors can occur after the first round of
interaction, the user is allowed to use the brush tool for further interactions. The user
can brush the screen to further indicate which areas should be anchored as the object
of interest or the background. The segmentation result is then updated based on the
additional information from the new interactions until the user is satisfied with the
segmentation result. Finally, the binary mask is refined based on the guided filter for
seamless fusion.

4.3 Experimental Results

In this section, we demonstrate results of the naturalness-preserving low-light
enhancement and mixed pencil drawing generation techniques. We tested the apps
on a mid-level Android phone in which all algorithms were implemented on the
phone CPU with unoptimized code. In general, the most computationally expensive
procedure is pencil drawing generation. For example, an image of 1080*1080
resolution takes around 4 s.

Some results are shown in Figs. 9 and 10. We can see that the generated visual
effects well satisfy the proposed objective. More results can be seen in Figs. 11
and 12.
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Fig. 9 Low-light image enhancement based on the fusion model

Fig. 10 Pencil drawing image generation based on the fusion model

It is worth noting that the proposed general model is quite versatile, and therefore
more diversified results can be obtained. For example, as shown in Fig. 13, we can
replace pencil-drawn backgrounds with cartoon-like rendering effects.
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Fig. 11 More examples of low-light image enhancement based on the fusion model

5 Conclusion and Discussion

In this chapter, we proposed a general framework for fusion-based image enhance-
ment. Based on this framework, we constructed different image enhancement
models to generate photorealistic and non-photorealistic visual effects. First, by
constructing a lightness-aware fusion map, we achieved naturalness-preserving
low-light enhancement. Second, by introducing semantic segmentation, the seg-
mentation mask can be used to guide the fusion of the photorealistic target and the
non-photorealistic background, producing the mixed reality-virtuality effect. For an
efficient mobile application, we used FFT to accelerate the filtering process, and
used the interactive segmentation to facilitate user control. Prototype Android APPs
can be downloaded from the Internet.
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Fig. 12 More examples of pencil drawing image generation based on the fusion model

There are some points worth further exploration. During image segmentation,
some complicated segmentation errors may require multiple interventions by the
user, which will impact the overall user experience. We plan to investigate image
segmentation algorithms to achieve more accurate segmentation with less user
involvement. Currently, the software runs on a CPU in a single thread. With the
advancements of mobile devices, useful techniques such as GPU-based parallel
computing or multi-threaded implementations can be considered.



78 S. Hao et al.

Fig. 13 More examples of cartoon image generation based on the fusion model
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Open-Domain Textual Question
Answering Systems

Zhen Huang, Xinxin Su, Shiyi Xu, and Minghao Hu

Abstract Open-domain textual question answering (QA) systems have been a hot
topic in Natural Language Processing (NLP) for quite some time. These systems
are designed to find answers from a large amount of textual sources, such as
Wikipedia or search engines. Due to the rapid development of deep learning,
the performance of QA systems have been significantly improved, especially on
machine reading comprehension. In this chapter, we provide an overview of open-
domain QA systems, then introduce models on paragraph ranking, candidate answer
extraction, and answer selection.

Keywords Question answering · Reading comprehension · Semantic retrieval ·
Answer selection · Deep learning

1 Introduction

Open-domain textual question answering (QA) is a classical and hot task in the
area of Natural Language Processing (NLP), which can be tracked to the origin
of artificial intelligence, namely the famous Turing test [1]. This area of research
has evolved continually in the last 60 years, and many new techniques have been
introduced [2].

Open-domain QA can be classified into categories based on different dimensions,
such as structured, semi-structured, and unstructured depending on the data source.
Here we focus on unstructured text. Generally, a technical architecture for QA
consists of the paragraph ranking module, candidate answer extraction module, and
final answer selection module [3]. Regarding a specific question, the paragraph rank-

Z. Huang (�) · X. Su · S. Xu
Science and Technology on Parallel and Distributed Laboratory, National University of Defense
Technology, Changsha, China
e-mail: huangzhen@nudt.edu.cn; xinxinsu@nudt.edu.cn; xushiyi18@nudt.edu.cn

M. Hu
PLA Academy of Military Science, Beijing, China

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
T. McDaniel, X. Liu (eds.), Multimedia for Accessible Human Computer Interfaces,
https://doi.org/10.1007/978-3-030-70716-3_4

81

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-70716-3_4&domain=pdf
mailto:huangzhen@nudt.edu.cn
mailto:xinxinsu@nudt.edu.cn
mailto:xushiyi18@nudt.edu.cn
https://doi.org/10.1007/978-3-030-70716-3_4


82 Z. Huang et al.

Candidate Paragraphs

Corpus:C

Paragraph Ranking
Candidate Answer
 Extraction

Candidate Answers

Final Answer Prediction

Answer: 
Yes

A1: American

A2: American

P1:
Sco� Gregory Derrickson (born July 16, 1966) is 
an American director, screenwriter and producer. 
He lives in Los Angeles, California.

P2:   
Edward Davis Wood, Jr. (October 10, 1924 – 
December 10, 1978) was an American filmmaker, 
actor, writer, producer, and director.

P3: ...

A3:  ...

Ques�on:
Were Sco� Derrickson and Ed Wood 
of the same na�onality

Fig. 1 The technical architecture of open-domain QA systems. For example, the question is
“Were Scott Derrickson and Ed Wood of the same nationality?”. The paragraph ranking module
retrieves several related documents and then selects several candidate paragraphs. Next, the reading
comprehension module extracts multiple candidate answers. The final answer prediction module
gives the most promising prediction, “Yes”, as the final answer

ing module first retrieves several the most relevant paragraphs. From these candidate
paragraphs, the answer extraction module locates a few candidate answers. Finally,
these answers are fed into the final answer selection module to predict the most
credible answer.

2 Overview of Open-Domain Question Answering Systems

For an open domain QA system, the corpus C is predefined, and consists of a set of
paragraphs, denoted as P = {p1, p2, . . . , pi, . . . , pn}. For each question, denoted
as Q = {q1, q2, . . . , qj . . . , qm}, relevant paragraphs may be returned through the
paragraph ranking module.

Selected paragraphs are fed into the candidate answer extraction module employ-
ing a Reading Comprehension (RC) model to extract answers, from which candidate
answers, denoted as A = a1, . . . , ai , are obtained. Each answer is denoted as a start
position as

i and an end position ae
i . The true label answer of each question starts

from ys
i and ends at ye

i .
The final answer selection module will aggregate candidate answers, and the

answer with the maximum probability will be chosen. The structure is shown in
Fig.1, and one question is processed as an example.

3 Paragraph Ranking

Retrieving several of the most relevant paragraphs of a given question is the first step
of open-domain QA systems. This task can be divided into two subtasks: retrieving
and ranking. Some QA datasets have every answer to each question located in one
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paragraph, while in some, answers are located in several paragraphs. The latter is a
more popular topic, and relatively, more complex.

Traditional retrieval methods, such as TF-IDF and BM25 [4–6], can rank
documents according to the statistical features of words between question and
documents, while the semantic features of sentences are ignored. These methods are
simple and have low computational complexity. In contrast, deep learning models
[7, 8] can capture more complex semantic features. But such models utilized to
compute similarity between two texts are usually processing short sequences that
are similar in length. These models are therefore unsuitable for the matching task
between questions and paragraphs in open-domain QA systems.

Traditional methods tend to feed more paragraphs to the RC model, ensuring
the correct answer is not missed. One problem is the sharp reduction in answer
prediction accuracy because often most of the paragraphs considered to be correct
don’t contain answers. These paragraphs may even mislead the model.

3.1 Multi-Level Fused Sequence Matching Model

Yang Liu et al. [9] proposed a multi-level fused sequence matching (MFS) model,
which leveraged a deep neural network to filter noise paragraphs for open-domain
QA. The model performed better than previous text matching models as it has a
more complex structure and can fully capture semantic features of paragraphs.

Fig. 2 An overview of the MFS model. Initial encoding, contextual encoding and comparison
features are combined. CNN receives the aggregated features, and final prediction (classification)
is made
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Figure 2 shows an overview of MFS, which consists of three layers: (1) multi-
level fused encoding layer to fuse the contextual features at different levels,
including word-embedding features, manual features and contextual features, (2)
alignment and comparison layer leveraging the attention mechanism to align
question and paragraph so as to obtain the comparison features between them, and
(3) aggregation and prediction layer, which leverages a CNN to integrate the features
at all levels and makes the final classification.

3.1.1 Multi-Level Fused Encoding

The 300-dimensional Glove [10] word-embeddings are utilized as the representation
of word-level tokens, denotes emb(pi) and emb(qi) for the paragraphs and questions
respectively. The initial encoding H 0(Q) for Q is emb(qi) and H 0(P ) for P is
emb(pi). Manual features include f (pi), which are concatenated to emb(pi), and
include part-of-speech (POS), name entity recognition (NER) tags, term frequency
(TF), and a flag indicating whether the token appeared in the sequence Q.

To obtain the higher-level semantic information of each token in the sequence,
the encoder employs multi-layer Bidirectional Long Short-Term Memory (BiL-
STM) [11] to process the initial word-embeddings of each token, which can be
formulated as Eq. 1.

H k+1 (P ) = BiLSTMP (H k (P )) (1)

H k+1 (Q) is obtained in a similar way, which can be formulated as Eq. 2:

H k+1 (Q) = BiLSTMQ (H k (Q)) (2)

It should be noted that the manual features are added only to P ; the initial vector
of P and Q is different in dimension, so the BiLSTM codings for Q and P are
different. H k(.) is the k-th level semantic encoding for each token and is the input
of H k+1(.), and compared to H k(.), H k+1(.) represents more global semantic
information.

To make full use of the semantic features at all levels, the encoder fuses different
levels of contextual semantic encoding and corresponding initial word-embeddings
as Eq. 3.

H̃ k (P ) =
[

H k (P )

emb (P )

]

, H̃ k (Q) =
[

H k (Q)

emb (Q)

]

, k = 1, 2, . . . (3)

3.1.2 Attention Model with Alignment and Comparison

Since the sequence length of questions are usually shorter than paragraphs, the
model should align the sequences of questions and paragraphs before comparison
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[12, 13]. Before alignment, similarity between pi ∈ P and qj ∈ Q can be measured
as:

Pk = ReLU(WH̃k(P ) + b), Qk = ReLU(WH̃k(Q) + b)

Ek := [e(k)
ij ] = P T

k Qk

(4)

where W and b are learnable parameters, E is a m × n sized similarity matrix to
measure the similarity between Q and P .

Then at the k-th level, the attentional representation P
′
k which is aligned with P

and generated by the semantic information of Q can be calculated as:

Ak : [α(k)
ij ], α

(k)
ij = exp(e

(k)
ij )

∑
j exp(e

(k)
ij )

P
′
k = AkQ

T
k

(5)

After alignment, the comparison features of the two sequences on the k-th level
are compared using Eq. 6. The symbol � denotes element-wise multiplication.

subk = (Pk − P
′
k) � (Pk − P

′
k), mulk = Pk � P

′
k (6)

3.1.3 Aggregation and Prediction

After capturing the abundant information in the previous layers, the final step is to
aggregate these features, and make a final prediction with the fused features.

At each level, there are four features: Pk , P
′
k , subk and mulk . These four features

have the same size, so they can be stacked as a 4-channel 2D feature map, with each
channel corresponding to a feature. In Eq. 7, stacking all the K levels will obtain a
4K-channel feature map FMk . Concat (·, ·) applies the concatenation operation on
the channel.

FMk = Concat (Pk, P
′
k, subk,mulk)

FeatureMap = Concat (FM1, FM2, . . . , FMK)
(7)

All features are aggregated by a multi-layer 2D-CNN. The small size of the model
parameters reduces the size of the feature map and accelerates the training process.

v = max
row

CNN(FeatureMap) (8)

where CNN(·) is a multi-layer 2D-CNN. After multiple passes of CNN processing,
the FeatureMap continually shrinks, and finally converts into an x-channel map,
where x is the number of convolutional kernels in the final CNN layer. Within each
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channel, using max pooling along the rows which corresponds to the length of the
sequence, the map is compressed into a vector. In Eq. 8, v is a 1-dimensional vector
with x channels, which is utilized to make a prediction.

v
′ = F latten(v)

p = softmax(Wpv
′ + bp)

(9)

The model then evaluates the relation between Q and P through a full connection
layer and softmax function. F latten(·) transforms the matrix into a vector through
concatenating each row, where (Wp, bp) are learnable parameters.

3.2 Evaluation

The Multi-level Fused Sequence Matching Model is evaluated on two different
datasets: SNLI [14], a public dataset for textual entailment; and PF, a semantic
matching dataset constructed with question-answer pairs of SQuAD [15] and
contexts of Wikipedia through distant supervision. The MFM model is trained on
the PF dataset as a filter of the DrQA pipeline. Using accuracy as the evaluation
metric for the semantic matching task, the model performs best on PF and very
competitive on SNLI compared to DrQA-Reader [16] and CA-model [17]. For
open-domain QA tasks, when the model uses recall as the evaluation metric on the
filtered candidate paragraphs, the results of open-domain QA compared to DrQA
are improved. This indicates that open-domain QA can be improved by removing
several noise candidates.

4 Candidate Answer Extraction

The candidate answer extraction module extracts the candidate answers from
the candidate paragraphs filtered through the first module. The candidate answer
extraction module consists of three parts: (1) a feature encoding layer to encode
the text with word-embeddings and pretrained models, (2) an interaction attention
layer to aggregate the semantics of questions and paragraphs using an attention
mechanism, and (3) a candidate answer prediction layer using feature aggregation
methods.

In reality, most of the retrieved passages in the first step do not contain true
answers, and they are also long and complex for the RC models to extraction. In the
process of locating answers, the importance of every paragraph varies, but previous
RC models access all paragraphs and treat every passage equally, even paragraphs
that provide negative information.
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4.1 Dynamic Semantic Discard Reader

Wang Xu et al. [18] proposed a Dynamic Semantic Discard Reader (DSDR), a
novel reading model which improves the candidate answer extraction process by
discarding noise information dynamically.

Figure 3 shows an overview of the DSDR model. The model can be divided into
five layers: (1) an information encoding layer to encode the context of passages and
questions through a BiLSTM, (2) an attention matching layer to align the sequence
of passages and questions to further extract semantic information, (3) a dynamic
discard layer to fuse the information of the aligned text pairs and discard irrelevant
information through a feed-forward network, (4) a result aggregation layer to match
the semantics of P and Q and obtain effective features through a neural network,
and (5) a final prediction layer to calculate the probability distributions of the answer
to the provided question through a Softmax function.

4.1.1 Feature Encoding

Based on the Glove word-embeddings, the encoder processes the embedded ques-
tion Q and passage P , and leverages a BiLSTM to yield the context features using
Eq. 10. The context representations are denoted as P c = {pc

1, p
c
2 . . . pc

m} ∈ Rd×m

and Qc = {qc
1, qc

2 . . . qc
n} ∈ Rd×n. Vectors qc

j and pc
i denote the hidden states of the

BiLSTM and d is the hidden dimension.

Σ

Fig. 3 The overview of the DSDR model, which consists of five layers
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pc
i = BiLSTM(pi), qc

j = BiLSTM(qj ) (10)

4.1.2 Attention Matching

The question-aware attention technique is utilized here to align the word fragment
in passages and questions. The attention weights and the new representation of Q

as the same dimension as P are obtain using Eq. 11.

α = Softmax((P c)T(WαQc + bα ⊗ en))

Qα = QcαT
(11)

where bα ⊗ en is a d × n matrix which indicates that the column vector bα repeats
n times. Each element of the attention weight matrix α ∈ Rm×n represents the
relevancy between all the tokens in Q and P .

Next, the model puts Qα and P c through matching representation processing. A
heuristic algorithm is utilized to compute the semantic matching I ∈ R4d×n between
Q and P as Eq. 12, which shows the difference and relativism between questions
and passages.

I = [P c,Qα, P c � Qα,P c − Qα] (12)

4.1.3 Dynamic Discard

The Dynamic Discard layer is the core of the DSDR model. The model discards
noise information and retains only partial information, which has a positive effect
on the final prediction stage.

First, the aligned matching matrix I is fed into a single-layer feed-forward neural
network to obtain a joint information representation of the passages and questions.

F = relu(Wf I) (13)

where Wf ∈ R2d×4d are trainable parameters, and F ∈ R2d×n denotes the feature
matrix, which can be treated as a fine-grained semantic matching process. Through
the activation function, the joint feature I will be further fused.

The model then calculates the probability distribution of I to evaluate different
information matching degrees between passages and questions.

(λ1, λ2, . . . λk+z) = softmax(WgI) (14)
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where Wg ∈ R(k+z)×n are weight parameters. The output represents the information
ranked by relevance, from most to least; only the first k-parts are chosen as effective
information while the last z-parts are discarded as negative information.

4.1.4 Information Aggregation

In this layer, the semantic information of contexts will be further aggregated,
incorporated by another BiLSTM.

HF = BiLSTM(F ) (15)

where HF ∈ Rd×n denotes aggregating the context information by each time step.
Then, the partial key context information is chosen as k-parts.

O =
k∑

i=1
(λi ⊗ ed) � HF (16)

where O ∈ Rd×n, considered to be the effective matching representation between
passages and questions, will be utilized for prediction.

4.1.5 Prediction

Finally, the prediction layer utilizing feed-forward network predicts the start and
end position of an answer span in the passage. The probability distribution of start
points is calculated as Eq. 17.

As = tanh(WsO + bs ⊗ en)

γ s = Softmax(Ws1As)
(17)

where Ws ∈ Rd×d , Ws1 ∈ Rd and bs ∈ Rd are learnable parameters. The result
γ s ∈ Rn indicates the probability distribution of the start positions in the passage
with length n words. The probability distribution γ e ∈ Rn of the end points is
obtained in a similar way while We ∈ Rd×d ,We1 ∈ Rd and be ∈ Rd are different
parameters. Finally, the loss is calculated using a Maximum Likelihood (ML) [19]
estimate.

L(Atrue|P,Q) = − 1

x

x∑

i

(log(γ s
ys
i
) + log(γ e

ye
i
)) (18)
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where Atrue is the ground-truth answer of the question, x is the number of sampled
passages, ys

i and ye
i denote the start and end indices of the answer in the x-th passage

respectively, and γ s
ys
i

and γ e
ye
i

are corresponding probabilities.

In the test process, the maximum values of γ s and γ e are chosen, and the indices
of the start position must be less than the end position.

4.2 Reinforced Mnemonic Reader

Neural attention is a frequently-used method to capture complex interactions
between questions and relevant passages. As more attention layers are used, more
features are captured, and so multi-layer attention architectures have been proposed
[20, 21]. However, in these multi-layer architectures, the attention calculation of
the current layer does not refer to the attention information of the previous layers,
which leads to two distinct but highly related problems: attention redundancy, where
multi-layer attention is distributed on the same text, and attention deficiency, where
multi-layer attention fails to concentrate on important parts of the text, resulting in
a lack of attention. For training methods, recent research [21] has proposed to use
reinforcement learning algorithms to maximize the expectation of reward, which
can be calculated as the degree of word overlap between the predicted answer and
the ground-truth. However, this method may lead to convergence suppression when
the baseline is better than the reward; the output will be negative after normalization,
which will inhibit the convergence of the model.

To solve the above problems, Hu et al. [22] presented the Reinforced Mnemonic
Reader (R.M-Reader) for Reading Comprehension. The model proposed a reatten-
tion mechanism to temporarily store the attention of the previous layer for use in
the current layer to fine-tune the calculation of the attention distribution. Moreover,
they proposed dynamic-critical reinforcement learning, which dynamically decides
the reward and the baseline. The end-to-end architecture is shown in Fig. 4, which
is composed of three main components: (1) an encoder to build the hidden
representations of the questions and paragraphs, (2) an iterative aligner which
adopts a multi-layered attention architecture based on the reattention mechanism
to perform multiple rounds of alignment between questions and paragraphs, and (3)
an answer pointer to predict the start and end positions of the answer sequentially.

4.2.1 RC with Reattention

The aligner aligns each context word with the entire question, and enhances the
context representation with the attentive question information. Let Q = {qi}ni=1 and
P = {pj }mj=1 be sets of hidden vectors, which denote questions and paragraphs,
respectively. A similarity matrix E ∈ Rn×m for question-aware attention can be
computed as:
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Fig. 4 The overall architecture of Reinforced Mnemonic Reader

Eij = f (qi, pj ) (19)

where Eij represents the semantic similarity between the i-th word of the question
and the j -th word of the paragraph, and f is a similarity function. The Softmax
function is then used to normalize the matrix by column to obtain a distribution of
attention for each paragraph word for the entire problem. Based on this attention
distribution, semantic fusion can be further carried out to obtain the question-aware
paragraph representation H = {hj }mj=1.

Another similarity matrix of self-alignment aligns the context itself [23], which
can capture long-term dependencies among context words, obtained in a similar
way [24].

Bij = 1i �=j f (hi, hj ) (20)

where 1{.} is an indicator function to ensure that the paragraph word does not
calculate similarity with itself. The attentive information can then be integrated to
form a self-aware paragraph representation Z = {zj }mj=1 to predict the answer.

The above process is a single-layer attention architecture. However, due to
the small number of attention layers and shallow network depth, a model that is
based on this mechanism is limited in capturing complex semantic interactions
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between questions and paragraphs. Therefore, a multi-layer attention architecture
was proposed to enhance the network’s presentation ability, which stacks several
identical aligning layers. Specifically, let Qt = {qt

i }ni=1 and P t = {pt
j }mj=1 denote

the hidden states of questions and paragraphs of the t-th layer. The corresponding
question-aware context representation is denoted Ht = {ht

j }mj=1. The two similarity
matrices can be computed as below.

Et
ij = f (qt

i , p
t
j ), Bt

ij = 1i �=j f (ht
i , h

t
j ) (21)

However, one problem with the multi-layer attention architecture is that each
attention layer does not directly perceive the previous semantic similarity informa-
tion. Historical attention information can only flow to subsequent layers by updating
the hidden states. Two problems may be resulted: (1) attention redundancy, which
refers to the situation where multiple attentions are distributed on the same text.
Let softmax(x) denotes the Softmax function over vector x. Then the problem
of attention redundancy can be formalized as D(softmax(Et

:j )||softmax(Ek
:j )) <

σ(t �= k), where σ is a small bound and D is a function to measure the distribution
distance. (2) attention deficiency, where multiple attention distributions fail to pay
attention to the important parts of the input. This problem can be formalized as
D(softmax(Et

:j
∗
)||softmax(Et

:j )) > δ, where δ is another bound and softmax(Et
:j

∗
)

is the hypothetical ground-truth attention distribution.
To address these attention problems, the system temporally memorizes past

attentions and explicitly utilizes them to refine the current attentions. The intuition
behind this is that if the attention distribution of two words to the same text segment
is highly similar, then the similarity between the two words should be also high.
Therefore, the computation of reattention is defined as follows. Let Et−1 and
Bt−1 represent the temporarily stored similarity matrix of the previous layer. The
similarity matrix of the current layer Et(t > 1) can then be calculated as

Ẽt
ij = softmax(Et−1

i: ) · softmax(Bt−1
j : )

Et
ij = (f (qt

i , p
t
j ) + γ Ẽt

ij )
(22)

where γ is a learnable parameter, softmax(Et−1
i: ) is the interactive attention

distribution of the i-th question word aligned to the paragraph, and softmax(Bt−1
:j )

is the self attention distribution for the j -th paragraph word. In extreme cases when
there is no overlap between the two distributions, the dot product Et

ij will be 0.
Otherwise, if the two distributions are identical and concentrated on one word, it
will have the maximum value of 1. Therefore, the similarity between the question
word i and paragraph word j can be explicitly measured by their historical attention
distribution. In addition, due to the result of the dot product being relatively small
compared to the similarity calculated based on the hidden states, γ is initialized
with a hyper-parameter and kept trainable. The refined current layer similarity
matrix can be obtained by adding the dot product result to the original similarity
after γ magnification. Similarly, the refined matrix Bt can be calculated as Eq. 23,
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which will then be utilized in the calculation of the original multi-layer attention
architecture.

B̃t
ij = softmax(Bt−1

i: ) · softmax(Bt−1
j : )

Bt
ij = 1i �=j (f (ht

i , h
t
j ) + γ B̃t

ij )
(23)

4.2.2 Dynamic-Critical Reinforcement Learning

To obtain the neural network model distribution p(A|C,Q; θ) (pθ(A)) for the
extractive reading task, the standard Maximum Likelihood Estimation (MLE)
training method is used to maximize the log probabilities of the ground-truth answer
spans similar to Eq. 18.

However, this training method can only be optimized when it exactly matches the
ground-truth answer span, and those text segments that are highly overlapped with
the ground-truth answer do not have any supervision signals. To solve this problem,
a training method based on reinforcement learning is introduced into the extractive
reading task, where the task reward is measured as the word overlap degree between
the randomly sampled answer and the ground-truth answer. To further reduce the
variance of the reward, a baseline b is leveraged to normalize the reward, which
is calculated as the word overlap between the greedy sampled answers and the
ground-truth answers. Such a method is called Self-Critical Sequence Training
(SCST). Specifically, let R(As,A∗) (R(As)) denote the word overlap score between
a sampled answer As and the ground-truth A∗. The training goal is then to maximize
the expected reward after normalization:

LSCST(θ) = −EAs∼pθ (A)[R(As) − R(Â)] (24)

where As is the randomly sampled answer, and Â is the greedily sampled answer,
which can be obtained by:

Â = arg max
A

p(A|C,Q; θ) (25)

The above formulation needs to traverse the entire set of candidate answers from
the model distribution p(A|C,Q; θ), which is not feasible in actual calculations.
Therefore, an approximate gradient ∇θLSCST(θ) can be estimated according to the
REINFORCE algorithm as

∇θLSCST(θ) = −EAs∼pθ (A)[(R(As) − b)∇θ log pθ(A
s)]

≈ −(R(As) − R(Â))∇θ log pθ(A
s)

(26)

where As and Â are obtained by utilizing a single Monte-Carlo sampling through
model distribution.
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However, when the return value is worse than the baseline value, the normalized
reward will be a negative number, which will cause the approximate gradient
to be positive. As a result, the gradient will cause the model to descend in the
opposite direction. The prediction of the ground-truth answer is hindered if the
randomly sampled answer and the ground-truth answer partly overlap. This situation
is referred to as the convergence suppression problem.

To solve this problem, the Dynamic Critic Reinforcement Learning (DCRL)
training method is proposed. The core idea is to always ensure that the normalized
reward is positive, which is achieved by dynamically determining the reward and
baseline based on the values of random sampling and greedy sampling. Specifically,
random sampling and greedy sampling are regarded as two different strategies
in reinforcement learning: random sampling is used to encourage exploration,
while greedy sampling focuses on exploitation. The word overlap between the two
sampled answers and the ground-truth answer is then calculated according to the F1
function, where the sample with the higher score is always set as the reward, and the
other as the baseline. In this way, the approximate gradient is calculated as follows:

∇θLDCRL(θ) = − EAs∼pθ (A)[(R(As) − b)∇θ log pθ(A
s)]

≈ − 1{
R(As)≥R(Â)

}(R(As) − R(Â))∇θ log pθ(A
s)

− 1{
R(Â)>R(As)

}(R(Â) − R(As))∇θ log pθ(Â)

(27)

The normalized reward in the above formula is constantly positive so that superior
answers are always encouraged. In addition, when the score of random sampling is
higher than the greedy sampling, DCRL is equivalent to SCST.

Homoscedastic uncertainty is then utilized as task-dependent weights to combine
MLE and DCRL objectives to stabilize reinforcement learning training.

L = 1

2σ 2
a

LML + 1

2σ 2
b

LDCRL + log σ 2
a + log σ 2

b (28)

where σa and σb are learnable parameters.

4.2.3 End-to-End Architecture

As described above, the Reinforced Mnemonic Reader includes three main compo-
nents:
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1. Encoder

The encoder builds embedding representations for questions and paragraphs. It uti-
lizes a 100-dimensional Glove embedding and a 1024-dimensional ELMo embed-
ding to initialize word embeddings. A BiLSTM is leveraged to encode character
sequences to yield character-level embeddings, which is obtained by concatenating
the last hidden state of both directions. Next, exact matching binary features,
POS features, and NER features for questions and paragraphs are added. By
concatenating the above word embeddings, character embeddings, and features, the
embeddings of questions and paragraphs can be represented as XQ = {xq

i }ni=1 and
XP = {xc

j }mj=1. Moreover, to aggregate contextual semantic information in each
word, a weight-shared BiLSTM is utilized:

Q = BiLST M(XQ), P = BiLST M(XP ) (29)

where Q = [q1, q2, . . . , qn] ∈ R2d×n and P = [p1, p2, . . . , pn] ∈ R2d×m are the
representations of question and paragraph respectively, and d is the dimension of
the hidden state.

2. Iterative Aligner

The iterative aligner processes multi-round alignments between questions and para-
graphs with a multi-layer attention architecture based on the reattention mechanism.
The iterative aligner consists of three aligning blocks and each aligning block
includes three modules.

(1) a bi-directional alignment layer that captures the interactive information
between paragraphs and questions to form question-aware paragraph representa-
tions, (2) a self alignment that captures the iterative information within a paragraph
to form self-aware paragraph representations, (3) an evidence collection layer that
further fuses the contextual semantic information within paragraphs.

To effectively aggregate the weighted sum representation of the question into the
paragraph representation, a heuristic aggregation function, fusion(x, y), is proposed
as follows:

x̃ = relu(W r [x; y; x ◦ y; x − y])
g = Sigmoid(W g[x; y; x ◦ y; x − y])
o = g ◦ x̃ + (1 − g) ◦ x

(30)

Here, [·; ·] denotes the concatenation operation, ◦ denotes element-wise multipli-
cation. Wr and Wg are the weight matrices, and the offset is omitted. The output
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vector is the linear interpolation of the input x and the intermediate vector x̃. g is a
gate to control the proportion of x̃ in the output vector x.

For a single alignment block, the similarity matrix E is first calculated as
Eq. 21 and an attended question vector is obtained by q̃j = Q · softmax(E:j ).
Then, the question-aware context vectors H = [h1, . . . , hm] can be obtained
as hj = fusion(pj , q̃j ). Similarly, B is computed as Eq. 21. The weighted sum
representation of the j -th word with respect to the entire paragraph is then computed
as h̃j = H · softmax(B:j ). Similar to the fusion function zj = fusion(hj , h̃j ),
self-aware paragraph vectors Z = [z1, . . . , zm] are obtained. Finally, a BiLSTM
is adopted to collect the evidence, with inputting Z, the output is the fully-aware
paragraph vectors R = [r1, . . . , rm].

To solve the problem of attention redundancy and attention deficiency under the
multi-layer attention architecture, two more alignment blocks are stacked with the
reattention mechanism as follows.

R1,Z1, E1, B1 = align1(P ,Q)

R2,Z2, E2, B2 = align2(R1,Q, E1, B1)

R3,Z3, E3, B3 = align3(R2,Q, E2, B2,Z1,Z2)

(31)

where alignt denotes the t-th block. In the t-th block (t > 1), the inputs include the
hidden states of question Q, the paragraph representation of the previous round
Rt−1, and the similarity matrix Et−1 and Bt−1 which were computed by the
previous round. The attention distribution under the reattention mechanism Et and
Bt are computed as Eqs. 22 and 23 respectively. In additional, a residual connection
in the last BiLSTM forms the final paragraph representations R3 = [r3

1 , . . . , r3
m] :

r3
j = BiLSTM([z1

j ; z2
j ; z3

j ]).

3. Answer Pointer

The answer pointer predicts the answer span sequentially. The system applies a
variant of pointer networks as the answer pointer to predict the answer positions.
First, the model summarizes the hidden state Q of the question into a fixed-size
vector s as: s = ∑n

i=1 αiqi , where αi ∝ exp(ωT qi). Then, taking the question
summary vector s and the paragraph representation R3 as input, the probability of
the starting position p1(i) of the answer is heuristically calculated as

p1(i) ∝ exp(ω1
T tanh(W1[r3

i ; s; r3
i ◦ s; r3

i − s])) (32)

Next, a paragraph summary vector l = R3 · p1 is computed based on the predicted
distribution of the starting position of the answer, and a new question summary
vector s̃ is updated by the fusion function mentioned above as s̃ = fusion(s, l).
Finally, based on the latest question summary vector, the probability of the ending
position of the answer p2(j |i) is computed
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p2(j |i) ∝ exp(ω2
T tanh(W2[r3

j ; s̃; r3
j ◦ s̃; r3

j − s̃])) (33)

4.3 Read and Verify System

For the final feature aggregation to predict candidate answers, SQuAD 1.0 ensures
a correct answer in passages for each question. Eventually, some cases with no
answer appeared in SQuAD as well as Open-domain QA. To deal with this issue,
one additional “no-answer” probability of questions needs prediction by learning
a large amount of linguistic phenomena between two texts. A share-normalization
operation has been applied between the “no-answer” score and answer span scores.
The approach predicts a probability that one question is unanswerable and outputs a
candidate answer. One problem is that the answerability is not validated the second
time. Obviously, verifying the reliability of predicted answers makes the result more
credible.

The answer extraction module produces two scores, α and β, over the passage
words that indicate the answer boundaries using a pointer network. To detect
whether a question is unanswerable, a special no-answer score z can be predicted
jointly.

Ljoint = − log

⎛

⎝
(1 − δ)ez + δeαaβb

ez +∑lp
i=1

∑lp
j=1 eαiβj

⎞

⎠ (34)

where a and b are the start and end positions of ground-truth, and θ is 1 if the
question is answerable, and otherwise, 0. At test time, if the normalized no-answer
score of a question exceeds some threshold, it will be detected as unanswerable.

Hu et al. proposed a novel Read and Verify system, which includes a no-
answer reader and an answer verifier, as shown in Fig. 5. The neural no-answer
reader extracts candidate answers and produces no-answer probabilities. The answer
verifier infers the answer the second time by detecting if it is entailed by input
snippets.

4.3.1 Reader with Auxiliary Losses

Previous no-answer readers can jointly perform answer extraction and no-answer
detection. But there are two problems. For answer extraction, unanswerable ques-
tions have no candidate answers. For no-answer detection, utilizing the shared
normalization between span scores and the no-answer score results in a conflict.
Since the sum of these normalized scores is always 1, an over-confident span
probability causes a less confident no-answer probability, and vice versa. To deal
with these issues, two auxiliary losses are proposed. They will optimize each task
independently.
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Fig. 5 An overview of the approach. A candidate answer is extracted and a no-answer probability
(NA Prob) is produced as well. The answer verifier is then utilized to check whether the extracted
answer is legitimate. Finally, previous results are aggregated and the final prediction is outputted

1. Independent Span Loss

Independent Span Loss is for answer extraction. The model extracts candidate
answers for all questions. Therefore, besides answerable questions, there are
also unanswerable cases that are positive examples, and the plausible answer is
considered as the gold answer. U and V are the interdependent representations
for passages and questions. To not interfere with no-answer detection, the system
proposes to utilize a multi-head pointer network. Another pair of span scores is
produced, denoted as α̃ and β̃.

õj = ω̃T
v vj ,

t̃ =
lq∑

j=1

eõj

∑lq
k=1 eõk

vj

α̃, β̃ = pointernetwork(U, t̃)

(35)

where multiple heads share the same network architecture but with different
parameters. The augmented ground-truth answer boundaries are denoted ã and b̃,
and an independent span loss is defined as:
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Lindep−I = − log

⎛

⎝
eα̃ã eβ̃

b̃

∑lp
i=1

∑lp
j=1 eα̃i eβ̃j

⎞

⎠ (36)

By simple mean pooling over the two pairs of softmax-normalized span scores, the
final span probability is obtained.

2. Independent No-Answer Loss

The no-answer score z is normalized with the span scores. The no-answer detection
will be weakened here, and so the system considers exclusively encouraging the
prediction on no-answer detection. An independent no-answer loss is defined as:

Lindep−II = −(1 − δ) log σ(z) − δ log(1 − σ(z)) (37)

where σ is the sigmoid activation function. The model produces a more confident
prediction on no-answer score z without considering the shared-normalization
operation by utilizing this loss. Finally, the above losses are combined as Eq. 38.

L = Ljoint + γLindep−I + λLindep−II (38)

where two hyper-parameters, γ and λ, control the weight of two auxiliary losses.

4.3.2 Answer Verifier

The answer verifier infers the extracted answer by comparing the answer sentence
with the question. The answer verifier recognizes the local textual entailment to
support the answer. Defining the answer sentence as the context sentence that
includes plausible or gold answers, three architectures are explored, shown in Fig. 6:
(1) a sequential model, which accepts input as a long sequence, (2) an interactive
model, which interdependently encodes two sentences, and (3) a hybrid model,
which takes the two aforementioned approaches into account.

1. Model-I: Sequential Architecture

The answer sentence S, the question Q, and the extracted answer A are converted
into an input sequence ordered as X = [S,Q, $, A]. Then, the Generative Pre-
trained Transformer (OpenAI GPT) performs the answer verification. Multiple
transformer blocks are utilized to encode the sequence embeddings as hi . The last
token’s activation h

lm
n is accepted by a linear projection layer followed by a softmax

function to output the no-answer probability y.



100 Z. Huang et al.

Fig. 6 The Input structures
for running three different
models

p(y|X) = softmax(hlm
n Wy) (39)

A standard cross-entropy objective will minimize the negative log-likelihood.

L(θ) = −
∑

(X,y)

log p(y|X) (40)

2. Model-II: Interactive Architecture

For verifying the answer, capturing the interactions between two sentences can
help recognize their local entailment relationships. First, the model utilizes Glove
word-embeddings and runs a BiLSTM to encode the characters. The character-level
embeddings are obtained by concatenating the two last hidden states. In addition, a
binary feature is added to indicate if the answer includes the word. All embeddings
along with aforementioned feature are concatenated and encoded by a weight-shared
BiLSTM, yielding two series of contextual representations si and qi . Two inference-
aware sentence representations are produced as follows.

aij = sT
i qj

bi =
lq∑

j=1

eaij

∑lq
k=1 eaik

qj

ci =
ls∑

i=1

eaij

∑ls
k=1 eakj

si

(41)

where bi refers to the attended vector from question Q for the i-th word in answer
sentence S, and vice versa for cj . To separately compare the aligned pairs for finding
local inference information, a weight-shared function F is utilized to model these
aligned pairs as s̃i = F(si, bi) and q̃i = F(qi, ci). F can have various forms, such
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as the BiLSTM and multilayer perceptron. Here, the model employs a heuristic
function o = F(x, y), similar to Eq. 30, but replacing relu with gelu.

Next, the intra-sentence modeling layer is applied by capturing self correlations
inside each sentence. The input are inference-aware vectors s̃i and q̃j , which are first
passed through another BiLSTM layer for encoding. The same attention mechanism
that is utilized above is then used again between each sentence and itself. To ensure
that a word is not aligned with itself, set aij = −inf if i = j . Another function
F produces self-aware vectors ŝi and q̂j respectively. A concatenated residual
connection models the sentences with a BiLSTM to obtained s̄i = BiLSTM([s̃i; ŝi])
and q̄i = BiLSTM([q̃j ; q̂j ]). A mean-max pooling operation summarizes the final
representation of two sentences, namely s̄i and q̄i . All summarized vectors will be
concatenated. There is a feed-forward classifier that consists of a projection sublayer
with gelu activation and a softmax output sublayer. It processes the concatenated
vector and yields the no-answer probability. It optimizes the negative Maximum-
likelihood objective function for training.

3. Model-III: Hybrid Architecture

The features extracted by Model-I and Model-II can be combined to obtain a better
representation. The above two models are combined to form Model-III. The output
vectors of two models are merged into a single joint representation. A unified feed-
forward classifier outputs the no-answer probability. Such a design tests whether the
performance can benefit from the combination of two architectures. In practice, the
system employs a simple concatenation to merge the information from two sources.

4.4 Evaluations

DSDR is evaluated on two challenging datasets: Quasar-T [25], a popular QA
problem dataset, and SearchQA [26], a large-scale dataset to test the full pipeline
of a QA system. Using EM and F1 as evaluation metrics, on the Quasar-T dataset,
DSDR performs better than several strong competing systems, such as GA [27],
BiDAF [28] and R3 [29]. Also, on the SearchQA dataset, DSDR performs better
than BiDAF, AQA [30] and R3, and even Human Performance.

R.M-Reader achieves competitive results on the dataset SQuAD 1.0 [15] in
EM and F1 scores, outperforming several strong systems, such as SLQA [31] and
SAN[32]. On two adversarial SQuAD datasets, on which models can be fooled by
confusing sentences with wrong answers appended at the end of the context, R.M-
Reader outperforms FusionNet [33], which obtained the best results by more than
6% in both EM and F1 score, indicating that R.M-Reader is more robust against
adversarial attacks.

The Read and Verify system is evaluated on the dataset SQuAD 2.0 [34], a
reading comprehension benchmark augmented with unanswerable questions. The
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system is comprised of the R.M-Reader, ELMo embeddings [35] and Verifier. The
system performs better than SLQA in terms of the F1 score. The result indicates that
two auxiliary losses have helped the model better identify the answer boundaries
and coordinate the conflict between answer extraction and no-answer detection.
Nevertheless, the system is good at recognizing negation and antonyms while
performing less effectively on more difficult cases, such as impossible conditions
and other neutral types.

5 Answer Selection Module

The final answer selection module predicts the final answer from multiple candidate
answers utilizing feature aggregation. There are several methods, such as evidence
aggregation, multi-steps aggregation, and fusion of knowledge bases and text,
among others. Here, we introduce a multi-steps aggregation method, and illustrate
an evidence aggregation method with logical computation.

For the entirety of open-domain QA systems, the three-steps pipeline of retriever,
reader and reranker have improved overall performance, but it is greatly inefficient
owing to re-encoded inputs for each module [36]. Moreover, the modules, trained
separately, will pass errors step by step. The final module will suffer the greatest
loss. The answer selection module can benefit from a unified system, because it,
instead, leverages the information of upstream modules to help subsequent tasks.

5.1 RE3QA: Retrieve, Read and Rerank

Hu et al. proposed RE3QA [37], a unified QA system consisting of three compo-
nents: (1) an early-stopped retriever for efficiently selecting a few relevant contexts,
(2) a distantly-supervised reader for proposing multiple candidate answers, and (3)
an answer reranker for rescoring candidates. The model is trained end-to-end and
with pre-trained Transformer blocks, the inputs are encoded only once.

In the unified system, earlier blocks are trained to predict retrieving scores for all
input snippets, while a few top-ranked segments of text will be transformed for later
blocks. They are reranked utilizing their span representations extracted from the last
block’s hidden states. The architecture is shown in Fig. 7.

In the system, documents are first pruned to discard irrelevant information using
TF-IDF and by choosing the top K paragraphs to form a new pruned document d

with length Ld . Instead of reading the retrieved documents at paragraph-level or
sentence-level, the system slides a window of length l with a stride r over d, and a

set of text segments C = {c1, . . . , cn} are produced, where n =
⌈

Ld−l
r

⌉
+ 1.

Next, segments are encoded along with the question utilizing a highly parallel
encoding scheme: the pre-trained Transformer blocks. Concatenating the question,
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Fig. 7 The architecture of RE3QA. All input documents are pruned and split into multiple
segments. A few top-ranked segments are reserved. For every selected segment, multiple candidate
answers are proposed, and they will be pruned and reranked later. The system has three outputs per
candidate answer: the retrieving, reading, and reranking scores

segment and several delimiters as [[CLS]; q; [SEP ]; c; [SEP ]], the input x =
(x1, . . . , xLx ) to the network and the input embeddings h0 ∈ RLx×Dh are obtained.
Dh is the hidden size.

A series of I pre-trained Transformer blocks are employed. The input embed-
dings will be projected into a sequence of contextualized vectors as:

hi = Transformer Block (hi−1),∀i ∈ [1, I ] (42)

While a parallel encoding scheme is very appealing, it is inefficient to fully
encode all segments. The early-stopped retriever computes a scorer ∈ R2 by
summarizing hJ into a fixed-size vector with a weighted self-aligning layer followed
by multi-layer perceptrons. Only top N ranked segments per instance are passed to
the subsequent blocks. To ensure the model is focused on reading the most relevant
context, N is relatively small.

Multiple candidate answers per segment are proposed. By projecting the final
hidden states hI element-wise, two sets of scores for the start and end positions
of the answer, scores and scoree, are obtained. A reading score is computed as
si = scores

αi
+scoree

βi
, where αi and βi denote the start and end indices of candidate

answer ai . The distantly-supervised reader finally yields a set of preliminary
candidate answers A = {a1, . . . , aM } along with their scores S = {s1, . . . , sM}
for the top M candidates.
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5.1.1 Answer Reranker

The answer reranker resets the order of the candidate answers. First, a span-level
non-maximum suppression algorithm will prune redundant candidate spans, and
then the reranking scores are predicted for the remaining candidates utilizing their
span representations.

1. Span-Level Non-maximum Suppression

In the process of predicting answers, predicting a unique span for an answer string
is not required. It is possible that multiple candidates refer to identical texts. Other
than the initial correct span, other spans on the same text will be false positives. The
system presents a Span-level NMS (Algorithm 1) to delete the overlapped candidate
answers set B.

Algorithm 1 Span-level NMS

Input: A = {ai}Mi=1; S = {si}Mi=1;M∗
A is the set of preliminary candidate answers
S is the corresponding confidence scores
M∗ denotes the maximal size threshold

1: Initialize B = {}
2: while A �= {} and size(B) ≤ M∗ do
3: i = arg max S
4: B = B

⋃
{ai}; A = A -{ai}; S = S - {si}

5: for aj in A do
6: if overlap(ai, aj ) then
7: A = A -{aj }; S = S - {sj }
8: return B

2. Candidate Answer Reranking

For a candidate answer ai in B, based on its span representation, the model computes
a reranking score. The representation is a weighted self-aligned vector, and is
bounded by the span of the answer.

η = softmax(wηhI
αi :βi

)

scorea
i = wa tanh

⎛

⎝Wa

βi∑

j=αi

ηj−αi+1hI
j

⎞

⎠
(43)
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where scorea
i ∈ R1, and hI

αi :βi
is a shorthand for stacking a list of vectors hI

j with
αi ≤ j ≤ βi .

To train the reranker, two kinds of labels for each candidate ai are constructed.
Hard label yhard

i ∈ RM∗ is the maximal exaction match score between ai and the

ground-truth answers. Soft label y
sof t
i ∈ RM∗ is computed with the maximal F1

score between ai and gold answers so that the partially correct prediction can still
have a supervised signal. If all elements of yhard are 0, which means there is no
correct prediction in B, the method replaces the least confident candidate with a gold
answer. Finally, the reranking component is trained by minimizing the following
objective.

LCAR = −
M∗
∑

i=1

yhard
i log(softmax(scorea)i)

+
M∗
∑

i=1

∥
∥
∥ysof t

i − scorea
i

∥
∥
∥

2

(44)

5.1.2 End-to-End Training

Rather than train each component separately, the whole system is trained as a unified
network so that downstream components can benefit from the high-quality upstream
outputs.

Specifically, a multi-task learning approach is taken, sharing the parameters of
earlier blocks. The joint objective function is defined as:

J = λLretriever + Lreader + γLreranker (45)

where λ and γ are weight hyper-parameters.

5.2 Multi-Type Multi-Span Network for DROP

In some simplified settings, several systems have achieved human parity in the field
of reading comprehension. But when applied to more realistic scenarios, like various
types of answers or requiring discrete reasoning abilities, the performance degrades
significantly.

DROP [38], a new reading comprehension dataset, requires Discrete Reasoning
Over the content of Paragraphs to obtain the final answer. Hu et al. therefore
proposed the Multi-Type Multi-Span Network (MTMSN) [39], a neural reading
comprehension model to support various answer types and text spans consisting
of a multi-type answer predictor and a multi-span extraction method.
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×

= 2

Fig. 8 The architecture of MTMSN. The predictor supports four kinds of answer types. One
or several spans are proposed by a multi-span extraction method dynamically. The arithmetic
expression reranking mechanism ranks expression candidates that are decoded by beam search
for further validating the prediction

An illustration of the MTMSN architecture is shown in Fig. 8. The system
employs BERT as its encoder and maps word-embeddings into contextualized
representations utilizing pre-trained Transformer blocks. The multi-type answer
predictor then produces four answer types based on the representations. To support
multi-span extraction, the model explicitly predicts the number of answer spans.
Next, non-overlapped spans are outputted until the specific amount is reached, and
for the type of arithmetic expression, the reranking process is added to further
confirm the prediction.

5.2.1 Multi-Type Answer Predictor

Rather than restricting one answer to be a span of text, discrete-reasoning reading
comprehension task involves several answer types. The system proposes a multi-
type answer predictor to selectively produce different kinds of answers such as span,
count number, arithmetic expression and a new type, logical negation. Moreover,
unlike prior work that separately predicts passage spans and question spans, the
approach directly extracts spans from the whole input sequence.

1. Answer Type Prediction

The embeddings are calculated using Eq. 42 and the last four blocks (HI−3, . . . , HI )

are used as the input to the answer predictor, denoted as M0,M1,M2,M3 respec-
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tively. To predict the answer type, M2 is split into a question representation Q2
and a passage representation P2 according to the index of intermediate [SEP] token.
Then, two vectors are computed to summarize the question and passage information
respectively as hQ2 = softmax(WQQ2)Q2 and hP2 = softmax(WP P2)P2.

Next, the probability distribution to represent the different answer types is
calculated as:

ptype = softmax(FFN[hQ2;hP2;hCLS]) (46)

Here, hCLS is the first vector in the final contextualized representation M3, and FFN
denotes a feed-forward network consisting of two linear projections with a GeLU

activation followed by a layer normalization in between.

2. Span

If the answer type is judged to be span, a gating mechanism and the standard
decoding strategy are combined to predict starting and ending positions across the
entire sequence.

Specifically, three vectors, gQ0 , gQ1 , gQ2 , are computed to summarize the
question information among different levels of question representations.

βQ = softmax(FFN(Q2)), g
Q2 = βQQ2 (47)

where gQ0 , gQ1 are computed over Q0, Q1 respectively in a similar way. The
probabilities of starting and ending indices of the answer span are then computed
from the input sequence as:

M̄start = [M2;M0; gQ2 ⊗ M2; gQ0 ⊗ M0]
M̄end = [M2;M1; gQ2 ⊗ M2; gQ1 ⊗ M1]
pstart = softmax(WSM̄start )

pend = softmax(WEM̄end)

(48)

where ⊗ denotes the outer product between the vector g and each token representa-
tion in M .

3. Arithmetic Expression

To model the process of performing addition or subtraction among multiple numbers
mentioned in the passage, there is a three-way categorical variable (plus, minus, or
zero) for each number to indicate its sign. As a result, an arithmetic expression that
has a number as the final answer can be obtained and easily evaluated.
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Specifically, for each number mentioned in the passage, its corresponding
representation is gathered from the concatenation of M2 and M3, eventually yielding
U = (u1; . . . ; uN) ∈ RN×2∗D where N numbers exist. Then, the probabilities of
sign (plus, minus, or zero) assigned to the i-th number are computed as:

p
sign
i = softmax(FFN[ui;hQ2;hP2;hCLS]) (49)

4. Count

Counting entities is modeled as a multi-class classification problem. To achieve this,
the module first produces a vector hU that summarizes the important information
among all mentioned numbers, and then computes a counting probability distribu-
tion as:

αU = softmax(WUU), hU = αUU

pcount = softmax(FFN[hU ;hQ2;hP2;hCLS])
(50)

5. Negation

One obvious but important linguistic phenomenon that prior work fails to capture is
negation. There are many cases in DROP that require performing logical negation on
numbers. To model this phenomenon, the system assigns a new two-way categorical
variable for each number to indicate whether a negation operation should be
performed. The probability of logical negation on the i-th number is then computed
as:

p
negation
i = softmax(FFN([ui;hQ2;hP2;hCLS]) (51)

5.2.2 Multi-Span Extraction

Although existing reading comprehension tasks focus exclusively on finding one
span of text as the final answer, DROP loosens the restriction so that the answer
to the question may be several text spans. Therefore, specific adaptation should be
made to extend previous single-span extraction to the multi-span scenario.

The system proposes directly predicting the number of spans first and modeling it
as a classification problem. This is achieved by computing a probability distribution
on span amount as

pspan = softmax(FFN[hQ2;hP2;hCLS]) (52)
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To extract non-overlapped spans to the specific amount, the non-maximum
suppression (NMS) algorithm is adopted like Algorithm 1.

5.2.3 Arithmetic Expression Reranking

As discussed in Sect. 5.2.1, the system models the phenomenon of discrete reason-
ing on numbers by learning to predict a plus, minus, or zero sign for each number in
the passage. The signed numbers then compose an arithmetic expression. The final
answer can be deduced by performing simple arithmetic computation.

However, since the sign of each number is only determined by the number
representation and some coarse-grained global representations, the context infor-
mation of the expression itself has not been considered. The model may therefore
predict some wrong expressions (e.g., the signs that have maximum probabilities
are either minus or zero, resulting in a large negative value). In order to further
validate the prediction, the system adds one more step for arithmetic expression to
rerank several highly confident expression candidates utilizing the representation
summarized from the expression’s context.

Specifically, Beam Search is utilized to produce top-ranked arithmetic expres-
sions, which are sent back to the network for reranking. For each number in the
expression, its corresponding vector is gathered from the representation U , and for
the signs, an embedding matrix E ∈ R3×2∗D is initialized, and the sign-embeddings
for each signed number are found.

Given the i-th expression that contains M signed numbers at most, number
vectors Vi ∈ RM×2∗D as well as sign-embeddings Ci ∈ RM×2∗D can be obtained.
Then, the expression representation along with the reranking probability can be
calculated as:

αV
i = softmax(WV (Vi + Ci)), hV

i = αV
i (Vi + Ci)

parith
i = softmax(FFN([hV

i ;hQ2;hP2;hCLS])
(53)

5.3 Evaluations

On TriviaQA-wikipedia and TriviaQA-unfiltered datasets [40], RE3QA both out-
performs previous best approaches like CAPE [41] and HAS-QA [42] in terms
of the F1 score. Further experiments on the SQuAD-document and SQuAD-open
datasets, both modified versions of SQuAD, also show gains over previous results
with respect to the F1 score.

Experiments show that the MTMSN model creates competitive results on the
DROP dev and test set [43], even compared to NABERTLARGE [43], which
employs BERTLARGE as an encoder. Those gains mainly come from numbers,
the most frequent type. The type requires various types of symbolic, discrete



110 Z. Huang et al.

reasoning operations and the multi-span category. This shows the validity of multi-
span extraction method.

6 Conclusion

In summary, we have presented an overview of the Open-domain textual question
answering systems, and introduced the technical architecture including paragraph
ranking module, candidate answer extraction module and final answer selection
module. Deep Learning technology is crucial for the performance of Open-domain
textual QA. Although these systems are developing fast, many challenges remain,
such as balancing accuracy, efficiency and scalability of ranking; complex machine
reading comprehension models lacking interpretation, resulting in difficulty with
evaluating performance; significant energy consumption with increasing model size;
and more complex sub-tasks like reasoning across multiple snippets. Moreover, the
distantly-supervised objectives in the training process also matter. Recent trends
for open-domain textual QA also concentrate on several points, such as combin-
ing complex reasoning modules to deal with challenging sub-tasks, complexity
improvement for searching small networks to improve the efficiency, and integration
of multiple technologies from different fields to improve performance.
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Part II
Auditory Technologies for Accessible

Human Computer Interfaces



Speech Recognition for Individuals with
Voice Disorders

Meredith Moore

Abstract Voice has become a common form of interacting with computing sys-
tems. Automatic speech recognition (ASR), voice interfaces, and interactive dia-
logue systems are already established as popular technologies. Speech-based inter-
action will continue to grow in the future and generally, voice-interaction is here
to stay. The goal of this chapter is to provide an overview of the field of ASR for
individuals with voice disorders including a briefing on foundational acoustic and
phonetic concepts as well as some of the basics of voice disorders. After introducing
these foundations, the field of ASR is reviewed focusing on the characterization
of different ASR algorithms. The primary contribution of this chapter is the
introduction of a new nomenclature to discuss systems that recognize speech
from individuals with voice disorders. This new characterization of ASR systems
focuses on how the system handles speech from individuals with voice disorders,
introducing the terms disorder-independent, disorder-dependent, and disorder-
adaptive speech recognition systems. This chapter takes this new characterization
one step farther by establishing a leveling system that describes the difficulty of the
speech recognition problem based on the amount of both implicit (noise derived
from the voice itself) and explicit (noise added from the environment or recording
equipment) noise in the speech sample. Through these new characterizations and
nomenclature, this chapter works to more accurately categorize the work in the
field. After defining a clearer system of classification of strategies for accomplishing
difficult speech recognition, approaches to model speech at the different levels
are described. Pulling from the most successful methods of dealing with explicit
noise in speech recognition systems, we evaluate the field of disordered speech
recognition, identify key strategies for recognizing disordered speech, and posit
which methodologies from the field of explicit-noise-robust ASR systems might
be successful in the domain of disordered speech recognition. The chapter ends in a
discussion around how speech disorders present an accessibility challenge to voice
interfaces and argues that this accessibility barrier will only continue to grow with
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the proliferation of voice-based technologies if we don’t take action now to make
these technologies inclusive.

Keywords Voice disorder · Speech recognition · Levels · Nomenclature

1 Motivation and Introduction

The primary goal of automatic speech recognition (ASR) is to interface effectively
with computers through speech. To optimize the usability of such interfaces, ASR
systems must include as many different groups of users as possible. The number of
speech interfaces and services enabled through voice-interaction continues to grow.
However, these systems are optimized for users with ‘normal’ speech patterns and
often act as a barrier to access for individuals with voice disorders, speech disorders,
or atypical speech patterns. In this chapter, key concepts in the field of ASR for
individuals with voice disorders are defined as well as a new nomenclature to discuss
algorithms that attempt to recognize speech from individuals with voice disorders.
Pulling from the literature that attempts to build more robust ASR systems, this
chapter describes techniques that have been previously used to more accurately
recognize speech from noisy and low-resourced datasets. This chapter will also
discuss techniques that have been particularly successful in recognizing speech from
individual’s with voice disorders.

1.1 Voice Interaction Is Here to Stay

The field of ASR has shown a dramatic improvement in the past several years. This
significant change is possible because of the many large speech datasets that contain
labeled speech as well as the powerful advances in deep learning techniques. This
improvement has fueled a booming industry of consumer-facing devices that enable
voice-based interaction. Advancements in ASR and natural language processing
(NLP)—the field of understanding, deciphering, and interpreting human language at
a syntactic and semantic level—have influenced the integration of voice interaction
into the technology that is used every day by consumers such as mobile phones,
smartwatches, or devices that are tied to our home environments like smart home
sensors, and digital assistant equipped speakers. Interacting with phones, watches,
and homes via voice has become more and more standard and the utility of these
integrations continues to grow.

The volume of research disseminated involving voice-based interaction has
increased significantly over the last 10 years. Take the foremost journal in Human-
Computer Interaction—The Association for Computing Machinery’s Computer-
Human Interaction (CHI). This conference has been held annually since 1985. In
Fig. 1, the number of papers with titles or abstracts including the keywords voice,
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and speech is shown over time. The percent of the papers at CHI that contained
voice and speech over time is shown in Fig. 2. In Fig. 2, it is evident that there was
a spike in the percent of papers relating to speech and voice-based technologies in
1986. This increased representation for voice-based technologies in 1986 is largely
due to ASR systems being developed to the point where they were potentially usable
as an input modality for computers. This advancement in the ability of computing
systems to recognize speech drove an influx of research papers positing how to
develop systems that are controlled by speech interaction.
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Recently, consumers are buying technology that is voice-enabled at a sharply
increasing rate. More than 270 smart speaker models have been made available to
consumers since the first Amazon Echo product shipped in 2014. Speech and voice
disorders present an accessibility challenge to voice interfaces now that will grow
with their proliferation if steps aren’t taken to resolve these barriers. This chapter
focuses on establishing the background knowledge of ASR systems through the lens
of building ASR systems that are accessible to individuals with voice and speech
disorders.

1.2 Accessibility Considerations in Voice Interaction

Despite the growing field of voice-based interaction, some users are left out of
the conversation. It is estimated that 17.9 million U.S. adults (7.6%) have reported
having a problem with their voice in the past 12 months. Of those individuals, some
9.4 million (4.0%) reported having a problem with their voice that lasted for a
week or more [3]. However, voice and speech disorders don’t only affect adults,
it is estimated that 5% of children between the ages of 3 and 17 have a speech
disorder lasting a week or longer. Children—estimated 8–9%—often experience
speech sound disorders particularly articulation disorders or phonological disorders
[41].

Systems reliant on speech as input are inaccessible to individuals with speech
and voice disorders [38]. Why aren’t these systems accessible to individuals with
voice disorders? There are two primary reasons for this inaccessibility:

1. Insufficient data representing individuals with voice disorders
2. Lack of effective modeling techniques

In general, the more data used to train a deep learning model, the better the
model will perform. Applying this generalization to the task of recognizing speech
from individuals with speech and voice disorders, it makes sense that because there
is very little publicly available data that represents speech from these speakers,
the models that are trained on normative speech datasets do not perform well
on disordered speech [38]. The speech from individuals with speech and voice
disorders is significantly different enough from ‘normative’ speech that the models
that are built to recognize ‘normative’ speech do not accept the level of variability
shown in disordered speech.

2 Definitions and Concepts

In the pursuit of clarity, let’s start by defining some of the prominent terminologies
that will be used throughout this chapter. These are commonly defined terms in the
field. Later on in this chapter, new terms that build on some of these concepts will
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be introduced to more precisely talk about the field of ASR for people with voice
disorders.

• Automatic Speech Recognition: also known as speech recognition, or ASR, is
the task of recording a speech signal and transforming the speech waveform into
the text that was spoken aloud.

• Voice Disorder: a disorder that happens when characteristics of an individual’s
voice—the tone, pitch, volume, or overall quality—are inappropriate for how
they see themselves. This definition of self may include the speaker’s gender,
culture, age, or even their geography [2, 28].

• Speech Disorder: The process of articulating words and sounds is known as
speech. Speakers with speech disorders may not be able to make sounds precisely
leading to unclear words and decreased intelligibility, have a different voice
quality—sounding a bit raspy or hoarse—or have breaks or pauses in their
speaking patterns leading to a not entirely fluent sound (called stuttering).

• Dysarthria: a class of neuromotor speech disorders which happen when the
muscles responsible for speech are weakened due to brain damage. Dysarthria
presents with a variety of possible symptoms. Dysarthric speech can sound slow,
slurred, fast, soft, breathy, or raspy. This speech disorder can be a result of
several different primary disorders including but not limited to Amyotrophic
Lateral Sclerosis (ALS), stroke, brain injury, tumors, Huntington’s, Cerebral
Palsy, Multiple Sclerosis, or muscular dystrophy.

• Robust ASR: The propensity to accurately recognize highly variable speech
is referred to as the robustness of an ASR system. Robust ASR systems can
recognize speech that has a large amount of variability in it, whether that
variability comes from background noise levels, different recording devices, or
differences in the speech itself.

3 A Brief Introduction to Phonetics and Acoustics

The field of ASR is built on top of decades of research in acoustics, linguistics,
and phonetics. To build systems that recognize and even understand speech and
language, we need to understand the basics of how speech is produced and
understood. The following sections outline healthy speech production as well as
some common places where breakdowns in this process happen leading to voice or
speech disorders. How this speech is perceived as well as common pre-processing
steps taken before inputting to an ASR system are also described.
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3.1 Speech Production

Speech production includes all of the steps by which thoughts are translated
into speech—starting with generating thoughts, forming words within the rules of
syntax and grammar, and then forming the specific muscle movements necessary to
articulate the words using the vocal cords, lungs, nose, mouth, and tongue [5, 57].
Speaking is an incredible ensemble of very precise motor tasks resulting in a
series of sounds that can travel relatively large distances. In physics, a sound is a
vibration that propagates as an acoustic wave (an oscillation in pressure) through
a transmission medium (gas, liquid, or solid). As humans, we experience sounds
through the reception of these waves and their interpretation within the brain.

Models of speech production can help lead to a better understanding of how to
computationally model speech [26]. One of the prevalent speech production models,
the source-filter model, posits that speech is a combination of a sound source (the
vocal cords), and an acoustic filter (the vocal tract). The sound source is represented
by the pulsing signal—referred to as the excitation signal—created by the oscillation
of the vocal cords, while the acoustic filter refers to how changes in the shape and
placement of the vocal tract organs change the output of the sound. For example, if
you start by saying /o/ as in ‘stew’, but open your lips, the sound will change.
This is because you changed the acoustic filter. When the speaker moves their
speech articulators (lips, tongue, mouth, etc), the shape of the vocal tract changes,
causing different resonances to be formed—in the field of phonetics and acoustics,
this is also referred to as the frequency response. The frequency responses of these
resonances are known as formants. Formants are very important in the human ability
to recognize speech [22]. The source-filter model is an approximation of how human
speech works, and this model has been foundational in the speech recognition and
synthesis fields [35].

3.1.1 Production of Disordered Speech

When an individual has a speech disorder, it means that some part of the speech
production pathway is not working correctly. Speech disorders lead to a degradation
of the speech quality, making the speech less intelligible to both humans and
ASR systems. Disordered speech can be produced through problems with the
functioning of the muscles that control the vocal cords, the tongue, the lips, or the
lungs of the speaker. Producing speech requires an impressive ensemble of exact
movements, and even small distortions in the neuromuscular control of the muscles
along the speech production pathway can result in a significant degradation in the
intelligibility of the speech [46].

Dysarthria is a common class of speech disorder associated with neuromotor
conditions like Parkinson’s disease and cerebral palsy as well as brain damage
due to stroke or head injuries. Individuals with dysarthric speech exhibit a massive
variability in the ability to articulate speech clearly. Common features of dysarthric
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speech include deviations in the time domain—leading to speech that sounds either
slow, distorted, or sometimes rushed—as well as general difficulty in parsing out
phonemes due to poor precision of the speech articulators. Differences in speech
quality from the ability to control the volume of the voice to a nasal or breathy
quality are also commonly seen in dysarthric speakers.

Voice disorders lead to dysphonic speech which can often be characterized
similarly to dysarthric speech. Dysphonic speech, however, is often rooted more
in the vocal cords than the speech articulators leading to slightly more intelligible
speech than dysarthria, generally. The variability mainly stems from deviations in
the tension in the vocal cords. If the vocal cords are loose—often due to spasms
in the muscles that control the tension of the vocal cords, the speaker has speech
that has a breathy quality and very low volume. If the vocal cords are tight—also
often due to spasms in the muscles that control the tension of the vocal cords—the
speaker’s voice sounds tight, creaky, and often the speech is sped up to fit sentences
into one breath. It is common for individuals with speech and voice disorders to
change their prosody—the cadence, volume, or emphasis of how they speak—to be
better understood by listeners [31].

3.2 Speech Perception

Speech perception is the process by which speech and language are heard, pro-
cessed, and understood. Speech is perceived via both auditory and visual modalities
[32]. Verbal communication and interaction are some of the defining characteristics
of the human race [17]. The act of speaking involves producing a stream of
meaningful sounds. Understanding these sounds starts by being able to discern
phonemes. A phoneme is the smallest perceptible unit of speech from which
through pattern recognition, one word can be distinguished from another. From
phonemes, we can build the basis of recognizing and distinguishing words and
therefore language.

From a young age, humans start learning to perceive speech. Speech perception
is a relative concept—the language that is spoken to you as a child affects the
development of the ability to detect certain phonemes. As we learn the language that
surrounds us, we lose the ability to detect phonemes that are not part of that language
[6]. Perceiving and understanding speech becomes more difficult if a speaker has an
accent or atypical speech patterns. However, humans are quick learners and adapt
readily to better understand atypical speech patterns [10]. This means that speech
perception is not only relative but also a dynamic concept.
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Fig. 3 An example of a spectrogram of a speech sample saying ‘good dog’

3.3 Speech Parameterization Methods

The goal of ASR systems is to find the most likely word sequence. To this end,
many ASR algorithms require that speech be parameterized—condensed down to
relevant speech features. As the sampling rate of speech is so high—commonly
44,100 samples per second—it is common practice to reduce the size of the input by
combining the input in different ways that are relevant to the frequency and spectral
parts of the speech. There are many techniques to accomplish this goal, and below
some of the more common techniques are discussed.

One rudimentary technique of parameterizing speech is to use windowing—a
technique where a speech signal is sectioned off into short, overlapping segments
(generally on the order of 10 ms) and summarized. At this level, the signal in the
speech remains relatively stationary, and the resulting features can represent the
phonetic and acoustic content of the speech.

Another common technique for parameterizing speech is to use Mel-Frequency
Cepstrum Coefficients (MFCCs). MFCCs are based on the short-term Fourier
transform (SFT) of the speech waveform and attempt to replicate some of the
psycho-acoustic properties of the human auditory system. Other speech parame-
terization methods include speech articulation features [15] and pitch information
[16].

Formant analysis is another common technique for pre-processing speech [61].
Estimating the formants involved in a specific utterance can lead to a better
understanding of what and how a speech sample was said. Formants are the distinct
frequency components of speech, and as such are measured in Hz. Formants can be
visualized using spectrograms and can be estimated by finding the local maxima of
the spectrum. Formants provide information about the articulation of the speech,
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and when combined with lip and mouth position, words can be interpreted. In
individuals with voice disorders, it is relatively common to see shifts in the formants
of their speech in comparison to control speech.

A slightly more modern technique for parameterizing speech, spurred by the
development of convolutional neural networks for computer vision, is to use a
common visual representation of speech—the spectrogram. Spectrograms are a
visual way of representing the information in speech and are analogous to sheet
music, where the frequency of the voice is shown over time. Spectrograms encode
information such as the loudness (intensity) of different frequencies over time.
Figure 3 shows a spectrogram of the author saying ‘good dog’. The x-axis represents
the different frequencies, while the y-axis represents time. The intensity of the
frequency at a given time is shown by the color of the signal, where reds indicate
high intensity, and blues indicate lower intensity.

More recently, rather than parameterizing speech before inputting it to an ASR
system, researchers have attempted speech recognition by inputting the raw speech
signals. The idea here is that, much like has happened in the field of computer
vision, by applying deep learning techniques, maybe the explicit knowledge that
the field has been trying to infuse the data with attempts to parameterize speech can
be implicitly discovered by the latent variables in deep learning. Training machine
learning models on raw speech data presents some problems, notably the size of the
signal. While speech is a one-dimensional signal, the sampling rate is commonly
44,100 samples per second. To process this many inputs at a real-time speed is quite
difficult without speech parameterization methods.

3.4 Markers of Disordered Speech

In Fig. 4, two different spectrograms are shown, both holding the prolonged vowel
/i/. The spectrogram on the top is of a speech sample from a control speaker (no
voice disorder), while the spectrogram on the bottom is from a speaker with a voice
disorder. Visually, it is relatively easy to see how this specific voice disorder causes
the vowels to sound less ‘stable’ than the control speaker’s vowel. Using information
like this to be able to identify and compensate for a voice disorder in a speech
recognition task is an important part of building disorder-robust ASR systems.

While there are many diverse measurements relating to the extent to which a
voice is disordered, the main concept that these ratings usually try to model is
intelligibility—the ability of a spoken utterance to be perceived, understood and
internalized by the communication partner. While on the surface, intelligibility
seems like a pretty straight forward concept, it has proven to be quite tricky to
model effectively. This is partly due to the subtle complexity of the concept of
intelligibility. Intelligibility is both dynamic—the more we hear someone’s voice
the more we get used to how they communicate, we change our prosody based
on environmental factors—and relative—someone with an accent similar to the
speech that you were raised around will be easier for you to understand than a
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Fig. 4 A comparison of two sustained phonations of the vowel /i/. The spectrogram on top is from
an individual without a voice disorder while the spectrogram below is from an individual with a
voice disorder, more specifically, spasmodic dysphonia

foreign accent. Most voice disorders are characterized by a decrease in intelligibility.
Generally, the lack of intelligibility has a significant impact on an individual’s life,
causing difficulty with completing activities of daily living.

To recognize disordered speech, it will be helpful to be able to identify disordered
speech. There has been quite a bit of research on this topic in the speech-processing
and clinical fields. From this literature, there exist a few standard features that
have consistently been shown to be correlated with voice disorders. These features
include jitter, shimmer, harmonic noise ratio and the cepstral peak prominence
[52, 56, 62]. These features are values that can be calculated with relative ease
and have led to accurate classification of disordered speech [13]. Formants provide
information about the articulation of the speech and have been used to classify voice
disorders [40]. Having a set of features that can identify disordered speech may help
identify disordered speech and apply different methods of speech recognition for
these voices.

To build systems that can recognize disordered speech, it will be important to be
able to recognize and potentially quantify or cluster disordered speech. The markers
discussed above such as changes in the jitter, shimmer, harmonic noise ratio, and
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cepstral peak prominence, as well as a general decrease in intelligibility, can be
used to identify disordered speech.

4 Automatic Speech Recognition Overview

To understand the different ASR systems, and gain an overall understanding of how
ASR systems work with the eventual goal of understanding how and why these
systems can be made more accessible to individuals with voice disorders, it is first
prudent to understand some of the characterizations of different ASR systems. In
the following sections, some of the more important parameters of ASR systems are
discussed.

4.1 Characterization of ASR Systems

4.1.1 Speaker Dependence

An important parameter in building an ASR system to recognize disordered speech
is what level of dependence the system will have on the speaker:

An ASR system is speaker dependent when it is trained using samples from a
single user. Speaker dependent systems are more successful in recognizing speech
from individuals with speech and voice disorders, however, they require a significant
amount of data from the speaker who will be using the system, and do not generalize
well to other speakers.

An ASR system is speaker independent when it will recognize speech from
any speaker. The result is a system that is more flexible to a broad range of
speakers, however, speaker-independent systems require a vast amount of speech
data from many diverse speakers. In general, speaker-independent models are
not very successful at recognizing disordered speech. One explanation of the
poor performance of speaker-independent systems on disordered speech is that
disordered speech is not part of the training data that the system is trained on.

The middle ground between speaker-dependent and speaker-independent sys-
tems is what is referred to as ‘speaker adaptive’ ASR systems. A speaker-adaptive
ASR system is first trained on data similar to that of speaker-independent systems—
a vast amount of data that is representative of many diverse voices—and then later
the last layers of the neural network are re-trained on a specific speaker’s voice. In
this capacity, some of the advantages of speaker-independent models are preserved,
and while some data is necessary from the end-user of the system, the amount of
data necessary to fine-tune a speaker-adaptive model is significantly less than the
amount of data needed to train a speaker-dependent system.
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4.1.2 Continuity

Originally, ASR systems were built such that they recognized discrete words—that
is, isolated words spoken one at a time. This kind of interaction is great for simple
tasks like controlling a simple interface or providing simple commands, however, it
is unnatural for humans to put significant space between words, and thus, not a good
user experience.

Continuous speech recognition refers to the idea of recognizing natural
speech—speech that does not necessarily have space in between each word.
Continuous speech recognition allows the user to speak in a more normal cadence
than discrete speech recognition. The ideal ASR system recognizes continuous
speech, however, there still is some utility in discrete speech recognition systems,
especially if the speech is particularly difficult to understand.

4.1.3 Vocabulary Size

Another important parameter for building ASR systems for individuals with voice
disorders is the size of the vocabulary that the system will recognize. While
originally, speech recognition systems were built to recognize small vocabulary
sets, usually including the alphabet, digits, and some simple commands, Large
Vocabulary Continuous Speech Recognition (LVCSR) is the goal of most ASR
systems [51].

LVCSR has yet to be achieved for individuals with voice disorders. The most
successful ASR systems for individuals with voice disorders use significantly
smaller vocabularies. These vocabularies are generally limited to digits, commonly
used words, and simple directions, and in most cases are designed as discrete
systems.

4.2 Nomenclature of Disordered Speech Recognition

Along with these classifications of the different levels of difficulty of the ASR task
based on the amount of implicit and explicit noise, this chapter also introduces
a new vocabulary to discuss models that recognize speech from individuals with
disordered speech.

Within the general field of ASR, there are several different ways to classify
speech recognition models, primarily dealing with the characterizations explained
above. Building upon the previously defined terminology of speaker dependent,
speaker-independent, and speaker adaptive models laid out in Sect. 4.1, new
variants of these concepts are proposed relating not only to the speaker but to speech
disorders as a whole, to facilitate more inclusive voice-based systems. The new
vocabulary is as follows:
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• Disorder-Robust ASR: This refers to the field of ASR that deals with building
models that are robust to the implicit noise found in speech from speakers with
voice and speech disorders.

• Disorder-Dependent ASR: This refers to ASR systems that are trained only on
data from a specific type of disordered speech. For example, if a system was built
to understand speech from individuals with Spasmodic Dysphonia, the resulting
model would be a disorder-dependent approach to disorder-robust ASR.

• Disorder-Independent ASR: A disorder-independent ASR system refers to a
system for which the recognition accuracy of speech from individuals with voice
disorders is greater than or equal to that of individuals without voice disorders.

• Disorder-Adaptive ASR: Disorder-adaptive ASR refers to ASR systems that are
initially trained on the LVCSR data—large vocabulary, continuous speech from
many speakers—and then are later adapted to represent a particular disorder.

With this new characterization of disorder-robust ASR systems, it is relatively
easy to see how this scaffold could help lay the foundation for the development of
new, better disorder-robust ASR systems.

4.3 The Ideal System

From the nomenclature and characterizations above, the goal of building ASR sys-
tems for users with voice disorders is defined as achieving a disorder-independent,
large vocabulary, continuous system such that the recognition accuracy of speech
from individuals with voice disorders is greater than or equal to that of individuals
without voice disorders. This system would be not only disorder-independent but
would also work on continuous speech and for a very large vocabulary. Toward this
goal, a classification of the difficulty of tasks in the field of ASR is introduced below.

4.4 Levels of Difficulty in ASR Tasks

When input speech is clear and the data is clean—generally obtained from speakers
who are near the microphone—ASR systems have been able to achieve human-
level performance. However, this formulation has a lot of variables and if there
is background noise, an increased distance from the microphone—leading to
decreased signal to noise ratio—or less clarity in the original signal, the performance
of ASR systems quickly declines.

In this chapter, noise generated from anything external to the speaker’s voice—
the distance from the microphone, presence of background noise, etc.—will be
referred to as explicit noise while any noise coming directly from the speaker’s
voice—differences in the timing, quality, or ability of the speaker to articulate
speech clearly—will be referred to as implicit noise.
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Previously, any ASR task that dealt with data that had significant noise—either
natural to the environment where the data was collected or artificially added—
was referred to as robust automatic speech recognition. However, this definition
does not differentiate between different sources of noise. Most of the literature
surrounding robust ASRs deals with ways to make ASR systems robust to explicit
noise. Literature in this field will take the clean speech, corrupt it by adding
noise at different signal-to-noise-ratios, and then build systems that will accurately
recognize the data with artificial explicit-noise.

Not all speech recognition tasks are created equal—the level of noise in the
signal impacts the difficulty of achieving accurate speech recognition. To make this
distinction clear, a new nomenclature of referring to ASR tasks based on four levels
is presented. As demonstrated in Table 1, the main difference between these levels
is the amount of explicit or implicit noise (Fig. 5).

Table 1 Definition of
different levels of ASR
problems based on the
amount of implicit and
explicit noise

Type of noise

Level Explicit Implicit Problem description

1 Low Low Clean/clear data

2 High Low Noisy/clear data

3 Low High Clean/unclear data

4 High High Noisy/unclear data

Fig. 5 A guide to the
proposed levels of difficulty
in ASR tasks. Levels 1–4 are
characterized by different
levels of explicit and implicit
noise. Level 1 is the least
difficult task, progressing to
the most difficult task of
level 4
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4.4.1 Level 1 ASR

Level 1 ASR deals with data that has small amounts of explicit and implicit noise
meaning the data is both relatively free of background noise and spoken with a clear,
intelligible voice. Level 1 ASR problems have largely been solved as demonstrated
by the vast field of different smart speakers and digital assistants.

4.4.2 Level 2 ASR

Level 2 ASR tasks consist of data that has a large amount of explicit noise, but a
small amount of implicit noise. This means that there may be background noise
(either artificially added or naturally present upon the data collection process), but
little implicit noise—the speaker’s voice is generally clear and intelligible. Level 2
ASR tasks include most robust ASR tasks.

4.4.3 Level 3 ASR

Level 3 ASR tasks are the opposite of level 2 tasks—they have little explicit
noise, but significant implicit noise. Level 3 tasks include most disordered speech
recognition tasks, where the speaker’s voice implicitly has a significant amount of
noise that generally leads to a decreased intelligibility.

4.4.4 Level 4 ASR

Level 4 ASR tasks are the most difficult of the possible ASR tasks, where there
is both significant explicit and implicit noise. This includes situations where the
speaker’s voice is not particularly clear or intelligible and there also exists some
background noise, either artificial or natural.

5 A Level by Level Guide of ASR Modeling Approaches

5.1 Level 1 ASR: Clear and Clean Speech Recognition

5.1.1 Multimodels

The traditional model of ASR systems relies on multiple models to complete the task
of ASR. These models take speech as an input, pre-process the speech—possibly
extracting relevant features from the speech—and then pass either the features or
the raw speech into the recognition algorithm. The recognition algorithm generally
utilizes a language model and an acoustic model. Acoustic models are learned from
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a set of audio recordings and their corresponding transcripts. Acoustic models take
speech broken into short, overlapping time frames as an input, and for each frame
outputs a prediction of which phoneme was spoken. By concatenating the most
likely phonemes from one frame to the next, the output of the acoustic model is a
list of the most likely phonemes.

Using a lexicon and a language model, that list of phonemes is converted into the
most likely sequence of words. A lexicon acts as a dictionary and provides context
for which phonemes make up a given word, while language models contain the
probability distribution over sequences of words—providing context to distinguish
between words and phrases that sound similar. In general, the language model is
responsible for representing the syntactic and semantic content of the speech while
the combination of the lexicon and the acoustic model is responsible for handling
the relationship between the input speech signal and which phonemes were said.

The primary objective of speech recognition is to build a statistical model to
predict the text sequences W (say ‘take the dog for a walk’) from a sequence of
feature vectors X. This problem is often formulated as a Maximum a Posterior
Estimate as shown in Eq. 1.

W ∗ = arg max
W

P(W |X) (1)

From this formulation, Bayes’ Theorem is applied, which leads to Eq. 2.

W ∗ = arg max
W

P(X|W)P(W)

P (X)
(2)

From Eq. 2, P(X) can be removed because P(X) does not vary with respect to W .
What is left is the formulation shown in Eq. 3

W ∗ = arg max
W

P(X|W)P(W) (3)

Equation 3 takes into account the probability of the features given the sequence of
words P(X|W)—also referred to as the acoustic model—and the probability of
the sequence of words P(W)—often referred to as the language model. Acoustic
models model the relationship between the audio signal and the linguistic content
of the speech—generally phonemes or words—while language models deal with
the syntactic and semantic composition of the words. Acoustic models are generally
trained with the input being the acoustic features and the output being either words
or phonemes while language models are trained on large datasets of text and
output the probability that a sequence of words would be used together. Together,
acoustic and language models make up the class of ASR systems referred to as
multimodels with acoustic models going from speech to phonemes, and language
models predicting the words that the phonemes were saying.

Figure 6 shows how a multimodel system works, taking speech as an input,
applying speech parameterization, pre-processing, and feature extraction method-
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Fig. 6 An example of a multimodel, a combination of an acoustic model, language model, and
lexicon for ASR
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Fig. 7 A depiction of end-to-end (E2E) speech recognition. The idea is that there is little pre-
processing of the data, and one model takes on the task of both acoustic modeling and language
modeling to go straight from input speech to a predicted output sequence of words

ologies before passing the input into the general speech recognition algorithm. The
general ASR algorithm includes the input being passed into the acoustic model to
generate a prediction of which phonemes exist at each window of speech, which
is then passed through a lexicon mapping which phoneme combinations are likely
to be which words, and then that is passed into a language model which takes into
account the semantics and syntax of the language to modify the predictions. From
here, the predicted sequence of words is then output.

5.1.2 End-to-End Models

ASR models that don’t rely on a combination of multiple models and make
predictions based solely on the input speech data are referred to as end-to-end ASR
(E2E) systems. Figure 7 shows an example of this kind of model. Generally, deep
neural networks are used to make E2E systems. E2E models also require a lot of
labeled speech data—a luxury that is not possible for disordered speech recognition.
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5.2 Level 2 ASR: Noisy but Clear Speech Recognition

One of the major challenges in building ASR systems is making the system robust
enough to deal with the levels of noise recorded in real-life speech recordings.
Humans can understand speech even if the signal is distorted with a lot of noise—
background noise, music, wind, etc. ASR systems, however, have a much more
difficult time understanding speech signals that have been corrupted with even small
amounts of noise. Recently, there has been a significant push to build ASR models
that are noise-robust, resulting in a series of techniques resulting in more robust
ASR systems. A few of these techniques are outlined below:

5.2.1 Data Augmentation

As the primary problems behind the lack of accessibility of ASR systems can be
boiled down to insufficient data and insufficient modeling techniques, it follows
that one way to improve the accessibility of ASRs for non-normative voices is to
collect and disseminate annotated speech data from these individuals.

Another less time-consuming pathway to obtaining more speech data that is
representative of non-normative voices is to use state-of-the-art machine learning
models (such as generative adversarial networks, or variational autoencoders)
to generate artificial disordered speech. This technique is referred to as data
augmentation and has recently become a popular method for generating more
data to help build robust solutions to problems where the data representing these
problems is sparse. Generative Adversarial Networks have enabled the creation of
realistic training data. By synthesizing speech, and then including that speech in the
training data from which the ASR system is trained, lower word error rates can be
achieved [20, 48]. This technique has been used for several different subsets of data,
for example, in [53], the authors generated speech for children to help make their
ASR system more robust to child speech.

5.2.2 Transfer Learning

In machine learning, Transfer Learning is a field that focuses on applying
knowledge gained while solving one problem, to a different but related problem
[59]. Transfer learning has been used in the domain of speech recognition to
recognize speech that has different levels of noise. In [8], they train the model on
data that is noisy and employ a few techniques to make sure that it will perform just
as accurately on speech that is not noisy.

Another example of transfer learning in the speech recognition domain is training
a model on adult speech, but then applying this knowledge to the problem of recog-
nizing child speech. In [54], they do just that, evaluating different transfer learning
methodologies for applying knowledge gained from adult speech recognition to
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child speech recognition. Some techniques that they evaluated include different
speaker normalization and adaptation techniques.

Domain adaptation is a subfield of transfer learning and refers to the ability to
apply an algorithm trained in a ‘source domain’ to a different but related ‘target
domain’ [59]. In domain adaptation, the source and target domains have the same
feature space (for this chapter, the feature space would be speech), but different
distributions—say child and adult speech, whispered and loud speech, noisy and
clear speech, or disordered and normative speech, while in transfer learning the
domain feature spaces do not have to be the same.

Domain adaptation techniques include reweighting algorithms and searching for
a common representation space. Domain adaptation has been used as a way to make
ASR systems more robust to different domains of speech [11, 19].

5.2.3 Multimodal ASR

The McGurk effect shows that speech is perceived using not only auditory infor-
mation but also visual information [32]. This makes sense as speech generation and
perception are inherently bi-modal processes based on audio-visual representations.
This means that there is information about what is said in the visual modality of
speech.

The visual modality does not experience degradation due to background noise
or different kinds of microphones as speech does—a characteristic that makes the
addition of visual data to ASR systems attractive. The visual data generated from
speech includes lip motion, head movement, facial expressions, and body gestures.
The primary form of visual information incorporated into audio-visual automatic
speech recognition systems (AVSR) is lip information. The importance and clarity
of this visual component of speech increases for the speech from individuals with
voice disorders [23].

Hidden Markov Models (HMMs) have been successful in implementing AVSR
systems originally [12, 42], however, most AVSR models have transitioned into
using deep-learning-based frameworks [21, 44, 45].

5.3 Level 3 ASR: Clean but Unclear Speech Recognition

Many of the methods that have been employed in Level 2 ASR are also useful in
recognizing speech from speakers who may have unclear or disordered speech.

5.3.1 Data Augmentation

There have been a few attempts to artificially augment the amount of disordered
speech data. While level 2 tasks have utilized Generative Adversarial Networks
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(GANs) to augment the amount of speech data used, there exists too much variability
and too little data to successfully implement GANs to augment disordered speech.
Because of this, the primary methodology of artificially augmenting disordered
speech datasets is to warp the time-domain of healthy speech to get it to sound
more like disordered speech [58]. With the growing amount of disordered speech
data available, hopefully, GANs will be able to be implemented to create artificial
accurate representations of disordered speech to be used to train models to be more
robust to disordered speech.

5.3.2 Multimodal Techniques

Utilizing multiple modalities to improve the performance of speech recognition
systems has applications beyond level 2 ASR tasks. There have been a few papers
that have explored using multimodal techniques to improve the performance of ASR
systems on speakers with voice disorders [9, 29, 36].

5.3.3 Voice Conversion and Speaker Normalization

In [7], the task of voice conversion (VC) is used to convert dysarthric speech
into speech that is more intelligible using convolutional neural networks. This is
a relatively new approach to improving the intelligibility of disordered speech. The
idea is that by applying this conversion to speech both humans and computers will
be able to understand individuals with voice disorders more readily.

In [4], the researchers built a system to take in disordered speech and output
speech that is more easily understood by both humans and computers. The way that
they accomplished this was by collecting speech from individuals with speech/voice
disorders and pairing each utterance with an artificially synthesized speech sample.
They then trained a neural network to convert the input of disordered speech into
the intelligible synthesized speech. The authors were able to achieve this speaker
normalization with not only voice-disorder speech, but also differences in speech
accent, prosody, and voices. Removing these kinds of variation in speech is known
as speaker normalization. This process has been shown to improve the intelligibility
of speech but also removes some of the emotion or other characteristics that make
the speech personalized.

5.4 Level 4 ASR

There hasn’t been much work completed on noisy disordered speech recognition,
however, it is a problem which the solution will likely build off of innovations in
Level 2 and level 3 ASR problems. While it isn’t entirely practical to attempt solving
Level 4 ASR problems while there is so much work to be done on Levels 1, 2, and 3,
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it’s worth considering what the next step would be as these problems begin to have
more satisfactory solutions. One potential way of testing the performance of current
state-of-the-art ASR models of level 4 ASR tasks would be to simply corrupt some
of the disordered speech samples described below with noise, and see how well
these systems recognize the speech.

6 Disordered Speech Datasets

As identified above, one of the aspects of ASR of voice disorder speech that makes
this task difficult is the limited amount of data available to use to train these systems.
Below, we outline the prominent datasets that are available to use to train models to
represent speech and voice disorders. A summary of these datasets can be found in
Table 2.

6.1 Acoustic Datasets

6.1.1 Dysarthric Speech Dataset for Universal Access (UASPEECH)

The Universal Access Speech (UASPEECH) dataset from the University of Illinois
[25] was published in 2008 and consists of speech samples from 15 individuals with
dysarthrias, and 13 age and gender-matched control voices. The vocabulary used
in UASPEECH consists of command words (up, left, down, right, etc.), common

Table 2 A table of relevant disordered speech datasets and their characteristics. #D refers to the
number of speakers with disordered speech while #C refers to the number of control speakers

Dataset #D #C Vocabulary Data type Speech type

[25] UASPEECH 15 13 765 isolated words Audio Dysarthria

(digits, letters,
un/common words)

[49] TORGO 8 7 Non words, short
words,

Audio Articu-
latory

Dysarthria

restricted and
unrestricted sentences

[33] Nemours 11 0 74 nonsense sentences, Audio Dysarthria

two connected-speech
paragraphs

[43] HomeService 5 131 words, commands Audio Dysarthria

[39] UncommonVoice 48 9 Vowels, sentences, Audio Dysphonia

spontaneous speech

[50] Parkinson’s 20 Non words Features Parkinson’s
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words (the, and, I, you, etc.), the phonetic alphabet (alpha, bravo, charlie, etc.),
digits 1–10, and 300 uncommon words. There are a total of 765 words for each
speaker, three repetitions of each of the commands, letters, digits, and common
words, and only one instance of the 300 uncommon words per speaker. The speech
from UASPEECH was collected using a ‘beep’ sound to segment the instances of
speech, and because of this, there is a lot of silence in the dataset.

6.1.2 The TORGO Database

The University of Toronto’s TORGO database is a database that includes not
only acoustic data, but also articulatory data [49]. This dataset consists of speech
samples from eight individuals with dysarthria and seven control voices. The
vocabulary of TORGO consists of non-words (vowel sounds, phoneme repetitions,
etc.), short words (computer command words), words from the two common
intelligibility assessments [14, 60], common words used in Britain, and words that
have contrasting phonemes from [24]. The dataset also contains both read sentences,
as well as spontaneous speech from image descriptions. One of the drawbacks of
the TORGO database is that it includes the confounding variable of the recording
equipment for the articulatory data. This equipment includes placing sensors on the
tongue, lips, and mouth which very likely hindered speech to some degree. However,
if knowing the specific details of how a dysarthric speaker articulates their speech is
important, the TORGO database is the only database that provides this data publicly.

6.1.3 The Nemours Database of Dysarthric Speech

One of the original databases of dysarthric speech is the Nemours database. This
database is a collection of 814 short sentences made up of words that don’t make
sense together, 74 sentences that make sense, and two paragraphs of connected
speech. This database contains speech samples from 11 speakers with different
degrees of dysarthria, all of whom are male [33]. The fact that this dataset only
contains speech samples from males is potentially problematic, especially if this
was one of the main datasets used to build an ASR system. It is important to have
data representative of not only male dysarthric speakers but also female dysarthric
speakers.

6.1.4 The HomeService Corpus

The HomeService Corpus was created by researchers at the University of Sheffield
and provides the audio recorded during interactions between speakers with severe
dysarthria and their environment [43]. HomeService consists of around 10 h of data
from 5 individuals with severe dysarthria, including a vocabulary of 131 words, and
a total of 9360 interactions.
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The HomeService corpus was created to facilitate voice-based interaction with
the environment for individuals with severe dysarthria. The recordings are of
particular interest because they were recorded ‘in-the-wild’, and not in a sound
studio. This means that the level of noise experienced in this dataset is equivalent
to what a live dysarthric speech recognition system would experience. There are
general benefits to training a recognition model on the data from the environment in
which the model will be tested/used.

6.1.5 UncommonVoice

Inspired by Mozilla’s Common Voice, in [39] UncommonVoice is a crowdsourced
dataset of disordered speech. It includes speech from 57 individuals, 48 of whom
have voice disorders. Speakers recorded nonwords, TIMIT sentences, and spon-
taneous speech (image descriptions). UncommonVoice consists of around 10 h of
data and continues to grow. UncommonVoice also includes responses to a survey
including information about how speakers with voice disorders have treated their
voices, and how they would assess their voice on the day of recording.

UncommonVoice was built to have the functionality to act as a longitudinal
dataset to learn more about how disordered speech changes over time, specifically
with regards to voice treatments. The use of Botulinum toxin injections to treat
the primary speech disorder found in this dataset—Spasmodic Dysphonia—is
particularly important to this data, and the effects of this treatment can be evaluated
using this dataset. The goal of UncommonVoice was to provide representation to
the group of people with voice disorders to make more inclusive and accessible
voice-based technologies.

One of the main downsides to UncommonVoice is that it was collected in a
crowdsource manner, leading to data collected from many different microphones.
This leads to a higher level of variability in the data. Also, speakers in Uncommon-
Voice self-identified whether or not they had a voice disorder as well as what their
diagnosis was, potentially leading to some inconsistencies in the data.

6.1.6 Parkinson’s Disorder Speech Dataset

In this dataset of Parkinson’s speech, speech data from 20 individuals with
Parkinson’s disease was collected. This dataset collected non-word utterances from
the speakers. The data that was released as part of this freely and publicly available
dataset are features that were extracted from the speech data [50]. The main
drawback of this dataset is that you don’t have the raw speech signals to work with,
and instead have to work off of the features that they chose to extract. While this
data is still important and useful, it is not as flexible as many researchers desire.
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7 Utility and Applications of Disorder-Robust ASR

The goal of improving the recognition accuracy and decreasing the word error rate
of ASR systems when the input is from disordered speech is not only to generally
improve the accessibility of voice-based technology. There are other important
applications of inclusive ASR technologies such as building robust clinical metrics
to be able to facilitate speech and voice therapy and rehabilitation, building novel
voice-assistive technologies, and generally improving everyday voice interactions
for individuals with voice disorders.

7.1 Clinical Metrics

There exists a history of ASR systems being utilized to assess and evaluate speech
and voice disorders. The word error rate (WER), or conversely, the word recognition
rate is commonly used as proxy metrics for intelligibility. The word error rate
(WER) is defined, as shown in Eq. 4, as the number of substitutions S, insertions
I , and D divided by the total number of words in a phrase N . It is worth mentioning
that WER is an unbounded metric in that an ASR system could insert more words
in the prediction than there are in the transcript, causing the WER to be greater than
one.

WER = S + I + D

N
(4)

Word recognition rate (RR) is a metric that defines the accuracy of the ASR—the
number of words recognized R divided by the number of total words N as depicted
in Eq. 5.

RR = R

N
∗ 100 (5)

The evaluation of intelligibility often requires gathering participants to listen to
speech samples and orthographically transcribe—that is, write down/type out what
they hear. It is easy to imagine that this form of evaluating intelligibility is time-
consuming, expensive, as well as relatively subjective. In pursuit of a cheaper and
faster way of evaluating the intelligibility of speech, researchers have employed
the use of ASR systems. Research has found that ASR systems generally perform
worse on recognizing speech from individuals with voice disorders than humans
do [34], however, there is a pretty strong correlation between ASR recognition
rate and human recognition rate—meaning that the speakers whom humans found
most difficult to understand, the speech recognition system also found difficult to
understand.
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It has become relatively common practice for ASR systems to be utilized to
evaluate the severity of speech disorders, as well as to measure the progress of
speech and voice therapies [27, 30]. ASR systems have become integral parts of
speech and voice disorder assessment tools [1], for both adults and children [55].

7.2 Voice Assistive Technologies

While ASRs have proven to be useful as a way for individuals with physical
disabilities to interface with technology—smart homes, smartwatches, mobile
devices, etc.—individuals with voice disorders are often not able to effectively
interface with these systems via voice [18].

In a survey of 471 individuals with voice disorders, the primary impacts of having
a voice disorder were evaluated resulting in three main areas of life that voice
disorders disrupt: inhibition of social interactions, reduced emotional well being,
and difficulties finding, keeping, and advancing in jobs [37]. In this same survey,
five specific situations were described as particularly difficult for individuals with
voice disorders:

1. Speaking on the phone
2. Speaking in environments with significant background noise (restaurants, parties,

outdoors, etc.)
3. Ordering at a drive-thru
4. Meeting new people for the first time
5. Using auto-attendant phone-menu systems that require speech input.

These five situations provide areas of opportunity for the development of voice-
assistive technologies. Very few voice-assistive technologies exist—the majority
of what is available as voice-assistive technologies are voice amplifiers. While
these amplifiers are helpful when individuals with voice disorders are unable to
project their voice with enough volume to be understood—particularly in noisy
environments—if there are other problems with the voice outside of the ability for
the individual to project, then the amplifier ends up amplifying a still relatively
unintelligible voice.

In [37], individuals with voice disorders made it clear that if it was an option, they
would prefer to communicate using their voice, and that they generally wanted to be
able to speak ‘like normal’. These two findings suggest that systems that enhance the
intelligibility of disordered speech could meet the needs of individuals with voice
disorders quite nicely.

Recently, there has been a small focus on the development of these intelligibility-
enhancing systems as demonstrated by Chen et al. [7] and Biadsy et al. [4]. Voice-
normalization techniques are still relatively new, and there remains plenty of room
for growth in this field.
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7.3 Improvement of Everyday Voice Interactions

One of the main motivations for working on the problem of disorder-robust ASR is
to improve the everyday user experience of voice-based interactions for users with
and without disordered speech.

Universal Design is the concept that new technologies should be designed such
that everyone, regardless of ability should be able to use the system without adapta-
tion or modification. Designing for everyone generally improves the accuracy/utility
of the system not just for those who were originally excluded, but also for other users
[47].

In this case, by designing voice-based technology so that it can be used by
everyone without adaptation, meeting the explicit needs of individuals with voice
disorders, the implicit needs of people without voice disorders—such as being able
to be understood when a temporary illness makes the speaker’s voice scratchy/less
intelligible—are met.

Other applications of voice-based technology that would be very useful and
convenient for individuals with voice disorders are voice-based automotive
interactive/hands-free systems and improving the experience of using auto-
attendant (automatic phone menu) systems. Secondarily, improving the recognition
of disordered speech would also improve the accuracy of automatic captioning
systems, and generally the accessibility of digital assistants.

8 Conclusions

Voice-based interaction with technology has grown immensely over the past decade.
Voice-interaction is here to stay. As it stands, voice-based interaction is largely
inaccessible to individuals with atypical speech—whether it’s from a speech or
voice disorder. Speech and voice disorders present an accessibility challenge to
voice interfaces now that will grow with their proliferation if steps are not taken
to resolve these barriers.

The root cause of the decreased performance of ASR systems on disordered
speech can be traced to two main problems, insufficient data, and insufficient
modeling techniques. These root problems can be exploited to start developing
solutions that will lead to more inclusive voice-based technologies.

This chapter provides a brief introduction to the applicable area of acoustics and
phonetics as they apply to disorder-robust ASR, as well as an overview of the field
of ASR.

To provide scaffolding for other disordered speech recognition research to stand
upon, this chapter presents a new nomenclature for the field of disorder-robust
ASR systems. Terms introduced include a new characterization of ASR sys-
tems concerning how the system deals with voice disorders—disorder-dependent,
disorder-independent, or disorder adaptive—as well as a new scaffold of different
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kinds of tasks in ASR based on the type (implicit or explicit) and amount of noise in
the data. This segmentation of the field allows relevant methods established in one
level to be passed up and applied to other levels that present more noise.

Using this new leveling guide, this chapter explores common modeling tech-
niques in each level ASR task, leading to an exploration of the field of noise-robust
ASR systems as well as disorder-robust ASR systems, and a projection into the
future of noisy-disordered speech recognition.

After establishing this new nomenclature and fitting some of the more relevant
previous works into this system, this chapter then describes the humble library of
disordered speech datasets, as well as the goals, advantages, and disadvantages of
using each dataset.

Then, after a thorough discussion of the field of disorder-robust ASR systems,
this chapter goes on to discuss the utility and applications of disorder-robust ASR
in the fields of clinical metrics, voice assistive technologies as well as the general
improvement of everyday voice-based technologies.
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Socially Assistive Robots for Storytelling
and Other Activities to Support Aging in
Place

Jordan Miller and Troy McDaniel

Abstract This chapter addresses how socially assistive robots can assist older
adults as they age in place. When examining challenges with aging in place,
isolation is found across all locations a person chooses to grow old. Isolation arises
due to a reduction in social network, reduction in the amount of time spent outside
the home, or lack of social contact. We examine different technological solutions to
assist older adults who decide to age inside their home and how they can be used
to keep individuals safe. We then examine different systems to help older adults
connect to their community and solutions to address isolation. Finally, we explore
socially assistive robots and how they are being used to assist older adults. We
feel socially assistive robotics will become increasingly popular as advancements in
natural language processing are made which will allow robots to converse naturally
with their users.

Keywords Aging in place · Gerontechnology · Socially assistive robots · Older
adults

1 Introduction

People around the world are living longer as modern medicine progresses [3].
According to 2019 news reports, couples are waiting longer in life to have children
or not having them at all [26]. By 2050, it is expected that there will be 9.3 billion
people on Earth with 2 billion people aged 65 or older [63]. These trends together
have created a population shift. This shift will create novel problems around the
world due to insufficient numbers of medical professionals entering the field to care
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for older adults [34]. It is predicted that by 2020 there will be a shortage of nearly
two million healthcare workers [63]. Robots can be used to fill this gap and assist
healthcare workers in their daily activities [45].

There is a growing interest in placing technology in homes to make them “smart”
to automate or assist with many aspects of daily life, including assisting older adults
with remaining inside their homes for as long as possible. Smart home infrastructure
often includes a multitude of sensors found throughout the house, from on the
stove to alert when left on too long, to on windows to alert when left opened.
Examples of other devices include smart thermostats and the now ubiquitous robot
vacuum. These technologies can significantly reduce the workload inside the home,
decreasing the burden of household chores, which often become more difficult and
dangerous with age. Safety features allow individuals aging inside their home and
their loved ones to often feel more at ease due to alerts when an abnormal situation
arises, e.g., a faucet in the bathroom was left on for an unusual amount of time, or
the front door was opened during the early morning hours. By allowing older adults
to remain safe and healthy in their own home, the burden on understaffed healthcare
workers will be lifted and their time can be better served assisting older adults who
need more assistance.

The CDC defines aging in place as a person spending the remainder of his or
her days in the dwelling of his or her choosing [25]. When choosing where to age
in place, a person can choose from a variety of locations. These include their own
home, an assisted living facility, a nursing home or a loved one’s home. However,
many people desire to stay inside their own homes instead of moving due to the
memories associated with their homes or the stigma associated with care facilities
[65]. Clarity surveyed 804 seniors currently not living in care facilities and 89%
said it is very important to them to remain inside their homes [11]. Clarity then asked
about their greatest fears, and 13% said they feared transitioning into a nursing home
and 3% fear dying [11]. The location a person chooses to age in is often the same
location he or she will parish. Therefore, it is paramount to design technologies for
assisting older adults in a way that ensures they can maintain comfort and safety in
their homes for as long as possible.

Each of these locations offer a set of challenges to address along with common
hurdles shared by all locations. When people choose to age inside their homes, they
believe they are sufficiently healthy to stay or they have made changes in the home
to address common safety concerns. The most common changes include making
floors flush, adding grab bars to the shower and toilet, fixing loose carpet, and
repairing broken stair rails [68]. These issues can be easily addressed; however, not
all challenges include a simple solution. Many older adults choose to age in place in
a home that is outdated and not ideal for aging. Common features representative of
these houses include two-story homes, not having a bedroom and bathroom on the
first floor, and narrow doorways [14]. Clarity reports 75% of the adults surveyed are
“very or somewhat concerned” about their health if they choose to remain inside the
home and 55% are “very or somewhat concerned” about other safety and security
issues [11]. Technology can assist the elderly who are aging at home to feel safe and
secure while empowering a healthier old age.
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Finances are a challenge in all locations people choose to age. Seniors who
struggle with finances are incapable of making significant changes to accommodate
their homes for safety, or they require support from a long-term care facility but are
unable to afford it [14]. Many seniors who are “very or somewhat concerned” about
the safety features of their homes will be unable to afford repairs and will ultimately
live in an unsafe environment.

Pearson et al. [53] predict that by 2029, there will be 14.4 million seniors
classified in the middle income class. Middle income seniors do not qualify for
Medicare assistance and do not have the financial means to afford long-term care.
Pearson et al. report around 80% of middle income seniors will need assistance, but
54% of this group will be incapable of affording care or receiving support.

The middle class will be incapable of upgrading their homes, and therefore be
unable to bring property values high enough to cover long-term care. Knowing
most seniors struggle with affording the care they need, technologist should
deliberately implement low-cost, accessible solutions. Developing low-cost smart
home solutions will ensure seniors are safe wherever they choose to age and can
continue to live independently.

The second challenge found in all locations is isolation. Isolation is caused
from being separated from others [17]. Isolation can arise when a person retires,
loses friends, or becomes unable to attend social functions due to limited mobility.
Mobility issues can be permanent or temporary, such as arthritis or a condition that
can be remedied through a surgical procedure. Regardless, a person’s mobility will
be impacted. In cases where surgery is an option, depending on the severity of the
condition, a person may never regain his or her full mobility.

Isolation can cause severe effects on a person’s health and has been compared to
smoking [13]. Santini et al. [61] report that isolation can have adverse consequences
on a person’s health including depression, poor sleep, cognitive decline, and
eventually lead to premature death. Social disconnectedness predicts perceived
isolation which correlates to feeling depressed and having anxiety. Isolation can
quicken the aging of the brain, which can lead to needing assistance around the
home or, in extreme cases, require a person to move into a long-term care facility.
However, an individual may be unable to afford a long-term care facility if he or
she is in the middle class income bracket, leaving the person aging inside an unsafe
environment and unable to receive care.

Pearson et al. report that by 2029, most seniors will have fewer family caregivers
due to individuals having less children which will increase the burden on younger
family members [53]. Today’s caregivers face challenges with finances, physical
health, and mental health [30]. When fewer family caregivers are available to care
for loved ones, new difficulties will be encountered by families. Younger family
members may be unable to care for their older relatives due to couples waiting
longer to have children, which might correspond with the age their parent would
need assistance. This will leave adult children unable to care for their parents due
to having young children at home who require attention. Additionally, a couple may
have inadequate space or finances to support moving their aged family member into
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their home, leaving older adults aging in unsafe environments where isolation will
only become more prevalent.

Social robots have the potential to address feelings of isolation to support aging
in place. Surveys have explored what older adults think about robots and their
preferences and views of technology. An important finding is that older adults are
willing to accept robots for assistance [5, 7, 20]. Forlizzi et al. [20] call attention to
products not being aesthetically pleasing, but Moyle et al. [49] notice that aesthetics
are hardly taken into consideration when designing robotic applications. Older
adults prefer a physical robot over a digital assistant for socializing due to feeling
more engaged with the robot. Often, robots are designed to communicate using
non-verbal cues to let users know they are being listened to, as opposed to digital
assistants, which usually display a light to convey attention [6]. Robots developed
to assist older adults do not need to resemble humans; older adults tend to associate
the purpose of robots to providing assistance rather than focus on robots being
lifelike [7]. Another design consideration is limiting how much robots move when
users interacts with them; too much movement can hinder the user experience [55].
As social robots become more accepted, it is essential to understand the design
features seniors want, otherwise, these users could be deterred from accepting new
technology as a social companion.

Social robots have the potential to assist not only seniors, but also formal and
informal caregivers. When designing technology to aid caregiving, consideration
should be given to features that would make the jobs of caregivers both easier
and less stressful. Broadbent et al. [7] report that caregivers desire robots to
measure emotional levels, such as sadness. Caregivers expressed that a social
robot should look different compared to a robot used for physical assistance. For
example, a social robot should have a face, but no arms due to its main purpose
of companionship. On the other hand, a robot to assist with physical labor, such as
lifting people, should have arms, but no face since its purpose is to decrease the
physical stress on a caregiver.

Caregivers expressed wanting robots to assist with routine tasks. Common tasks
that have been identified are: taking blood pressure, monitoring the patient, and/or
assisting the staff while not taking their jobs [7]. Enabling robots to assist caregivers
in their daily routines will decrease workload. Robots have the potential to alleviate
the caregiver gap by making interactions between caregivers and individuals more
impactful. The remaining sections of this chapter include the following.

Section 2: Technology to Assist with Aging in Place provides an overview of
existing technology to assist older adults who chose to age inside their homes. The
technologies being developed are aimed at smart homes, and include various sensors
embedded within houses for monitoring purposes. This section covers smart home
technologies, systems to encourage fitness, and other devices to increase safety.
Next-generation smart home safety features will allow older generations to stay
inside their home longer and provide comfort to the individual and their family
members.

Section 3: Technology for Communication provides an overview of technological
solutions, both commercially-available systems and research prototypes, to address
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isolation including video calling, robotic pets, and haptic devices to support
interpersonal interaction from a distance. These technologies are designed to make
seniors feel connected with the world outside their homes. These devices are
particularly beneficial to older adults with mobility issues or who live far from
family members.

Section 4: Robots for Communication provides an overview of social robotics to
overcome isolation. Most state-of-the-art robots include conversational capabilities,
but most users desire more complex dialog interactions. Previous solutions are
examined along with the current state-of-the-art. Finally, a discussion is provided
on where the field is heading and how these technologies can assist with aging in
place and address the problem of isolation.

2 Technology to Assist with Aging in Place

Technology is being developed to keep seniors at home longer while helping them
stay safe. These technologies rely on the Internet of Things (IoT) using sensors
throughout the home to monitor a resident and detect anomalies in daily routines
including dangerous situations such as the risk of fire from leaving the oven or stove
on too long. Clarity found that 65% of seniors are open and willing to use new
technology, and 54% of people surveyed would consider using ambient monitoring
technology inside the home [11].

Technology developers should remember that seniors are willing to try these
technologies; however, this does not mean they will continue to use a device if
they feel their privacy is being violated. Ensuring technology has high standards
for privacy and does not make individuals feel they are being “watched” will be
essential to adoption and long-term use. Individuals should be able to turn off a
system whenever they are uncomfortable; this will ensure users feel and remain in
control of their homes and lives. Being unable to control a device may make people
feel that they are being forced into a lifestyle they do not desire. This may be why
almost half of the individuals surveyed are hesitant about monitoring technologies,
even though such devices would keep them in their homes longer. Research to better
understand why almost half of seniors are unwilling to place these technologies
inside their homes needs to be conducted so that we may begin to address these
concerns.

2.1 Smart Homes and Safety

Smart Homes can enable older adults who are aging inside their homes to feel safe
and connected to the outside world. Technology can detect falls and alert authorities,
or a designated caregiver, that someone inside the home needs assistance. These
same features can be used to assist stroke survivors or even detect a stroke as soon as



150 J. Miller and T. McDaniel

it happens, enabling doctors to provide immediate care. Additionally, these homes
can monitor a person with early stages of dementia and track the progression of
the disease to allow interventions when necessary. Such processes will help keep a
person inside his or her home as long as possible, reducing (1) time spent inside a
care facility; (2) time an informal caregiver must spend caring for a loved one; and
(3) money spent for care. Moreover, these processes will allow individuals living
with dementia to maintain independence, increasing their sense of dignity for as
long as possible.

Smart Homes often have features which can assist individuals with mobility
impairments. Examples include the Roomba vacuum, using Samsung’s smart plug
to make devices voice-activated, the Ring doorbell, and the Nest thermostat. All of
these devices can be used to assist an individual around the home through an app
accessed on the phone. Evidence has been found, however, that older adults prefer
technology to perform multiple tasks [20].

Intille et al. [28] developed a low-cost system to allow people to control their
environment and create customized solutions for their specific needs by placing
sensors along a roll of tape. Machine learning models were trained to learn daily
routines to be able to recognize abnormal behavior. Upon detection of abnormal
behavior, the system alerts a designated individual via a message. This early work
shows the potential of sensors deployed in the home setting to facilitate the learning
of daily routines of seniors. For example, if a person turns the bedroom light
on around 7 AM everyday, the algorithm would recognize the absence of such a
routine event as an outlier, and subsequently alert the specified individual about the
abnormal behavior.

Kaye et al. [35] developed an at-home assessment tool to assist older adults who
desire to age inside their homes. They report being the first to deploy hundreds
of sensors into homes to track: frequency of ambulation, walking speed, and time
spent in each room. The study took place over 2 years with 265 participants.
Participants were asked to complete a weekly report on how often they fell. Kaye
et al. hypothesized that the average reported number of falls each year is low due
to seniors forgetting about falls in-between doctors visits. The results found were
consistent with this hypothesis, reporting an annual fall rate 43% higher than the
national average of 30%. At-home assessment tools can be utilized by doctors and
medical staff to keep track of patients they do not see regularly. Such systems can
allow medical staff to access weekly reports to determine if an individual needs an
appointment sooner than originally planned, or to cancel unneeded appointments.
This technology has the potential to allow doctors to track the progression of a
disease on a weekly basis to determine how fast the condition is advancing and
what kinds of intervention should take place and how often.

Rantz et al. [58] developed an in-home system to facilitate communication
between individuals aging in place and their medical staff to detect early signs of
illness. Sensors were placed on the stove, bed, and chairs. Pulse-Doppler Radar was
used to detect falls and assess the risk of falling in individuals which can be an
indicator of early signs of illness. This technology was aimed at assisting the oldest
of the elderly who insist on living alone and do not require around the clock care.
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By detecting falls, the system has the potential to bring attention to possible early
illnesses which could be fatal at an older age.

Demir et al. [16] deployed sensors around the homes of adults living with
dementia to detect half-completed tasks and alert a designated person when
detected. The objective of this research was to test a prototype to assist people
living with dementia who were unable to age inside a care facility. Sensors were
chosen to avoid invading personal privacy. Four different types of sensors were
placed throughout the home in the kitchen, the bedroom, the bathroom, and on the
toilet. The sensors detected when a device was turned on but not turned off. The
prototype was successful in detecting half-completed tasks. This technology can
permit an individual living with dementia to continue to age inside his or her home
as long as possible. By alerting caregivers and doctors of half-completed tasks, the
progression of conditions may be better tracked, and more informed decisions can
be made regarding the type of intervention needed. By making a better decision, the
family can save money by paying for temporary in-home care and make adjustments
along the way to better serve their loved one. Figures 1 and 2 depict an older woman
leaving the stove on for an extended time.

Enshaeifar et al. [19] placed sensors in the home of a person living with dementia
to alert medical professionals when something is abnormal. Sensors were placed
in hallways, the living room, the kitchen, and on the doors to the bedroom and
bathroom. The sensors allowed doctors to assess the location of the person inside
the home. Additional sensors were used to monitor blood pressure, heart rate, and
temperature, and alert a doctor early in case of any complications. Detecting early
issues can save a person’s life in extreme situations or prevent a situation from
escalating. Many people living with dementia struggle with sundowners symptoms,
which can cause paranoia at night and even lead to wandering outside the home.
If an increase in blood pressure and heart rate is detected at night, doctors can
intervene and attempt to calm the individual or send someone for assistance. If a

Fig. 1 Older woman leaving
the kitchen with the stove on
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Fig. 2 Designated person
receiving text message

person wanders outside the home, the system can detect that he or she is not inside
the home and send an alert.

Rostill et al. [60] augmented the homes of people living with dementia and
their caregivers. The technology detected high blood pressure, low pulse rate,
dehydration, becoming lost, amount of sleep, and amount of movement. A total
of 408 people participated in the study. Half of the people received the system and
the other half did not. Results from the study found all 204 people who received
the technology welcomed it into their homes and reported that it was successful in
assisting them. This finding allows technologist to understand what features should
be included in a smart home environment for a person living with dementia and how
to generalize such technological solutions to healthy older adults. Such systems
should also be tested on other illnesses such as Parkinson’s disease to explore
efficacy, acceptance, and reactions. Rostill et al. have provided a strong foundation
for future smart home technologies.

High heat can lead to health complications for older adults; yet few seniors
trust the recommendations from the American National Weather Service to lower
air conditioning when it is hot. Guo et al. [24] believe this mistrust is due to
systems making recommendations the elderly do not see as applicable. Guo et al.
are developing a sweating robot to indicate high levels of heat and encourage older
adults to turn down the temperature. They believe this robot will introduce a level of
trust seniors do not have in the National Weather Service. The robot communicates
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the temperature through sweating and releasing a scent to encourage seniors to
decrease the temperature. These actions are universal to every language and culture
making the robot easily adaptable to different regions worldwide.

Broadbent et al. [8] conducted a study using the RoboGen medicine management
system to remind older adults to take their medication. RoboGen is designed to assist
users with maintaining their own medication and health; however, the medication
management system was found to be limited in terms of user friendliness. Broadbent
et al.’s study aimed to evaluate the difference between RoboGen and a revised
version called RoboGen2, designed to improve usability. Changes included a
reduction in the number of clicks needed to complete tasks, changing labels with
medical terminology, and a word completion feature that reduced the need for users
to remember the full name of medications. Forty participants were recruited from a
university campus. Participants were asked to enter prescriptions into both systems
to compare which was easier to use. It was found that significantly more participants
preferred the new system rather than the old one. Broadbent et al. reported that
in RoboGen, numerous spellings of one medication were listed, sometimes with
different dosage amounts. When older adults trust auto-generated recommendations,
discrepancies could lead to taking more than the prescribed amount of medication,
causing complications.

2.2 Technologies to Encourage Fitness

Exercise games, also known as exergames, are being explored to aid older adults in
need of physical exercise or therapy, such as stroke survivors. Exergames allow users
to perform task-specific exercises with personalized levels of difficulty. Exergames
have been found to be beneficial to older adults, especially those who have limited
mobility or cannot leave their home to go a local gym. Additionally, physical therapy
at home can reduce costs and allow exercise to continue after or beyond outpatient
rehabilitation.

Chen et al. [9] explored robots for assisting older adults with dancing to promote
physical activity. Findings from a study revealed that participants enjoyed dancing
with a robot and shared they would go out of their way to engage with robots
in situations where they could learn new dance moves. Such an application has
potential in care facilities to encourage fitness or physical therapy. Moreover,
this application may encourage socialization between residents inside a home by
improving dance skills and motivating dancing between residents.

Games are enabling older adults to exercise at home and within limited ranges
of motion. Gerling et al. [21] developed a game which engages users in the process
of growing plants. The game uses familiar movements such as raising arms straight
above the body or out to the sides of the body. This example demonstrates how
exergames can be used for physical therapy after required inpatient/outpatient
sessions end. Exergames can often be customized in terms of controls and difficulty,
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and is a promising augmentation to gym visits. Common exercises range from
strength training to improving balance and stability.

Fitness trackers can help older adults stay active longer as they age in place.
Cooper et al. [12] report that most older adults are willing to use an activity tracker;
however, the features of fitness devices are largely inaccessible to seniors. For
older adults to successfully use these trackers, buttons and screens should be larger;
wearables should be comfortable; and devices should provide continuous feedback.
Fitness trackers can encourage users to be more active by allowing them to track
progress. These devices work particularly well when progress can be monitored by
clinicians and therapists to enable assessment of adherence to prescribed exercise.

Keizer et al. [36] used the NAO robot to train older adults through monitored
exercise. The exercises were performed by mimicking a NAO robot. Future work
is needed before this technology can be deployed on a larger scale, but overall user
reaction to the robot was positive. Issues arose when interacting with the robot using
speech. The main issues included: people often did not speak loud enough for NAO
to hear them; some users could not hear NAO; and sometimes users interrupted
NAO. Such a robotic application could be deployed into care facilities for use in
group settings, which would allow the care staff to monitor all individuals at once
and encourage socialization among residents. Mimicking NAO could encourage
participation and even allow residents to enjoy attending physical therapy sessions.

Lotfi et al. [41] developed a robot capable of coaching individuals through
exercises while providing feedback on performance. The robot was made from
an iPad attached to the frame of a Double robot. A Microsoft Kinect was used to
detect users. The robot was capable of determining whether a user is performing the
prescribed workout correctly. Feedback was delivered through facial expressions
and audio. If a workout is being performed incorrectly, visual feedback is displayed
to provide guidance on how to adjust performance. Participants reported being
satisfied with the product and expressed interest in using the device outside of the
research study.

Piezzo et al. [54] used a Pepper robot, seen in Fig. 3, as a gait trainer for seniors.
Their goal was to deploy Pepper into nursing homes to assist nurses with their
daily routines and encourage interaction between patients. Pepper was capable of
observing a person’s gait to monitor balance, encouraging more ambulation, and
providing guidance to a specific location. Encouragement was given via positive
verbal praise. The screen on the torso of Pepper displayed the number of steps
taken and the number of steps remaining to reach a goal. For this study, Pepper
was operated via the Wizard of Oz approach to allow a deeper understanding of
the acceptance of Pepper as a walking partner. All users preferred to walk behind
Pepper, as opposed to follow at its side, feeling the robot served as a coach or guide.
This application is useful for care facilities and hospitals. Often after surgery, nurses
walk with patients to increase blood flow to reduce chances of clotting. Having
Pepper supervise these walks, nursing staff can tend to other patients who may have
more critical conditions.

Karunarathne et al. [33] used the Robovie-R3 robot, seen in Fig. 4, to evaluate
older adults’ acceptance of a robot-based walking partner. In this experiment,
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Fig. 3 Pepper

Karunarathne et al. recruited 20 participants to walk with Robovie-R3. All experi-
ments happened outside on a university campus. Eighteen of the twenty participants
sustained a side-by-side formation, but seven subjects eventually walked slightly in
front of the robot. Two participants walked faster than Robovie-R3 leaving it behind.
Five participants looked at the robot when walking with it and the remaining fifteen
did not look at it. This study contradicts the previous study completed by Piezzo
et al. where they found that the participants did not want to walk side-by-side with
the robot. The differences in these findings could be related to the demographics of
recruited participants. Karunarathne et al. did not specify whether older adults who
require assistance were recruited; on the other hand, Piezzo et al. tested their robot
inside a care facility. The variations in results highlight the importance of testing
technology on a wide range of individuals to gain a general understanding of how
to assist the older adult demographic.
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Fig. 4 Robovie-R3

3 Technology for Communication

Today, there are countless technologies to facilitate communication between people
including smart phones, Web applications, social media, Amazon’s Alex Show for
video interaction, among many others. More recent cutting-edge research prototypes
or commercial products include haptic devices to support interpersonal interaction
at a distance; robotic pets to decrease isolation; and telepresence robots often called
“Skype on Wheels”. The previously mentioned devices have the potential to aid
older adults hoping to age in place; however, seniors are not usually tech savvy,
which can reduce their willingness to try and adopt new systems for communication.

Moyle et al. [49] studied the effectiveness of the Giraff telepresence robot inside
a care facility for enabling patients to connect with their loved ones via video-
calling. For example, a Giraff allows a senior to remote into the home of his or
her grandchildren for a birthday party, creating a sense of presence and togetherness
without being physically present. Such technologies can benefit seniors with limited
mobility or who are located in a different state than their family.
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The Hug [18] uses haptics to communicate over long distances by simulating
the feeling of a hug. The Hug device allows users to have a closed network
of individuals they can send “hugs” to along with personalized messages. If the
intended recipient does not answer the request, the sender can leave a voice
recording. The Hug can be used by long distance families to communicate and
provide feelings of connectedness.

Khosravi et al. [38] conducted a review on how older adults are confronting iso-
lation through the use of technology. Khosravi et al. report that 50% of seniors who
use the internet and email showed a decrease in feelings of isolation. They concluded
that for seniors where no differences were noticed, a possible reason is the lack of
extensive internet training. In seven studies reviewed by the survey, robots were
used to decrease isolation, and six of these studies showed positive correlation.
Other interventions mentioned include the use of video games, telepresence, and
virtual reality. These devices demonstrate that technology has the potential to reduce
perceived isolation among older adults who are socially isolated.

3.1 Robotic Pets

Robotic pets are being used to address feelings of isolation and increase communi-
cation among older adults living with dementia. Pet therapy is an effective method
of calming patients; however, this type of intervention can be problematic due to the
care and attention needs of real animals. These challenges can be addressed through
robotic pets; e.g., Paro, depicted in Fig. 5.

Marti et al. [43] used Paro to help assist with behavioral issues in dementia
patients. A therapist decided when to introduce Paro into therapy sessions for the
study. Marti et al. reported that one patient’s reaction seemed more pronounced
compared to the other nine subjects when Paro was introduced. This particular
participant had broken a hip and would frequently call out in pain; however, when
Paro was introduced, the patient put all his effort into caring for Paro. This behavior
allowed the therapist to guide conversations around Paro. This work demonstrates

Fig. 5 Paro
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Fig. 6 Joy for All—robotic
pet

that robotic pets can be used to calm people who are living with dementia. In 2019,
the cost of Paro was $6000 [27].

Moyle et al. [48] conducted a study using Paro, and observed that participants
interacted with Paro much like one might interact with a real animal. Observations
included petting, caring for it, and talking lovingly to Paro. Moyle et al. expressed
the need for a conversational component in robots, noting that such features may be
inappropriate for robotic pets.

Leng et al. [40] conduced a systematic review of groups who had used Paro.
Six articles were reviewed that used Paro to examine behavioral and psychological
symptoms of dementia. Most participants in the studies preferred one-on-one
interaction with the robotic pet instead of group therapy sessions.

Joy for All makes inexpensive robotic pets [31] including a cat, puppy, and kitten,
all of which are commercially available. Figure 6 is an illustration of Joy for All’s
robotic puppy. These pets interact with the user by barking or purring when spoken
to and petted. These low-cost solutions work well for older adults who cannot afford
a more expensive companion robot and/or for caregivers looking to increase social
interaction among seniors.

4 Socially Assistive Robots

Social robotics is an emerging field at the confluence of engineering and computer
science due to recent advancements in hardware, artificial intelligence, and robotics.
Most social robots use a simple interface to communicate with users and typically



Socially Assistive Robots for Storytelling and Other Activities to Support. . . 159

respond to basic phrases. Social robots are also being used to facilitate specific
activities, such as playing music, providing reminders, or challenging users with
cognitive games. Limited applications use natural language processing to hold a
simple conversation with a user.

Natural language processing (NLP) is a subfield of computer science dedicated
to natural language interaction and communication between humans and computers
[67]. NLP is still a difficult task for computers to perform: challenges include
understanding irony, ambiguity, and vagueness; in other words, humans do not
always directly express what they mean. Such issues make it difficult for a computer
to have a veridical conversation with a human, but recent advancements are making
strides toward this goal. Examples of NLP’s progress include the iPhone digital
assistant Siri, Amazon’s Alexa, Microsoft’s Cortana, and Google’s digital assistant.

Each of the aforementioned applications listen to the user when instructed via a
wake word, and perform a number of tasks such as set timers, send messages, or
even tell jokes. In 2018, Google gave a presentation about their digital assistant
being able to call and make appointments for their users. While this feature is
currently available, not all calls can be completed without human intervention.
However, there is consensus among researchers that a breakthrough in NLP is near,
which will undoubtedly advance social robotics.

In this section, we discuss early work in the field of social robotics followed by
the state-of-the-art from 2015 to 2020. We demonstrate the impact that NLP has had
in social robotics.

4.1 Existing Technologies

In a pilot study, Tapus [64] developed an adaptive socially assistive robot called
Bandit II. The motivation behind Bandit II is to improve users’ cognitive attention
through the following task: Bandit II plays a song, which the user must identify by
pressing the corresponding button that indicates the song. Such interactions help
improve the cognitive ability of seniors and can be used in care facilities to keep
seniors’ minds sharp.

Kanoh et al. [32] designed a robot to help relieve feelings of isolation and
loneliness among older adults through conversation. The robot was tested in small
groups with a facilitator and was shown to be capable of asking questions to
stimulate conversation. However, many older adults had issues with hearing the
robot, causing the facilitator to repeat questions, which led to less interaction
between users and the robot. This finding demonstrates the importance of ensuring
the voice of the robot is projected loudly and clearly. Many older adults loose
hearing with age, therefore, the voice, volume, and capability to repeat phrases must
be taken into consideration.

Martín et al. [44] used a NAO robot, shown in Fig. 7, to assist people living with
dementia during therapy sessions. NAO engaged older adults through storytelling,
music therapy, and by asking a series of prompted questions. Music therapy involved
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Fig. 7 NAO

the robot singing and dancing to songs while encouraging patients to dance along.
Martín et al. also used NAO to conduct physical therapy sessions consisting of
patients mimicking the movements performed by the robot.

Research by Chu et al. [10] tested twin social robots called Jack and Sophie,
see Fig. 8, inside four care facilities over a 5 year period from 2010 to 2014. Over
this period, Chu et al. had 139 people living with dementia interact with these two
robots. The robots were capable of setting reminders, singing songs, playing games,
and telling stories. This longitudinal study showed that users enjoyed interacting
with Sophie and Jack, and led to improvements in participants’ conversational skills.
This work demonstrates that social robots can be used to enhance the lives of older
adults living with dementia and encourage socialization between residents in a care
facility.

Abdollahi et al. [2] developed a companion robot, called Ryan, to interact with
older adults living with dementia. Ryan can engage users through facial expressions,
conversation, and by reminding users of their schedules. Ryan’s torso is a display
through which users can peruse a small photo album and play games, music, and
videos. Conversations with Ryan include asking users simple questions or telling
users a story about a photo selected from the album. Ryan demonstrates the potential
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Fig. 8 Jack and Sophie

for social robots to be companions capable of carrying out more than one task that
older adults prefer.

Portugal et al. [56] piloted a robot capable of navigating a care center for
autonomous monitoring. The robot first detects faces, then navigates to users it
recognizes. Once the robot approaches a known user, a conversation is initiated,
and emotion are detected as the communication progresses. The robot is able
to understand a small set of words, so most communication occurs via a touch
screen on its torso. Users expressed a desire for the robot to express more speech
and dialogue. Portugal et al. used a co-design process to ensure that users felt
comfortable and interested in using the robot.

Paletta et al. [52] used Pepper to engage people living with dementia by
encouraging exercise, social interaction, and cognitive training. A preliminary study
was conducted where participants living with dementia, along with their caregivers,
relatives, and trainers, were asked how they felt about using a social robot. All
participants were unsure about the use of a social robot, but were interested in trying
Pepper. Pepper was then used in a feasibility study where a person stands in front of
Pepper and performs an activity. Results showed that people living with dementia
are willing to accept social robots for multimodal training. Future work includes
implementing a dialogue component for Pepper to motivate users in the next phase
of development. This work demonstrates users are willing to accept social robots,
especially when they provide different ways to engage the user.
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Fig. 9 Eva

Khosla et al. [37] placed a robot, named Betty, inside the homes of individuals
living with dementia. Betty is capable of telling a story, reading the news, pro-
viding daily reminders, dancing to songs, and engaging in cognitive games. Users
interacted with the robot at least three times a day for 3 months. Four out of five
participants reported feeling Betty was a friend. This finding demonstrates that most
users will keep interest in companion robots over time, especially if they perform
multiple tasks. Such robots can assist a person no matter where they age in place or
be used in a hospital setting to keep patients company.

Magyar et al. [42] developed an autonomous dialog system for older adults
living with dementia. The robot resembled a baby and was developed to be light
to encourage users to hold onto the robot for extended periods of time. The robot
assisted users in reducing symptoms of depression. This work builds upon the idea
of using social robots to reduce feelings of isolation, and enables designers to focus
on more complex conversational strategies.

Cruz-Sandoval et al. [15] developed a robot called Eva, illustrated in Fig. 9, to
interact with those living with dementia. Eva is capable of handling simple conversa-
tions autonomously, but needs a human operator for more complex interactions. The
human operator can change the expression on Eva’s face, play songs, and provide
customized messages. In a separate study, Cruz et al. reported that participants
enjoyed interacting with Eva, and plan to work toward longer conversations with
Eva.

Iwabuchi et al. [29] introduced Sota, a robot to reduce behavioral and psycho-
logical symptoms in people living with dementia. The robot was inspired by Paro;
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Fig. 10 Jibo

however, it includes a conversational feature. Sota is capable of greeting a user
to initiate conversation, and prompts for a name to allow the user to be referred
to explicitly during the communication. Sota can offer topics for conversation,
including those designed to evoke emotion, and play Japanese word games. Sota
demonstrates how customization in social robots makes human-robot interaction
more enjoyable and personal when robots know information about the user.

Ostrowski et al. [51] used a robot called Jibo, shown in Fig. 10, in an assisted
living facility for 3 weeks to facilitate human-to-human interaction. Jibo’s features
make the robot feel more like a companion compared to other robots. These
features include simple question answering, playing music, dancing, sleeping at
night, and taking naps. Jibo successfully increased feelings of connectedness among
residents. More residents spent time in the common living areas engaging with
the robot or having conversations with other residents related to the robot. An
interesting observation is how residents interacted with the robot; many residents
asked Jibo questions about how it was doing or other common conversation starters
used in everyday social interactions. There were a few questions to Jibo about its
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functionality including requests for one-on-one sessions. This work demonstrates
how social robots can promote curiosity and communication between humans.

Guiot et al. [23] tested a robot, named Buddy, inside the homes of seniors. People
aged 66–91 were recruited; half of participants lived in care facilities while the other
half did not. Informal and formal caregivers were also asked to participate, but in a
co-design workshop. Participants tested the robot for 3 weeks inside their home.
While Buddy can contribute to a person’s enjoyment, all participants preferred
the robot to have the safety feature of alerting their loved ones, or emergency
personnel, if they fell. This work highlights the importance of ensuring older adults
feel safe with technology inside their homes, and the opportunity for additional
safety features to ensure older adults accept new technologies.

Simão et al. [62] used a small robot to communicate between two groups in a care
facility. During the study, the robot was operated using a Wizard-of-Oz approach
while users placed blocks on the robot to communicate different tasks. Some of
the functions the blocks enabled included sending messages, recording messages,
inviting others to lunch, and listening to music. The study results showed that users
enjoyed communicating with each other between the groups: they recorded and
shared messages about their loved ones; sang half of a song for the other group
to complete; and quizzed each other on proverbs. Older adults were excited to
use the robot, but desired more features such as arms for hugging and the ability
to tell a staff worker they wished to go on a walk. The proposed technology was
easy to use and allowed individuals inside care facilities to communicate with each
other in different ways. The device also allowed residents to communicate at greater
distances, which may have been more difficult previously given the limited mobility
of many residents.

Baecker et al. [4] tested an algorithm on a NAO robot to provide emotional
support for healthy older adults who experience loneliness. The robot responds
to users by repeating what they say or using predefined responses to engage in
reflective listening therapy. If the user skips a few days without interacting with
the robot, the robot raises its arm to indicate a desire to talk. The robot starts a
conversation by asking the user about his or her day. It was stressed to participants
how the robot has limited capabilities to avoid the expectation discrepancy problem.
This prototype provides a solid foundation for others to use when developing
emotionally supportive robotic applications, and shows successful implementation
of a conversation that can be used to engage users.

Ros et al. [59] used Pepper in day care facilities to encourage residents to play
cognitive games. The games were personalized to each individual based on his or
her preferences and goals. The sessions occurred in 15 min intervals or when the
user requested to stop the session. The study focused on the design of the robot to
understand how users would feel and respond. The biggest issue reported is that the
robot spoke too fast. These systems have the potential to help older adults in care
facilities maintain their cognitive function and reduce the onset of early aging from
a lack of stimuli.

Mois et al. [46] tested a robot, called MARI, to improve the cognitive ability of
participants living with dementia through piano lessons. MARI is small in size and
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Fig. 11 MARI

is operated via the Wizard-of-OZ approach. MARI was placed in front of a piano
but would deliver the lessons via an online application. The study results indicated
that MARI holds potential for cognitive training. Participants felt that MARI was
highly qualified to teach piano lessons, especially as sessions increased in difficulty
each week. This work is pushing the boundaries of socially assistive robotics and
human-robot interaction (Fig. 11).

In [39], Lee et al. report on a social robot under development and its potential
to assist socially isolated older adults during the COVID-19 pandemic. The robot,
named Sunshine, is small and doll-like in appearance, aimed at mimicking a
grandchild of 7 years of age using a chat-bot system. Sunshine is capable of
reminding users about meals, medication, and appointments while also being able
to play songs, tell stories, play Simon says, encourage reminiscence, and quote
inspirational passages. Using Sunshine, a decrease in depression in older adults in
South Korea was seen; however, further research is needed in different real-time
situations.

Van Maris et al. [66] noticed that during a usability study using Pepper, many
older adults had trouble understanding the robot. The study took place over 6 weeks
inside a retirement village. The users did not have trouble with the robot when it
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was tested inside the lab. This study was completed using a Wizard-of-Oz approach
with the aim of teaching users about the Seven Wonders of the World. Pepper
explained one Wonder per session, and queried users about what they knew of the
location and if they had visited prior. Pepper’s responses were preset and prompted
via a person to encourage conversations to continue. Fourteen participants were
recruited at two different locations to interact with Pepper. At the first location,
four participants were not provided subtitles of Pepper’s dialogue, leading to all
participants having difficulty understanding Pepper. At the second location, ten
participants were provided subtitles of Pepper’s dialogue, and almost all participants
understood Pepper clearly; however, sometimes participants would respond to
Pepper when they finished reading and not when Pepper was done speaking. This
study highlights an important feature that should be given attention when designing
social robotics. While subtitles are a simple solution to aid older adults in their
understanding of robots’ spoken output, it is not a long term solution and will not
work for individuals with visual impairments.

Abbus et al. [1] developed an open-source crowd sourcing website that acted as
the voice of Pepper in a virtual meeting with a user. The objective of the experiment
was to understand how effective crowd sourcing is for using the robot in real-time
when more complex conversation is needed instead of simpler dialogue. The aim
was to address the current limitations of AI that make it challenging for machines
to carry out veridical conversations with users. An actress was recruited to play the
part of a distressed student and to converse with the robot via a web page. Having
one, two, four, and eight workers in the queue to speak to the participant were tested
to see which would be most successful. Increasing the number of workers in the
queue did not improve dialogue.

Nault et al. [50] studied what sensory feedback older adults preferred and found
more engaging when used for a memory game. They tested auditory, haptic, and
multimodal feedback. The pilot study was ran using nine participants where they
were asked to touch Pepper’s left/right hand, left/right foot, or head based on
Pepper’s orders. In the haptic condition, when the location was touched, Pepper
would vibrate. In the auditory condition, Pepper would beep when the location was
touched. In the mutilmodal (haptic and auditory) condition, Pepper would perform
both feedback responses. While the auditory feedback condition produced superior
performance, some participants complained of feeling rushed.

Ghafurian et al. [22] conducted online surveys during the COVID-19 pandemic
and found a shift in acceptance of social robots. Important tasks people wanted
social robots to perform included playing games, exercising, participating in
conversations, playing music, and receiving reminders. Participants wanted their
social robot to recognize them, show emotions, and have a specific feature that users
prefer such as being optimistic. Loneliness was reported to be a factor that would
increase the probability that someone would buy a social robot.
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4.2 How Robots Can Address Isolation

Mordoch et al. [47] conducted an in-depth review of contributions to social robotics,
finding evidence that robots are effective at providing companionship. It is easy to
imagine the benefits of advancements in AI and NLP that will enable more complex
conversation and interaction. Adding such a feature to social robots will address
feelings of isolation felt by older adults since there is evidence that older adults
who interact with a social robot for an extended period of time view the robot as
a friend [37]. Such innovations will help older adults age in place and promote
social interactions to avoid the detrimental effects of social isolation, loneliness,
and depression.

Pu et al. conducted a review on the effectiveness of social robots, finding that this
technology reduces feelings of isolation, decreases stress, and increases engagement
[57]. Social robots can be a peer, companion, or assistant [45]. Having a social robot
serve as a companion, robotics has the potential to address isolation in older adults;
but it is important that older adults are aware that these applications should not
replace human contact [45]. However, for older adults without a social network,
deceased loved ones, or certain cognitive disorders, social robots have the potential
to prevent health-related impacts caused by depression. Social robots can also serve
as companions in hospital rooms for patients who must stay for an extended period
of time. Many patients are unable to have visitors due to distance or visiting hours;
this does not, however, mean that the patient is ready to be alone for the night. Social
robots can keep these patients company at any hour in unfamiliar environments.

Social robots can be deployed for larger settings such as care facilities. Studies
have demonstrated that placing a robot inside a room encourages conversation with
the robot and among residents; and assistive robots used during group therapy
sessions have been found to stimulate conversation. Additionally, socially assistive
robots can address the healthcare worker shortage as well as assist healthcare
workers in their work. Applications for such robots include measuring depression
levels, taking vitals, ensuring each resident has performed his or her daily physical
fitness, or even assisting patients in walks. As the cost of robots continues to
decrease or low-cost solutions are implemented, each resident of a care facility will
be able to have his or her own social robot. Inside the home, these low-cost robotic
solutions will be ideal for an informal caregiver who requires assistance.

Social robots could have assisted in the 2020 COVID-19 pandemic when
residents across care facilities were required to self-isolate in their own rooms
and outside visitors were not allowed. During this time, older adults were isolated
more than the rest of the general population and were discouraged from even
interacting with family members. Older adults, who already suffer from isolation
and depression, likely had increased symptoms. Social robots could have assisted
and comforted many older adults to maintain mental health. Many caregivers
were also negatively impacted during COVID-19 due to required social isolation,
especially from loved ones. Caregivers were already struggling with social isolation
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before the pandemic, but the situation was exacerbated due to the extreme caution
they had to take in caring for high risk individuals.

Robotic applications have the potential to address the challenges associated with
isolation, such as depression and anxiety, by filling the void left by having a small
social network. Individuals who have a small social network due to limited mobility
or living far from friends and family, have the most potential to benefit from these
technologies. As costs lower, and AI and NLP continue to advance, social robots
will be capable of holding a conversation that mimicks human interaction, i.e.,
is veridical, interactive, and emotionally intelligent. Such innovations will ensure
social robots are widely accepted, and their benefits are recognizable. This trend is
already happening; more and more social robots feature some level of conversation,
and older adults desire complex communication skills in robots.

Physical robots are essential to solving the issue of isolation among older adults;
a preference has been seen for physical robots compared to digital assistants [6].
When designing for older adults, developers must keep in mind that seniors have
decreased sensation including reduced vision and hearing. To combat this and
ensure users find social robots user-friendly, features a robot should have are clearly
visible screens (if used), clear speech and audio, and the ability to change the
gender of its voice [7]. Customization will be beneficial to these products. Such
personalizations will allow the robot to be fine-tuned to the preferences of the user
and his or her personality, which will aid the robot in holding a conversation.

Robots should remember facts about users as well as past conversations to help
create a more human-like conversational experience. Such interactions will facilitate
bond building between humans and social robots, thereby improving trust. Recalling
information from previous conversations will help the user feel less frustrated with
the robot if a conversation overlaps or if the user begins telling a side-story, which
is a human characteristic that often happens during a conversation.

Safety features should be required as a part of the design of social robots to
ensure older adults trust the technology enough to adopt and accept it. One simple
feature that is needed is an “off-switch”, which would allow the user to disable the
robot at any time, reinforcing that the user is in control at all times. Users will likely
converse more with robots when they know that they are in control and can power
off the machine at any time, especially when conversations become uncomfortable
or the device malfunctions.

As shown, many robotic solutions have been developed without healthy older
adults in mind or only healthy older adults in mind. Researchers should work to
include a larger representation of the senior population during evaluation to ensure
that what they develop will be marketable on a larger scale. It is likely some features
of a socially assistive robot that are important to a healthy older adult will not be as
important to older adults who are not healthy and vice versa. Understanding these
limitations and overlap will be essential to developing technologies to assist with
aging in place.
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Abstract Ageing in place (at home) is gaining popularity due to the increasing
proportion of the elderly population and stay at home lifestyle. Technology can be
of great help to support ageing in place. Primarily, we need systems for telereha-
bilitation, exercise or necessary physical training, support for weakly functioning
body parts and self-assessment. This chapter introduces state-of-the-art devices for
each of the mentioned categories that can support and enhance the quality of life
(QoL) of older adults. Wearable technologies that are suitable for at-home usage are
discussed next that use a low-pressure type McKibben actuator called the pneumatic
gel muscle (PGM). PGMs are utilized to design a soft exoskeleton jacket for remote
human interaction to achieve a wearable solution for telerehabilitation. The force
induced by the system and the latencies involved are reported. PGMs are further
used to design a wearable balance exercise device. The effectiveness of the device
is evaluated using a single-leg stance test. Another system using PGMs to support
swing motion is elaborated. This design is evaluated using various parameters of
the lower limb. The stealth adaptive exergame design framework is explained along
with an exergame enabling adjustable load. Finally, a brushed body area assessment
system is discussed.

Keywords Wearable force-feedback · Balance exercise · Swing support ·
Exergames · Bathing skill

S. Das (�) · Y. Kurita
Hiroshima University, Hiroshima, Japan
e-mail: swagatadas@hiroshima-u.ac.jp; ykurita@hiroshima-u.ac.jp

R. Tadayon
Arizona State University, Mesa, AZ, USA
e-mail: rtadayon@asu.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
T. McDaniel, X. Liu (eds.), Multimedia for Accessible Human Computer Interfaces,
https://doi.org/10.1007/978-3-030-70716-3_7

175

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-70716-3_7&domain=pdf
mailto:swagatadas@hiroshima-u.ac.jp
mailto:ykurita@hiroshima-u.ac.jp
mailto:rtadayon@asu.edu
https://doi.org/10.1007/978-3-030-70716-3_7


176 S. Das et al.

1 Introduction

The accomplished Irish playwright, George Bernard Shaw, once said, “We do not
stop playing because we grow old. We grow old because we stop playing.” Ageing
is an inevitable process. Compared to 1990, the world’s aged population (65+ years
old) is projected to rise by 166.67% in 2050, which will account for 16% of the
world’s total population [1]. Science and technology have gifted an increased life
expectancy, but it also calls for a good quality of life (QoL) during the latter years
of our lives. Being active is an important aspect to sustain the essence of health
and satisfaction in the process of ageing. With the recent onset of the COVID-19
pandemic, older adults are especially at high risk, due to which regular hospital
visits are cut short, and the concept of ageing in place is being extensively promoted
by policymakers [2]. The term Ageing in place has been used to define the concept
of living in the community rather than in residential care, thus promoting some level
of independence [3].

Technology can play a major role in implementing ageing in place [4, 5]. In
particular, we need more cutting edge technologies that support telerehabilitation,
home-based physical training, physical assistance to achieve uninterrupted living
conditions, and self-assessment. In this chapter, we will introduce some recently
developed technologies that belong to these categories of application and are also
suitable for usage by older adults.

2 A Review of Accessible Technology in Healthcare

Technology has played an essential role in delivering accessible care to patients.
Technological advances in modern medicine can be categorized into five main
areas: electronic health records, personalized healthcare, telehealthcare, surgical
technology and immersive learning through artificial intelligence (AI) and mixed
reality (MR). This section discusses some of the recent advances in the areas of
personalized healthcare and telehealthcare. With respect to technology in personal-
ized healthcare, we will emphasize the fields of rehabilitation, sports and wearables.
In terms of telehealthcare, our focus will be telerehabilitation and wearables. Since
wearable technology is an overlapped area, it will be addressed as a single topic
called wearable exoskeletons.

Personalized Rehabilitation The importance of personalized rehabilitation for
gait impairments in Parkinson’s disease (PD) was reported in [6]. This individu-
alized approach may be based on a set of behavioural markers applicable to therapy
for various motor and non-motor features in PD. A training support system for
personalized upper limb motor rehabilitation was developed to enable therapists
to implement training trajectories and training programs tailored to address the
individual requirements of the patients [7]. Personalized rehabilitation techniques
were tested for post reverse shoulder arthroplasty (RSA) rehabilitation and found
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productive in improving clinical outcomes and decreasing the rate of complications
[8]. Machine learning has a significant role in personalizing the rehabilitation
process. The potential of personalized rehabilitation assessment using a combination
of expert’s knowledge and machine learning models to improve conventional
rehabilitation practices was explained in [9]. A personalized cognitive virtual reality
(VR)-enabled rehabilitation tool called AGATHE was developed and tested by
researchers to offer customized rehabilitation sessions, based on simulated activities
of daily living (ADL) [10]. The motivation behind this work was to let the patients
become a partner in developing the tool. Another personalized gamified exercise
through a recommender system was developed to tackle the issue of gradually
declining interest in therapeutic sessions [11]. VR was also used to design a Virtual
CoMBaT (Center of mass-assisted balance tasks) system [12]. This system was des-
ignated for individualized and adaptive balance rehabilitation exercises depending
on the user’s performance. The importance of individually different rehabilitation
approaches for children with disabilities, including autism spectrum disorder, was
carefully and systematically discussed in [13]. Personalized rehabilitation was
referred to as the ultimately needed goal of rehabilitation programs through the
combination of standard and tailored treatment with a greater intensity, which is
possible through technology, with an emphasis to recovering from acquired brain
injuries [14].

Sports Training Sports training and activities facilitate improved physical fitness
and performance [15]. Therefore, in this section, considering sports as a part of the
healthcare sector, we discuss some technological advances in the area. We coarsely
categorize technology in sports into VR, sensing technology, internet of things (IoT)
or web-based coaching and AI. VR has been widely utilized in sports training
and analysis during the past two decades. One of the first digitally-augmented
cooperative sports called PingPongPlus was implemented using dynamic graphics
and sound-based ball tracking to identify the impact of digital augmentation on
gameplay [16]. This endeavour was followed by some of the very first instances of
VR integration with ball sports such as handball training [17], analysis of handball
kinematics [18] and a virtual bowling game [19]. Apart from ball sports, martial arts
has been integrated with virtual elements such as in Kick-Ass Kung-Fu with goals of
fitness application and entertainment. In this game, virtual enemies were introduced
inside 3D graphics by embedding the player’s video image through real-time image
processing and computer vision [20]. Several sports evaluation and anticipatory
techniques were then developed [21–24]. During the most recent decade, with its
rising popularity, a variety of sports were experienced with VR as a skill trainer
[25]. A VR-based cricket simulator was developed to investigate changing elements
related to action and decision for cricket batsmen [26]. An American football
training system was developed using VR and showed 30% average improvement
in scores [27]. Another interesting study showed that energy management could
be taught to novice rowers through a VR training system [28]. Yamashita et al.
proposed an enhanced swimming experience called AquaCAVE [29]. They replaced
normal swimming goggles with an immersive stereoscopic projection environment
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using liquid crystal display (LCD) shutter glasses. In addition, cameras were used to
track the swimmer’s head position [29]. A mixed reality rock climbing system called
VENGA was developed to provide immersive training and a fear-free rock climbing
experience [30]. Various innovative wearable and sport equipment sensors have been
used in the field of sports recently such as smart fabrics [31–33], accelerometers
[34, 35], IMUs [36, 37], multi-sensory force sensors [38], position or monitoring
sensors [39–41], body sensor networks (BSN) [42], oral carbohydrate sensors [43]
and heartrate sensors [44]. Such sensors have a high significance in the healthcare
sector as well. IoT has also been utilized in various sectors of sports such as training
[45], analytics [46, 47], monitoring [48, 49], analysis [50], augmentation [51] and
safety [52]. Sports also underwent the usage of AI in areas such as training [53, 54],
tactics [55], analysis [56, 57], prediction [58] and risk assessment [59].

Telerehabilitation Telerehabilitation is an alternative to conventional rehabilita-
tion approaches to encourage the possibility of conducting rehabilitation sessions
at any location irrespective of the physical presence of a therapist. In this section,
we discuss some successful remote solutions for rehabilitation purposes that are
focused toward the elderly. According to a recent review, telerehabilitation had
been used for recovery in the elderly mainly after chronic obstructive pulmonary
disease (COPD), total knee replacement, stroke, and in patients suffering from
the comorbidity of chronic heart failure (CHF) and COPD [60]. A post-stroke
rehabilitation system using a remotely controlled VR program was developed
and compared with traditional motor rehabilitation methods and showed potential
benefits [61]. A home-based telerehabilitation program was designed for patients
suffering from the comorbidity of CHF and COPD. The program contained various
exercises and monitoring strategies and was reported as satisfactory by elderly
participants [62]. PC-based videoconferencing and motion-analysis tools were used
in a telerehabilitation system for recovery after knee replacement surgery [63].
Another interactive virtual telerehabilitation therapeutic system reported for patients
who had knee replacement showed no significant recovery when compared to the
control group. The system contained sensors for motion analysis and monitoring of
the patient’s knee [64]. The intervention and control groups for knee replacement
recovery through telerehabilitation have not shown any significant differences in
recovery until now, considering another study with similar approaches [65]. Robot-
assisted telerehabilitation for motor recovery has also been reported in recent years
[66]. The primary technologies used for home-based motor recovery include gaming
systems, telecommunication, robotic devices, VR, sensors, and portable display
units such as tablets and mobile phones. A recent review of this area summarizing
related articles of the past decade pointed out significant drawbacks of robotic
devices. One of the drawbacks is the requirement of large physical space in the
living environment. Another shortcoming is the large forces generated, which may
be a safety concern when used unsupervised at home [67].

Wearable Exoskeletons Fast advances in the fields of sensing, computing, actua-
tion and energy sources have led to an increased acceptance of wearable robotics
in the areas of assist and rehabilitation in healthcare. Wearable technology is
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gaining popularity in the past few years due to increased acceptance among
people with special needs such as children, motor recovering patients and the
elderly. Physical therapy involves extensive repetitive movements and exercises
that require physically intensive and psychologically demanding labour from the
caregivers [68]. The repetitive behaviour of rehabilitative approaches makes this
field a perfect fit for robotics. In addition to rehabilitation, easily approachable
robotics systems can also provide assistance in maintaining a healthy lifestyle
and performing activities of daily living. Conventional rigid-bodied robotics have
faced challenges in realising real-world applications and acceptability by end-users
[69]. This setback has resulted in a trend shift from conventional rigid-bodied
robotics to a new domain called soft robotics. A systematic review of state-of-the-art
wearable systems related to upper limb rehabilitation and assistance is presented in
[70]. Upper limb rehabilitation mainly constitutes shoulder, elbow, wrist and finger
joints. For the lower limb, rehabilitation can be associated with walking, balance,
running, lateral stepping, crouching and sit to stand [71]. Soft wearable systems have
been implemented using many types of actuation methods such as using Bowden
cables and geared motors [72], spring bundles of shape memory alloy (SMA) [73],
pneumatic actuation [74, 75], hydraulic actuation [76] and fabric type actuators
[77, 78]. The most significant drawback of soft wearable exoskeletons is the absence
of an external rigid frame. The whole system depends on the user’s skeletal system
for mounting, which makes it difficult to install additional components such as
sensors, valves and motors and also limits the force that can be transferred from the
actuators [79]. Pneumatic actuators, however, are completely soft, low maintenance,
lightweight and do not require a frame or skeleton for attachment. The controlling
components, such as valves are also lightweight and can be easily accommodated
in a portable unit. Soft pneumatic actuators, however, provide a limited amount of
force and require a heavyweight compressor for long term operation.

Therefore, in this chapter, we discuss pneumatic gel muscles (PGMs), which
can generate large forces even with low air pressure sources. The low air pressure
requirement enables these actuators to be used with small portable canisters that
do not add much weight to the system. This chapter presents five novel healthcare
technologies, out of which four are utilizing the benefits of the soft actuator, PGM:

• a soft exoskeleton jacket for remote human interaction;
• a soft wearable balance exercise device;
• a swing support system using wireless actuation of PGMs;
• a ski exergame for squat training using changeable load with PGMs;
• and an IMU-based assessment of brushed body area.
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3 Novel Wearable Healthcare Technologies Using Pneumatic
Gel Muscle (PGM)

This section emphasizes the benefits of using a soft, low-pressure pneumatic
actuator called pneumatic gel muscle (PGM). The actuator was used in several
applications related to healthcare, out of which a chosen few are discussed here.
This section also briefly summarizes about the actuation mechanism of the PGM
and its force characteristics.

3.1 Pneumatic Gel Muscle (PGM)

The PGM actuator is a specially designed low-pressure artificial muscle capable
of generating higher forces at low air pressure when compared to its counterparts.
The actuator is a low-pressure type McKibben artificial muscle. Details of the
composition and functioning are described in this section [80] (Fig. 1).

3.1.1 Overview

The PGMs were initially developed by DAIYA industry, Japan. Like other pneu-
matic artificial muscles (PAMs), PGMs also have two layers of materials, namely,
an outer mesh and an inner tube. The outer mesh is made of a commercially
available plastic mesh while the inner tube is made of a customized styrene-based
thermoplastic elastomer. Due to the presence of the customized inner tube, PGMs
can generate high forces at very low air pressure values. The inner tube is entirely
tied and concealed by the outer mesh. When compressed air is fed to the actuator,
the inner tube inflates like a balloon. However, the outer mesh checks this inflation,
and the crossed pattern of the mesh results in the PGM shrinking. This shrinking
action, in turn, generates a linear force when the endpoints of the PGM are fastened
to a base.

Fig. 1 Working mechanism
of pneumatic gel muscles
(PGMs)
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3.1.2 Force Characteristics

The PGM contracts linearly when compressed air is inserted through one of the
ends. At zero or very low air pressure, the actuator behaves like a spring. However,
the stiffness increases with increased inserted air pressure. Moreover, the force
characteristics of PGMs with different lengths can vary significantly. We measured
the force characteristics of a 30 cm rest length PGM to show the force characteristics
as a function of the input air pressure and displacement. The two ends of the PGM
were fixed to a force sensor and metal frame respectively. The force sensor was
attached firmly to a linear guide that can be moved vertically, thereby changing
the displacement or level of stretch in the PGM. Here, the displacement means the
amount of external force applied to the two ends of the actuator. At a fixed value
of input air pressure, the displacement was changed from 0 to 3 cm and then back
to 0 cm. Figure 2 shows the resultant data of two selected values of air pressure,
0 and 0.2 MPa. In most of the applications, we use the maximum air pressure
of 0.2 MPa for the actuated state. Therefore, these two values were chosen for
reporting. As can be seen in the force characteristics, the force linearly changes
with rising displacement but forms a hysteresis loop.

The speciality of the PGM actuator is that it can generate larger contraction than
its commercially available counterpart RF-10, as shown in Fig. 3. In other words,
PGMs can generate large forces at very low air pressure values. This property allows

Fig. 2 Force characteristics
of a 30 cm pneumatic gel
muscle (PGM) at 0 and
0.2 MPa with varying
displacement

Fig. 3 Comparison of
contraction ratios of a
pneumatic gel muscle (PGM)
with commercially available
counterpart RF-10 Here,
X-axis represents external
load on the actuator in terms
of force. [80]
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use of this actuator for longer hours with small CO2 canisters, thereby making the
complete system portable.

3.2 A Soft Exoskeleton Jacket for Remote Human Interaction

This section introduces the use of PGMs in designing a wearable human augmenta-
tion suit that can be used as a telerehabilitation assistant to generate gestures through
force feedback along with visual support in a virtual environment. This jacket was
first reported in [81]. Figure 4 illustrates the framework of the proposed system. The
motivation behind this concept, system design and assessment are briefly discussed
next.

3.2.1 Motivation

Most soft exoskeletons do not use soft materials for the complete design. This
system has the potential to be used in telerehabilitation through remote delivery
of force feedback on different parts of the body. Conventional methods of phys-
iotherapy involve physically touching the patients to indicate which limb needs to
be moved and at what angle. Through wearable force feedback technologies, such
as the one proposed here, we will no longer have such requirements and training
can be performed remotely. Moreover, the lightweight and flexible characteristics
of the prototype enables it to be used by individuals who prefer less obstructive
augmentation such as the elderly and individuals with physical impairments.

Fig. 4 Integration of different units for the telerehabilitation system [81]
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3.2.2 System Description

The system consists of a jacket attached with PGMs on different locations that
enable force feedback. A user wearing the jacket can receive remote instructions
through a wireless module and receive different motion signals through force
feedback delivered by the PGMs [80].

Data Acquisition of the Therapist or Instructor The input module, as shown
in Fig. 4, comprises a Kinect V2 sensor to acquire the data of the therapist. An
algorithm is used to calculate the angles of the therapist’s arms in real-time from the
obtained data. These angles are then replicated by an avatar in a VR environment,
as shown in Fig. 5, that can be viewed by the instructor. At the same time, with
minimum delay, the receiving user can view the same scene of the avatar by wearing
a VR headset.

Receiving End The receiving user or the patient wears the exoskeleton jacket
shown in Fig. 6 to acquire the force feedback-based instructions from the instructor.
A socket type connection implements the wireless transmission and reception of
signals. An ESP32 board which has an embedded WiFi module can receive the
signals and actuate the PGMs with attached solenoid valves.

The Exoskeleton Jacket The proposed jacket is lightweight and wearable with
attached PGMs along the arm as shown in Fig. 6. The current configuration of PGMs
support shoulder abduction and elbow flexion motions only. The CO2 canister
required to supply compressed air is enclosed within the jacket. The pneumatic
tubing required for the airflow is systematically arranged for not disturbing the
natural movements of the user. For shoulder abduction, three PGMs of 42 cm rest
length and one PGM of 27 cm rest length are used in straight alignment. For elbow

Fig. 5 Visual information
provided to both instructor
and receiver or patient
through Unity software [81]
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Fig. 6 Positions of the actuators on the jacket for the currently supported degrees of freedom
(DOFs), elbow flexion and shoulder abduction, are shown on the left side. The concept of using
the soft exoskeleton jacket for telerehabilitation is shown in the center. Components used for the
soft pneumatic gel muscle (PGM)-based exoskeleton jacket are shown on the right side [81]

flexion, two PGMs of 42 cm rest length are spirally attached to the arm. Figure 6
indicates the positions and attachment types of PGMs for both motions.

3.2.3 Measurement of Force During Shoulder Abduction and Elbow
Flexion

A preliminary assessment was done to measure the force resulting from the PGM
actuation. Four males and one female consented for this experiment. The maximum
force from the actuation of each set of PGMs was measured. A force transducer
(Leptrino PFS080YA501U6) was used for this measurement. For shoulder abduc-
tion, the subject stood straight with unfolded arms. The dorsal side of the right hand
was placed very close to the sensor such that the palm was parallel to the sensor
without physical contact. The sensor was fixed to a metal frame, and its height was
adjusted to reach the subject’s hand. Figure 7 shows the position of the user and the
transducer for measurement of force in both elbow flexion and shoulder abduction
cases. The subjects were asked to relax their arms and not oppose the force feedback
received from PGM actuation. For elbow flexion, the arm was placed with the palm
facing the sensor so that, when the elbow is flexed, the palm hits the force transducer
and the force data is recorded. The PGMs were actuated 15 times for each subject,
and the average force was calculated from the data representing each DOF.

Figure 8 shows the average physical force measured to identify the PGM force
in inducing shoulder abduction and elbow flexion for each subject. The vertical
axes represent the force in Newtons, and the horizontal axes represent the different
subjects and the overall average. It can be seen that different subjects perceive
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Fig. 7 Arm positions in alignment to the force transducer for shoulder abduction and elbow
flexion force feedback

Fig. 8 Subject wise and average force measurement through pneumatic gel muscle (PGM)-based
actuation of the exoskeleton jacket [81]. (a) Measured force for shoulder abduction. (b) Measured
force for elbow flexion
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different forces from PGM-based actuation of their arms. The resultant average
forces measured for shoulder abduction and elbow flexion were 5.4 N and 15.3
N, respectively. As expected, PGMs could not induce as much force in the case of
shoulder abduction compared to elbow flexion due to the weight of the arm involved.

3.2.4 Latency Measurement

The delay of the entire system from Kinect sensing to valve actuation was measured.
Latencies include pose estimation (input side), angle calculation (also input side)
and finally reception of the data (outside side). These latencies were separately
measured and reported. The respective delay components are 602 ms, 55.6 ms and
13.43 ms as shown in Fig. 9, respectively.

3.3 A Soft Wearable Balance Exercise Device

This section describes a wearable exercise device for improving balance among
older adults.

3.3.1 Motivation

Older individuals are often associated with the risk of falling due to decreased
posture control. Swift reactive posture control in response to small perturbations
is highly vital for preventing falls. Therefore, this lightweight balance exercise suit
was developed to address the issue of decreased posture control using a form factor
that is easy to do in clinical settings [82].

Fig. 9 Measured latency for the exoskeleton jacket actuation [81]
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3.3.2 System Description

In this section, we describe the construction of the balance exercise prototype
and the different components used. Figure 10 depicts the system with its main
constituent parts. The two significant expectations from this prototype while
designing it were lightweightedness and low donning time. The total weight is 0.9
kg and it took a person with no domain expertise less than 3 min to do the prototype.

Table 1 details the specifications of the different components used to build the
prototype. There are three parts in the prototype, namely wearable, controller and

Fig. 10 Components used
for the soft wearable balance
exercise suit [82]

Table 1 Major components of the soft wearable exercise device. Abbreviations used: Pneumatic
gel muscle (PGM), inertial measurement unit (IMU)

Part Component Specifications No. of units

Wearable Soft supporter By Babo care for the trunk 1

Soft supporter By Zw-3 (NIPPON SIGMAX
Co.,Ltd) for the pelvis

1

PGMs 25 cm natural length 4

Controller Switches Push button 5

Micro-controller ESP32 (Wifi enabled) 1

Receiver Micro-controller ESP32 (Wifi enabled) 1

Solenoid valves SMC SYJ312M 4

CO2 canister NTG (Nippon Tansan Gas Co.Ltd)
19 cm long tank

1

IMU sensor M5Stack FIRE (MPU 6050) 1

SD card writer M5Stack FIRE 1
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receiver. The wearable part consists of supporters for the pelvis and trunk portions,
which are in turn, used to attach four PGMs. Two PGMs are attached on the front
side, and two PGMs are attached on the backside. One end of each PGM was
attached to the acromion processes on all sides. The other ends were set near the
iliac crest, as shown in Fig. 10. The controller part of the prototype was a wireless
module held by the experimenter to induce perturbations in the subject’s torso
through PGM actuation. The controller had four blue push buttons assigned to four
PGMs separately and one yellow push button to start recording IMU data. The
instructions were sent wirelessly through an ESP32 board. The receiver part, which
was also attached on the subject’s body, contains another ESP32 board for receiving
the PGM control commands from the controller side. These commands are directed
to the individual solenoid valves that can either actuate or deflate each associated
PGM. A small CO2 canister was used to supply compressed air to the input side
of the solenoid valves. The final component of the receiver is a M5Stack FIRE IoT
development kit that provides an inbuilt IMU sensor and an SD card writer to log
the IMU data.

The communication between the controller and the receiver is illustrated in
Fig. 11. The experimenter can control the PGM actuation wirelessly using the
controller. The actuation of the PGMs on the anterior and posterior sides of
the subject’s body can induce trunk flexion and extension, respectively, thereby
disturbing body balance. The actuation of the PGMs on the left and right sides of
the body can also create imbalance, thereby making the subject lean toward the
respective side. This mechanism was used to evaluate whether the prototype can
help improve balance.

Fig. 11 Control and signal flow used for the actuation of pneumatic gel muscles (PGMs) in the
balance exercise suit
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3.3.3 Evaluation of the Prototype Through a Single-Leg Stance Test

The single-leg stance is commonly used to assess balance function and fall
probability in individuals [83, 84]. The single-leg stance task is also included in
clinical balance tests such as the berg balance test and the balance evaluation
systems test (BESTest). Therefore, this task was chosen for evaluating the prototype
in body balance perspective.

Participants One female and six male participants approved to participate in an
experiment to evaluate this prototype. The following are the mean values of various
details of the participants:

• Age: 23.9 ± 2.0 years old
• Height: 1.70 ± 0.08 m
• Body weight: 56.0 ± 7.9 kg
• Foot length: 0.26 ± 0.01 m

Participants reported no history of lower limb surgery or gait related pain.
Neurological and cardiovascular disorders were also not reported.

Experiment Protocol The single-leg stance was performed by standing on one leg
while lifting the other leg and not touching any objects in the vicinity for support.
Participants chose their dominant leg by considering which leg they would use for
kicking a ball [85]. During all single-leg stance tasks, headphones were worn by
subjects to ensure minimal perturbation through channels other than force feedback.
There were four sessions in the experimental protocol, the sequence of which were:

• Pre-test
• Reactive postural control assessment
• Exercise
• Post-test

During the pre-test session, subjects performed single-leg stance with their non-
dominant leg on the ground. Acceleration data was recorded for 30 s using IMU
sensors after 5 s of lifting the non-dominant leg. In the next session, the participants
wore the wearable prototype with PGMs attached and started the single-leg stance
task again, this time, with PGM-induced perturbations. The experimenter used the
controller to introduce force-feedback based perturbations in different directions
without warning. This session helped subjects acclimate to the system. During this
session, the IMU sensor was not used. The next session was an exercise session. In
this session, PGM perturbations were used for four times between 5 and 25 s after
the task started. The timing and type of perturbation were randomized. The exercise
session was repeated five times. If participants felt tired or stressed, they could take
rest. After this session, the final session, identical to the pre-test session, began.
Participants performed single-stance without any support for about 30 s. An image
taken from the exercise session can be seen in Fig. 10.
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Data Analysis The effects of the wearable balance exercise device were identified
using acceleration data. Acceleration data was recorded using an M5 Stack IMU
sensor that provided data with a sampling frequency of 100 Hz. The IMU sensor
was fixed near the fifth lumbar spine (L5) on the posterior trunk as this position is
close to our centre of mass (COM). A zero-phase Butterworth filter with a cut off
frequency of 8 Hz was used to low pass filter the acceleration data after acquisition.

The peak acceleration values along X, Y and Z axes were identified, where
X, Y and Z represent the mediolateral, vertical and anteroposterior directions,
respectively. According to previous studies, postural responses can be observed
between +100 and +400 ms after a perturbation is introduced [86, 87]. Unexpected
perturbations also cause shifting of the COM, which can be closely measured and
observed by the acceleration data. Thus, the root mean square (RMS) values of the
acceleration, Ax , Ay , and Az for the pre-test and post-test sessions were calculated
and compared. Data of duration 10–20 s were used to calculate the RMS values of
acceleration. Normality of the data was checked using the Shapiro Wilk test, and a
paired t-test was used to compare the data.

Results The acceleration patterns for X and Y axes of a representative subject
is shown in Fig. 12. In these graphs, the origin represents the start point of the
perturbation. As can be seen in the graphs, both X and Y axes data show a positive
and negative peak, respectively in the post perturbation period of 0 to +400 ms.
The data representing the Z-axis was not of much significance because the current
configuration of the PGMs cannot create a significant disturbance along the Z-axis.
The RMS value of acceleration data showed a significant decrease during the post-
test session as compared to the pre-test session for the X-axis, as shown in Fig. 13.

3.4 Swing Support System Using Wireless Actuation of PGMs

Another system using PGMs is described in this section to support the swing motion
during walking [88]. This study aimed at reducing the delay involved in the PGM
actuation resulting in a failed synchronization between gait and the support given
through PGMs.

3.4.1 Motivation

Actuation of assistive support actuators in previous studies is triggered by placing
a pressure sensor under the foot of the non-assisted leg [89, 90]. However, there
is a significant delay between the trigger point and actuation. This delay may have
adverse effects when hemiplegic patients use such assistance. Therefore, eliminating
such a delay can help obtain optimum walking support for patients with unique
walking parameters.
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Fig. 12 Acceleration values measured for all axes during one leg stance exercise [82]. (a)
Acceleration value in X-axis during one leg stance exercise. (b) Acceleration value in Y-axis during
one leg stance exercise

3.4.2 System Description

The components used and attached to the wearable part of the walking assist are
shown in Fig. 14 and listed in Table 2. The shoe contains a force-sensitive resistor
(FSR) sensor and an AD converter module. The module sends the sensor data to
a smartphone. The smartphone sends the same to a transistor switching module
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Fig. 13 Comparison of
acceleration root mean square
(RMS) values along X-axis
before and after one leg
stance exercise [82]

Fig. 14 Components used for the swing support system

Table 2 Major components of the wireless PGM driver. Abbreviations used: Force sensitive
resistor (FSR), analog to digital (AD), open sound control (OSC), graphical user interface (GUI),
pneumatic gel muscle (PGM)

Part Component Specifications

Shoe Force sensor FSR 400 short (Interlink Electronics)

AD converter 28.0 × 39.5 × 13.2 mm, 18 g

Smartphone OSC messaging Solenoid valve state

GUI Adjustable delay with 100 ms increment

PGM part Transistor switching 28.0 × 39.5 × 13.2 mm, 18 g

Solenoid valve SMC SYJ312M

CO2 canister NTG (Nippon Tansan Gas Co. Ltd) 19 cm long

PGM 350 mm initial length
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through an open sound control (OSC) message. The smartphone is also used to
select the desired delay in PGM actuation through a graphical user interface (GUI).
According to the OSC message and the selected delay, the solenoid valve is turned
on or off. The solenoid valve, in turn, alters the PGM actuation directly without
delay. The CO2 canister output air pressure is fixed at 0.2 MPa. This value of air
pressure results in about 30 N force through the PGMs.

3.4.3 Evaluation of the Prototype Through Measurement of Various
Lower Limb Parameters

Participants The PGM control system was evaluated using IMU data obtained
from three healthy participants. The three participants who gave consent for this
experiment were all males aged 22–28 years. The subjects reported no history of
trauma, neuromuscular and orthopaedic diseases.

Experiment Protocol Seven IMU sensors (MTw; Xsens) were used at the follow-
ing positions:

• Sacrum
• Front side of both thighs
• Front side of both shanks
• Bilateral anterior ankle

Two PGMs were attached from the left hip joint to the middle of the thigh using
hook and loop fabrics, as shown in Fig. 14. Two CO2 canisters were placed on the
back of the waist using a belt. The waist belt also included the solenoid valves
and the transistor module weighing around 1.5 kg. During gait, left hip flexion and
right heel contact happen around the same time. Therefore, the FSR sensor was
positioned below the right heel to detect ground contact. The AD converter module
that processes the FSR sensor data was attached to one side of the shoe.

For all tasks, participants were asked to walk freely through a straight pathway
(7 m) inside the laboratory at their preferred walking speed. During the first task,
they walked without PGM support but wearing the suit. The next task involved
walking with different assist conditions. The delay of PGM actuation after right
heel contact was changed from 0 to 300 ms with steps of 100 ms. For each delay
condition, the duration of PGM actuation was set to 100, 200, and 300 ms. The
sequence of different conditions was randomized for each subject. During all tasks,
IMU sensors recorded data at 60 Hz.

Data Analysis An in-house software called DhaibaWorks [91] was used to obtain
the concerned joint angles of the lower limb. A plugin called posture reconstruction
was used to reconstruct the lower-limb motion [92]. A database containing Japanese
body dimensions was used to estimate the body model information from the weight
and height of each subject who participated in the experiments [91]. Three gait
cycles were selected for data analysis for each subject. First, the data containing
angles of knee flexion (KFθ ) and hip flexion (HFθ ) during the swing phase of
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gait were extracted. The peak values from those data were identified. The standard
deviation (SD) and average were also calculated. Following this, the condition of
PGM-based assist during which there was a maximum rise in the angle of hip flexion
(HFθ ) was identified. This was evidently the most effective assist condition. For this
specific condition, the values of % coefficient of variation (CV), hip flexion angular
velocity (HFω) during swing phase, and peak angle of knee flexion (KFθ ) were
determined and compared with the no assist scenario. The %CV was determined
using the following equation:

%CV = SD

Average
X100 (1)

Results Figure 15 shows the maximum angles of hip flexion (HFθ ) for all walking
assist conditions. Subjects A and B did not show consistency in the effectiveness
of assisting with PGM actuation. However, subject C showed increased hip flexion
for all conditions except one condition, that is, 300 ms delay and 100 ms actuation
duration. The maximum increase in hip flexion for subject C was around 7◦ whereas
for subjects A and B the maximum increase was around 2◦.

Figure 16 shows additional kinematic data comparing the assist and no assist
conditions. For assist, the most effective condition was selected for this comparison.
The consistency in the data trend was maintained for all three parameters. The
decrease in %CV shows a reduced variability of the angle of hip flexion (HFθ )
under the assist condition. On the other hand, both hip flexion angular velocity
(HFω) and peak angle of knee flexion (KFθ ) increased for the assisted condition.

4 Stealth Adaptive Exergame Design Framework

One of the most popular recent technological platforms explored for the enrichment
of at-home motion training is the exergame [93]. Exergame is a term for exercise-
based videogames, developed across a variety of platforms. Generally, these games
are designed to encourage the user to exercise by requiring regular motion as a
driving force for progress and completion of game objectives. The goal of exergames
has gradually shifted to at-home rehabilitative training or motion task mediators
targeting specific health outcomes. This requires assessment of exergames in
supervised clinical settings in the presence of therapists and trainers. Despite rapid
progress in exergame design, it is not easy to verify the improvement of physical
fitness over long-term use [94]. This may at least partially have been due to one
aspect of in-person training that was absent in the design of these earlier systems:
adaptation. While the concept of adaptation has proven to be quite beneficial for
effective exergame training in this field [95], exergames implementing dynamic
difficulty adaptation have yielded mixed results due to factors such as age in terms of
subject performance and engagement in long-term settings [96]. Generally, studies
may evaluate exergames through some standardized assessment of motor function
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Fig. 15 Maximum values of angles of hip flexion (HFθ ) for no assist and with assist (various
values of assist actuation duration) conditions for each subject [88]. (a) Maximum values of angles
of hip flexion (HFθ ) for no assist and with assist (various values of assist actuation duration)
conditions for subject A. (b) Maximum values of angles of hip flexion (HFθ ) for no assist and with
assist (various values of assist actuation duration) conditions for subject B. (c) Maximum values of
angles of hip flexion (HFθ ) for no assist and with assist (various values of assist actuation duration)
conditions for subject C



196 S. Das et al.

Fig. 16 Different parameters measured for assist and no assist cases for all subjects [88]. (a)
Change in hip flexion % coefficient of variation (%HFCV ) for all subjects. (b) Change in hip
flexion angular velocity (HFω) in all subjects. (c) Change in maximum values of angles of knee
flexion (KFθ ) for all subjects
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to determine whether subjects’ performance improved before and after usage of the
exergame. However, and quite importantly, it is difficult to determine under such a
design whether the functional improvement was directly a result of the exergame
itself. This is because game performance cannot be linked as direct evidence for
motion task performance in traditional exergame design. A novel approach has been
proposed in [97] to address this primary limitation of existing adaptive exergames.
Through this approach, rather than treating the motion task and exergame task
as loosely similar objectives, the two can be directly mapped to one another by
decomposing the motion task into its temporal and spatial characteristics, and then
utilizing these characteristics, as well as factors of each individual’s preference,
to determine a best-matching task abstraction for the task, and then mapping the
characteristics of that abstraction directly to the motion task itself. Furthermore,
the linkage between the motion task and standardized assessment of motor function
should be utilized to drive the adaptation process if it exists, and potentially, be
discovered dynamically through AI processes during gameplay if it is not readily
known. Under this approach, game task performance serves as evidence for motor
task performance, and dynamic difficulty adaptation can utilize this evidence as an
input to achieve sensitive and accurate adjustments for each individual and motion
task. Such a mechanism for adaptation then allows gameplay to directly drive the
success of the individual’s functional improvement, allowing the individual to focus
on gameplay without awareness of the underlying adaptation mechanism of the
game environment. As such, the proposed design framework is entitled the Stealth
Adaptive Exergame Design (SAED) framework.

There are five essential steps of the SAED framework of exergame design.
The first requirement is that a motion task is determined which has been shown
to improve the desired aspect of physical fitness for a particular individual. For
elderly users, for example, these may include motor tasks which reduce fall risk
and improve mobility. The next step is to determine the appropriate game concept
around which the exergame will be built to match the exercise. Through this step,
the expectations of the user, the trainer or therapist, and the motion task itself are
to be met. If there is no intersection of these requirements, an exergame might
not be a viable approach to at-home training for that individual. User preferences
for game archetypes or themes can be determined through pre-interviews. The
therapist’s or trainer’s preferences on the complexity of the game, exercise or
task duration, and visual assessment of performance should also be considered.
Finally, the motion task requires a matching game task which is repetitive and
the most natural replication of the task itself. For example, if the task involves
rhythmic and circular shoulder movements, a boat rowing game may serve as
a natural abstraction. This is followed by the determination of characteristics of
motion which can be used to evaluate the performance of the motion task. Three
categories can be used to generalize these parameters: posture, corresponding to
body position; progression, corresponding to range and precision of motion; and
pacing, corresponding to the speed of motion. For example, characteristics of a
push-up task include: shoulder/arm alignment, back straightness, core tightening,
and hand placement for posture; the vertical degree of motion (how close one can
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get to the ground while maintaining proper posture) for progression; and the time
required to reach the bottom point and return to the initial top point for pacing.
This division of any motion task into three categories of performance is referred
to as motion task decomposition and encompasses a single repetition or attempt at
the motion task. The final step of SAED is the combination of real-time AI and
standardized functional assessment to allow for dynamic difficulty adaptation of
game parameters. Several parameters related to this adaptation, including frequency
of adjustment (how often is the game’s difficulty adjusted), tolerance range for
error (how far may a subject’s performance deviate from the expected level of
performance before an adjustment occurs), and other performance factors, are
determined in consultation with the trainer or therapist to identify what best suits
the exercise or rehabilitation program for each individual. To determine when
real-time adjustment is needed, the system must have a mechanism to predict the
impact of various levels of difficulty on an individual’s performance at standardized
assessments of function. Sometimes, these systems are already present, such as
the Wolf Motor Function Test (WMFT) used by many rehabilitation programs.
In other cases, such as elderly mobility, the relationship between a task and its
corresponding standardized motor function assessment are less clear and must
be learned by the system. In these cases, a system such as a neural network,
Bayes net, or Reinforcement Learning (RL) may be necessary, depending on the
nature of the relationship. The learning system utilizes the posture, progression and
pacing performance of the subject at the motion task as inputs and then classifies
(predicts) the subject’s performance at the chosen standard of assessment. This
prediction is then used to determine how the corresponding gameplay parameters
should be adjusted to match the subject’s performance. One key advantage of
the decomposition above is that these parameters can be assessed and adjusted
independently. For instance, a subject’s posture and pacing may meet expected
values and only in progression does the subject have weaker performance, in which
case only the parameters related to progression should be dynamically adjusted.
Two cases of existing work implementing this framework are presented as proofs of
concept in the next sections.

4.1 Fruit Slicing Exergame Design

In the first case, detailed in [98], a fruit-slicing exergame was designed to assist a
hemiparetic individual in completing bimanual stick swinging exercises at home as
a part of that individual’s rehabilitative exercise program. The task was provided
by the subject’s physical trainer: a motion task wherein a stick should be swung
in a horizontal arc in a controlled and precise manner. Each repetition of the task
involves a single swing of the stick, with postural requirements including that the
paretic arm maintains contact with the stick, progression requiring that the stick
reach a certain range of motion with as little deviation as possible from the ideal
horizontal swing trajectory, and pacing requiring that the swing be completed within
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a certain time interval. The aforementioned requirements represent those of the
trainer. The inclusion of imaginary points in space as ‘critical points’ in the stick’s
trajectory resulted in the decision to design a fruit-slicing game wherein fruit objects
fall from the sky in waves and each wave requires a single swing of the stick to swing
the virtual sword to slice the fruit. Moreover, the individual participant showed a
preference to play fruit-slicing games. The virtual sword was held by the subject’s
paretic arm, requiring that this arm maintains contact to correctly complete a slice.
Furthermore, the size and falling rate of the fruit objects determined the precision
and speed, respectively, of the swing motion required to slice them.

Having successfully created this mapping, a Bayes net was used to relate
the subject’s swing performance to an individually tailored functional assessment
mechanism designed by the trainer, and parameters were adapted for difficulty based
on the system’s belief state about the subject after each swing. For example, if the
subject’s rate of motion fell below the tolerance range of error for pacing set by
the trainer, the falling rate of fruit objects would be reduced wave by wave until
the subject re-entered this range, and vice versa. In this way, postural, progression
and pacing requirements would be individually and independently adapted. As
the trainer developed the mechanisms for determining subject performance and
assigning exercises, this trainer was utilized to verify the predictions of the Bayes
net. The approach was found to match the trainer’s performance assessments
directly, thereby validating the use of this framework for improving the functional
recovery of this individual during rehabilitation.

4.2 Ski Squat Exergame Design

A more recent example detailed in [99] involved the design of an exergame
in supporting the at-home reduction of locomotive syndrome risk in the ageing
population. The Japanese Orthopaedic Association served as the centre of expertise
for functional performance assessment of mobility and recommended exercises
in relation to this exergame. A commonly recommended exercise for improving
musculoskeletal strength is the squat, with parameters for posture including back
straightness, knee shakiness, the position of each knee relative to its corresponding
foot, among other parameters. Requirements for progression include that the subject
squats as low as possible without falling or causing a knee injury. Finally, the
length of time required to reach the fully squatted and fully standing positions
constituted requirements in pacing for this exercise. The task of skiing was chosen
as a suitable game abstraction since the ski squat is a known standing variant of the
squat exercise, and it is a popular activity for all ages in Japan where the study was
held. The abstraction utilized a version of skiing wherein gates would appear during
the ski course, and the subject would be required to squat under the gates to pass
them. The distance between these gates could be mapped directly to the required
speed of the squat. In contrast, the height of the top of each gate and their widths (as
well as the steadiness of the skiing avatar) corresponded to progression and postural
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requirements, respectively. These could all be adjusted gate by gate over a virtual
ski course.

The Japanese Orthopaedic Association uses a standardized test known as the
standard testing battery for the locomotive syndrome (STBLS) [100] for determin-
ing one’s locomotive risk level. These assessments require three tasks involving
standing, walking and providing feedback on one’s level of pain at various mobility
tasks over the last month. Parameters used to determine squat performance, such
as knee bend angle, the centre of mass deviation, and others did not yet have a
readily known relationship with the outcomes of the STBLS. Therefore, parameters
and outcomes were related through the implementation of a Neural Network trained
using labelled data pairing a subject’s squat performance with STBLS outcomes.
After training, the system was fine-tuned over time by observing the error in its
predictions relative to a subject’s actual performance. These predictions drove the
adaptation mechanism of the system, which not only modified game attributes, but
also modified the level of physical support or resistance a subject received, as the
system also included a worn soft exoskeletal suit for augmentation [101].

4.2.1 System Description of Ski Exergame

Exosuit Muscular training is highly efficient if an external load activates the
muscles. Therefore, in this work, an exosuit was designed to provide an adjustable
load to the lower limb muscles externally during squat motion. This exosuit provides
an effective training environment through additional load on the lower limb muscles.
The components used to build the exosuit are mentioned in Fig. 17. The exosuit

Fig. 17 Control and signal flow for the designed ski exergame
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Fig. 18 The pneumatic gel muscle (PGM)-based exosuit designed for lower limbs as a resistive
augmentation to the squat motion in a ski exergame [101]

was used while performing squat motions through a ski exergame. The exergame
provided an immersive VR experience that could motivate the subjects to continue
the exercise for a longer period. An ESP32 micro-controller board enabled with Wi-
Fi reception was used to drive the actuation of the PGMs attached to the lower limb
exosuit through SMC SYJ312M solenoid valves. The source of compressed air, the
CO2 canister, was placed on the waist of the subject using a belt. A total of three
solenoid valves were used to enable individual actuation of the PGMs. The PGMs
used for lower limb muscle activation are shown in Fig. 18. Six PGMs were used in
total as illustrated (p1 to p6). The PGM pair p1 and p2 were attached from the back
of the pelvis to the thighs. These PGMs were designated to oppose hip extension
motion. Similarly, p3, p4, p5 and p6 were attached from the thigh to the calf along
the medial and lateral sides of both legs to resist knee extension motion. To vary the
load on the lower limb muscles, the number of PGMs actuated at different stages
were 0, 2, 4 and 6.

Exergame The exergame was used as a motivator to perform squat motions with
and without additional load provided by the exosuit. It comprised a skiing scene
where the subject had to squat to cross yellow coloured ramps, as shown in Fig. 17.
The number of ski ramps was variable according to the decided difficulty level
provided to each individual. Table 3 shows the load provided to each individual
through a varying number of ramps and actuated PGMs in the ski exergame
scene. The risk level defined here was decided according to previous work on the
determination of locomotive risk level using neural networks [99].
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Table 3 Number of ski
ramps and actuated
pneumatic gel muscles
(PGMs) corresponding to
each locomotive risk level
[101]

Number of ski
ramps (N)Risk level Actuated PGMs

1 5 6 (p1, p2, p3, p4, p5,
p6)

2 4 4 (p1, p2, p3, p4)

3 3 2 (p1, p2)

4 2 0

4.2.2 sEMG Measurement to Detect the Effect of PGM Based Muscle
Loading

Participants The exosuit was intended to provide an additional load to lower
extremity muscles while performing squat. Its effectiveness was evaluated through
the measurement of surface electromyography (sEMG). Five healthy subjects
consented for this experiment. The mean age of the participants was 22.8 ± 1.6.
They did not report any history of motor impairment in their lower extremity.

Experiment Protocol This experiment was to evaluate the effects of the exosuit
on the lower limb muscles. Therefore, the participants were asked to perform free
squat under three conditions:

• without suit;
• with suit and no PGM actuation;
• and with suit and PGM actuation.

The PGM actuation during the third condition was initiated in synchronization
with the rising phase of each squat motion. The sequence of the tasks was
randomized to avoid any learning effect on the results. The sEMG data were
measured on the following lower extremity muscles on the left and right sides:

• Vastus Medialis left and right (V ML and V MR);
• Vastus Lateralis left and right (V LL and V LR);
• and Rectus Femoris left and right (RFL and RFR).

The subjects were instructed to remove body hair if any before the experiment.
The sEMG data were recorded using DELSYS Trigno wireless EMG sensors.
Before performing the squat, maximum voluntary contraction (MVC) was measured
for each muscle to normalize the data later.

Data Analysis The sEMG data obtained for each muscle was normalized using
the MVC data to obtain %MVC. The statistical differences were identified among
the three conditions using analysis of variance (ANOVA). Holm method was also
applied to identify statistical differences between the conditions.

Results The average %MVC of five subjects for three different conditions are
illustrated in Fig. 19. ANOVA showed significant differences in the muscle sites
of V MR (F1,3 = 6.08, p < 0.01) and RFL (F1,3 = 3.46, p < 0.05). On applying the
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Fig. 19 Results of electromyographical (EMG) data during the ski exergame [101]

Holm method for identifying individual statistical differences, with PGM showed
statistically increased %MVC for V LR and RFL when compared to with suit case.
For V MR , with suit and with PGM both showed statistically increased %MVC as
compared to no suit condition.

5 An IMU-Based Assessment of Brushed Body Area

This section describes a self-assessment technique to evaluate bathing skill. The
prototype includes a body brush with an attached IMU sensor. The work is quite
significant for the ageing population in terms of self-evaluation, and was first
reported in [102].

5.1 Motivation

In the medical field in Japan, the Functional Independence Measure (FIM) is used
as an index to measure a patient’s daily-life performance. The FIM consists of
motor items and cognitive items. The motor items include thirteen items related
to self-care, excretion, transfer, and movement; the cognitive items include five
items concerning social recognition and communication. Self-care items represent
the level of independence during eating, dressing, grooming, bathing, and toileting.
In the “bathing” category, the experimenter asks the patient to simulate the action
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of wiping the body in a sitting position. They discern the subject’s degree of
wiping independence based on observing wiping sites at ten locations on the body,
including the chest, right/left upper limb, abdomen, right/left thigh, right/left lower
thigh, pudenda, and buttocks. For frail patients, they employ a body brush as an
assistance tool. The frailer the patient, the more incomplete the cleansing of each
body part, making it difficult to perform a suitable evaluation in terms of a simple
number of wiped areas. Consequently, the scoring of bathing is more infeasible
than for other items. To address this challenge, a wiping-site assessment system was
developed for a quantitative evaluation of “bathing” skill [102].

5.2 System Description

The motion of the brush and whole-body were measured using an IMU-based
motion capture system implemented on the DhaibaWorks platform [91]. Dhaiba-
Works is a software package for measuring, analyzing, and visualizing human
motion using a digital human model. In the IMU-based system, the joint angles of
the digital human model are estimated from the orientation data captured by IMUs
attached to the subject’s body segments. The IMU-based system is applicable for
capturing the motion of a hand-held product [92]. In this study, the wiping motion
measurement was performed by estimating the posture of the body and body brush
based on a contact detection algorithm to quantify the wiped area.

5.3 Calculation of the Contact Area Between Brush and Body
Based on Distance Metrics

The mounting position of the IMUs is shown in Fig. 20. The reference points are
defined on the surface of the tip of the brush head. The actual contact between the
brush and body occurs when the hair of the brush contacts the human body. The
threshold for detecting contact is determined accordingly. As shown in Fig. 21a, the
normal direction distance dn(qi, vj , n) to a digital human model vertex qi at a brush
reference point vj is defined in Eq. 2 and the radial distance dr from the brush mesh
to the vertex is defined in Eq. 3.

dn(qi, vj , n) = |n(qi) · (qi − vj )| (2)

dr =
√

||qi − vj ||2 − dn(qi, v, n)2 (3)

The contact condition in this algorithm is expressed by the following inequalities:

dn < Dn (4)
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Fig. 20 Mounting positions of the IMU sensors on the user’s body and dimensions of the brush
used

Fig. 21 (a) Distance calculation between the brush and the human body (b) Visualized brushed
area on the human model

dr < Dr (5)

In Eq. 4, Dn represents the normal direction distance threshold. In Eq. 5, Dr

represents the radial distance threshold. At each vj on the human body, when both
Eqs. 4 and 5 are simultaneously satisfied, contact is detected. Figure 21b shows the
visualization result. The contact is expressed in colours ranging from red to yellow,
green, and blue.

5.4 Comparison of Predicted and Actual Contact Area

The visualization results depend on the values of Dn and Dr . The actual contact
area was measured using a paper attached to the front of the body of the subject
to verify the accuracy of selected values (Fig. 22). During the experiment, the
subject was asked to wipe the paper with a wet brush. The paper colour changed
from white to black when it was wiped. The wiped area was detected by image
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Fig. 22 Overview of the brushed area evaluation experiment

Fig. 23 Evaluation method
of the brushed area

processing. Simultaneously, the wiping movement was measured using the IMUs.
The evaluation method is illustrated in Fig. 23.

Table 4 depicts the mean % accuracy of the brushed area in the two brushing
motion trials for each threshold. The changes in % accuracy were confirmed by
varying the threshold values. When Dn = 130 mm and Dr = 5 mm, the highest %
accuracy (=92%) was achieved. The mean % accuracy for each Dn and Dr values
are also depicted in Fig. 24.

6 Conclusion

This chapter described selected state-of-the-art technologies for rehabilitation and
assistance with particular emphasis on the elderly. It also provided an extensive
review of technologies on personalized rehabilitation, sports training, telerehabil-
itation and wearable exoskeletons. The actuator called the pneumatic gel muscle
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Table 4 Accuracy (%) for
different combinations of the
values of normal direction
distance threshold (Dn) and
radial distance threshold (Dr )
[102]

Dn (mm)
Accuracy (%) 100 110 120 130 140 150

Dr (mm) 1 67.2 68.0 67.2 67.2 67.6 67.7

2 73.1 72.8 72.3 72.3 72.8 72.3

3 83.6 84.2 84.5 85.6 85.2 83.6

4 91.3 91.9 90.7 92.6 92.2 90.8

5 92.5 92.8 93.6 93.9 92.6 92.6

6 91.8 92.2 92.2 92.3 92.1 92.3

7 91.6 91.1 91.1 91.2 91.1 91.9

8 92.2 93.5 92.8 91.2 91.2 91.2

9 90.8 92.2 92.3 91.4 92.8 91.2

10 90.6 90.8 91.0 90.9 91.2 90.7

Fig. 24 Average % accuracy for different values of normal direction distance threshold (Dn)
and radial distance threshold (Dr ) [102]. (a) Average % accuracy for different values of normal
direction distance threshold (Dn). (b) Average % accuracy for different values of radial distance
threshold (Dr )
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(PGM) that was used for four of the included systems of this chapter was
described along with its force characteristics. The customized inner tube of this
actuator enables it to actuate and produce larger forces at a significantly low air
pressure requirement as compared to commercially available low-pressure soft
pneumatic actuators. This low air pressure property of the actuators enables their
use for portable applications without the need of a heavyweight compressor. As
mentioned in the chapter, small and portable CO2 canisters were used as a source
of compressed air in the four application scenarios. The first was an exoskeleton
jacket proposed for remote human interaction. Because of the simplicity, portability
and lightweightedness of the system, it holds significant potential to be used in real-
world scenarios by people of particular need and the elderly. Moreover, the latency
measured in the system was within an acceptable range. The second application
scenario was a soft wearable balance exercise device using PGMs. This systems
also has immense potential to be used by the elderly because of its lightweight and
wearable configuration. The results showed significant stability among subjects after
exercising with the system. A wireless swing support system was also developed
using PGMs with a unit for delay compensation. The results indicated that leg
swing could be assisted more effectively using PGMs using an optimum delay
parameter tailored to each user. The importance of exergames in rehabilitation
was explained, following which the stealth adaptive exergame design (SAED)
framework was elaborated and utilized to design two exergames. A ski exergame
for squat training with a changeable load was presented. The game used a PGM-
based lower-limb exosuit to provide resistive force while squatting. The results
showed significantly increased muscle activity in three measured muscles during
the actuated PGM condition. Finally, a novel IMU-based bathing-skill assessment
device was presented. An algorithm was discussed to estimate the contact area
between the brush and body. The proposed device was validated by comparing the
estimated and actual brushed areas.

The aim of this chapter was to highlight novel technological advances in the
field of rehabilitation, assistance and daily healthcare. Future work in this area
will expand the prospect of such devices being accepted for daily life usage by
individuals with special needs and the elderly.
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Haptic Mediators for Remote
Interpersonal Communication

Troy McDaniel and Ramin Tadayon

Abstract The advent of smart and connected societies has led to increased
prevalence of remote communication worldwide. However, these traditionally
audio-visual communication environments can often lack the same richness of
expressive information and feedback present in face-to-face interactions. Haptic
mediators have emerged as a novel solution to bridge this gap across multiple
dynamics of interpersonal communication. This chapter reviews the state of the
art of this steadily emerging field of research under three primary categories of
communication: social touch, nonvisual and visual information. The implications
of existing solutions and evaluations are provided along with directions for future
development.

Keywords Haptics · Haptic mediators · Social touch · Nonverbal
communication · Verbal communication · Human-computer interaction ·
Robotics

1 Introduction

As we transition toward the era of smart cities, with infrastructures that facilitate
multimodal technology in nearly every aspect of our lives, human beings are leading
increasingly mobile and remotely connected lifestyles. Workplaces infused with
technology allow colleagues to collaborate remotely and an increasing number
support employees who work from remote locations [1]. Families, friends and
romantic couples communicate remotely at an increasing frequency, and stay
connected even when separated by their respective careers or living situations
[2]. Teleconferencing, tele-presence, virtual communication, instant messaging and
other forms of distant socialization have become commonplace among the global
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population, fueled by the presence of ubiquitous technology such as smart phones
and the increasing strength and availability of internet connectivity worldwide.
Truly, we have ushered in a new standard of interpersonal communication across
all dynamics of human relationships.

Yet, in their current forms, these mediums of expression and interaction,
when consisting primarily of a camera, screen, speaker and/or keyboard, hold
significant limitations in comparison to traditional face-to-face communication. As
one consideration, people cannot touch one another in remote communication as
they regularly and mutually do in physical interactions, including handshakes, hugs
and other forms of what is known as social touch. Often in addition to social
touch, nonverbal information is limited or missing (such as, for example, seeing
a conversation partner’s face, body movements or hand gestures in a phone call or
text). Furthermore, verbal information can often be limited in remote interactions,
particularly when text is used, since characteristics of speech such as intonation and
emphasis are missing in these mediums.

As a growing and evolving body of recent research reveals, haptics, or the science
of touch, may provide a solution to these challenges. We experience the world
significantly through touch in addition to hearing, vision and our other senses [3].
Touch can affect us physically and emotionally, and combined with visual and audio
cues it can help us to understand others in social settings [4]. Concepts can, in
some cases, be communicated more clearly by adding this modality [5]. Recent
research has therefore attempted to bridge the gap between face-to-face and remote
interpersonal communication by leveraging haptics technology. Research into the
development of the tactile internet [6], wherein touch information is encoded in
exchanges over the internet, serves as further encouragement for the inclusion of
this modality into daily remote interactions.

This chapter explores the body of work focused upon the introduction of touch
interaction to mediators, or the technology and platforms through which remote
interpersonal communication occur, and identifies the key advantages provided by
these mediators through notable examples in literature. Three categories of touch
mediation are reviewed: haptics for remote social touch, haptic communication of
nonverbal cues and information, and haptic augmentation of verbal information.
The most popular application contexts in each category, such as haptic instant
messaging, are presented along with the various roles that touch plays or might
conceivably play in enhancing them. The chapter concludes with a consideration
for the directions of future expansion of the field along with insights for design.

2 Social Touch

While there are a wide variety of haptic mediation techniques designed to facilitate
various forms of nonverbal communication (as discussed in the next section), social
touch is of particular interest in this chapter as it encompasses physical contact
in social settings, which is a natural haptic exchange. Therefore, unlike other
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applications of haptic mediators, sensory substitution is unnecessary, and instead,
solutions seek to mimic social contact as naturally and realistically as possible in
remote exchanges. The primary categories of social touch discussed in this work are
hugs, handshakes, pats/taps, and massages, each of which have their own meanings
and contexts within interpersonal communication.

The significance of social touch in interpersonal communication has been
well established in research. When social touch is included in communication,
particularly when the communicators are family members or are in a romantic rela-
tionship, both parties benefit in their emotional and physical health and well-being
[7]. Furthermore, the presence of touch also strengthens these relationships and
improves both members’ sense of connection and bonding. Haans and IJsselsteijn
[8] further find in their own review that even in less intimate relationships, such as
those between colleagues, friends, acquaintances and competitors, haptic mediation
of social touch, when designed appropriately, can build a sense of trust, strengthen
both cooperation and competition, and improve the impression of one party toward
the other.

An important phenomenon observed by several studies of mediated social touch,
as detailed in a review by Huisman [9] is the Midas touch effect [10] in which
the addition of touch into a mediated social interaction increases the likelihood of
favorable outcomes such as compliance with requests or assistance with tasks. As
authors are careful to note, however, the presence of the Midas touch effect relies
heavily on both the context in which social touch is applied as well as the quality
and characteristics of the touch delivery mechanism. Therefore, careful design of
haptics is essential for successful facilitation of social touch in remote interpersonal
communication.

2.1 Hugging

Hugging has been extensively studied as a form of mediated social touch in remote
settings due to the well-established positive physical [11] and psychological [12]
effects of frequent hugging. Robotic mediation is perhaps the most explored form
of remote hugging as robots provide the type of full-body interaction with the most
close resemblance to a natural hug between individuals. Hugs both direct and are
directed by heightened emotions in social interactions, and personal, emotional
and contextual characteristics of interaction participants result in biases and motor
tendencies in hugs [13]. These properties, in addition to the universality and
widespread significance of hugging among the different forms and dynamics of
dyadic relationships, cement the hug as one of the most significant manifestations
of social touch in any form of human communication.

The mediation of hugging through robot agents has been in study for decades,
with early examples including DiSalvo et al. [14] who explored the significance of
capturing the form of a hug—holding and squeezing with the arms, stroking the
back, and verbal exchange among others. According to this study, the creation of
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a rich medium of interaction assists in successfully eliciting a positive and natural
emotional response.

Mueller et al.’s Hug Over a Distance [15] combines the usage of robotic
mediation and wearable technology to facilitate remote hugging. A stuffed koala
with an interactive screen is used as an input mechanism, allowing the sender to
initiate a hug interaction through simple touches, while the receiver feels a hug
through a worn vest which, upon receiving the remote signal, inflates using air
pressure to simulate the upper body squeezing sensation of a hug.

The HugMe system by Cha et al. [16] improves upon the realism of remote
interactions by synchronizing the hug feedback directly with a hugging gesture
by the sender. In this case, a depth camera and positional tracking technology
are used to allow the sender to imitate hugging the receiver in real-time over a
teleconferencing audio-visual medium, and the hug is then felt by the receiver
through tactile actuators on a worn jacket which accurately represent points of
virtual contact between the two.

Tsetserukou automates the interaction further in the design of the HaptiHug
system [17], wherein a wearable strap simulates a hug by tightening using auto-
matically modulated belt tension. In this case, the cue for a hug is automatically
recognized from text exchanges or virtual interactions in an existing remote interac-
tion between individuals in an online platform (Second Life). The implementation
of hugging in this context was shown to successfully improve social immersion and
the sensation of a real hug in virtual interaction.

Yonezawa and Yamazoe’s [18] wearable partner agent, a small robotic stuffed toy
animal which can be attached to the arm, shoulder, thigh or flank, as conveyed in
Fig. 1, indicates that while the positive benefits of a mediated hug do not necessarily
require fully-human-sized mediators, a system which accounts for the user’s body
context can be applicable in a wide variety of situations for communication. For
instance, their robot is able to determine when an individual is in motion while the

Fig. 1 Artist’s rendition of a
wearable agent, capable of
emotional support and
affection through hugs and
eye contact
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remote interaction is occurring, in which case the robot simply clings to the body
of the subject. Furthermore, the thickness of the clothing of an individual can be
detected, and determines the strength of haptic force applied during a hug.

More recent implementations of remote hugging include the Huggy Pajama by
Cheok and Zhang [19] which focuses on parent-child interaction. This system is
similar to Hug Over a Distance in the sense that remote hugging is mediated by a
stuffed animal input and air pressurized wearable output. However, in this case, the
hug input involves directly hugging the stuffed animal input, a more realistic input
mechanism similar to HugMe which provides greater immersion and emotional
elicitation to the sender, while the wearable pajamas on the receiver end include
thermal stimulation in addition to the squeezing sensation by air pressure to create
an even more realistic and comforting experience. The evolution of these interfaces
indicates that haptic hug research is constantly pushing the boundaries of realism in
social touch simulation.

2.2 Handshaking

Handshakes are another form of social touch perhaps most prevalent in professional
interactions, as a gesture indicating a sense of trust, agreement, commitment or
initiation and continuation of partnerships. They are also popularly used as a
greeting and introduction mechanism, making them useful even when individuals
are unfamiliar with one another in a communication environment. Dolcos et al.
[20] have explored the power of a handshake in professional social contexts and
found that it improves individuals’ positive evaluations and diminishes negative
evaluations of social interactions in these settings, including approach and avoidance
scenarios.

Early implementations of remote handshakes such as Alhalabi and Horiguchi’s
Tele-Handshake [21] utilize force stimulation interfaces such as the Phantom device
to allow two humans to feel the force feedback of a handshake while simultaneously
sending their own force input to reciprocate. Of particular importance to the
design of these systems is that the handshake is a bilateral exchange wherein
both partners are sending and receiving touch information simultaneously. This
challenges researchers to develop mediators which facilitate this bilateral exchange
remotely, such as the system of Pedemonte et al. [22].

Nakanishi et al. developed a remote handshake system [23] in which a robotic
arm is combined with one-on-one video telecommunication to mediate handshakes
in such a way that the input action of the sender is made invisible to the receiver of
the handshake (see Fig. 2). In other words, the only visual reference of the receiver
is the movement of the robotic arm to initiate and complete a handshake. This
mechanism was found to successfully improve the receiver’s feeling of closeness
to the handshake sender, though it requires that the sender always initiate the
handshake process, which could prove to be limited in some applications. Perhaps
one reasonable explanation for the implementation of this mechanism is that it
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Fig. 2 Artist’s sketch of a
robotic platform to support
remote handshaking for
enhanced social telepresence

visually embodies a realistic handshake through relative positioning of the robotic
arm and face. Similar mechanisms such as that of Park et al. [24] further explore
this idea by incorporating a full-body mannequin with a robotic arm for handshakes
and a head replaced by a video feed of the remote partner’s face.

2.3 Patting, Tapping, and Stroking

Touch gestures such as pats, tabs, and strokes are also of significance in social
settings as they can be used to direct attention to the sender, comfort the receiver,
or even communicate more complex meanings and expressions. These gestures are
also professionally applied by therapists during touch therapy, and can be utilized
as a part of telemedicine due to their physically calming and emotionally supportive
effects as well [25]. As such, these gestures merit inclusion in remote interactive
environments to strengthen interpersonal communication. While implementations
of these gestures often have a particular application domain in mind, many of the
designs can apply across these domains so long as the method of interaction is
intuitive, easily understood and integrates well into a variety of communicative
environments.

As an implementation of wearable touch therapy, Bonanni et al.’s TapTap system
presents an interesting format of touch therapy delivery through asynchronous
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exchange [26]. The advantage of asynchronicity in touch is that it provides for
mass distribution on a large scale of effective touch patterns to reach a large group
of recipients without having to individually manage each interaction. The TapTap
system allows for such an interaction, wherein a therapist inputs a therapeutic touch
pattern and then distributes that exchange to all applicable patients, who receive the
gesture via a wearable scarf interface. While this approach requires offline input,
by utilizing the notion that a common set of socially recognizable patterns for pats
and taps (for example. three taps on the shoulder) exist, one can design a real-time
application in which these common gestures are pre-programmed into the device
and then called on-demand in live exchanges.

The therapeutic effects of remotely delivered touching, patting, tapping, stroking,
and similar gestures may even have an advantage over real physical contact in some
cases. For instance in Autism Spectrum Disorder (ASD), one potential symptom
is a hypersensitivity to physical contact by others. Tang et al. [27] designed a
haptic sleeve to provide therapy which can help alleviate this sensitivity over
time by turning taps, pats and other contacts on an avatar’s arm during virtual
reality interactions into physical sensations delivered through tactile actuation to
the receiver. This design not only facilitates remote delivery of these forms of
social touch, but also gives greater purpose to the implementation of remote touch
communication in general. A key factor in this dynamic is the notion that the
recipient in remote environments has full control over the delivery of a touch
interaction, as the touch stimuli can be turned on or off at will.

In an attempt to incorporate multiple touch gestures including pats, taps and
rubs into a single interface for mediated social touch, Huisman et al. designed the
Tactile Sleeve for Social Touch, or TaSSt [28]. This forearm-worn sleeve used tactile
stimulation to project various touch gestures between remote subjects in an attempt
to increase the degrees of freedom (DoF) of interaction over previous designs. One
noteworthy outcome of its evaluation is that dynamic gestures such as stroking and
rubbing are more difficult to simulate in worn tactile designs than simpler gestures
such as pokes, as they require an input mechanism which is sensitive to more
delicate surface-tracing patterns.

Morikawa’s HyperMirror [29] is exemplary of the importance of integration
when introducing tactile stimuli into existing remote social environments. The
HyperMirror environment includes shoulder-worn vibration motors which actuate
when a tapping motion is sensed on video in a remote teleconferencing environment.
These shoulder pats express the shoulder tapping motion to gain the attention
of an individual toward the remote sender in the teleconference. It was found
in evaluation that when the tactile stimuli of these sensors was combined with
a video interface wherein the receiver could see the face of the sender seeking
their attention, the interaction was much more naturally received than when tactile
information was used alone or when video information (such as waving to the
camera to gain attention as is popularly done in current remote interaction setups)
was used without any additional tactile interface. Many of these touch gestures in
natural environments are accompanied by visual confirmation for their meaning to
be successfully registered.
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Fig. 3 Drawing of a
vibrotactile glove to enable
physical touch from a
distance to support remote
couples

Finally, the Flex-N-Feel system by Singhal et al. [30] presents an interesting
form of affective touch that does not necessarily relate to instances of real physical
contact but rather augments the emotional effect of an affective gesture using touch
as a medium. Two types of gloves are used in this system: an input glove worn by
the sensor transmits signals whenever the sender flexes his or her fingers, while an
output glove worn by the receiver is equipped with vibrotactile motors (three along
each finger on the palmar side) which vibrate when the corresponding finger of the
input glove is flexed. The receiver’s interface is depicted in Fig. 3. The prototype
is intended for use by romantic couples in long distance relationships and presents
two compelling design considerations for the domain of social touch: portability and
flexibility of surface application. In the case of Flex-N-Feel, as it does not rely on
a static object such as a robotic hand, mirror or other mechanism, the device need
not be limited to indoor or static use and is portable enough to be utilized on-the-
go, which opens the way for a variety of contexts in which remote interaction can
occur. Furthermore, the receiver glove emits haptic signals on its surface to reflect
the flexing of the senders fingers. This allows for the receiver to touch any surface
of his or her body including the shoulder, arm, and other areas, and feel the touch
sensation at the point of contact of his or her choosing, thus giving the receiver more
freedom and control over the interaction. This can be of critical importance in social
touch as context and interpersonal variation can change the effective surfaces and
manifestations of these interactions.
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2.4 Massaging

A final form of social therapeutic touch, perhaps most useful when applied between
family, romantic couples, or therapist and client, is the massage. Massages have
proven to be a highly effective method of mutual care between couples and can
improve mental well being and perceived stress levels [31]. When applied by
professional therapists, massage therapy has also been shown to provide a plethora
of positive mental, emotional and physical effects [32]. A review of some of the
most renowned implementations of massage touch reinforce these benefits and
establish its continued significance as a form of complex social touch with medical,
rehabilitative and relationship-building applications.

As an early implementation of remote mediated massage, Chung et al.’s Stress
Outsourced (SOS) [33] presents an interesting alternative to the one-on-one high-
familiarity context of the typical massage and instead frames the interaction as an
anonymized, distributed, peer-to-peer remote therapy mechanism. The prototype
includes a worn array of tactors which can be distributed in a variety of orientations
along the body. When feeling stressed, an individual can press one of these worn
modules to alert peers within the network of the individual’s need for massage.
These individuals can then deliver the therapy by pressing their own modules, which
are then sent to the receiver as vibrotactile signals. The pattern can be composed of
touch signals from multiple peers or a single peer, providing high flexibility and
scalability of design. The inclusion of anonymity in the exchange also removes the
stigma of receiving therapeutic intervention from a stranger, thereby paving the way
for a high degree of applicability.

When massages are implemented, as they are a form of therapy, feedback from
the recipient is critical and can help the sender or therapist determine what points
of contact are effective and which areas require the most attention and care. As
such, interfaces designed for professional delivery of rehabilitative or therapeutic
massage may consider how feedback is presented to the therapist. One such system
is GoodVybesConnect by Ramírez-Fernández et al. [34], which utilizes the Vybe
gaming pad, a device which covers the surface area of the back, in addition with
an audio-visual virtual environment, to allow therapists to connect with clients and
deliver massage therapy. In this system, as the therapist utilizes a virtual back avatar
to deliver remote massage via vibrotactile stimulation, the Emotiv brain-computer
interface is calibrated and then used in real-time to evaluate the subject’s response
to the therapy, presenting interesting implications for the design of a feedback loop.
Furthermore, massage patterns can be saved and later used offline by the client, once
again indicating the benefits of an asynchronous style of delivery.

A recent implementation of massage by Haritaipan et al. [35] utilizes shoulder
delivery for massage between individuals in close relationships. A sender device
models a set of human shoulders with input sensors for each finger on both
shoulders, and a receiver device implements two robotic arms, secured to the
recipient’s shoulders with a strap, whose digits react to the input pressure from
the sender’s remote shoulder device. This apparatus allows the sender to remotely
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Fig. 4 Artist’s rendition of a vibrotactile massage device to enable therapeutic touch from a
distance for remote couples

massage the shoulders of the recipient during a video call to augment the interaction,
as illustrated in Fig. 4. During evaluation, it was noted that a purpose for the addition
and integration of massage into these interactions is that it communicates empathy,
support and encouragement in ways that facial expressions and the voice alone
cannot effectively accomplish in these settings.

In a later implementation by Ramírez-Fernández et al. [36], the RehWave system
implements in design the idea that modern massage therapy includes, in addition
to touch and pressure, thermal and audio stimulation for enhanced effect. In this
full-body system, a series of heating pads and vibration motors are distributed along
the neck, shoulders, upper back, lower back, and legs, in addition to two speakers
(one by each ear) and combined to deliver a variety of telerehabilitative massage
treatments which can include heat application and relaxing music in addition to
massage vibration to assist in the therapy. This work draws upon many of the
successes of previous implementations and combines them to indicate the true
potential for remote delivery and mediation of massages.

3 Non-verbal Communication

An important category of information toward the accessibility of remote commu-
nication is non-verbal cues. This includes all forms of communicative expression
outside of speech and social touch. It has been established in research, for example,
that facial expressions comprise at least 55% of communication [37]. Non-verbal



Haptic Mediators for Remote Interpersonal Communication 227

cues also include posture, physical mannerisms and gestures. The environment
has an effect on the usage of nonverbal expressions in communications, including
familiarity with the conversation partner, privacy, formality and warmth [38]. The
significance of non-verbal expression in interpersonal communication is quite
evident, as often it is the channel through which we convey emotions, intentions
and priorities in ways that spoken words and intonation alone cannot adequately
express [39].

In teleconferencing and video calls, non-verbal information is often available
through visual feeds including live camera video. However, there are several forms
of remote communication in which this visual information is not available. For
example, a significant amount of remote conversation occurs over phone calls,
wherein no video display is present. Furthermore, one or more of the participants
may be blind or visually impaired, resulting in the need to present visual information
through a different channel. Finally, even in video calls where no participant
has a visual disability, limitations of the video display, occlusions and noise can
cause non-verbal data to be difficult or impossible to depict visually. Under these
circumstances, haptic information may serve as an effective medium for non-verbal
communication.

This section explores the design of haptic mediators for non-verbal cues. The
primary categories of nonverbal information included in this review are facial
features, emotions, body movements and gestures (excluding social touch). A
variety of approaches and designs for haptic mediation are described, including
those whose primary purpose are for mediation of remote communication and those
created for some other purpose but which can readily be applied within this domain.
Evaluations of these systems provide insights and guidelines into the future of
development for haptics within this field in an area where more and more of our
daily conversations occur outside of face-to-face contexts, and over 285 million
individuals around the world lack access to visual information during conversation
due to visual impairment [40].

3.1 Facial Features and Emotions

The facial features of an individual can be an invaluable asset in interpersonal
communication. As one simple example, eye gaze and head orientation, in com-
bination with one another, are a primary indicator of the focus of an individual’s
attention, particularly in social settings [41]. Furthermore, emotion is an important
aspect of communication which can determine how we interact, and can often
not be conveyed completely through our voice [42]. Emotion and facial features
can go hand-in-hand; our feelings during conversation can often be conveyed
through expressions in our face [43]. Consequently, having access to information
about an individual’s facial features, and enabling individuals to convey emotion
in other ways, helps those conversing with them to direct the flow of conversation
accordingly. For example, if an individual notices that his or her remote conversation
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partner is bored during the conversation, he or she may choose to switch topics to
something more exciting to re-engage the partner in a more stimulating discussion.
While it may be argued that haptics is not the only modality which can be used to
depict these attributes, it is perhaps the most useful in cases wherein one or both
individuals in the conversation have visual impairment or are conversing while on
the ago, as in such cases the audio and visual channels are preoccupied [44]. Here
a series of designs for the transmission of facial features, as well as the manual
expression of emotion between individuals in remote interpersonal communication,
are presented and interpreted in context.

In the context of social interaction for individuals who are blind and visually
impaired, haptics has proven particularly useful as a modality for the communica-
tion of nonverbal information. Research in this area was inspired by the fact that the
lack of access to visual, non-verbal cues sometimes leads to miscommunications and
misunderstandings, which can strain relationships and lead to social avoidance and
isolation [45]. To address this, Panchanathan et al. developed the Social Interaction
Assistant [46], a system designed to detect the facial features of a conversation
partner through a mounted camera and convey this information using haptics, either
through direct expression of facial features, or through emotion classified through
machine learning, to individuals who are blind or individually impaired.

In the latter case, emotions are classified and then conveyed through patterns
in various representations. Two primary mediums were developed to present
emotions mapped to vibrotactile representations: a glove equipped with an array
of vibrotactile motors along the back of the hand [47] and a chair equipped with
an array of actuators along the back [48]. As the surface of the hand limits the
number of motors that can be used, emotions were expressed as emojis through
spatio-temporal patterns in the VibroGlove device. For example, happiness could
be expressed as a set of actuations moving in an arc along the back of the hand to
represent a smiling mouth. In the case of the Haptic Chair, more complex patterns,
such as a spiral motion, or slithering snake motion, or up and down vibration along
the spine, can be used to represent various emotions. Both cases represent a mapping
from facial features to emotion to haptic expression during social interaction.

In the former case, facial features can be directly conveyed to the user without
attempting to automatically interpret the emotion of an individual beforehand. This
approach has several advantages: it avoids the potential error of classification by a
machine when interpreting emotion, and it empowers the human to make decisions
on the partner’s emotions from visual features just as sighted individuals do in face-
to-face conversation. However, for haptics to convey facial features, it is necessary to
determine which facial elements form the building blocks of emotional expression.
This was achieved by Friesen and Ekman in 1978 [49] and then later mapped to
tactile facial action units in [48] and [50]. One can then imagine the utilization of
this technology for remote interactions even with sighted individuals, such as phone
conversations wherein the face of the partner cannot be seen. In this case, a local
camera can detect the subject’s facial features, extract the necessary facial action
units, and convey them remotely through the chair or worn glove of the individual
on the other end of the conversation.
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The sharing of emotion need not be limited to situations in which individuals
are in direct conversation with one another. Interpersonal communication includes
shared experiences as well, wherein spoken dialog is absent. In these cases,
emotions can be shared by one individual to describe his or her experience to another
individual. An example of such an approach is AWElectric by Neidlinget et al.
[51]. The primary purpose of the AWElectric system is to detect when an individual
expresses a feeling of awe, and subsequently use electrical stimulation to reproduce
this sensation to an individual in a remote location wearing a tech-embedded fabric.
Potential extension of this approach toward other emotional responses, including
laughter and joy, may allow for a rich and intimate language of expression in the
future.

Affective communication need not be as complex as facial feature mapping
or involve automatic detection of emotion on the sender’s side. Research has
indicated that even with very simple touch interfaces, a variety of basic emotions
can be communicated manually and remotely between individuals. Two noteworthly
examples include the knob manipulated remote affective display by Smith and
MacLean [52] and the LumiTouch remote lightning picture frame by Chang
et al. [53]. Both technologies present a simple, easily interpreted interface for
synchronous symbolic augmentation of affect. In the case of the knob manipulation
display, a sender interacts by turning a knob, resulting in a rotational force sent to the
knob of the recipient. An evaluation indicated promising results in the ability of the
recipient to comprehend the intended emotion conveyed by the sender based only on
this interaction and on their closeness with one another. The LumiTouch provides
an even simpler, 1-bit interaction: each remote participant in a dyadic interaction
has a picture frame equipped with lights and a touch mechanism. When the sender
wishes to convey warm thoughts toward the recipient, he or she touches the sending
frame and the remotely located receiving frame lights up to signal the partner. This
provides a simple mechanism by which family members, close friends, romantic
partners and others may interact when apart.

More complex representations of affect may choose to represent it as a multi-
dimensional construct. One such representation which is often used in subjective
evaluations of affect in research is the PAD emotional state model of Mehrabian
and Russell [54], which classifies emotion in the dimensions of pleasure, arousal
and dominance. This model is employed by Tsalamlal et al. [55] in the design of
a system which uses pressure from an air jet with a moving nozzle (see Fig. 5)
to convey various emotional states to remote recipients. Properties of the stimulus
including the degree of air flow, the continuity of air flow, and the rate of movement
of the nozzle are modified to influence the subject’s perception of the pleasure,
arousal and dominance of an expressed emotion. In some cases, dominance is
removed and valence (pleasure) and arousal are left to express emotions, as in the
case of Rantala et al.’s system [56] which conveys these dimensions through touch
and squeeze gestures. When represented this way, subjects can assess a partner’s
emotional output either in simple terms through analysis on a single dimension (high
versus low pleasure, for example), or through multiple dimensions in conjunction
with one another, allowing for a high range of possible expressions.
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Fig. 5 Drawing of apparatus for evaluating the affective response to mobile air jet stimulation

Most approaches to remote haptic representation of emotion lack a key feature
that would broaden accessibility and application: the ability of a user to create his
or her own language for symbolic affect. Indeed, many of the emoticons present
in text interactions were the creations of individuals utilizing text to communicate
remotely. As such, the ability to create one’s own expression results in a more
flexible medium which accounts for the notion that interpersonal variation exists
in interactions with technology, as emphasized by the person-centric multimedia
computing paradigm [57]. As an example, Shin et al. [58] designed an interface for
the expression of haptic emoticons which includes an authoring interface allowing
for any individual to create his or her own touch emoticons, or TCONs. The haptic
display for these TCONS contains a pair of hands and mouth which are augmented
through actuation.

Finally, eye gaze is of importance in expression as well, as it provides another
category of information related to affective state: attention. During a conversation,
eye gaze is a useful indicator of attention and interest. Technologies originally
intending to make eye gaze information available to individuals who are blind or
visually impaired can be adapted to this scope of application quite readily. For
example, Qiu et al. [59] designed a vibrotactile headband which would actuate when
the gaze of a conversation partner is focused on the wearer of the headband, as
depicted in Fig. 6.
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Fig. 6 Artist’s depiction of a
Tactile Band that
communicates gaze
information (glance versus
stare) of an interaction
partner

3.2 Body Movements and Gestures

While the face is a significant source for nonverbal information during social
interaction, it is not the only important source for these cues. Indeed, motions of the
entire body can help guide interactions, particularly when those interactions involve
a shared motion task such as exercise. In-depth examinations of body language have
revealed that motions such as hand movements convey thoughts which are absent
in verbal expression or augment spoken intentions and goals [60]. These body
movements and gestures may occur unknowingly or unknowingly, depending on
context. For example, we may often make hand gestures during phone conversations
even though we are aware that the other individual is not physically present to see
them, sometimes as a form of self-demonstration or by habit [61]. Due to their role
in enhancing the manner by which a remote participant’s thoughts are externally
understood [62, 63], recent research, as shown here, has focused upon making
gestural information, particularly involving the hands, and whole body movement,
particularly in remote collaborative motion, more accessible through haptics.

One potential solution for the projection of gestures and motions is the manipu-
lation of mediator objects, or artifacts. A review of artifact-based gestural mediation
of remote communication by Van Den Hoven and Ali [64] reveals that these artifacts
can be used not only as input mechanisms or sensing mechanisms for gestural
interaction, but also as mediums for enhancing these gestures as manifestations
of the motion being demonstrated, projections of the intent behind the gestures,
augmentations of the body or concept, and more. As in other forms of haptic
communication, these gestures can be symbolic as well, such as a forward-backward
spatial gesture indicating agreement [65]. The definition of artifacts in this respect
is quite broad; they need not be restricted to handheld objects such as pens, small
robots and manipulables. These artifacts can include surfaces and larger objects like
vehicles. In this broad context, a plethora of research solutions have been explored
in recent work.
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Fig. 7 Artist’s drawing of
The Hover, a device that
augments telecommunication
by conveying activity and
presence of remote partners

Perhaps the simplest example of gestural detection is to detect whether an
individual is still or in motion, and to convey this through an artifact. This basic
information is the core inspiration for the Hover haptic telephone device by Maynes-
Aminzade et al. [66]. This device, as shown in Fig. 7, utilizes a hovering ball as
the mechanism for a remote partner’s motion during telephone conversation, but
also utilizes interaction with the ball as an artifact to facilitate the initiation and
answering of calls. When an individual wishes to call a contact, he or she places the
sphere corresponding to that contact on the ramp of the device. That individual will
then receive a call and the sphere corresponding to the caller floats in the air, which
can be placed in turn on the receiver’s ramp. Then on each user’s phone, the ball
hovers in the air. An external camera tracks the motion of each user and transmits
the level of motion remotely to the other end, wherein the floating ball moves up and
down in the air to signify the movement occurring. If a user is still, their sphere on
the other end hovers in place. Knowing a conversation partner’s level of motion can
help an individual understand the level of energy and excitedness of that individual,
or to determine their focus on the conversation at hand.

Taking this remote phone metaphor a step further in complexity, Sekiguchi et
al.’s RobotPhone [67] serves as a manipulable phone-conversation-based artifact for
remote communication of body movements. The premise of the system is simple:
each partner in a dyadic remote interaction uses a small robot, prototyped in this
case as a stuffed animal, which can be manipulated by its owner. Whenever one of
these two robots is manipulated, usually by changing the orientation of its arms,
legs or other movable joints, the other remote robot automatically adjusts its body
orientation to match. Under this approach, each robot in RobotPhone serves as both
input and output, allowing two individuals to express basic motion-based gestures
and body positions. The limitations of this approach include the degrees of freedom
of the robot as well as potential conflicts which can occur when robots on both
ends are manipulated, which require a resolution approach to ensure synchronicity
of orientation. One simple solution is to use a turn-taking mechanism to swap roles
of the two devices between sender and receiver.
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An application of gestural communication quite useful in social bonding and
relationship building is that of play. Some artifacts for remote communication are
designed with interpersonal entertainment in mind. Among these is the HandJive
device by Fogg et al. [68]. The Handjive is a manipulable consisting of two
spheres connected to a central pivot with two degrees of motion: forward/backward
and side-to-side. Two of these devices can remotely interact with one another in
synchronicity, with each user controlling one of the axes of motion. For example,
a user could utilize forward and backward motions while the other user controlled
side to side motions. Similar to the RobotPhone, the pair of devices match their
movements. Under this separation of movement axes, both users can provide input
and receive output on their devices, which allows for a variety of games and patterns
of interaction. The device was designed with the intent that users should have the
freedom to invent their own methods of play and interaction, which helps to validate
these form factors as mediums for expression through haptics.

Collaborative tasks, perhaps more than any other application context, benefit
greatly from haptic representation of gestures and body motions as the medium
can be used to encode body positioning and body motions more effectively than
utilizing visual or audio feedback alone [69]. Leveraging this advantage, several
researchers have developed haptic systems designed to convey the relative motions
and positions of others during a shared task. In one instance, de Jesus Oliveira et al.
[70] modified the headset of a VR system, enabling hand gesture input on the back
of one’s own headset to communicate information about surroundings such as object
locations. Swipes and taps are used as input to a smartphone attached to the back
of the head and allow collaborative information sharing about one’s surroundings
to other remote participants in virtual environments. When an individual inputs a
gesture on the device, collaborators feel the gesture on the surface of their own
headsets through actuation of co-located vibrotactile motors. This mechanism could
also conceivably be used for real objects through a head mounted device without
VR display.

Training is another form of collaboration which can be facilitated through
haptics. In particular, motor skill training requires an individual to be aware of
not only his or her own motions and orientation, but the spatial and temporal
differences between a trainer’s positions and motions and their own. Several
research developments have been dedicated to achieving this task in a variety
of training contexts. Perhaps one of the simplest examples is that of a 1-DOF
movement task, wherein a trainer moves a point along a single axis to various
positions and the learner must attempt to match this trainer’s motion as closely as
possible. To facilitate this in remote interaction, Simard and Ammi [71] designed
a system using a combination of spring force, viscosity, and vibrotactile cueing
to convey the current distance from the learner to the trainer, the difference in
movement speed between the two, and a warning to the learner when the trainer
changes direction, respectively. Vibrotactile cues have also been used to encode
relative positioning of others to a subject, in addition to distance, in the Haptic
Belt by McDaniel et al. [72]. In this approach, a body-worn camera senses faces of
others and a belt equipped with vibrotactile motors along the waist then vibrates the
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motor located in the direction of interaction partners around the user, with frequency
denoting the distance. This allows the user to then turn toward the individual of
interest until the vibration moves to the center of the waist, denoting that the two
are facing one another. This technology, while it was applied in this research toward
face-to-face use for individuals who are blind or visually impaired, may also find
application in remote settings where a shared collaborative task requires multiple
individuals to synchronize their orientations.

This intuition applies to guided remote physical exercise and rehabilitation as
well. The CASPER system by Kadomura et al. [73] utilizes air pressure from an
externally positioned air cannon as a form of haptic confirmation to alert the trainee
when he or she has completed a motion in accordance with the guidance of a
trainer, who the trainee can view in a visual display along with his or her own
reflection to determine deviations in performance. A similar strategy is adopted
by the Autonomous Training Assistant of Tadayon et al. [74], in which a subject
completes motor tasks using a smart rod-shaped exercise device, the Intelligent
Stick, equipped with motion sensing and tactile feedback capabilities. The subject
can view an avatar which reflects his or her own motion using motion tracking,
and compare it in real-time with the avatar demonstrating a motion pre-recorded
by a trainer. Tactile cues delivered through the stick represent confirmation that the
subject has reached an endpoint of the task. The difference in this case is that the
training is asynchronous (the trainer records and uploads the example motion from
a remote location beforehand rather than communicating directly with the subject
in real-time).

When designed to build upon existing cognitive structures for spatial and
temporal orientation, synchronized well with visual and audio feedback, and
constructed with context-aware input and output mechanisms, haptic mediators may
facilitate increasingly complex forms of collaborative interpersonal communication
in the future. For example, large synchronous group actions such as orchestra
performances and choreographed dance routines serve as extremely complex forms
of interaction challenging the limits of haptic representation in remote settings.
Based on the progress of current work, the role of touch within these interactions
seems critical and shows promise for growth.

4 Verbal Communication

Finally, we arrive at haptic mediation for remote verbal communication. The role
of haptics within this realm is perhaps not immediately apparent, as most remote
communication already involves verbal information in some form or another. An
immediate conclusion might be, therefore, that we may mediate verbal aspects
of communication with haptics in cases where participants are deaf to speech or
blind to text. However, as shown in the examples within this chapter, the benefits
of haptics, even in verbal context, need not restrict themselves to applications of
sensory substitution or accessibility of verbal content. Rather, in many cases, it is
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not the words themselves but the characteristics of their delivery which are lacking
in remote contexts. For example, when we speak, we tend to emphasize words or
parts of our speech we find important, and vary our intonation as indications of this
emphasis as well as emotion, confidence and other forms of self-expression [75].

There are two primary contexts of verbal cue augmentation reviewed in this
chapter. The first, as implied above, is the augmentation of verbal information for
emphasis, attention and turn taking. Tonality and other modulations of speech audio
are lost in many cases, whether it be due to attributes of the verbal information
(delivered as text, for example, which has some attributes to establish emphasis such
as the use of bold text or all-caps, but often does not contain these modifications as
they would be too time-consuming to use in real-time conversation) or attributes of
the speaker or listener (hearing impairment or speech impairment that would impair
the delivery or production of varying tone, emphasis or verbal cues). Second, the
concept of haptic instant messaging, or the use of haptics to replace or enhance
text-based instant messaging exchanges, is discussed along with advantages and
limitations of current approaches. While it is often the case that the applications of
research solutions presented in this chapter overlap (in other words, tools developed
for haptic instant messaging may also be adopted for use in emphasis or turn
taking when combined with a different channel for verbal communication), they
are categorized here according to the scope of application to which they can be
most readily applied, either through the intention and evaluations presented by their
respective authors or by observation.

4.1 Emphasis, Attention and Turn Taking

As noted above, verbal intonation allows speakers to establish importance and
attention in various subjects and topics while speaking. Capturing these attributes
within verbal information can help the listener establish the purposes and meanings
within communicated sentences, which in turn help drive the course of discussion
to a mutually beneficial conclusion. In other words, intonation can be viewed as a
tool through which to establish emphasis during speech, and through this technique,
various outcomes may be achieved. Schaffer [76] established that intonation, for
example, may play a role in turn taking when multiple speakers engage in a
conversation. In conference presentations among academics, Guest [77] determined
that proper intonation plays a significant role in engaging the audience and bringing
attention to the key points of the presentation. Furthermore, loudness of speech can
be used to grab attention, and verbal cues may be used to take turns when more than
two speakers are present. Given that their presence in communication is of such
great importance, these elements of verbal expression can be considered vital in
many cases. Yet, these attributes generally present in clear, intelligible, face-to-face
discussion between individuals are frequently lost or more difficult to include when
spoken word is no longer the format of this discussion or one or more participants
have difficulty in hearing or speaking.
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Without speech or audio communication of words and sentences, tonality is no
longer inherently present or is more difficult to discern in traditional communication
channels. Furthermore, even if speech with varying tonality is used, without physical
presence, it may be difficult for intonation alone to achieve the desired level of
emphasis in speech. Recent solutions have therefore turned to haptics to produce
emphasis, capture attention and cue speakers in remote communication, with the
understanding that tactile cues can gather our attention when applied at precise
points during speech or text. This section observes a few key examples of how
this technique has been successfully applied and evaluated. In some cases, while
the primary purpose of the research was not to develop a means for achieving the
above effects, it is interpreted here through an interpersonal communication lens
with discussion on the elements of the work which show promise if adapted to
the targeted context. To realize these adaptations, future work could modify the
frameworks and prototypes developed to fit the purpose of remote exchange, and
therefore determine to what extent they help augment verbal information.

As an initial example of conceptual adaptation for emphasis, consider Lahtinen
and Palmer’s [78] structured framework for the formation of haptic communication.
Messages in the haptic channel are deconstructed into a simple two-degree gram-
mar: haptices and haptemes. Haptices are full haptic messages and parallel the role
of sentences in verbal communication. These messages are comprised of haptemes,
or simple haptic patterns serving as building blocks in a manner similar to words.
The original purpose of this deconstruction was to formalize an understanding of
the role of haptics in social communication, forming what is termed social-haptic
communication. The authors do not necessarily restrict this concept to the scope
of remote haptic interpersonal communication; nevertheless, it is critically useful
to perform this deconstruction as these authors and others [79] have done, as it
provides a platform through which to differentiate haptic patterns for emphasis (for
example, an alternate characteristic of haptemes such as increased signal amplitude
for emphasis) from the others present in haptic messages (haptices).

When associated with the characteristics of audio, haptic signals hold similarities
which can be very useful in establishing emphasis or tonality. For example,
frequency and amplitude can be used to describe a haptic signal as well. Enriquez
et al. [80] utilize these characteristics in their own deconstruction of haptic signals
to form a language. The building blocks they develop are called haptic phonemes in
parallel to the speech equivalent. Twelve distinct stimuli are identified in their study
by modulation of frequency and amplitude characteristics of signals, and under this
context, a natural connection to the formation of haptic intonation can potentially be
realized as similar modulations are used for intonation in spoken communication.
Future work could further evaluate the effectiveness for establishing tonality or
emphasis within haptic language, particularly when transmitted through remote
interfaces.

While the approaches above seek to provide full expressions of information
through haptics, in some cases it is sufficient only to use haptic cues for a very
precise purpose within the communication, such as emphasizing a word during a
live conversation or quickly grabbing a listener’s attention. Several approaches have
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adapted tactile cueing to achieve this limited augmentation as a part of a multimodal
environment of communication. Some simple yet effective examples are noted
within this work. One such case in earlier work is the ComTouch system by Chang
et al. [81], a worn vibrotactile glove which facilitates emphasis during telephone
conversation by applying pressure to send a vibrotactile signal. ComTouch assumes
the existence of audio and/or video and provides tactile augmentation as a means to
enrich expression. It also serves as a form of accessibility of information, rather than
simple enhancement, when audio or visual disability is involved, as noted by the
authors, since haptic information is universally perceived across both these forms
of sensory impairment. The advantage of the simple mapping of ComTouch was
the speed by which users were able to learn the mapping of touch to vibrations as
determined in their preliminary study.

Another take on the remote haptic signal approach, but with a slight variation
on the conceptualization of the application, is the Pressages system by Hoggan
et al. [82]. In pressages, the user also applies pressure to a touch interface to
send a vibrotactile signal, or pressage, to the other party at a remote location.
Pressages, however, was designed without a specific usage case in mind. Rather,
the applications of Pressages were left to users during testing. Subjects were given
the system and told how to operate it but without being given a pre-determined
purpose by which to use the system when making calls and conversing with others.
At the conclusion of the study, subjects were asked to report on the ways in which
they applied pressages during its duration. One of the most reported applications
for use, as implied in this chapter, was for emphasis during conversation. Other
purposes included expressions of affection, alerting of presence and elicitation
of surprise reactions in conversation partners. It was also determined through
evaluation that subjects quickly and readily adapted the use of pressages into their
regular conversations, which indicates that an intuitive and practical interface can
readily be adopted into existing remote communication mediums in practice.

One particularly interesting and highly relevant domain for the establishment of
emphasis is music. Musical scores often contain high points reached by gradually
increasing sound called crescendos and high points reached by sudden increases
called sforzandos. In one perspective, these crescendos and sforzandos could be
considered as points of emphasis within the music. While music is not speech in a
literal sense, it is a useful metaphor as a form of artistic expression drawing many
parallels to spoken dialog. The characteristics of music were utilized by Brown et
al. [83] in the formation of tactons—building blocks of tactile expression similar
in nature to the haptices and haptic phonemes described above—with variation in
vibrotactile characteristics to form distinct tactile crescendos and sforzandos. An
evaluation yielded recognition rates between 92 and 100%, which indicates that
these tactons could be highly useful if applied as an augmentation mechanism
toward emphatic points during remote conversation.

Suhonen et al.’s [84] study of remote haptic interpersonal communication closely
matches the scope of this chapter, as it provides an evaluation directly comparing
the application of two different types of haptic mediation (squeezing and thermal
input) to traditional remote communication between subjects. The mediators in this
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Fig. 8 Artist’s rendition of a wearable technology for augmenting remote interpersonal commu-
nication through touch-based devices

study are illustrated in Fig. 8. In contrast to Brown et al., some basic instruction
for the application of these mediators was given to subjects prior to participation in
the study, such as using the device during the conversation to emphasize emotions
or emphasize one’s messages. However, the exact timings and details of usage for
these mediators were determined by subjects and revealed to the researchers over
the course of the study. Worn straps conveyed these two signals as remote output:
a strap which would tighten when a squeeze signal was sent and a thermal strap
which would adjust its temperature according to the input. Of the two, the squeeze
interface was reported as being the most frequently used and provided emphasis for
a variety of expressions such as sympathy. Thermal modulation related more closely
to the level of positivity (warm) or negativity (cold) of the conversation.

One particular situation in which the augmentation of verbal cues can be
extremely beneficial in remote conversation occurs when more than two subjects
are involved in a conversation. When a large group of individuals communicate
simultaneously, particularly in remote environments, speech can overlap and make
it difficult for a listener to direct his or her attention. Haptics, as several researchers
of related work have demonstrated, may play a role in resolving this issue if used as
a cueing mechanism to direct attention, cue a speaker and organize the progression
of turns for speech. Several solutions toward this goal have been tested in recent
studies. One such implementation occurs within a study of multimodal exchange in
synchronous distributed communication environments by Ho and Sarter [85]. In this
case, a distributed military operation was utilized as a context of application, with
multiple mediations of exchange including radio, text, drawing or tactile buzzing.
Among the other modalities of exchange, the tactile buzz was used most naturally
for drawing attention, with other modalities like radio communication following suit
to disambiguate the object of attention and provide further elaboration or instruction.

Turn taking allows participants to organize the control over a conversation
among multiple participants to prevent chaos and disruption during exchange. A
haptic mediation solution specifically focused on turn taking during these situations
was developed by Chan et al. [86]. In this study, tactons were developed to
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express requests for control of an application at varying levels of urgency. This
allows for easier conflict resolution when multiple participants request control
within the group. One important requirement for these tactons as identified by
the researchers in this study is that they must be clearly identifiable even in the
midst of high cognitive load due to the context in which they are used (multiple
subjects collaborating on a task and communicating with one another in real-time
during task performance). The tactons were delivered through a mouse equipped
with vibrotactile motors, and represented combinations of various control dynamics,
such as control attainment (gaining and losing control) and control request (gentle
request, urgent request, takeover). While in this case, the control mechanism
referred specifically to control over a shared online application, a clear parallel is
drawn toward control over a social conversation as well, which follows a similar
dynamic.

Cao et al. [87] observed an interesting acceleration phenomenon related to
the application of haptics toward turn taking in remote verbal communication. In
their applications, tactile displays were used to send and receive signals relating
to requests for control and transfer of control to various individuals within a
conversation during a shared task. In this case, distinct tactons were developed to
signify both the requests and releases of control and who initiated each message,
which would allow all participants to determine the flow of conversation directly
from tactile mediation. This was designed for a three-way conversation among
users, which made it easy to convey individuality within the display. However, it
would have difficulties in scalability, as exponentially more distinct tactons would
be required as the number of participants increases. The primary finding in this
work was that, when tactile exchange was used in contrast to remote conversations
without, the delay in time between a request for control of the conversation by an
individual and the release of that control by the current speaker was significantly
reduced. This indicates that in longer conversations, the use of tactile exchange for
this purpose can shorten delays and produce a smoother discussion.

One final implementation for consideration in the subject of turn taking is the
Contact IM device by Oakley and O’Modhrain [88]. This device differs from the
previous approaches in that the targeted domain was asynchronous exchange of a
haptic instant message. This example provides a suitable transition into the next
section on Haptic Messaging; however, it is described instead here due to a simple
yet significant relationship with turn-taking: one common practice in face-to-face
communications among multiple nearby individuals in a closed setting is the use of
an object such as a ball to establish a speaker in control of the conversation. When
a speaker is finished with his or her message, the ball is then passed to another
individual as a symbolic transfer of control. This action is represented in Fig. 9. This
physical artifact provides visual and tactile confirmation of control and facilitates
turn taking in a simple yet highly effective manner. Contact IM uses a force feedback
mechanism and visual display to provide haptic messaging capability under the
metaphor of passing a ball. A ball, hand and court are visually displayed, and when a
message arrives, the ball appears on the recipient’s side of the court. This individual
can then pick up the ball with the hand, which is felt through force feedback with an
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Fig. 9 Artist’s sketch of
platform for sending haptic
instant messages by swinging
and throwing a tethered ball

interface such as the Phantom device. To send a message the user then throws the
ball to the other side of the court, where it disappears on his or her display to indicate
successful transmission. Consider the application of this approach in conversational
turn taking, wherein the active speaker has control of the ball, with multiple targets
to which to toss the ball, each representing a participant in the conversation, and
what results is an intriguing conversational haptic mediation mechanism.

4.2 Haptic Messaging

As a final purpose for haptic mediation, we consider the realm of instant messaging,
an ever-popular method of remote communication due to its flexibility toward both
synchronous and asynchronous use, its lack of usage of audio which allows for
portable use and some degree of privacy and discretion in public environments.
Instant messages represent perhaps the most successful transition of verbal remote
communication from traditional audio transmission in phone conversations. Here
the function of haptics within this space is explored. Haptic exchanges also have
the benefit of being discreet, and perhaps even more so, as a haptic message is
felt only by its intended recipient, as opposed to visual and audio messages which
can be seen and heard by others. Furthermore, tactile messages are perhaps even
more advantageous in the wild as our visual and auditory channels are generally
preoccupied during daily activity. It should be noted that with these advantages
come potential limitations; tactile reading, for example, has been shown in some
studies to be significantly slower (roughly three times) than visual reading [89].
Clever design of tactile representation, however, may help in addressing this
challenge.

As perhaps one of the earliest demonstrations of this concept, consider the
InTouch system by Brave and Dehley [90]. The transmission of haptic signals in
InTouch is facilitated through the manipulation of rollers at two remote locations.
Three rollers on each communication device allows for a surprisingly high degree
of complexity in communication (each roll can vary in both in direction and
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length) while maintaining compactness of design to facilitate single-handed use.
Technological restrictions at the time of implementation limited the ability of
InTouch to be deployed in a remote setting with electronic transmission, which
resulted in a prototype of mechanically connected rollers.

Several approaches take the route of augmentation rather than replacement. In
these cases, haptics is used in conjunction with text messages to transmit some
aspect of the message. One frequently chosen component of instant messaging
is the emoticon, or an expression of the sender’s emotion generally conveyed
symbollicaly through text. Haptic emoticons have been explored to a growing
extent due to the effectiveness by which haptics conveys and elicits emotions as
previously described. One example is the Haptic Instant Messenger (HIM) system
by Rovers and Van Essen [91]. This framework proposes the development of
hapticons for expression of various emoticons with the idea that they are utilized
during synchronous instant messaging sessions under a direct transmission strategy.
It is an open framework without concrete implementation of these hapticons and
only basic guiding discussion about the implementation of input/output devices
for the haptic exchange (that they should allow for single-handed and minimally-
intrusive use to free the hands for keyboard use).

In later work [92, 93], the authors adapted this framework in the development
of a foot-worn interaction device entitled FootIO for transmission of the hapticons.
Careful consideration of tactor placement is critical in using this surface since, as
the authors showed through a progression of prototype iterations and evaluations,
sensitivity to contact varies across the bottom of the foot and proper contact
at each point is crucial when multi-tactor spatiotemporal patterns are presented.
Furthermore, while the foot may be a suitable device for output, it is more difficult
to manipulate the digits and other anatomy of the feet as opposed to the hands,
making input more limited. To resolve this, a setup in which a keyboard is used for
input of the emoticons which are then converted to haptic output via the foot-worn
device shown in Fig. 10 is proposed.

Fig. 10 Sketch of apparatus
for investigating vibrotactile
stimulation in haptic
interpersonal communication
using the foot
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As Tsetserukou et al. indicate, this transition from text input to haptic output can
be fully automated, allowing for a seamless interchange between the two modalities.
Their HaptiHug system described in the Social Touch section above was utilized, in
combination with other haptic output devices, in the iFeel_IM! system [94], wherein
emotions are automatically detected by software within text instant messages, and
on detection, the associated emotion (among nine distinct emotions of surprise,
fear, interest, joy, disgust, shame, sadness, guilt and anger) is transmitted to an
appropriate haptic output device (for example, joy presented as a hug through the
HaptiHug). Automatic detection of emotion within text has the drawbacks of being
subject to errors in classification as well as the limitations of the set of emotions
within its library (in reality, we can express a much broader range of emotions of
varying complexity). However, for the sake of simplicity, one might consider the
range of commonly used emoticons, establish a predominant emotion to each, and
use this set to form the full range of emotions to detect within text. Modern machine
learning approaches may assist as well in improving detection accuracy.

Another approach to automation of input when dealing with text exchange is
the direct translation from text to haptics. Perhaps the most commonly used haptic
language for readers is Braille. Therefore, an approach in which text is automatically
converted to Braille representation and then transmitted through a Braille display
has the benefit of making text accessible to individuals with visual impairments who
also know Braille. One could imagine text-to-Braille exchanges among the broad
population, but learning Braille is nontrivial, which presents a potential barrier for
widespread adoption. This automated translation is implemented by Choudhary et
al. [95] and transmission is facilitated through a smart glove wearable device. One
side of the glove’s surface allows for the user to input braille expressions which
are converted to text and then output through an instant messaging application, and
the other side outputs Braille symbols through vibrotactile motors when receiving
a message. This mechanism has uses beyond making text accessible—it can also
facilitate, as implied above, message exchange as a secondary task when vision and
hearing are focused on a primary task like walking in a crowded environment.

While haptics alone can be richly expressive in the delivery of messages, what if
more complex expressions could be more clearly conveyed when it is combined with
another modality? This intuition is utilized by Brown et al. [96] in development of
Shake2Talk, an alternative to haptic mediation in remote messaging. Shake2Talk
uses messages consisting of a combination of audio and haptic signals, which
interact to convey deeper meaning than either modality alone. Gestural input is used
to construct these messages, which are then output through a mobile phone with
vibrotactile actuator attachments. The phone provides the audio while the tactors
convey the tactile portion of the message. As an example, an individual indicates
that he or she is home through a key turning gesture, which is then conveyed via
mixed audio/tactile representation of a key lock sensation. This combination serves
the advantage of providing a redundancy in the case that one or the other channels
of information cannot be transmitted to the recipient due to a disability or other
condition.
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As a final consideration, haptic messages have been demonstrated through
multiple implementations to facilitate a range of complexities of communication. In
some instances, the messages being sent should be quite simple, or the mechanism
could be simple enough to cover a variety of usage scenarios. The simplest case is
one-bit exchange, wherein an on/off mechanism is utilized to simplify the interface.
Examples of this include Mole Messenger [97] wherein a model of a mole acts as
a large pushable button. When the mole is pushed in, the corresponding mole on
the other end pops out to signify a message delivery. This is a very basic interaction
intended for children, but multiple mole messengers can be used, increasing the bits
of interaction and allowing for more complex messages to be shared. Another such
example is the FeelLight device [98], which consists of a single pushable button
which also lights up in various colors to act as a tactile input and visual output.
When one user presses the button, the color changes, and the corresponding color on
the light of the other side changes to match, enabling the communication of simple
one- or two-bit messages. In other cases, more complex vocabularies are required, as
demonstrated by the TAPS Tactile Phonemic Sleeve system of Tan et al. [99] which
found through evaluation that 500 English words could be represented and learned
at a reasonable rate by users of the technology. Whether it uses simple or complex
vocabularies, haptics has clearly established potential for use in instant messaging.

5 Conclusions and Future Directions

While the examples of remote haptic mediation detailed in this chapter are not
exhaustive, they are fairly representative of the many forms of potential held by
this modality for improving remote communication. An increasing variety of such
devices are being developed every day, but more extensive longitudinal research
can evaluate how effectively each implementation improves communication in
practice. This is one of the most severe limitations of the research within this
space; while haptic mediation as a concept, through sensory substitution and other
strategies, has been well-validated in face-to-face interpersonal communication
contexts, particularly involving communicators with visual or auditory disabilities,
its application in remote environments requires more extensive testing across a
broader variety of users to help shape its role within the space. Many of the
applications above were tested in limited, controlled environments with a very
specific target audience, and limited steps to generalize to the broader population.

The addition of haptics, if not completed under consideration of existing
communication interfaces, may introduce excess complication in interaction and
cognitive load, particularly for elderly users and when the haptic feedback is not
synergistic to the information being communicated. Furthermore, the addition of
haptics hardware can often be inconvenient, particularly when the communication
occurs on the go. Many of the applications presented were not tested in these
environments, which may contribute to reductions in weight, volume, complexity,
and the overhead associated with setup and usage between users. Effectively, this
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application scenario presents one of the greatest challenges and limitations on
the design space for these mediators as it involves a context in which vision and
hearing are often preoccupied, requiring haptics to carry more of the burden in
communication capacity and information transmission.

Several insights can be drawn from observation of these mediators as a whole.
One is that intuitiveness of design, human factors considerations, and usability
prevail. Implementations which take into account the existence of other modalities
which together contribute toward increased cognitive load, the context of use which
may include secondary tasks that distract attention such as walking on the street
during a phone conversation, and interpersonal and intrapersonal variations in
goals, lifestyles, ability and disability among users have proven more effective
during evaluation. Another is that the disability space provides clear insights into
what aspects of communication can become inaccessible and how haptics can
serve to make them more accessible. Several of the approaches were inspired by
improving the accessibility of communication for individuals with complete loss or
impairment of vision or hearing. These solutions naturally apply within the remote
communication environment since it provides a context by which the individuals
communicating encounter an impairment: in a text conversation, we cannot see or
hear our conversation partner, for example.

Finally, it can be observed that often individuals define their own usage of
haptic mediators both in purpose and operation. This creativity has been observed
in many of the designs discussed here, as often the authors chose an experi-
mental setup which allowed subjects the freedom to choose how they apply the
observed prototype within the conversation. While it is uncertain exactly how
people across populations, societies, settings and cultures will choose to apply
these haptic mediators, designs which allow for such individually variant input and
customization are beneficial. Future work may accommodate this process through
participatory design; by involving the target audience in the process of prototyping
and refinement, and carefully extracting subjective feedback on usage throughout,
new ideas for interface customization may emerge.
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Human-Machine Interfaces for Socially
Connected Devices: From Smart
Households to Smart Cities
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Abstract This chapter defines a smart community as a set of smart homes,
commercial buildings, public spaces, and transportation with boundaries based
on walking distance, located in a physical region. This smart community uses
social products and provides community public services, smart water management,
smart mobility management to promote social interaction. The communication
uses a tailored Human Machine Interface (HMI) within a gamification structure
that provides feedback and adjustments based on user profiles and behavior to
teach, motivate, and engage end-users in achieving specific goals, such as energy
reduction. Hence, gamification builds strategies to make engaging applications by
triggering internal and external motivations in end-users. A smart home gathers
and analyzes data from its sensors, then delivers analytics and predictions to end-
users and service provides as well as strives to improve the management of its
various subsystems through social products. In that regard, the multi-sensor system
allows experts to know more about the needs of homes to propose actions that
reduce energy consumption and improve the home and community quality of life
by galvanizing individuals to read, analyze, and act upon their energy consumption
through sensor profile patterns. Thus, this chapter discusses the use of an adaptive
neural network fuzzy inference and a fuzzy logic decision system to evaluate the
level of energy consumption in households and the type of environmental home.
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These decision systems give insights to propose an interactive and tailored HMI
for each kind of home and community interaction. Finally, this chapter discusses
improving the quality of life of people who are elderly using connected devices that
transmit and receive information inside households or public spaces via an HMI.

Keywords Smart community · Smart home · Social products · Socially
connected products · Multi-sensor system · ANFIS · Gamification · HMI

1 Introduction

This chapter introduces a multi-sensor system for use in a smart community
environment composed of a set of smart homes, commercial buildings, public
spaces, and transportation with boundaries based on the walking distance, located
in the same geographical space. This multi-sensor system enables connectivity of
sensors in a smart home toward understanding the neighborhoods’ requirements,
specifically, for promoting pro-environmental attitudes among neighbors to achieve
a reduction in energy consumption and improve quality of life.

Figure 1 shows the proposed multi-sensor structure focused on decision fusion
where the home behavior (local point of view) and the community behavior (global
point of view) provide information into the system throughout the social products.
The adaptive neural network fuzzy inference (ANFIS) analyzes and evaluates this
information to propose actions to perform regarding energy, quality of life, and the

Fig. 1 General proposal for data fusion and HMI in smart homes and the smart community
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community. Finally, a Human Machine Interface (HMI) uses a gamification strategy
with a fuzzy logic decision system to run on a tailored interface in three levels:

1. A single social product, for instance, a connected thermostat,
2. The smart home, which is the set of social products within the home,
3. The smart community.

1.1 Smart Community

Although the concept of a smart community is nascent, it is still not yet well
defined as there is no clear separation between a smart community and a smart
city. This section considers that it is necessary to determine the single concept of
a community first without considering its smartness. Thus, in [24], Łucka believes
that a community should have these characteristics:

• Be self-sustaining and dense to enable residents short commutes by bicycle or
walking rather than by automobile.

• Layout should support a normal walking distance, which is typically a radius of
0.25–0.5 miles.

• Be organized around public transportation.
• Promote social relationships by interconnected networks of streets and public

spaces.
• Be safe by making strangers fell noticed and potentially unwelcomed if they plan

to commit a crime. This safety is provided by promoting “eyes on the street” in
the neighborhoods.

• Besides housing, there are places of work, leisure, and shopping near the
community.

Thus, a community in terms of energy is composed of not only residential sectors,
but also industrial, commercial, and transport sectors. Figure 2 depicts the total
energy consumption by sector in the U.S. from January 2019 to February 2020
obtained from the database Energy consumption estimates by sector of the U.S.
Energy Information Administration [11]. According to this information, residential
buildings, commercial sectors, and transportation represent 21.69%, 18.22%, and
27.84%, respectively. Communities therefore belong to 67.75% of the total U.S
energy consumption in the last year. An essential task for communities is to promote
a reduction in energy consumption without being obtrusive or losing the quality of
life by transitioning the community into a smart community. An essential task for
smart communities is to promote pro-environmental attitudes.

Several authors have defined their concept of the Smart Community. Li et al. [21]
describe it as a set of smart homes, amenities, and green areas where residents have
social interaction and relationships with their neighborhoods. Homes are virtually
connected in the same geographic region by powerline communication, wireless
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Fig. 2 Total energy consumed by industrial, transportation, residential and commercial sector in
percentage from January 2019 to February 2020 [11]

communication, such as Bluetooth or Wi-Fi, phone line communication, and/or
technologies that require dedicated wiring such as Ethernet.

Eltoweissy et al. [12], indicate that a smart community has four key characteris-
tics:

• Sustainability: the community is self-sufficient regarding services offered and the
resources needed to enable those services.

• Resilience: the community changes dynamically; for instance, the smart commu-
nity can react in a precise and timely way in response to incipient emergencies.

• Empathy-driven proactive intelligence: the community can predict future needs
using artificial intelligence algorithms within smart products.

• Emergent behavior: the community evolves based on current needs as profiled by
smart products.

Wang [48] emphasizes that the smart community should use smart products,
a management method, and a community philosophy featured with multinetwork
integration. He mentions that there is a lack of standardization due to a miss in
the unified local region. This author describes three development stages for a smart
community:
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• Initial stage: community uses smart products and provides management, e-
commerce services, and health services within the smart community and the
smart home.

• Development stage: A smart platform application reaches the community. This
application gathers multiple mobile apps to enhance the community.

• Improvement stage: A standardized service system should be initiated for the
smart community. This stage focuses on continuous improvement and develop-
ment.

London [49], Oslo [52], and Copenhagen [16] have launched smart community
initiatives where there is a continuous interaction between the citizen and the
communities (government, agency, company, and institutions) and user-centered
designs by encouraging the digital engagement of the populace. A key component
for a smart community is the smart home. There is an interaction between the
building, user, and the software and hardware technology within the smart home
through smart household appliances, or social products. Ponce et al. [40] define a
social product as a product that modifies the behavior of the end-user by observing,
registering, and analyzing her or his consumption patterns. This product can adapt
its characteristics online or offiline to improve its performance and acceptability.
Thus, a smart product, or an intelligent household appliance, can be considered a
social product for tracking and understanding users [8, 14, 29].

Social interaction plays a primary role in understanding users’ patterns [30,
31]. A way to shape occupants’ habits is by sending stimuli through gamification
strategies [29–32, 39, 40]. Gamification, in this context, is defined as a process
to improve services through gameful experiences to augment value creation for
users [15].

We therefore define smart community as a creative community located in a
physical region by a set of smart homes, commercial buildings, public spaces, and
transportation with boundaries based on walking distance. A smart community uses
social products to provide community public services, smart water management, and
smart mobility management to promote social interaction. Communication uses a
tailored HMI within a gamification structure that includes feedback and adjustments
based on user profiles and behavior to teach, motivate, and engage end-users to
perform specific tasks and achieve certain goals, as energy reduction (Fig. 3). For
this chapter, the set of homes is used as a fundamental part of smart community
integration.

Currently, the IESE Cities in Motion Index [5] presented a report on 147 cities’
smartness. Figure 4 shows the top 10 smart cities around the world based on nine
dimensions described below. Note that each of the top cities has strengths and
weakness based on these dimensions.

• Economy: this dimension measures 13 indicators that promote the economic
development of a territory: productivity, the time required to start a busi-
ness, ease of starting a business, headquarters, motivation to start early-stage
entrepreneurial activity, estimated annual GDP growth, GDP in millions of dol-
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Fig. 3 Smart community integration

lars, GDP per capita, mortgage, Glovo and Uber services, salary, and purchasing
power.

• Human capital: this dimension measures 10 indicators to promote education
accessibility at different levels, as well as promote arts and recreation activities.

• Social cohesion: this dimension measures 16 indicators to determine how happy
citizens are and how much equality exists among city’s population; also how
other factors may alter these levels, such as crime, death, homicide, terrorism,
and suicide rates.

• Environment: this dimension measures 11 indicators that take into account the
amount of pollution a city produces, such as air pollution, garbage or emissions,
as well as environmental performance, future climate estimations, and public
water access.
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Fig. 4 Top 10 smart cities around the world and their place regarding each dimension [5]

• Governance: this dimension measures 12 indicators to determine how well
prepared a city is to confront economic problems, incentivize investments,
legal strength, international presence, democracy, corruption rankings, and how
inclusive a government is to its citizens.

• Urban planning: this dimension measures five indicators that take into account
the number of bicycle rental or sharing points, percentage of urban population
with access to private sanitation services, number of people per household,
percentage of high rise buildings, and number of completed buildings, including
high rises.

• International outreach: this dimension measures six indicators to assess how
prepared a city is to receive outside visitors; this means the number of passengers
per airport, number of hotels and restaurants, and how attractive a city is, taking
into account the number of international businesses implemented in the city, and
the number of photos taken in city locations.

• Technology: this dimension measures 11 indicators to assess how proficient the
population is with technology by use of the internet and social networks, also
internet quality, and cell phone accessibility.

• Mobility and transportation: this dimension measures 10 indicators that deter-
mine the efficiency of the city by means of transportation, either private cars or
public transportation, as well as bicycle accessibility.
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1.2 Smart Home

A smart home gathers and analyzes data from its sensors, then delivers analytics
and predictions to end-users and service provides as well as strives to improve
the management of its various subsystems through social products [2]. The system
controls home electronics and appliances such as HVAC, telecommunications, A/V,
security, lighting, and sprinklers, and provides residents with analytics such as how
much electricity they have consumed on specific appliances or system. Moreover,
utilities are capability of reading meters from a distance [14]. Furthermore, a
smart home interface with a gamification structure provides interactions that make
users feel comfortable; for instance, in [29], a gamified smart home structure was
proposed that uses social products to promote ecological-saving and money-saving
activities to promote energy-saving behavior in end-users (Fig. 5).

Also, a smart home requires an Energy Management System between the home
and the household products to track and monitor users’ activities to generate profiles
[6]. Artificial intelligence enables communication between homes by monitoring
and enriching services to end-users, from entertainment, to security, to lighting and
temperature access and optimization [44].

There are four categories of smart homes based on the types of services they offer
[27]:

1. Assistive homes: this home assists occupants based on their daily actions,
providing care for everyone from children to the elderly. These homes are mostly
used for healthcare.

2. Detection and multimedia information gathering: this home collects photos and
videos of the occupants.

3. Surveillance home: This home processes data that alert users of upcoming natural
disasters or invasions of security.

4. Ecological home: this type of home promotes environmental sustainability by
providing occupants with capabilities to manage energy supply versus demand.

Eco-Saving Money-Saving

Connected Thermostat
product

Social products 
used in a home

Energy saving behavior

Fuzzy logic decision system

Gamified Smart Home

Tailored gamified
HMI

Fig. 5 Examples of a gamified smart home structure presented in [29]
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Smart home services can be added to homes by transitioning from a traditional
home to a smart home. Thus, smart homes have the potential to improve the quality
of living for many families.

1.3 Socially Connected Products

In [34], the S3 product development reference framework was proposed to imple-
ment sensing, smart, and sustainable products:

• Sensing is the ability of a system to detect events, obtain information, and
measure changes utilizing sensors for observing physical and/or environmental
conditions.

• Smart is the complementary consolidation of physical parts, components, and
connectivity to make a product intelligent and accessible to interface with other
gadgets.

• Sustainable incorporates social, environmental, and economic elements to pro-
duce balanced and optimized performance.

Social products can be promoted by knowing the types of behavior and usability
problems in the use of connected devices and involving residential energy users in
planning, implementing, and monitoring energy usage.

Figure 6 displays the social products of a smart home, divided by the type
of utility consumption (water, gas, and electricity) and needs to be satisfied
within the smart community environment to provide safety, transportation, and
healthcare. Those elements working together provide a more in-depth insight into
the improvement of energy behavior. For instance, if the homeowner knows the
weather, the individual could determine the type of clothes to wear; hence, when
he or she returns home, with the appropriate outfit, the individual would not need

Fig. 6 Social products divided by the type of utility
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to increase or decrease the indoor temperature. Thus, the individual could avoid
consuming extra electricity as she or he is thermally comfortable.

Social products acceptability has the following characteristics [13]:

• Users know that when they buy a connected product, they can exploit advantages.
• Products fit with the user’s current and changing lifestyles.
• Appliances and devices are quick and cheap to obtain.
• Products demonstrate reduced or eliminated physical demands in operation.
• Neither a high degree of background knowledge, nor routine interventions by

professionals, is needed for installation, use, and/or maintenance.
• The usability of the product considers end-user skills; the product does not fail

or act unpredictability.
• Products interpret user requirements.
• Products have privacy and security features, so users’ information is secure and

safe.

1.4 Gamification

Several authors have defined gamification:

• For Terrill [50], gamification takes game mechanics and uses them in web
properties to increase engagement.

• For Huotari and Hamari [15], gamification is a process to improve services
through gameful experiences to augment value creation for users.

• For Deterding et al. [9], it is the employment of game design and elements within
non-gaming contexts.

• For Chou [7], it is the art of designing fun, engaging elements found traditionally
in games, and employing these features in real-world activities.

For environmental purposes, gamification has the following addresses and
considerations:

• Albertalli et al. [1], defined energy gamified applications as traditional software
targeting an environmental goal using serious game features.

• An analysis of 25 gamified energy applications suggests three best practices for
sustainable applications [43]:

1. Sustainability should be rewarding and fun.
2. Leverage positive peer pressure.
3. Use gamification to galvanize useful action.

• In [3], a variety of game design elements were explored to enhance the engage-
ment of end-users in energy saving and optimization applications. Examples of
game design elements ranged from incentives such as discounts and prizes, to
competitive aspects such as leaderboards and badges.
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1.4.1 Energy Adapted Octalysis Framework

The Octalysis framework proposed by Chou [7] analyzes and builds strategies
to make engaging applications. This framework considers extrinsic and intrinsic
motivations, among other elements:

• Extrinsic motivation: motivation stems from the desire to attain something for
outer recognition or monetary prizes. Encompasses a variety of factors from
identification to external regulation.

• Intrinsic motivation: motivation stemming from a source that is rewarding or of
value wholly on its own in the absence of a particular objective to accomplish.
Following [19], this motivation considers three elements applicable for an energy
purpose:

• Autonomy through customization and independence including control of
goals and tasks. Contributes to familiar routines, improved performance,
reinforced success, responsibility, and internalized rewards.

• Competence can relate to task complexity/understanding, execution chal-
lenge, and memory, and may be categorized as performance, achievement or
engagement based.

• Relatedness pertains to preferences, sharing, relationships and their interac-
tions. Contributes to forging social relationships, disseminating achievements
and milestones, sharing experiences, enhancing empathy, setting examples,
exchanging suggestions and feedback, and validation.

In previous research [39], an adaptation for the Octalysis framework was
proposed. This adaptation includes the game design elements offered in [3], the
Hexad gamified user, the role player, and the end-user in the energy segment and
the target group proposed in [4, 7, 26, 36, 38, 45]. Table 1 shows the extrinsic and
intrinsic motivations regarding energy applications [3].

Table 1 Gamification
elements for extrinsic and
intrinsic motivations

Extrinsic motivation Intrinsic motivation

Offers, coupons
Bill discounts
Challenges
Levels
Dashboard
Statistics
Degree of control
Points, badges, leaderboard

Notifications
Messages
Tips
Energy community
Collaboration
Control over peers
Social comparison
Competition
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2 Multisystem: Data Fusion

When multiple sensors collect information, data fusion is often useful for making
more robust inferences compared to single modalities, especially when a reference
framework is utilized to map attribute or property values to quantitative measure-
ments in a way that is both predictable and consistent. The utility of a multi-sensor
data fusion framework is attractive for its functions of information processing,
integration, communication, and compensation [18, 23, 47].

Multi-sensor data fusion is a concept based on animals’ and humans’ fundamen-
tal ability to integrate redundant and complementary information across modalities
to improve the chance of survival. The primary functions are:

• Compensation: diagnose, calibrate, and adapt in response to environmental
variations.

• Information processing: attention, event recognition, and decision-making.
• Communication: standard inference protocol for conveying perceptions and

interpretations of sensor data to the external world.
• Integration: seamlessly coupled sensing, processing, and actuator subsystems.
• Decision-making: analyze and make predictions from sensed data to inform

decisions.

While data fusion is not novel, we are now able to realize higher performance
and more robost systems for data fusion through advancements in sensors, artificial
intelligence, digital systems, information processing techniques, and embedded
systems.

2.1 ANFIS: Adaptive Neuro-Fuzzy Inference Systems

In the presence of uncertain or vague information, conventional modeling tech-
niques may face challenges. The IF-THEN linguistic rules of fuzzy systems employ
human-like reasoning without complete or precise information. The issue arises
in transferring human knowledge to that of fuzzy logic systems, and tuning these
systems. Many approaches have been proposed, including of fusing fuzzy systems
with artificial neural networks (ANNs), which can adapt and learn based on
experience. One example is the adaptive neuro-fuzzy inference system (ANFIS) by
Jang [18], which automatically produces fuzzy membership functions and IF-THEN
rule bases. ANFIS uses adaptive networks, which are a superset of the feed-forward
type ANNs [18, 37], in a directionally-connected topology of nodes. Learning takes
place through rules that minimize an error criterion as connection parameters are
updated. A common learning rule is gradient descent although Jang introduced a
hybrid learning rule using least squares estimation. The ANFIS topology [18] is
depicted in Fig. 7.
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2.2 Topology Proposed: Detection of Gamified Motivation
at Home for Saving Energy

The proposed system is based on two elements: the level of household energy
consumption and the type of ecological behavior.

2.3 Input 1: Level of Energy Consumption

The level of energy consumption was obtained from the 2015 Residential Energy
Consumption Survey public database [10]. Table 2 depicts the code and character-
istics selected to meet the following criteria:

• Single-family house detached from any other home.
• No basement in the housing unit.
• No attic in the housing unit.
• One story.
• Owned by someone in the household.
• 10–15 windows in heated areas.
• Household is responsible for paying incurred electricity costs.
• Members of household are home most weekdays.
• Square footage ranges from 1100 sq. ft. to 1800 sq. ft.
• Located in the Bay Area (California).
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Table 2 Code selected from the Residential Energy Consumption Survey public database [10]

CODE Description Information

TYPEHUQ Type of housing unit 2 – single-family house
detached from any other house

CELLAR Basement in the housing unit 0 – no
ATTIC Attic in the housing unit 0 – no
STORIES Number of stories in a

single-family home
10 – one story

KOWNRENT A housing unit is owned,
rented, or occupied without
payment of rent

1 – owned by someone in the
household

WINDOWS Number of windows in heated
areas

41 – 10 to 15

ELPAY Who pays the electricity used
in the home?

1 – household is responsible for
paying for all electricity used in
this home

ATHOME How many weekdays is
someone at home most or all of
the day?

5 – 5 days

TOTSQFT_EN Total square footage (includes
heated/cooled garages, all
basements, and
finished/heated/cooled attics).
Used for EIA data tables

The range used between
1100 sq. ft. and 1800 sq. ft.

CLIMATE_REGION_PUB Building America Climate
Region (collapsed for public
file)

5 – marine

IECC_CLIMATE_PUB International Energy
Conservation Code (IECC)
climate zone (collapsed for
public file)

3C IECCC climate zone 3C
(California, Bay Area)

Once the kWh energy consumption is obtained during the year, we may estimate
the 30-day energy consumption from each type of home to profile the households
using (1),

Monthly house energy consumption

(
kWh

month

)

= kWh

year
• year

8760 hours
• 24 hours

1 day
• 30 days

1 month

(1)

The house is then profiled, and a 30-day table is generated with random values
where the limit value is the monthly house energy consumption. As the database
does not present information about months, this calculation has the premise that the
total monthly hours should be at least under the monthly average of the household
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energy consumption reference. Next, from the 30-day table, the following data is
obtained:

• The complete set of types of homes.
• The minimum value of the set.
• The maximum value of the set.
• Mean.
• Standard Deviation.
• House low consumption: Mean – Standard Deviation.
• House high consumption: Mean + Standard Deviation.

Finally, these values are normalized using (2),

X1 = X − (Minset − 5)

(Maxset + 5) − (Minset − 5)
(2)

where,

X1 = normalized value.
X = value to be normalized.
Minset = Minimum value of the set.
Maxset = Maximum value of the set.
+/−5 = This value is used to avoid having a maximum normalized number of 1 and

a minimum normalized number of 0.

2.4 Input 2: Type of Environmental Home

The type of pro-environmental user is related to the level of energy consumption: It
is assumed that based on the criteria selected from Table 2, there is similar home
behavior. Hence, there is a lower limit for a home that consumes less energy than
the other houses, an average energy consumption, and an upper limit for a home
that consumes more power than the other houses.

A pro-environmental home can be designed a lower limit home as this type of
house demonstrates awareness for energy consumption; an average environmental
home can be designated for average energy consumption; and a disengaged-
environmental home can be designated an upper limit energy consumer, i.e., a lack
of awareness for energy consumption. Thus, each type of home is associated with a
value from 0 to 1:

• Pro-environmental home: 0.2
• Average environmental home: 0.4
• Disengaged-environmental home: 0.6

A new database was created and associated with the type of pro-environmental
home by considering these premises (3),
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Type of home

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x

0.20
if x2 > x → pro − environmental home

x

0.60
if x3 < x → disengaged − environmental home

x

0.40
if x2 > x < x3. → Average environmental home

(3)

Finally, these values are normalized using (2).

2.5 Output: Gamified Motivation (Local Point of View)

Gamified motivation considers intrinsic and/or extrinsic motivators: The
disengaged-environmental home and the home that consumes more kWh requires
extrinsic motivation as they are moved by outer recognition and external rewards.
The pro-environmental home and the home that consumes less kWh can be related to
intrinsic motivation as the house is using less kWh than others in similar conditions
due to this activity being rewarding on its own. On the other hand, the average home
in either environmental type and kWh consumed use both motivations as this type of
home may be motivated by external recognition or by autonomy, competence, and
relatedness elements.

Thus, a Sugeno Fuzzy Inference System is employed where the input variables
are Input 1: Level of energy consumption and Input 2: Type of environmental home,
and the output values are the gamified motivators (see Fig. 8).

2.5.1 Community Gamified motivation’s Detection (Global Point of View)

Obtaining the output values for each type of home, we may then calculate the mean
value of the four output values from each household to get the average. Then,
these values are used to create the ANFIS system using backpropagation as an
optimization method and subclustering to generate the Fuzzy Inference System.

3 Proposal

From a representational sample of 118,208,250 households around the country,
55,727 houses represented in four groups met the criteria established in Table 2.
Table 3 depicts the four types of homes with their characteristics and their household
appliances, according to [10]. The ranges of energy consumption are from a house
the consumed 4159 kWh to a house that consumed 10,674 kWh. Surprisingly, the
second biggest home (home type 3) consumed the most energy during the year,
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Fig. 8 Sugeno fuzzy logic inference system

likely due to the number of refrigerators (three), and that this home, when compared
to home type 4, does not have a smart meter.

3.1 Input 1: Level of Energy Consumption

Based on (1), Table 4 shows the daily kWh consumption per home, and Table 5
depicts the estimated 30-day kWh consumption per household and their normalized
values.
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Table 3 Four types of households

CODE Description Home type 1 Home type 2 Home type 3 Home type 4

DOEID Unique identifier
for each
respondent

11,106 12,192 12,834 15,114

NWEIGHT Final simple
weight

17,076 13,385 11,678 13,588

TOTSQFT_EN Total square
footage

1125
(104 m2)

1550
(144 m2)

1652
(153 m2)

1793
(166 m2)

KWH Total site
electricity usage
per household
over a year

4159.13 kWh 8920.06 kWh 10,674.33 kWh 6371.80 kWh

HHAGE Age of the
survey responder

36 76 50 79

NHSLDMEM Number of
household
members

3 2 4 6

NUMADULT
18 years or
older

A housing unit is
owned, rented,
or occupied
without payment
of rent

2 2 4 4

NUMCHILD
0–17 years old

Number of
windows in
heated areas

1 0 0 2

SMARTMETER
0 No
1 Yes

Does your home
have a “smart
meter”?

1 1 0 1

NUMFRIG Number of
refrigerators
used

1 2 3 1

MICRO How many
microwaves are
in your home?

1 1 2 1

TOAST
0 No
1 Yes

Is the toaster
used at least
once a week in
your home?

1 1 0 1

COFFEE
0 No
1 Yes

Coffee maker
used

1 1 0 1

DISHWASH
0 No
1 Yes

Dishwasher used 1 1 1 0

CWASHER
0 No
1 Yes

Clothes washer
used in home

1 1 1 1

DRYER
0 No
1 Yes

Clothes dryer
used in home

1 1 1 1

TVCOLOR Number of
televisions used

5 3 1 3
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Table 4 Daily energy
consumption per house

Home kWh/year Year/8760 h 24 h/day

Home type 1 4159.13 0.47 11.39
Home type 2 8920.06 1.02 24.44
Home type 3 10,674.33 1.22 29.24
Home type 4 6371.80 0.73 17.46
Average 7531.33 0.86 20.63

Table 5 Estimated monthly house energy consumption per home

Min set 10.29 Deviation 6.844
Max set 29.75 House low consumption < 13.46
Average 20.31 House high consumption > 27.15
Monthly house energy consumption per home Normalized values
Day Home 1 Home 2 Home 3 Home 4 Home 1 Home 2 Home 3 Home 4
1 10.93 23.3 29.75 16.88 0.21 0.68 0.92 0.44
2 10.29 24.68 29.36 16.13 0.19 0.73 0.91 0.41
3 10.87 24.35 29.03 17.38 0.21 0.72 0.90 0.46
4 10.87 23.93 28.4 17.17 0.21 0.70 0.87 0.45
5 10.33 24.29 29.08 16.26 0.19 0.72 0.90 0.41
6 11.7 23.5 29.29 17.71 0.24 0.69 0.91 0.47
7 11.1 24.32 28.57 17.03 0.22 0.72 0.88 0.44
8 11.56 23.42 29.67 16.91 0.24 0.69 0.92 0.44
9 11.41 23.58 28.89 17.83 0.23 0.69 0.89 0.47
10 11.61 23.94 28.18 17.38 0.24 0.70 0.87 0.46
11 10.91 23.87 258 16.92 0.21 0.70 0.92 0.44
12 11.2 23.94 29.49 17.03 0.22 0.70 0.91 0.44
13 10.67 23.15 29.33 16.66 0.20 0.67 0.91 0.43
14 11.27 23.63 29 17.19 0.23 0.69 0.90 0.45
15 11.67 24 29.32 17.24 0.24 0.71 0.91 0.45
16 11.57 24.23 28.82 16.6 0.24 0.72 0.89 0.43
17 11.27 24.17 28.94 16.56 0.23 0.71 0.89 0.43
18 11.34 23.52 29.65 17.04 0.23 0.69 0.92 0.44
19 10.99 23.79 28.83 17.06 0.22 0.70 0.89 0.44
20 10.37 23.46 29.31 17.24 0.19 0.69 0.91 0.45
21 11.63 24.24 28.75 17.31 0.24 0.72 0.89 0.45
22 11.52 23.88 29.6 16.78 0.24 0.70 0.92 0.43
23 11.44 24.43 29.46 17.27 0.23 0.72 0.91 0.45
24 11.36 24.29 28.41 16.97 0.23 0.72 0.87 0.44
25 11.14 23.94 29.4 16.42 0.22 0.70 0.91 0.42
26 10.95 24.05 29.01 17.39 0.21 0.71 0.90 0.46
27 10.87 24.25 28.96 17.24 0.21 0.72 0.89 0.45
28 11.66 24.38 28.99 16.31 0.24 0.72 0.90 0.42
29 11.21 24.86 28.48 17.49 0.22 0.74 0.88 0.46
30 10.76 23.87 28.95 17.15 0.21 0.70 0.89 0.45
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Table 6 Type of environmental home

Monthly type of environmental home Normalized values
Day Home 1 Home 2 Home 3 Home 4 Home 1 Home 2 Home 3 Home 4

1 2.19 9.32 17.85 6.75 0.22 0.54 0.91 0.43
2 2.06 9.87 17.62 6.45 0.22 0.56 0.90 0.41
3 2.17 9.74 17.42 6.95 0.22 0.56 0.89 0.43
4 2.17 9.57 17.04 6.87 0.22 0.55 0.88 0.43
5 2.07 9.72 17.45 6.50 0.22 0.56 0.89 0.41
6 2.34 9.40 17.57 7.08 0.23 0.54 0.90 0.44
7 2.22 9.73 17.14 6.81 0.23 0.56 0.88 0.43
8 2.31 9.37 17.80 6.76 0.23 0.54 0.91 0.43
9 2.28 9.43 17.33 7.13 0.23 0.54 0.89 0.44
10 2.32 9.58 16.91 6.95 0.23 0.55 0.87 0.43
11 2.18 9.55 17.75 6.77 0.22 0.55 0.91 0.43
12 2.24 9.58 17.69 6.81 0.23 0.55 0.91 0.43
13 2.13 9.26 17.60 6.66 0.22 0.54 0.90 0.42
14 2.25 9.45 17.40 6.88 0.23 0.54 0.89 0.43
15 2.33 9.60 17.59 6.90 0.23 0.55 0.90 0.43
16 2.31 9.69 17.29 6.64 0.23 0.55 0.89 0.42
17 2.25 9.67 17.36 6.62 0.23 0.55 0.89 0.42
18 2.27 9.41 17.79 6.82 0.23 0.54 0.91 0.43
19 2.20 9.52 17.30 6.82 0.23 0.55 0.89 0.43
20 2.07 9.38 17.59 6.90 0.22 0.54 0.90 0.43
21 2.33 9.70 17.25 6.92 0.23 0.55 0.89 0.43
22 2.30 9.55 17.76 6.71 0.23 0.55 0.91 0.42
23 2.29 9.77 17.68 6.91 0.23 0.56 0.90 0.43
24 2.27 9.72 17.05 6.79 0.23 0.56 0.88 0.43
25 2.23 9.58 17.64 6.57 0.23 0.55 0.90 0.42
26 2.19 9.62 17.41 6.96 0.23 0.55 0.89 0.43
27 2.17 9.70 17.38 6.90 0.22 0.55 0.89 0.43
28 2.33 9.75 17.39 6.52 0.23 0.56 0.89 0.42
29 2.24 9.94 17.09 7.00 0.23 0.57 0.88 0.44
30 2.15 9.55 17.37 6.86 0.22 0.55 0.89 0.43

3.2 Input 2: Type of Environmental Home

Table 6 shows the type of environmental home values per home and their normalized
values.

3.3 Output: Gamified Motivation (Local Point of View)

Table 7 displays the type of gamified motivation values per home.
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Table 7 The gamified
motivation for each home

Gamified motivation by home
Day Home 1 Home 2 Home 3 Home 4 Mean

1 0.17 0.81 0.90 0.57 0.61
2 0.16 0.83 0.90 0.52 0.60
3 0.17 0.83 0.90 0.59 0.62
4 0.17 0.83 0.90 0.55 0.61
5 0.16 0.83 0.90 0.52 0.60
6 0.19 0.82 0.90 0.61 0.63
7 0.18 0.83 0.90 0.57 0.62
8 0.19 0.82 0.90 0.57 0.62
9 0.19 0.82 0.90 0.61 0.63
10 0.19 0.83 0.90 0.59 0.63
11 0.17 0.83 0.90 0.57 0.62
12 0.18 0.83 0.90 0.57 0.62
13 0.17 0.81 0.90 0.55 0.61
14 0.19 0.82 0.90 0.58 0.62
15 0.19 0.83 0.90 0.55 0.62
16 0.19 0.83 0.90 0.55 0.62
17 0.19 0.83 0.90 0.55 0.61
18 0.19 0.82 0.90 0.57 0.62
19 0.18 0.83 0.90 0.57 0.62
20 0.16 0.82 0.90 0.57 0.61
21 0.19 0.83 0.90 0.55 0.62
22 0.19 0.83 0.90 0.55 0.62
23 0.19 0.83 0.90 0.58 0.62
24 0.19 0.83 0.90 0.57 0.62
25 0.18 0.83 0.90 0.54 0.61
26 0.18 0.83 0.90 0.59 0.62
27 0.17 0.83 0.90 0.55 0.61
28 0.19 0.83 0.90 0.54 0.61
29 0.18 0.84 0.90 0.60 0.63
30 0.17 0.83 0.90 0.55 0.61

Figure 9 presents the ANFIS system for the global community point of view.
Figure 9a shows the relationship between each home and its interaction with the
other dwellings regarding its level of energy consumption and type of environmental
home. Figure 9b displays the ANFIS system structure, the rules, and the surfaces of
the community interaction.
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Fig. 9 ANFIS system for the global point of view (set of homes). (a) Relationship between homes.
(b) ANFIS structure, rules, and community interaction

4 Results

From the local point of view, a correlation between the input and output can be seen.
From the global point of view, a relationship between the data and the mean output is
shown. Figure 10 displays these correlations; for the local location of view, home 1,
2 and 4 have a strong relationship; home 3 shows no correlation due to output values
of 0.9, representing a constant value. However, either the fuzzy system or the ANFIS
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Fig. 10 Correlations between input and output for each home (local point of view) and the
community (global point of view)

system demonstrates that home 3 is the home that consumes more electricity than
the other houses and is cataloged as a disengaged home. This home should display
in the interface extrinsic gamified motivation.

The global point of view presents a strong correlation between home 1 and
4, and the mean output values because home 2 and 3, in a local point of view,
require high to very high extrinsic gamified motivation. Therefore, both houses need
extrinsic motivation to interact with the community and promote energy reduction;
the ANFIS system depicts this interaction between each pair of homes.

Thereby, Figure 11 shows a radar map of the level of energy consumption, type
of home, and gamified motivation:

• Home 1: Energy consumption = Low; Type of home = Pro-environmental home;
and Motivation: Intrinsic.

• Home 2: Energy consumption = Average; Type of home = Disengaged-
environmental home; and Motivation: Extrinsic.

• Home 3: Energy consumption = High; Type of home = Disengaged-
environmental home; and Motivation: Extrinsic.

• Home 4: Energy consumption = Average; Type of home = Average home; and
Motivation: Intrinsic and Extrinsic (Both).

Thus, considering the gamification elements regarding energy applications and
the type of motivation:
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Fig. 11 Level of energy consumption, type of home, and gamified motivation for each home

• Intrinsic motivation: energy community, collaboration, control over peers, social
comparison, competition; additional elements from the Octalysis framework are
mentorship, community progress.

• Extrinsic motivation: offers, coupons, bill discounts, challenges, levels, dash-
boards, statistics, degree of control, additional elements to consider are points,
badges, progress bar, and leaderboard.

• Therefore, an application with both motivation types should consider gamifica-
tion elements from the extrinsic and intrinsic motivation.

Figure 12 displays the type of HMI for all home types. Figure 12a is the
interface for home 1; this home is considered a pro-environmental home with
less consumption. This interface emphasizes the community side by adding the
community news, ability to comments and discuss, and compete to reduce energy
consumption. Figure 12b is for house 3, the disengaged- environmental home, and
the home that consumes more energy. This interface is focused on showing the
rewards elements: coupons, prizes and bill discounts; although extrinsic motivation
is not interested in challenges, it is included to subtly promote social interaction.
HMI changes weekly savings to weekly expenses as a method to push the user to
reduce consumption if they are visualizing a loss instead of a win. Figure 12c shows
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Fig. 12 Human machine interfaces (HMIs) for each type of home from a local point of view.
(a) Human-machine interface for home 1. (b) Human-machine interface for home 3. (c) Human-
machine interface for home 2 and home 4
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Fig. 13 Human-machine interface for the community from a global point of view

the interface for home 2 and 4, the average home, as this type of home can be
motivated either by extrinsic or intrinsic triggers; this first iteration displays both
motivational insights to track which of these elements interest the end-user. Finally,
Fig. 13 shows the HMI for Home 1 and Home 4 at a global point of view, in smart
community integration. Home 2 and Home 3 do not have a tailored global interface.
According to the correlation presented from Fig. 10, they may not be interested in
interacting with other homes, which is also strongly related to extrinsic motivation.

5 HMI to Improve the Quality of Life of Older People Using
the Proposed Structure

Householders from Home type 2 and Home type 4 represent a type of elderly
occupant. People who are older can be viewed as individuals who have a wealth
of experience and knowledge, along with desires and interests, but also losses and
limitations [42]. The aging process consists of biological changes including sensory,
physical, and cognitive deterioration as well as social changes, e.g., social isolation
and/or loss of loved ones, and potentially psychosocial variations to confidence,
purpose, or value [20, 28]. Table 8 depicts the percentage of the elderly population
that lives alone in Mexico, the United States, and around the world, and the 10 most
common causes of death in each country and worldwide. Understanding the most
common causes of death in each country, a tailored HMI can tackle specific needs
[17, 41, 51].

Losing autonomy is a challenge for many as they age, often resulting in changes
to living situations and environments. Social inclusion aims to provide a channel for
social participation and engagement via local services, relationships, civic activities,
and financial resources [46]. It is well known that healthy social relationships, and
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Table 8 Percentage of older people that live alone and common diseases

Country Mexico United States World

Live alone (% in 2018) 11% [17] 27% [51] 16% [51]
Most common diseases
in 2017 [41]

Cardiovascular Cancer Cardiovascular

Cancer Cardiovascular Cancer
Kidney Digestive Respiratory
Digestive Respiratory Digestive
Liver Liver Liver
Respiratory Drug disorder Tuberculosis
Homicide Kidney Lower respiratory

infection
Lower respiratory
infection

Lower respiratory
infection

Kidney

Road accidents Suicide Road accidents
Alcohol disorder Road accidents Diarrheal

Fig. 14 Tailored HMI presented in [30] for an elderly user. This interface is designed to promote
social interaction and physical activity seen at a level 1 social connected product of the local point
of view

feelings of belonging and connectedness, reduce stress and promote health and well-
being. Nowadays, many older adults use technology within their social context,
but psychosocial aspects, such as negative or positive evaluation and opinions
of technological solutions, influence use. Gamification is a useful technique for
enriching enjoyment, encouraging healthcare, and promoting social participation
among the elderly [25]. As rapid advancements in technology and medicine increase
our life spans, there is a pronounced and timely need to design novel personalized
solutions for older adults that enhance healthcare, cultivate independence, and
facilitate social inclusion.

Previous research focused on the elderly using gamified interfaces include the
following:

• In [30], a novel tailored gamified HMI is proposed for helping older people
(Fig. 14). This interface considers the personality trait of the end-user to choose
gamificiation elements for physical activity guidance.
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Fig. 15 Gamified structure and tailored HMI for end-users from a local point of view [31]. (a)
Gamified structure in an elderly home. (b) Tailored example of an HMI proposal for user type: a
bit happy older individual

• In [31], the inclusion of Alexa and cameras is proposed to track end-users to
monitor daily mood and status toward enriching quality of life by encouraging
physical activity and social participation. Physical characteristics are identified
through the use of the smart home’s multi-sensor system. Algorithms for face and
voice detection run on the ANFIS system to select and recommend personalized
gamification elements that operate on user type-specific HMIs. Figure 15a
displays the gamified structure within the local point of view in a home, where
Alexa and a camera track the user’s mood, and Fig. 15b displays the tailored
HMI.

Both proposals aim to change how we use products such that we may leverage
household appliances to increase social engagement and participation. Using multi-
sensor systems and data fusion techniques, we may leverage sensors and smart
household appliances to detect, analyze, and predict end-user behavior, patterns,
trends, and propose personalized applications that align well with users.

A limitation of the proposed approach is that individuals who are older as well as
their caregivers and family members must adopt and accept automated monitoring
in the house. Further, the type of mobile device available to the end-user may
be limited or noncompatible due to socioeconomic levels. It is also required that
end-users use voice assistants, such as Alexa, as an initial channel of interaction.
Another possible limitation is face detection and emotion recognition. Emotions are
complex and multilayered, and therefore susceptible to misclassification in certain
circumstances, especially in the wild and in situations of limited training data. But
technology is becoming more ubiquitous and machine learning models are evolving
and developing robustness as data collection efforts ramp up.

With this local perspective and by tackling end-user needs, it is feasible to
interact with the community through continuous feedback where end-users needs
are satisfied, and the business sector is either in the community or the city.
Supportive and fundamental technologies can improve the satisfaction of the indi-
vidual, community, and city needs. Table 9 shows the characteristics of supportive
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Table 9 Supportive and fundamental technologies and their interaction at smart homes, smart
community, and smart city

Supportive technologies

Customer journey, 3D printing, energy technology, gamification,
voice assistants, health technology, geospatial technology, clean
technology, collaborative technology, advanced materials

Fundamental
technologies

Human-computer interaction, artificial intelligence, internet of
things, cloud computing, nanotechnology, mobile internet,
automation, big data, robots

Smart home Smart community Smart city
Healthcare: socially
connected products track
end-user biometrics to
detect or track heart
attacks, pneumonia, falls,
seizures, anxiety attacks,
psychosis, respiratory
diseases, hearing loss,
insulin status, and
dementia. These products
display medicament
schedules, missing pills,
and/or fall frequency
Environment: during
natural disasters, such as
earthquakes, detect if all
users are safe, e.g.,
outside the home. Avoid
fires by identifying lit
candles, or provide
weather sensing to
promote social
interaction and physical
activities
Groceries: detect missing
food or food shortages
Household appliances:
detect and foresee
missing supplies
Face-to-face virtual
interaction: promote
social relationships with
other homes, and when
possible, promote public
interaction at parks

Healthcare: receive from a house its
requirements, for instance, assistance
with eldery occupants. Schedule
medical appointments. If an accident
occurs, send an ambulance to the house
Environment: provide weather forecasts
to inform end-users to support daily
planning, such as going outside or
staying in. During a pandemic, provide
information on how many infected
people are near the end-user
Groceries: provisioning food to the
home
Transport: monitoring parking spaces
and transportation; managing traffic;
and ensuring public transportation is
accessible. Establish connection with
groceries to supply food to the home

The interactions
between communities
allow the smart city to
track citizens’
behavior, understand
the trends, and provide
accurate feedback,
security, and
information to the
populace
Participatory sensing
[33]: The end-user
through a smartphone
becomes a sensor that
shares and extracts
information to monitor
the environment,
transportation,
mobility, and energy
waste
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techniques and necessary technologies, and examples of interactions at the three
levels: smart home, smart community, and smart city.

6 From Citizen to Smart City: A Future Vision

The IESE Cities in Motion Index report [5] gives a clear picture of the elements
required to have a transition toward a smart city. The future of smart cities tends to
integrate not only the technological aspects of life but also how they combine with
and develop the rest of the indicators. Therefore, converging into a city that sees
participation from all inhabitants may reduce stress from traffic, legal problems,
crime and suicide rates. This may seem Utopian, however with the right planning,
partnerships, and public’s help, the integration of technology to achieve this ideal is
a matter of time.

With the global pandemic COVID-19, at least five areas that artificial intelligence
could have contributed to within a smart city were identified [22]:

• Detecting, tracking, and predicting outbreaks using big data.
• Use of face recognition and infrared-based technologies to improve public safety

and security.
• Surveillance, sterilization, and supply delivery via drones and autonomous

robots.
• Innovations in virus understanding, diagnostics, and treatments.
• Novel tele-communication devices and platforms to promote togetherness and

connectedness during times when physical contact must be limited for safety.

Thus, in times of social distancing, the role of the HMIs takes a suitable place
as they serve as a social connector between the end-user and the entire community
or smart city. It is a new paradigm where end-users partake in a new type of social
interaction, leveraging the internet of things, social media, and e-commerce to make
a new life.

6.1 Smart City Vision in a COVID-19 Context

Figure 16 depicts a third-layer structure to achieve a smart city. A new concept
considered in this roadmap is the COVID-19 global pandemic. With technology
and network communications, it is feasible to continue living in a new normal and
with new methods of communication where HMIs take the central role as a social
connector and interactor between the end-user and the community and smart city.
The three-layer topology considers the following:

• The first layer is the individual segment. The home takes advantage of the socially
connected products and devices to interact with the house. Some applications
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Fig. 16 Smart city vision from an individual layer into a connected smart city

consider healthcare, transportation, environment, and safety in interactions with
the smart community and the smart city. HMIs connect with the home to provide
new forms of social interaction and foresee if a family member is becoming
ill, for instance, with cameras and communication via Alexa by detecting if the
user is having fever and presenting COVID-19 symptoms. The smart fridge can
identify, based on a dietary list, any food shortages, and contact the market to
request provisions.

• The second layer is the smart community. This layer imagines new healthcare
systems, new sources of energy, no home ownership, and data is like gasoline in
the future. The data link the system, and artificial intelligence transforms devices
that collect data and make decisions not only in a personal sense but also from
the perspective of social needs. This layer considers applications for utilities,
commerce, and entertainment. The HMIs and big data analytics bring new
information to identify, track, and forecast outbreaks. The surveillance cameras
and infrared technologies can detect users with erratic behavior or with fever
to improve public and social safety. Video conferences allow new manners of
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business; for instance, physicians assist infected users and avoid physical contact
to help prevent the spread of viruses.

• The third layer deepens the smart city concept. It considers that life should be
better, with new developments and improvements to infrastructure, healthcare,
and security. Cities should be powerful, connected, responsive, and adaptive. The
safest and most reliable and convenient way to interact will be through HMIs,
video conferencing, conventional calls, or mails; however, new dynamics will
be implemented for social and physical interactions, e.g., access to information
about a specific location and how many nearby people are infected so that a user
can take precaution.

Therefore, considering the elderly sector, by taking advantage of HMIs, smart
devices, and household products in the home, the elderly can receive more attention
from their family, interact with friends, and monitor their health. For instance, as
proposed in [31], the home can track an end-user’s mood, and avoid social isolation
through interaction. In this way, an elderly user can engage with Alexa through
conversation. On the other hand, implementing social connectors such as video
conferences in the HMIs could encourage the elderly to be more in touch with
friends and family.

7 Discussion

This chapter presented socially connected products within a smart home, and
proposed a tailored interface to improve the quality of life of users and the
community by promoting a reduction in energy consumption. A Sugeno Fuzzy
Logic decision system was used to classify the type of home based on energy
consumption level and type of environmental home to propose a gamified structure
that runs in a customized HMI. The proposed interface is oriented based on the
preferred motivation. Although the level of energy consumption was classified based
on the 2015 Residential Energy Consumption Survey public database [10], the fuzzy
decision system is designed to organize the level of energy consumption from the
household appliances.

This classification uses the following scale: low consumption, average consump-
tion, and high consumption. The average value range comes from the database, by
using the standard deviation; the higher consumption comes from the addition of the
average value plus the standard deviation. Whereas the lower consumption comes
from the subtraction of the average value minus the standard deviation. The type
of energy home is classified as either a pro-environmental home, average home,
or disengaged-environmental home. The type of home is related to the level of
energy consumption of the house. Finally, the gamified motivation is classified in
three varieties: intrinsic motivation (Low, Medium, High, and Very High); extrinsic
motivation (Low, Medium, High, and Very High); or both motivation types. This
interaction is included within the local point of view (see Fig. 1).
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Once the decision system classifies the type of home and provides a personalized
gamification interface, the multi-sensor system may be utilized inside the smart
home setting to detect the level of energy consumption and the environmental type
of the home to promote social interaction and energy reduction to improve the
quality of life in the community. This interaction is included within the global point
of view (see Fig. 1). Therefore, the ANFIS system is designed to propose the type
of gamification motivation based on community behavior and a tailored community
gamified interface.

Hence, a Human Machine Interface for each type of home is proposed and
considers three levels:

• For a single social product, e.g., a connected thermostat. Several approaches to
this type of social product have been published in [30, 39].

• For the smart home, which is the set of social products within the home. In
[29, 31], saving energy in smart homes was empowered using gamification
techniques.

• And lastly, for the smart community. Although there is no limitation, this inter-
face should be included and considered based on the correlation and interaction
between homes and the gamified community motivation.

This general proposal is limited in that the home should have a level of autom-
atization and connectivity to provide real-time monitoring and feedback, as well as
enable user profile creation to provide personalized interfaces. Moreover, once the
community interaction is classified, if there are homes that a community structure
will not allow to reduce energy consumption, then perhaps other interactions may be
explored. For example, interaction between pairs of homes or groups of three homes
may be proposed to offer more types of community awareness and engagement to
improve quality of life.

Considering Nielsen’s heuristics within the interface may increase the impact
for and engagement of the end-user. These heuristics take into account [35]: the
visibility of a system’s current status; whether the real world matches the system;
users’ freedom and control; standards and consistency; error prevention; recognition
(as opposed to recall); efficiency of use as well as flexibility; minimalist and
aesthetic design; error recovery; and user support.

This proposal looks for a change in how connected/social products are used and
how a community could interact to enhance social inclusion. It aims to produce
new forms of social interaction between users and their homes. This first approach
considers only the interaction between homes and the household products within
the smart home; nevertheless, with further research, this interaction could include
the transportation and commercial sector by taking advantage of the associated
communications and promoting more connected community interaction. With a
multi-sensor system, we may leverage connected smart home appliances to develop
a profile of a house, and propose tailored applications triggered by intrinsic and/or
extrinsic motivations that best fit the type of home.
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8 Conclusion

In this chapter, a multi-sensor system for improving the quality of life by reducing
energy consumption was proposed. A gamification structure triggered by outcome
motivations within an HMI for a community was presented based on each home’s
characteristics. This strategy considers each home’s interaction by profiling the
level of energy consumption and type of environmental home within a fuzzy logic
decision system. Then the interaction between homes to set the community was
proposed through an ANFIS system that provides which gamified motivation is
required to engage the home in having a reduction in energy consumption and
improvement of quality of life in the community. The proposed approach aims to
develop a profile of the home and improve our understanding of the type of home
and the interaction of the houses in the community toward an accurate application
that improves quality of life while promoting energy reduction. This HMI introduces
an opportunity to create an ecosystem enabling connected products and homes to
interact with the community to help residents feel included.

An example of the relevance of HMIs is the COVID-19 pandemic. HMIs tackle
social distancing by taking advantage of social products and connectors such as
video conferences, calls, blogs, and social media. Thus, individuals interact with
others without concerns of infection; for instance, this interaction works for social
relationships, work, healthcare, schools, and religious groups. As Fig. 16 indicates,
HMIs work as a critical connector between each smart home, smart community, and
smart city with the end-user, where the user provides information and consumption
and behavior patterns to each level, improving their quality of life and fostering
social synergy with other users.
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Abstract Intraoperative situational awareness is critical for clinicians when per-
forming complex surgeries and therapies. Augmented-reality (AR) and haptic
virtual fixtures (VF) technologies can be used to increase situational awareness
while still keeping the surgeon-in-the-loop. These two technologies can be used
independently or together to provide various levels of assistance. 3D AR technolo-
gies provide enhanced visual feedback for the clinician, for instance, giving them the
ability to “see” surgical instruments inside of tissue. Robotic assistant devices with
haptic VF provide physical resistance or assistance in real-time for the clinician.
Haptic VF systems can be used to enforce “no-fly zones” with varying degrees of
resistance to allow the clinician to avoid damaging sensitive tissue. The assistance
provided by haptic VF systems can reduce the strain on a clinician when performing
a lengthy surgery, can move the surgical tool to compensate for changes in patient
pose, and can increase the precision with which a clinician can perform various
surgical tasks.
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1 Intraoperative Situational Awareness

Having sufficient intraoperative situational awareness is vital for physicians when
performing complex procedures and therapies. Intraoperative situational awareness
refers to the cognitive ability to understand where surgical tools are within the
body, to determine how to manipulate the surgical tools to a desired location (or
to perform a desired action), and to identify any nearby anatomical structures
that should be avoided during the surgery or therapy [1]. In general, increasing a
surgeon’s intraoperative situational awareness will lead to an increased or successful
clinical outcome of the procedure (or therapy) while reducing risks or side-effects.
Using the Perception, Planning, and Action loop model from robotics control
theory, we can think also think of intraoperative situational awareness as consisting
of: Perception where the surgeon must be able to sense the location of surgical
tools relative to anatomical areas of interest; Planning where the surgeon needs to
know how to move the surgical tools to a desired location. Mentally, the surgeon
must continuously perform these perception and planning steps while manually
performing the surgery (undertaking the action). This chapter will discuss the
following two types of assistive technologies to increase intraoperative situational
awareness, Visual Guidance and Haptic Guidance.

1.1 Visual Guidance

Visual Guidance systems display a live view of the surgical tool location and
relevant anatomy. These systems enhance the vision of the surgeon, presenting them
with salient information from the surgical plan and allowing them to more robustly
localize surgical tools inside of tissue.

For visual guidance during surgery, the clinician can be provided with visual
information on a traditional 2D TV or monitor-based display system. However,
more intuitive and immersive visual feedback can be provided through an aug-
mented reality (AR) display based on optical see-through systems. In an optical
see-through AR display, computer-generated images are overlaid directly on top of
the operating area and patient anatomy. They are updated in real-time to match the
surgeon’s viewpoint [2–4]. Section 3 provides an overview of visual guidance and
AR systems and their application to surgical procedures.

1.2 Haptic Guidance

Haptic Guidance systems provide physical force-feedback and assistance to the
clinician during the surgery. In these systems, the force feedback is provided by
a robot end-effector holding the surgical tool (or the end-effector itself is a surgical
tool) to the clinician or from a surgical console (in a system like the da Vinci surgical
robot).
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For haptic guidance, a compliant robot controller is designed to use active
constraints/virtual fixtures to provide the assistive and resistive force to the clinician.
These virtual fixtures (VF) can be used to enforce rigid “no-fly” zones during
the surgery, provide resistance near sensitive anatomical areas, or can provide
assistance to the surgeon by helping to move the surgical tool to a desired
position/location (with respect to the surgical plan) or follow anatomical motion [5].
Utilizing VF within the robot control loop allows for intuitive hands-on human/robot
collaboration while still providing substantial force assistance/resistance to the
clinician in a safe and stable manner [6]. Section 4 will discuss the use of virtual
fixtures for haptic guidance in surgery.

1.3 Applications of Visual and Haptic Guidance in Surgery

As motivation for the visual and haptic guidance technologies discussed in this
chapter, Sect. 2 will provide some background information on two surgical pro-
cedures used in the treatment and diagnosis of cancer, percutaneous biopsy and
mandible reconstruction. Percutaneous (needle-based) biopsies are popular for
extracting suspect tissue as part of confirming a cancer diagnosis. These needle-
based biopsies are commonly performed as they are cost-effective, minimally
invasive, low risk, and fast. One complication of needle-based biopsies is that the
procedure’s diagnostic efficacy and accuracy depend on the accuracy with which
the biopsy needle is inserted into the target tissue. Mandible reconstruction is done
to surgically repair or replace portions of the lower jaw bone, which have been
damaged due to cancerous growths. A donor bone, typically a portion of the fibula
from the patient, is used for reconstructing the jaw bone. The fibula portion is then
cut into a number of precise segments. These segments are cut to different sizes
and with different angles so that when they are assembled together, much like a 3D
jigsaw puzzle, they will match the shape and curvature of the existing jaw bone.
The success of the mandible reconstruction depends on the accuracy with which the
fibula segments are cut.

This chapter will also provide an overview of practical visual and haptic
guidance assistive systems to increase intraoperative awareness for biopsy and lower
mandible reconstruction in Sect. 5, from our previously published works in [7] and
[8] respectively.

2 Background

Oncology, dealing with the diagnosis and treatment of cancers, is a particularly
complex field of medicine where diagnostic accuracy and treatment efficacy are
paramount. Given the substantial number of different types of cancers, with varying
degrees of severity (even within the same type of cancer), most surgical oncology
procedures are either pre-planned using medical image guidance (preoperative
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imaging) and/or utilize real-time medical image feedback (intraoperative imaging)
during the procedure [9]. This chapter will discuss assistive technologies that
can be used to increase intraoperative situational awareness for clinicians during
surgical oncology procedures, which capitalize on this available medical image
planning/feedback. These assistive technologies help reduce the cognitive load on
physicians by providing them with enhanced (visual and physical) perception to
more accurately and effectively follow a desired surgical plan.

The surgical assistant systems described within this chapter will be discussed
using two different surgical oncology procedures, biopsy and mandible reconstruc-
tion (fibula osteotomy), to provide practical examples of their utility. The assistance
systems are designed to provide information (guidance) based on preoperative
and intraoperative medical images used for these procedures. In general, there
are numerous medical imaging modalities that can be used to detect cancerous
cells, develop surgical plans, and monitor surgical progress [9]. For biopsy or
percutaneous procedure guidance, the most commonly used imaging modalities are
x-ray (CT or Mammogram), ultrasound (US), MRI, and optical imaging [10]. In the
planning of the fibula osteotomy portion of mandibular reconstruction surgery, to
be discussed below, X-ray (standard 2D and CT) images are the primary imaging
modality [11–13]. Therefore, both the visual and haptic guidance technologies
can theoretically provide similar benefits to other image-guided semi-autonomous
surgical systems.

2.1 Biopsy

Percutaneous, or core needle, biopsy is a common procedure to collect tissue
samples from suspected cancerous tissue within the body. In percutaneous biopsy, a
biopsy needle is inserted through the skin and guided into the tissue to be sampled.
Once the biopsy needle has been correctly positioned a small sample of tissue is
extracted using a cutting head on the tip of the needle. Core needle biopsies are
generally preferred over surgical biopsies as they are faster, easier to perform,
have minimal cosmetic effect, and are less invasive for the patient [14, 15]. For
accurate diagnosis, the correct placement of the biopsy needle tip is critical and
often intraoperative US, MRI, and x-ray (mammogram) images are used to help
guide the clinician during needle insertion [14].

A number of retrospective studies have shown that, even with image guidance,
roughly 2.2–3.5% of core needle biopsies result in false negatives [16, 17]. The
primary reason for these false negative tests is the result of improperly placing
the needle with respect to the desired target tissue. The placement inaccuracy is
primarily caused by poor visualization and localization of the needle tip and target
tissue in the intraoperative images [16, 18]. While MRI is an ideal imaging modality
for accurate localization of the needle with superior soft-tissue contrast capability,
MRI imaging is time consuming, expensive, and not universally available. There-
fore, US imaging is the preferred imaging modality for most core needle biopsy
procedures, and has been shown to result in more accurate needle placement than
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Fig. 1 The two different display methods, AR and monitor-based, used for visual guidance
during biopsy experiments. Both displays show current needle position, desired needle trajectory,
and target phantom tumour. (a) Augmented-reality display used for visual guidance during the
biopsy experiments. (b) 2D Monitor-based display used for visual guidance during the biopsy
experiments, showing a front and side view of the surgical scene

x-ray mammography [16]. There are limitations to US image guidance, in that
current clinical US machines tend to be low resolution, noisy, and only provide
moderate soft tissue contrast.

Percutaneous biopsy, therefore, provides an ideal example of a procedure that
can be assisted through the use of enhanced visual guidance. A brief summary of
the experimental setup for visual guidance, from [7], will be presented in Sect. 5
where the amount of assistance provided by visual guidance technologies in both
the 2D monitor-based display and the AR display modalities was compared; shown
in Fig. 1b and a respectively.

2.2 Mandible Reconstruction

A mandibulectomy may be performed if a tumor threatens or invades the mandible
(lower jaw bone) of a patient. If the tumour is small, or well confined to a specific
area, the tumour and a minimal portion of the impacted jaw bone will be removed
(marginal mandibulectomy). For more aggressive or widespread cancers, where a
marginal mandibulectomy would be ineffective, it is necessary to remove the entire
mandible and the tumor tissue surrounding it in a procedure known as segmental
mandibulectomy.
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After segmental mandibulectomy, the lower jaw bone must be surgically recre-
ated through a procedure known as mandibular reconstruction. There has been a
great deal of interest and significant progress in mandibular reconstruction over the
last 50 years [19–21]. An autograft bone coming from the patient, and surrounding
soft/vascular tissue, is used to recreate the mandible. Fibula free-flap reconstruction,
utilizing a portion of the fibula and calf tissue, is the most widely used autograft
source [11–13]. After removal, the fibula has to be cut down into a number of
precisely shaped pieces (fibula osteotomy) that are bonded together to recreate
the shape and curve of the removed jaw bone. Using CT and x-ray images,
virtual surgical planning is used to develop the cutting plan for fibula osteotomy
to maximize the esthetic and functional outcomes of the reconstructed mandible.
Fibula osteotomy is a highly challenging surgical procedure, where there may be
compound angles between the desired cutting planes on either side of each cut
fibula piece. Any deviation from the virtual plan and the shapes of the fibula
pieces after cutting will impact the resulting esthetic and functional outcomes of
the reconstructed mandible, and can increase the risk of rejection and severe side-
effects [11–13].

Due to these risks, in conventional mandibular reconstruction, fabrication and
use of patient-specific cutting guides/templates is used to minimize the deviation
between the surgical plan and the resultant cut fibula segments. These templates,
along with rapid prototyped models of the patient’s jaw and fibula bones, has led to
significant improvements in mandible reconstruction [22–25]. The fabricated cut-
ting guide/templates significantly improve the accuracy with which fibula free flap
osteotomy can be done [26, 27], however, they have some significant limitations.
Due to precision, strength, and sterility requirements for the cutting guide/templates,
they are expensive, time-consuming to produce, and extremely difficult to modify
after fabrication.

As a more flexible and dynamic alternative to the fabricated cutting
guide/templates, an alternative is to use a (non-robotic) image-guided navigation
system when cutting the fibula based on the initial surgical plan [28]. In these
systems, the surgeon is guided by the pre-planned cutting planes/locations, which
are projected onto the skeletal anatomy. While these image-guided systems provide
clinical benefits by allowing more freedom during preoperative planning and allow
for modifying the plan intraoperatively, it is extremely difficult for a surgeon to
match the position and orientation of the projected cutting planes with the required
precision, as shown in Fig. 2. To compensate for this, surgical robotic and image-
guided robotic systems have been developed for fibula extraction and cutting. These
systems have shown significant advances in terms of planning flexibility, time and
cost savings, and cutting precision with respect to the conventional template or
non-robotic image-guided approaches [29–31].
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Fig. 2 (a) Desired fibula
segments from the front view.
(b) Measured results of fibula
segments implemented by
using guidance with AR and
VF from the front view, units
are in mm

Fig. 3 Experimental setup for fibula osteotomies: robot, force sensor, saw, simulated fibula bone,
fibula holder, TV screen, and AR setup

Given the existing research on image-guided robotic and non-robotic systems
for fibula osteotomy, it is clear that the precision and accuracy required during
fibula osteotomy provides an ideal surgical procedure with which to evaluate
visual guidance and haptic guidance assistant systems. A brief description of the
experimental setup used in [8] for visual and haptic guidance are given in Sect. 5,
and are shown in Fig. 3.
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3 Visual Guidance Technologies

Visual guidance can be provided by a surgical assistance system through a number
of display modalities. The two modalities we will discuss within this chapter are
monitor-based 2D displays and AR displays. Here it is important to note that
standard 2D monitor, TV, or smartphone displays can be used as components when
creating video-see-through (VST) and optical-see-through (OST) AR displays. The
distinction between what we refer to as a 2D display and AR display is based on
the Virtuality Continuum, which was proposed by Milgram and Kishino [32]; see
Fig. 4. As will be discussed in Sect. 3.1, the key difference between a 2D display
and an AR display is that AR technology utilize perspective, scaling, and pose
information to display virtual objects such that they appear to co-exist with (or are
overlaid on top of) real-world objects from the observer’s viewpoint. Within the
Virtuality Continuum in Fig. 4, augmented reality is shown as being more akin to
the real-world than virtual reality. When we refer to 2D displays, we are referring to
simple rendering/display technologies which show virtual objects with a perspective
or scale independent from real-world objects. Our definition of 2D displays then
corresponds to the virtual environment shown in Fig. 4.

3.1 Augmented Reality Display

AR is defined as a technology that projects (or overlays) virtual objects onto real-
world objects. The key feature of AR displays is that there is a continuously
updated mapping between the viewpoint of the observer, real-world locations and
objects, and the locations of virtual objects. This mapping allows for the motion
of virtual objects to seamlessly match those of real-world objects with respect to
the observer’s viewpoint. The use of AR technologies during surgical interventions
has been and continues to be an active area of research [2–4]. Advances in medical
image and 3D graphic processing technologies have allowed for AR systems to
be adapted to a growing number of surgical applications, including general open
surgeries [2], laparoscopic oncology surgeries [33], and orthopedic surgeries [4].
The real-time 3D rendered graphics, and image overlaying, used in immersive
AR displays can be implemented using any number of available general-purpose

Mixed Reality (MR)

Real
Environment

Augmented
Reality (AR)

Augmented
Virtuality (AV)

Virtual
Environment

Fig. 4 The Virtuality Continuum introduced by Milgram and Kishino [32] to categorize different
mixed reality environments
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3D graphics rendering libraries/toolkits, such as Unity (Unity Technologies, San
Francisco, CA, USA), or with specialized toolkits for medical image display and
analysis such as 3D Slicer [34].

Depending on the application area, there are a number of possible ways that AR
displays can work to project virtual objects onto real-world objects. For instance,
video-see-through displays are a common AR display method where virtual objects
are superimposed on top of real-world objects captured in a live video stream. This
projection style is commonly used for AR videogames, for example, Pokemon Go
(Niantic Inc., San Francisco, CA, USA), as it can be easily implemented using the
built-in camera and screen in smartphones and tablets. This style of AR display has
also been used for prototype and research medical AR systems, with some using
smartphones or tablets, or to overlay virtual objects onto a video stream captured by
an endoscopic or laparoscopic camera during surgery [3, 33].

The AR display used in this work is an optical-see-through system, where the
user can see the simulated surgical scene through a semi-transparent (half-silvered)
mirror [7, 8, 35, 36]. The rendered images for the AR display are output to a monitor,
which are then reflected on the half-silvered mirror to blend with the user’s view of
the surgical scene. This allows any salient surgical tool or anatomical information
to be placed correctly on top of real-world reference objects in the surgical scene
when presented to the user, giving them an x-ray-like ability to see things inside
of tissue (or any other real-world object). The mirror and monitor are mounted at
an appropriate distance above the surgical workspace to ensure an adequate amount
of free workspace for the user to manipulate surgical tools, when performing the
simulated surgical procedure. One major advantage of optical-see-through displays,
like this one, is that they offer an additional safety factor over video-see-through
AR displays. Even if the screen or display device fails, it is still transparent and
therefore, will not abruptly obstruct the view of a clinician during surgery.

The half-silvered mirror AR display can be mounted either rigidly or with a
swivel joint, such that it can be rotated out of the way, in front of the surgical scene.
While head-mounted optical-see-through devices, such as the Microsoft HoloLens
and HoloLens2 (Microsoft, Redmond, WA), are commercially available, they have
been found to be generally unsuitable for use within surgical settings due to cost,
complexity, weight, and optical limitations, making it difficult to focus on both
real-world and virtual content simultaneously [37, 38]. The semi-transparent mirror
optical-see-through AR display is both low-cost and does not suffer from the same
optical limitations as a head-mounted optical-see-through [7, 8, 36]; see Fig. 1a.

With a single monitor being reflected by the semi-transparent mirror, the AR
display is able to provide a single-view camera/viewpoint perspective. To provide
an immersive display for the user, the user’s head is tracked in 3D, using a Kinect
v2 depth camera, and the position of the rendering camera in Unity (see Fig. 5) is
updated to follow the user’s head in 3D. Being as the system provides only a single-
view camera rendering, the 3D position of the user’s two eyes are tracked and the
desired position for the Unity camera is calculated to be centered between them
(roughly corresponding to the bridge of the user’s nose). With this live head tracking,
the Unity camera view of the surgical scene matches the user’s view and perspective,
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Fig. 5 For the AR display system, a scale-accurate copy of the physical setup was modelled
within Unity for the biopsy and fibula osteotomy experiments. The position of the Unity camera
is updated in real-time to follow the user’s head motion to ensure that the overlaid projection of
objects rendered from the virtual-world surgical scene matches their real-world counterparts

which not only allows the virtual objects to be overlaid correctly but also provides
parallax (depth-cue) information. The effect of these parallax depth-cues is that as
users move their head around they are able to see different sides of the virtual objects
(which are mapped appropriately to match the user’s viewing angle). Due to how the
human visual system processes and retains visual information, these depth cues are
stored and processed such that the user perceives a rich 3D environment which is a
phenomena known as motion parallax [39]. With the head-tracking and depth-cue
information, the AR display is able to provide immersive AR information, overlaid
onto the surgical scene, in a low-cost and highly-configurable platform.

When looking at the surgical scene, the user sees a reflection of the 2D monitor
in the semi-transparent mirror. The reflected monitor, referred to as the “virtual
monitor”, appears to be hovering in space between the back-side of the mirror and
the surgical scene; see Fig. 6. The location of the virtual monitor is dependent on
the relative distances and angles between the physical monitor and the mirror. By
measuring these angles and offsets, using landmarks on the AR setup, the location
of the corners of the virtual monitor can be calculated. By using a generalized
perspective projection [40], the view frustum of the Unity camera can be constrained
to correspond exactly with the corners of the virtual monitor (as if the user is
looking through a virtual window); a full explanation of the projection calibration
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Fig. 6 Diagram of the single-camera AR setup for the biopsy experiment. The “virtual-monitor”
is the reflected image of the physical monitor in the semi-transparent mirror

is given in [7]. The parameters of the perspective projection matrix are designed
such that the AR images are automatically flipped (during rendering), to provide
a correct view when reflected in the mirror; ensuring the rendered virtual objects
match the position, scale, and orientation of real-world objects from the user’s
viewpoint. Figure 5 shows the corners of the virtual monitor, and the constrained
view frustum of the Unity camera, as a result of the generalized perspective
projection calculations.

3.2 Monitor-Based 2D Display

For 2D visual guidance during surgery, the system displays two 2D images, top and
front views of the surgical scene and shows the current pose of the surgical tool,
the biopsy needle or saw. As with the AR display system, the virtual surgical scene
was modelled and rendered using Unity. The 2D display provides salient surgical
guidance information through projections of the desired biopsy target or the fibula
cutting planes in both views. Thus, this image-guided surgery task provides visual
guidance comparable to conventional surgical tool tracking, wherein a live image of
the surgical tool is overlaid on top of CT or x-ray patient images. For visualization,
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a standard computer monitor was placed near physical simulated surgical setups and
showed real-time surgical performance by displaying desired and actual tool (saw or
biopsy needle) positions and orientations. During the simulated surgical procedures
using the 2D-only visual guidance assistance in [7] and [8], the goal was for the
operator to orient the surgical tool to match the desired tool pose shown on the
display.

4 Haptic Guidance

The level of assistance provided during surgery by a robotic surgical system can
be defined in terms of six discrete levels of automation [41, 42]. At Level 0, the
first level of automation, the robotic or surgical system is under the clinician’s
direct control and no assistance is provided (i.e. fully manual surgery). At Level
5, the highest level of automation, the robotic surgical system is fully automatic and
requires no input or control from the clinician. Given the inherent complexity and
safety issues associated with high levels of automation, most research within the
literature is focused on providing unobtrusive surgical assistance with the surgeon-
in-the-loop, where the robotic system is working in collaboration with the surgeon
while they are performing most aspects (or all) of the surgery manually.

Haptic guidance force-feedback during surgery can be provided to a clinician,
or a user controlling a robot, through a force-feedback capable control console
in a dual-robot teleoperated system, or directly to the clinician holding on to a
surgical tool which is connected to the end-effector of a single-robot collaborative
system. In either single-robot or dual-robot teleoperated systems, haptic fixtures can
be used to model and implement resistive and assistive force fields in free space
[5]. For human-robot cooperation, virtual fixtures provide an excellent balance
between full autonomy and direct human control [6]. Haptic guidance during the
fibula osteotomy surgical simulation was provided by a single Panda collaborative
robot; see Fig. 3. An admittance controller was used to render the effect of the
haptic fixtures while ensuring the robotic system remained compliant. Within the
level of automation frameworks outlined in [41, 42], the admittance control and
virtual fixture technologies for increasing situational awareness are part of Level 1
of automation, providing enhanced perception and/or guidance to the surgeon.

4.1 Admittance Control

Admittance control is a common control methodology used to allow for hands-on
direct co-manipulation of a surgical tool attached to the end-effector of a robotic
system [43]. The admittance controller was utilized to allow for the operator
to collaborate with the surgical robot assistant smoothly and to minimize the
operator’s hand tremor and the vibration caused by the surgical saw [44–50].
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Fig. 7 Admittance controller for the robot

The admittance controller ensures that the surgical robot is compliant while still
providing appreciable haptic guidance to the user.

The controller design is outlined in Fig. 7. Here, RWh is the interaction force-
torque (wrench) between the robot end-effector and the operator, which is measured
directly through a 6-DOF force sensor, as expressed in the frame {R}. The pre-
programmed admittance model receives inputs, RWh, and generates reference
Cartesian (both translational and angular) velocity for the robot, RVref , to track.
As the saw is mounted on the robot end-effector, we use the position and orientation
of the robot end-effector to indicate the position and orientation of the saw blade for
the sake of brevity. A velocity controller is used for the robot and outputs control
signals, RU, to the robot. The actual Cartesian velocity of the robot end-effector is
denoted as RV.

The desired admittance model in this study is designed as

M RVref + C RVref = kf
RWh (1)

where C and M are the virtual damping and inertia (6-by-6 diagonal) matrices of
the admittance model given in [8]. In order to avoid restoring forces in free-space,
the stiffness term is set to be zero matrix. Also, kf is a force scaling factor.

5 Experimental Setup for Demonstration Assistive Systems

The experimental setups (shown in Figs. 1a, b, and 2) for the demonstration assistive
systems, in [7, 8], contain some equipment in common. The virtual surgical objects
and scenes for 2D and AR displays used in both setups for visual guidance were
rendered using the Unity Engine (Version 2019.2.21 Unity Technologies, San
Francisco, CA, USA). The calculations of the AR display projective parameters
and experimental data analysis were done in MATLAB/Simulink R2019a (The
MathWorks Inc, Natwick, MA, USA).
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5.1 Experimental Percutaneous Biopsy Setup

For the percutaneous biopsy task, phantom tumours were fabricated and embedded
into a rectangular opaque tissue phantom. Super soft plastisol (M-F Manufacturing
Company, Fort Worth, Texas, USA), which is similar in characteristics to biological
tissue, was used to create the tumour and phantom tissue. The plastisol phantom
tumours, located inside the tissue phantom, have the same material properties as
the surrounding tissue and are sized to approximate tumors seen clinically. Using
the same plastisol for the phantom tissue and tumour replicates the characteristics
of a non-palpable tumour. To track the location of the biopsy needles in real-
time an electromagnetic tracker, the NDI Aurora V2 System (NDI Medical,
Waterloo, Ontario, Canada), was used. The biopsy needle and tissue phantom were
instrumented with 6-DOF sensors (NDI Item ID 610029) to track the position and
orientation of the needles and tumour. The needle tracking information was used to
update the position of the biopsy needle for both the 2D and AR display modality
experiments.

5.2 Experimental Fibula Osteotomy Setup

For haptic guidance in the fibula osteotomy study, a Panda Robotic Arm (Franka
Emika GmbH, Munich, Germany) equipped with an Axia80-M20 force/torque
sensor (ATI Industrial Automation, Inc., Apex, NC, USA) was used as the surgical
robot (Fig. 2). A rotary saw (Dremel 4300-5/40, Toluca, Mexico) was attached to
the robot end-effector to act as a proxy for a surgical bone saw used in fibula
osteotomy. The feasibility of the proposed methods is verified through proof-of-
concept experimentation by performing fibula osteotomies on several simulated
fibula bones which are wood dowels with a diameter of half an inch. Although
the stiffnesses of the wood dowel and the fibula bone are slightly different,
both are rigid objects, and both are designed to effectively cut through them.
Therefore the difference in material properties has a trivial and negligible effect
on the experimental results. The admittance controller for the virtual fixtures was
implemented using MATLAB/Simulink R2019a, on a PC running Ubuntu 16.04
LTS, containing an Intel Core i5-8400 running at 4.00 GHz (Intel Corporation, Santa
Clara, CA, USA).
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