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Preface

We are delighted to introduce the proceedings of the 2020 European Alliance
for Innovation (EAI) International Conference on Robotic Sensor Networks
ROSENET2020. The theme of ROSENET 2020 was “Cognitive Robotics for Smart
Society.” These proceedings highlight selected papers presented at the 4th EAI
International Conference on Robotic Sensor Networks, which was held virtually.
Today, the integration of artificial intelligence and the Internet of Things has become
a topic of growing interest for both researchers and developers from academic fields
and industries worldwide, and artificial intelligence is poised to become the main
approach pursued in next-generation IoTs research.

The rapidly growing number of artificial intelligence algorithms and big data
devices has significantly extended the number of potential applications for IoT
technologies. However, it also poses new challenges for the artificial intelligence
community. The aim of this conference is to provide a platform for young
researchers to share the latest scientific achievements in this field, which are
discussed in these proceedings.

The technical program of ROSENET 2020 consisted of 11 full papers from
34 submissions. Apart from the high-quality technical paper presentations, the
technical program also featured three keynote speeches by Prof. Mengchu Zhou,
New Jersey Institute of Technology, USA, and Prof. Xizhao Wang, Shenzhen
University, China.

Coordination with the steering chair, Imrich Chlamtac, was essential for the
success of the conference. We sincerely appreciate his constant support and
guidance. It was also a great pleasure to work with such an excellent organizing
committee team. We appreciate their hard work in organizing and supporting the
conference, in particular the technical program committee, led by our program chair,
Dr. Shenglin Mu, Dr. JoZe Guna, and Dr. Shota Nakashima, who completed the peer-
review process of technical papers and created a high-quality technical program. We
are also grateful to conference managers, Lukas Skolek for his support, and all the
authors who submitted their papers to the ROSENET 2020 conference and special
sessions.



vi Preface

We strongly believe that ROSENET conferences provide a good forum for
all researcher, developers, and practitioners to discuss all science and technology
aspects that are relevant to robotics and cognitive Internet of Things. We also expect
that the future ROSENET conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

Matsuyama, Japan Shenglin Mu
Fukuoka, Japan Li Yujie
Kitakyushu, Japan Huimin Lu
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A Mobile Robotic System for Rescue m)
and Surveillance in Indoor Environment ik

Phan Van Vinh, Tran Minh Thanh, Vo Duy Khang, Ngo Hoang An,
and Tran Duy Nhat

Abstract Recently, research activities related to Internet of Things (IoT) have
been focused by many researchers in all aspects of human lives that made the
rapid changes to the traditional model of a rescue and surveillance system. In this
context, the development of an intelligent rescue and surveillance system with multi-
functional robots is generally adopted to mitigate the accidents in rescue activities
in dangerous situations. Therefore, in this paper, we design and implement a mobile
robotic system that can handle rescue and surveillance tasks efficiently. With a
mobile robot deployed in the given area to collect the real-time data of the target
environment and get live video feedback, the system can not only measure the
environmental conditions that may affect the health of the rescue team but also
detect a victim being in the affected area. It saves precious time in rescue activities
and helps the rescue team to plan their work more efficiently. The proposed system
can be controlled and managed remotely via a friendly Web-based user interface.

Keywords IoT - Mobile robot - Rescue - Surveillance - Object detection

1 Introduction

Nowadays, Internet has become one of the most important aspects of our lives.
Everyone uses Internet for almost all of their life activities. Internet of Things
(IoT) is a network of devices such as cameras, vehicles, home appliances, and other
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electronic devices which can connect, exchange, and transfer data together. One of
the most widely used IoT applications is surveillance and rescue system.

A surveillance system with CCTV (closed circuit television) cameras or other
IP cameras is used to monitor sensitive areas, such as outdoor areas (public places,
garden, front of a house, etc.) and indoor areas (warehouse, home, garage, etc.).
However, such cameras have some drawbacks and constraints such as they usually
have blind spots, and also to cover an entire area, many cameras are required to
reach every nook and corner. A rescue system helps save the life of victims who
get stuck in dangerous situations. In such case, a rescue team cannot cover the
entire affected area, especially the areas that are difficult to access. Moreover, it is
dangerous and risky to enter such areas without getting the prior information about
the number of victims and their condition and the environmental conditions of the
target area. Sometimes, due to lack of information, a rescuer may become a victim.
To overcome this problem, deploying a mobile robot into the given area is one of
the best solutions. The mobile robot mounted with video camera and sensors can go
to the affected area and send all real-time information from the target environment
to the rescue team. By analyzing the collected data, the rescue team can plan their
work more efficiently.

However, building such kind of mobile robot with all necessary features is very
expensive, complex, and time-consuming. One mobile robotic system for indoor
surveillance was proposed in [1]. This robot can handle basic problems related to
environment mapping, localization, and autonomous navigation. However, it cannot
detect the presence of people in the given area. The authors in [2] proposed a
surveillance robot that is able to avoid obstacles based on back propagation neural
network. To reduce the cost in building robots, [3] proposed a mobile robot based
on Android smartphone. A similar approach which uses Android smartphone with
Arduino microcontroller was also proposed [4]. However, due to the hardware and
software limitations, the above-mentioned approaches do not perform well in image
processing tasks, such as human detection. To handle this problem, a deep learning
algorithm with high performance of accuracy and speed can be considered, such
as Region Convolutional Neural Network (RCNN) [5], Fast RCNN [6], Multi-
scale Deep Convolutional Neural Network (MS CNN) [7], Faster RCNN [8], and
YOLO [9]. MobileNet-V2 [10] is the state-of-the-art object detection algorithm
with the best performance in accuracy. However, it needs to be run on computers
with powerful graphic cards compared to other algorithms.

In this paper, we aim to design and implement a mobile robotic system with
all necessary features at low cost. The mobile robot system can provide live video
stream of the target area, detect human presence, and detect other environmental
related information such as humidity, temperature, CO, and poisonous gas. The pro-
posed system can be controlled and managed remotely via Web-based application.
The contribution of this paper is as follows: (1) to design and implement a mobile
robot prototype and test it in practical scenarios and (2) to implement a web-based
application to control and manage the mobile robot system.
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In what follows, we present the principal design of the proposed approach in Sect.
2 and implementation of results in Sect. 3. Finally, we make concluding remarks in
Sect. 4.

2 Mobile Robotic System Design

In this section, we discuss the main design of the proposed system, including the
system architecture, hardware and software design, and the prototype system model
to help our readers understand clearly how our system works.

2.1 System Architecture

In this paper, we aim at designing a mobile robotic system to help rescue team
in their works in a timely and efficient manner. Therefore, the system architecture
should be simple, that is, easy to control and manage as shown in Fig. 1.

P i N\
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= » Control &
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User/ User Interface ] Management

Application

J

e N - - )
Analytic/ =
Processing 3 ‘ ‘: \ .

Human Detection Web server Database server >,

Intel NCS2
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Controller/
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Sensors/ '
Actuators Q.’ ' . ? —
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Senor Camera Servo & DC Motor LED + Buzzer

Fig. 1 The architecture of the proposed robotic system
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Each mobile robot is embedded with multifunctional sensors to collect the
ambient environmental data (e.g., temperature, humidity, gas, smoke, and distance
to object) and a camera to get live image from the target area. All these data are
sent to the center server for further processing. The ambient data are analyzed by
using a fuzzy logic control algorithm to judge whether the target environment is
safe or not, while the real-time images or videos are analyzed by using an objection
detection algorithm to judge whether there is a human inside the target area. This
information is very helpful to the rescue team in their work and to control the robot
movement. The system can be accessed via web-based user interface to control the
robot and observe the data environment. When the target environment becomes too
dangerous or there is a victim in the given area, an alert or notification message will
be displayed to notify the admin team about dangerous situations.

In our system, each mobile robot mounted with high-quality video camera needs
to perform an algorithm to detect the defined objects in the target environment.
Therefore, the main controller of each robot should be capable of processing real-
time data at a very high speed and connect with multiple sensors and actuators.

At this time, there are several kinds of IoT-enabled devices with different
capabilities and performance, such as Raspberry Pi models, Nviadia Jetson family,
and Google Edge TPU Dev Board. Because of project requirements, we chose to use
the Raspberry Pi model, a Linux-based high-performance computer with low cost
and powerful features. The specifications of some well-known Raspberry Pi models
are given in Table 1. The comparison of all Raspberry Pi platforms is shown in [11].

As we can see from Table 1, Raspberry Pi model that are small-sized, Wi-Fi and
Bluetooth enabled, and with GPIO support can be one of the best solutions for [oT
applications. However, due to the hardware limitation, Raspberry does not perform
well in some real-time image processing applications which require high speed and
accuracy. To overcome this problem, one solution is to combine Raspberry with
Intel Neural Compute Stick 2 (NCS2), a deep learning processor on a USB stick
(as shown in Fig. 2). With the hardware-optimized performance of the newest Intel
Movidius Myriad X Vision Processing Unit (VPU), the NCS2 is one of the best
combinations with Raspberry Pi 4 in image processing tasks, especially in deep
neural applications.

2.2 Hardware Design

In this section, we describe the hardware design of the proposed mobile robot. The
Raspberry Pi model is used as a main controller to connect to all other parts of the
robot, including sensors, LED, buzzer, DC motor, and Pi camera. Fig. 3 shows the
connection diagram of the required components on breadboard which is great for
prototyping circuits.

Table 2 presents all the required hardware components of our mobile robot
design.
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Fig. 2 Raspberry Pi 4 with
Intel Neural Compute Stick 2

4

GRIE GFIDZE

Fig. 3 The connection diagram of required parts for testing

When completing the prototyping step with breadboard, we have to make the
robot work more permanent by designing the printed circuit board (PCB) of the
mobile robot. Figure 4 illustrates the schematic diagram of all required component
as follows:

* Power supply block: this includes the voltage reducer circuit with pulse power
supply which can have maximum output of 5 V-3 A from the input voltage of
5-24 V DC to supply power for other components (e.g., Raspberry PI, sensors,
and actuator).
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Table 2 All hardware components of the designed mobile robot

Hardware components Description

Raspberry Pi (3B+, 4B) Main controller of the robot

Intel Neural Compute Stick 2 Deep learning device to accelerate edge devices like
Raspberry Pi

MQ?2 Gas/Smoke Sensors Detecting LPG, smoke, alcohol, CHy, CO, ... in the air

DHT22 Measuring temperature and humidity

Ultrasonic Sensor HC-SR04 Measuring the distance accurately

Buzzer Module Making a pip sound when needed

HD Pi Camera Taking video or photo

SG90 Micro Servo Motor (x2) | Pan/tilt camera control
L298N Dual Motor Controller | Driving two DC motors

Robot tank car chassis Robot tank chassis platform metal stainless steel with 2 DC
motor

* Motor driver block: this includes Dual H-bridge driver chip L298N which
can drive two DC motor and control the speed and direction of each motor
independently through PWM (pulse width modulation). Input voltage is 5-
30 V DC and maximum output is 2A for each bridge.

e Actuator block: this includes two servo motor, buzzer, and LED. The speed of
servo motor can be controlled through PWM.

e Sensor block: this includes DHT11, SRF04, and MQ2 sensor for collecting
environmental data.

The next step is to transfer the schematic diagram into a drawing of PCB (Fig.
5). The schematic will serve as a blueprint for laying out the traces and placing the
components on the PCB. In addition, the PCB editing software can import all of
the components, footprints, and wires into the PCB file, which will make the design
process easier.

In this case, we use double-layer PCB, where the entire bottom layer is covered
with a copper plane connected to ground. The thickness of power wires is 35 mil
while that of data wires is 10 mil (0.254 mm). The positive traces are routed on top
and connections to ground are made with through-holes or vias. Ground layers are
good for circuits that are prone to interference because the large area of copper acts
as a shield against electromagnetic fields. They also help dissipate the heat generated
by the components (Fig. 6).

2.3 Software Design

Figure 7 shows the design of the web interface which is used to control the mobile
robot movement and visualize the collected data. Users must have an account to log
in into the system. There are two types of users: normal users who can only see
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Fig. 4 The schematic view of electrical circuit diagram

the monitoring data and live-stream image and admin users who have full privileges
to manage the whole system. The functionalities of some main pages in the web
interface are as follows:

Robot Control page: this controls the movement of robot and pan/tilt camera,
observes the surrounding environment data and live stream from camera, records
video or take a photo and save in gallery, enables/disables sensors or object
detection feature, etc.

Data page: this visualizes real-time environmental data acquisition in graph view
and tabular view and displays the recorded videos and photos.

Location page: this shows the location of the robot on the map via Google Map.

The collected data are stored in a MySQL database which includes the following

table:

User: stores the user information such as Id, name, role, e-mail, and contact
number.

Monitor_data: stores the collected data, including temperature, humidity, and
MQ2.

Obstacle_distance: stores distance value to obstacle.

Photo: contains Id and name of a photo.

Video: contains Id and name of a recorded video.



A Mobile Robotic System for Rescue and Surveillance in Indoor Environment 9

0000000
D*° @0000000

-

Ooo0o000
1000000

Fig. 5 The PCB layout of the designed mobile robot (2D view)

Fig. 6 The PCB layout of the
designed mobile robot (3D
view)

2.4 Real-Time Human Detection

Image classification and object detection are the major applications of machine
learning. Image classification predicts the type or class of an object in an image,
whereas object detection locates the presence of defined objects with a bounding box
and assigns them a class label. Therefore, human detection is a specific application
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of object detection to detect people in an image or video stream. In this paper,
the mobile robot moves around the target area to find if there are people within
that area. This information is very helpful for the rescue team to save the victim
in a timely manner. At this time, for object detection, there are many state-of-
the-art deep-learning algorithms, such as YOLOv3, MobileNet-V2, ResNet, and
ResNet-50, which can be used with many popular machine-learning frameworks
like TensorFlow, PyTorch, Caffe/Caffe2, Keras, MXNet, and others. MobileNet-
V2 is the state-of-the-art object detection algorithm with the best performance in
accuracy. However, it needs to be run on powerful graphic card (GPU) compared
to other algorithms. SSD is designed to be independent of the base network, and
so it can run on top of pretty much anything, including MobileNet. Even better,
MobileNet+SSD uses a variant called SSDLite that uses depth-wise separable
layers instead of regular convolutions for the object detection portion of the network.
With SSDLite on top of MobileNet, you can easily get truly real-time results. In
Sect. 3, we discuss about the experiments we conducted to verify the benchmarks of
some selected edge devices which are attached with the Intel NCS2 USB stick and
run MobileNet-V2 SSD and TensorFlow framework for object detection.

The process of human detection is shown in Fig. 8. We apply a human detection
algorithm with deep-learning technique. The pre-trained Caffe object detection
model is used for human detector. If there is a victim in the target area, a video
or photo will be recorded and a logging entry is written to the database for further
processing. The administration team will also be notified about the situation.
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3 Experimental Results

3.1 Inference Benchmarks

To verify how the Intel NCS2 module can improve the performance of the edge
devices in image processing tasks, we conduct some experiments with the inference
benchmark testing. The experiments use SSD Mobilenet-V2 network model and
TensorFlow framework, frame size of 400x400 with object detection application.

Figure 9 shows the results from deep-learning inference benchmarks of some
selected Raspberry models and laptop or desktop computer with or without the Intel
NCS2 module attached. As we can see that with the Intel NCS2, the performance
of all Raspberry Pi models increases rapidly, especially for Raspberry Pi 4 with
high speed CPU and USB3.0 port supported. The Intel NCS2 also improves the
performance of other hardware platform, such as laptop or desktop computers which
do not have a graphic card inside. However, the upper bound benchmark of the Intel
NCS2 is about 20 FPS for this experiment.

Table 3 shows the full inference benchmarks and hardware utilization of some
selected platforms when running the object detection algorithm. From these results,
we can see that the Intel NCS2 not only improves the inference benchmark but also
reduces the CPU usage when running deep neural network applications. This allows
IoT-enabled devices to adapt well to a wide range of IoT applications.
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Fig. 9 The comparison of inference benchmarks of some selected platforms

Table 3 Inference benchmarks of some selected platform

Platforms FPS Memory usage CPU usage
Raspberry Pi Zero 0.03 N/A N/A
Raspberry Pi 3B + 0.3-0.5 83 MB 342%*
Raspberry Pi 4B 3.1-33 78 MB 343%*
Laptop Core i3 5.1-59 103 MB 68%
Laptop Core i5 7.3-8.1 100 MB 77%
Desktop Core i7 14.1-16.3 170 MB 60%
Raspberry Pi Zero with Inte]l NCS2 DNR DNR DNR
Raspberry Pi 3B+ with Intel NCS2 6.5-7.5 80 MB 106%*
Raspberry Pi 4B with Intel NCS2 (USB 2.0) 8.8-9.7 103 MB 148%*
Raspberry Pi 4B with Intel NCS2 (USB 3.0) 13.1-14.3 104 MB 167%*
Laptop Core i3 with Intel NCS2 (USB 2.0) 9.4-10.6 107 MB 9%
Laptop Core i5 with Intel NCS2 (USB 2.0) 18.3-20.1 146 MB 7%
Laptop Core i5 with Intel NCS2 (USB 3.0) 18.9-20.2 140 MB 7%
Desktop Core 17 with Intel NCS2 (USB 2.0) 19.8-21.3 196 MB 3%
Desktop Core 17 with Intel NCS2(USB 3.0) 19.5-21.2 193 MB 3%

4The total CPU usage of multi-core platform in Linux-based system
DNR (did not run) or N/A: The results occurred due to limited memory capacity or hard-
ware/software limitations
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Fig. 10 The mobile robot
prototype

3.2 Implementation Results
3.2.1 Mobile Robot Prototype

Figure 10 presents the prototype of our proposed mobile robot. We deploy this robot
to the target environment and perform the experiment for functionality testing. We
can control the robot motion and pan/tilt camera for better video or photo capturing.
We can also get data from sensors to justify the environment.

3.2.2 Robot Control and Management

When accessing to the system, the admin team can perform their operation with full
rights. At the Robot Control page (Fig. 11), we can see all collected data such as
live streaming, temperature, humidity, MQ?2 level, or distance to obstacle. The alarm
message can be displayed when the monitoring data reach the threshold value.

At the Data page, all collected information from the target environment can be
observed in real time. Figure 12 shows the real-time monitoring data in graphs.

The detailed monitoring data can also be displayed as shown in Fig. 13.

When working in the target environment, the robot can take some photos or
record videos which are very helpful to the admin team in the future. An example
of recorded videos is presented in Fig. 14.



14 P. Van Vinh et al.

= E| A Mobile Robotic System for
Rescue and Surveillance of Indoor Environments

This work is handled by Admin team @loT Lab at EIU - © 2018-2019 All Rights Reserved

Robot Control Data Location Logout

ROBOT CONTROL PANEL REAL-TIME VIDEO MONITORING SYSTEM INFORMATION

ROBOT DIRECTION CONTROL

'

CAMERA POSITION CONTROL

A Mobile Robotic System for
Rescue and Surveillance of Indoor Environments

Lab at EIU ']

REAL-TIME MONITORING DATA

View Tasbular Dats  Fedresh Dsts

Fig. 12 The Data page: monitoring data in graphs



A Mobile Robotic System for Rescue and Surveillance in Indoor Environment 15

f__g E I U A Mobile Robotic System for
it ke T4 ke g Rescue and Surveillance of Indoor Environments

Eatteen et Userendty
This work is handled by Admin tea

oT Lab at EIU - © 2018-2019 All Rights Reserved

REAL-TIME MONITORING DATA
View Graph Data  Refresh Data

2019-09-16 14:55:41

05-16 145531

2019-09-16 14:34:54 2019-09-16 14:35:17

Lab at EIU -

A Mobile Robotic System for
Rescue and Surveill of Indoor

Fig. 14 The Data page: recorded videos with object detection



16 P. Van Vinh et al.
4 Concluding Remarks

In this paper, we have already applied the newest technology in IoT and computer
vision to design and implement a mobile robotic system which collects the ambient
data and then analyzes the collected data for making the right actions in a
timely manner. The proposed system is potentially helpful in providing the correct
information of target environment to the rescue team. Besides, it can detect the
objects, especially human being in the given area, which helps to save the human
lives quickly and efficiently in case of abnormal or dangerous situation. However,
to help our proposed system more practically and efficiently, some necessary
features need to be improved as follows. The indoor positioning system needs to
be implemented to get the correct position of the collected data (e.g., the real-time
and correct position when detecting human beings or emission of poisonous gas
in the target area). The prototype hardware model is also redesigned to make the
smaller and compact one which can be applied in the practical scenario.
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Abstract In order to obtain good control performance of ultrasonic motors in
real applications, a study on the learning in intelligent control using neural
networks (NN) based on differential evolution (DE) is reported in this chapter. To
overcome the problems of characteristic variation and nonlinearity, an intelligent
PID controller combined with DE type NN is studied. In the proposed method, an
NN controller is designed for estimating the variation of PID gains, adjusting the
control performance in PID controller to minimize the error. The learning of NN is
implemented by DE in the update of the NN’s weights. By employing the proposed
method, the characteristic changes and nonlinearity of USM can be compensated
effectively. The effectiveness of the method is confirmed by experimental results.
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1 Introduction

Along with the development of computer science and electronic engineering, the
advancement of artificial intelligent technologies have been progressing in a great
pace in recent years. The most representative intelligent scheme Neural Networks
(NNs) have been introduced to many industrial fields, and various of applications
in our lives. Owing to the NNs’ excellent features, they are effectively applied in
image/speech processing and classification, emotion recognitions and so on. In the
applications of NNs, the most classic approach for the learning in them is the Back-
Propagation (BP) method, which is a gradient decent algorithm to obtain the weights
and biases in NNs. However, owing to the mechanism using cost function in the
BP learning, the differential information is necessary in the applications. For most
industrial applications, the differential information of the objectives are difficult to
be obtained [1].

Meanwhile, the development of evolutionary computation attracts a lot of
attentions in recent years, owing to their excellent features in complex optimization
problems. They are considered as good solutions to solve the limitations in the
learning of NNs. Genetic algorithm (GA), which is constructed according to the
evolutionary mechanisms of natural selection, is the most well-regarded algorithm
in the evolutionary computation [2]. Since GAs are with fine searching ability,
difficult to be trapped in local minima, and can be applied without considering
the differential information in the learning procedure, they have been applied in
NN for many applications [3]. However, because of the complexity in the encoding
manipulations, and the evolution mechanism in GAs, more effective algorithms with
simple manipulations and high efficiency are expected.

In previous research, the NN is proposed for the position control of ultrasonic
motor (USM). The traditional approach of NN is applied for the position control
of USMs [4]. The BP type NN is also constructed for the position control of
USM with speed compensation [5]. The proposed method was confirmed effective
and easy to be applied in the control of USM. To solve the problem of Jacobian
estimation, we introduced the particle swarm optimization (PSO) algorithms for the
NN type PID controller in the control of USM [6, 7]. Owing to the excellent features
of PSO in optimization both in continuous and discrete problems [8], the swarm
intelligence algorithm was introduced to the proposed scheme, and confirmed
effective in obtaining high accuracy in position and speed control of USM. However,
there are some concerns about the local minimum problem and ability of re-
convergence in PSO for the control process. Therefore, in this study, the algorithm
of differential evolution (DE) is introduced in an intelligent control application using
NN. According to the study from S. Das et al. [9], DE was proofed being with as
good convergence characteristics as PSO. Meanwhile, the hybridizations of both the
algorithms are excellent comparing with other soft computing tools. In the study of
[10], DE was investigated as a global optimization algorithm for feed-forward NN.
The good features of DE, such as no learning rate setting requirement and offering
high quality solutions were confirmed. Comparing with the traditional GAs, DE
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algorithms are with superior features such as simpler construction, high efficiency,
and excellent convergence features. In the NN scheme, the DE algorithm is applied
to update the weight for learning, without considering the differential limitation
as in BP algorithms, or the encoding manipulations as in GAs. The proposed DE
type NN is applied to an intelligent PID control scheme for USM to confirm the
effectiveness. The intelligent automation with the proposed method is expected to
contribute in the medical and welfare applications utilizing the excellent features of
USMs [11].

The chapter is organized as follows. In Sect. 2, the general introduction about
NN, DE, and the proposed DE type NN scheme is given. In Sect. 3, the simulation
study of the proposed intelligent scheme using the DE type NN is introduced.
Section 4 gives an experimental study of the proposed method on an existent USM
servo system. The conclusions are given in Sect. 5.

2 Proposed Intelligent Scheme

2.1 Neural Network

NN are machine learning methods that imitate the mechanism of the human brain.
Owing to the excellent characteristics of them, they have been studied and applied
in various kinds of fields as the most representative of artificial intelligence [12].
Figure 1 shows an example of an NN consisting of three layers of neurons. input;
is the input signal and the neurons contained the signals consist the first layer. w;;
is the coupling weight from the first layer to the second layer (hidden layer), H;
is the signal activated according to the sum of the weighted input signals. wy; is
the coupling weight from the second layer to the third layer (output layer). Oy,
is the output signal activated according to the sum of the weighted input signals

Fig. 1 Basic scheme of NN input layer hidden layer H;  output layer O,,

outputy
inputy
outputs

inputs

inputs

output,,

input;
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from hidden layer. Theoretically, the weights in general schemes are initialized
with random values. However, it is necessary to adjust it to a value suitable for
the problem to be dealt with. The BP algorithm is often used for optimization.
However, some limitations in traditional methods prevent the BP type NN from
wider applications. Therefore, in this study, the DE algorithm is introduced to the
learning of NN.

2.2 Differential Evolution

In this study, we use the DE algorithm as an optimization method of the weighting
coefficient of the NN. It does not need to be differentiable because it is one of
the methods and does not use the gradient of the problem to be optimized. Due
to its characteristics, the DE algorithm can be applied even when the problem is
discontinuous, or time-varying. The general procedure in DE can be depicted by the
flowchart shown in Fig. 2.

2.2.1 Randomly Initialization

Basically, DE algorithm is a global optimization algorithm for obtaining optimal
solutions in a D dimensional space. The initialization of the algorithm is usually
implemented by random real numbers consisting a vector in the D dimension. The
randomly initialized vectors are considered as possible solutions, which can be
represented as

Xi:[xl,xz,...,xD] (1)

Fig. 2 Flowchar of DE @
algorithm

| Randomly initialization |
I

|

| Mutation |
|

| Crossover |

)

| Selection |

No l

Yes
| End |
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If the searching space can be constrained by
Xi Min = [X1,Min> X2,Min» - - - » XD, Min] (2)
XiMax = [X1,Max, X2,Max - - - » XD, Max] (3)
Then, the elements in the vector can be randomly initialized by
xi = xi Min +rand(0, 1) - (Xi Max — Xi,Min) 4)

where rand(0, 1) is the random number within the range of (0, 1).

2.2.2 Mutation

Following the random initialization, the mutation according to target vector is
implemented. The donor vector v; can be generated as linear combination of some
vectors in current searching generation selected according to some strategies. There
are some strategies introduced in [13]. In this study, we focus on four strategies as
follows:

* DE/rand/1/bin
vi = xr1 + F - (X2 — X3) ®)

¢ DE/rand/2/bin
Vi = X1+ F (52 = xp3) + F - (X4 — Xp5) (6)

* DE/current-to/1/bin

v =X + F - (X2 — xr3) (7

* DE/best/1/bin
Vi = Xpest + F - (Xr2 — Xxr3) ®)

rl, r2, r3, r4, r5 are the randomly chosen integers with different value from each
other and 7, within the range of [1, N(number of searching points)].

2.2.3 Crossover

In crossover, the donor vector is applied to be combined with the target vector. There
are mainly two kinds of crossover methods (exponential and binomial) applied in
DE algorithms. In this study, we employ the binomial crossover, which applies
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comparison between a random number generated in (0, 1) and a parameter of
crossover probability C, to decide the crossover scheme. The trial vector of U; can
be generated, and the elements in it can be calculated as

P Vi, j ifrand(0,1) < C,, or J = Jrand 9)
b Xij otherwise.

where rand(0, 1) is a real number random number in [0, 1], and j,4ng is an integer
random numberin 1, ..., D.

2.2.4 Selection

In the selection procedure, the generated target vector is decided to be a survival
or not. The decision is made according to the evaluation of objective/evaluation
function f(-). The procedure can be expressed as

X, {u,-, it (U < f(X0) (10)
Xi, iff U > f(X)

2.3 Proposed DE Type NN Scheme

In this study, the DE algorithm is introduced to update the weights in the learning
of NN. The method can be constructed with simple structure, easy to be applied,
without considering the differential information.

In the proposed scheme, the vector of DE is designed as the real value of weights
in NN. The target vector in DE can be expressed as

W = [X00, X015 - - +» Xijy -+ s Xjm] (11)

The weights in the NNs are updated by the mutation, crossover, and selection
procedures in the DE algorithm to obtain the optimal solutions in NN’s learning.

3 Simulation Study

To confirm the effectiveness of the proposed scheme, the simulation study was
implemented employing the Rosenbrock function for optimization using NN. The
Rosenbrock function is a convex function with two input values, defined as x and y
as follows.
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Fx,y) =1 —x)?+100(y — x*)? (12)

The function can be plotted as in Fig. 3. In the study, the NN with the topologic
structure shown in Fig. 4 was introduced to find the minimum of the Rosenbrock
function. The NN is constructed to find the optimal (x, y) to minimize the
Rosenbrock function.

The weights in the NN is designed to be updated by the DE introduced in Sect.
2. The weights are initialized by the random real number within the range of (—1.0,
1.0). The mutation strategies were investigated in the simulation to confirm the
characteristics in DE. The parameter F which is the scaling factor is set as 0.5.
The crossover probability C, is set as 0.8. The number of searching unit in DE is
set as 10. To investigate the effectiveness of the proposed scheme comparing with
the conventional method, we also implement the NN’s learning using traditional BP
algorithm. The weights of NN in BP is updated as follows. The weights between the
output layer and the hidden layer can be updated as

af

3wjm

13)

Wim = Wjm — 1N

where 7 is the learning rate in NN, and wjy, is the weights between the hidden layer
and the output layer. Then, the weights w;; between the input layer and the hidden
layer can be updated as

f 00w 9H;
15 0m 9H; 0w m

wij = wij — (14)

By applying both the methods of DE type NN and BP type NN, the NN are trained
to converge to the optimal values with proper weights. Outputs of the BP and DE
type NNs are shown in Fig. 5. The figure shows that the outputs of both NNs
converged to the optimal (x,y) to minimize the value of the function in hundreds
of iterations. Comparing with the convergence of the BP type NN, the DE type NN
showed better convergence characteristics. The errors of the minimum value and the

Fig. 3 The plot of the fxy) ——
Rosenbrock function
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Fig. 4 Structure of DE-NN
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NNs’ outputs are shown in Fig. 6. The variation of the errors shows the same trends
as we see in Fig. 5. The variations of weights in the BP and DE type NNs are shown
in Fig. 7. The DE type NN with the mutation strategy of DE/best/1/bin. It can be
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seen that the DE update the NN’s weights in iterations. The weights can converge
to certain constant values in short time. The values of weights converged quick in
around 100 iterations. Comparing the proposed DE type NN with the traditional BP
type NN, the proposed scheme was with an excellent convergence features.

To confirm the conference characteristics of DE with different mutation strate-
gies, the simulation study was implemented in the optimization of Rosenbrock func-
tion using the proposed NN. The DEs with the mutation strategies of DE/best/1/bin,
DE/current to/1/bin, DE/rand/1/bin and DE/rand/2/bin were investigated [13]. The
variation of the evaluation value was studied as Fig. 8 shows. According to the
simulation results, it is clear to see that among the DEs with the strategies, the
DE/best/1/bin strategy converged to quite low evaluation value in only a few
iterations. The DE/best/1/bin strategy is with great convergence characteristics to
approach the optimal. Therefore, the DE/best/1/bin is considered as the best solution
for experimental study.
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Gains

DE
= NN

Fig. 9 Block diagram of the proposed intelligent method using DE type NN

4 Experimental Study

Based on previous research in [7], an intelligent control method using PID control
combined with DE type NN is applied as the controller for USM as shown in Fig. 9.
The NN scheme we propose is a fixed structure as we see in Fig. 10. In the proposed
intelligent scheme, DE type NN is employed for updating the PID gains. The error
signal of [e(k), e(k — 1), e(k — 2)] is employed as input. The scheme is designed for
tuning PID gains automatically to minimize the error in USM control. The output
of the NN unit is the variation of PID gains [AKp(k), AK;(k), AKp(k)]. The output
of neurons in hidden-layer is expressed as H;(k), which can be estimated by Eq. 15.

Hj(k) = fi(wij (k) - 1; (k) (15)
Then, the output of NN can be estimated as
AKp,1,p(k) = fs(wjm(k) - Hj(k)) (16)
where f;(x) is the sigmoid function as shown in Eq. 17.

_ 1
T l4ex

Js -05 (17)

The weights between three layers, expressed by w;j(k) and wj,,(k), are updated by
BP and DE algorithms. Then, the output of PID controller u(k) can be calculated as

u(k) = u(k — 1) + (Kp(k) + Ky (k) + Kp(k))e(k)
— (Kp(k) +2Kp(k))e(k — 1) + Kp(k)e(k —2)

(18)

In our experimental study, the sin wave was applied as the input signal. The
response of the proposed method is shown in Fig. 11. There was no visible error
in the response of sin wave input. Figure 12 shows the variation of the PID gains
updated by the proposed scheme using DE type NN. The gains oscillated in the
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Fig. 10 The topologic
structure of NN controller

Fig. 11 Response for sin
wave signal input using DE
type NN
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initial phase in a short period. Then, they converged to certain values quickly. The
convergence and accuracy of the proposed method is confirmed according to the

experimental results.

5 Conclusions

In this chapter, an intelligent PID control scheme using the DE type NN is proposed.
In the proposed scheme, an NN method is employed for optimizing the gains in PID
controller for the control of ultrasonic motor. The weights of the NN are designed to
be updated by DE algorithm. By employing simulation study, the DE algorithm was
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confirmed effective in the learning of NN. According to the simulation results, the
mutation strategies were investigated. The DE/best/1/bin was the most effectiveness
in the optimization process. By the experimental study, the DE type NN was
confirmed effectiveness in the PID control of the USM. The proposed method is able
to be applied for achieving high control performance in compensating characteristic
changes USM. Meanwhile, its application is without any consideration of Jacobian
estimation in NN’s leering. By employing the method, USMs are expected more in
various applications, such as the meal-assistance robots [14], human support robots,
even some humanoid robots [15], especially for the applications in medical and
welfare fields in the future.

References

—

. Tsoukalas, L.H., Uhrig, R.E.: Fuzzy and Neural Approaches in Engineering. Wiley, New York
(1997)

2. Srinivas, M., Patnaik, L.M.: Genetic algorithms: a survey. Computer 27(6), 17-26 (1994)

3. Wang, L.: A hybrid genetic algorithm — neural network strategy for simulation optimization.
Appl. Math. Comput. 170(2), 1329-1343 (2005)

4. Senjyu, T., Miyazato, H., Uezato, K.: Position control of ultrasonic motor using neural network
(Japanese). Trans. Inst. Electr. Eng. Jpn. D 116, 1059-1066 (1996)

5. Oka, M., Tanaka, K., Uchibori, A., Naganawa, A., Morioka, H., Wakasa, Y.: Precise position
control of the ultrasonic motor using the speed compensation type NN controller (Japanese). J.
Jpn. Soc. Appl. Electromagn. Mech. JSAEM) 70(6), 1715-1721 (2004)

6. Mu, S., Kanya, T.: , Intelligent IMC-PID control using PSO for ultrasonic motor. Int. J. Eng.
Innov. Manag. 1(1), 69-76 (2011)

7. Mu, S., Tanaka, K., Nakashima, S., Alrijadjis, D.: Real-time PID controller using neural
network combined with PSO for ultrasonic motor. ICIC Exp. Lett. 8(11), 2993-2999 (2014)

8. Jordehi, A.R., Jasni, J.: Particle swarm optimisation for discrete optimisation problems: a

review. Artif. Intell. Rev. 43, 243-258 (2015)



Study on NN Based on BP and DE 29

9.

10.

11.

12.

13.

14.

15.

Das, S., Abraham, A., Konar, A.: Particle swarm optimization and differential evolution
algorithms: technical analysis, applications and hybridization perspectives. Stud. Comput.
Intell. 116, 1-38 (2008)

Ilonen, J., Kamarainen, J., Lampinena, J.: Differential evolution training algorithm for feed-
forward neural networks. Neural Process. Lett. 17, 93—105 (2003)

C. Zhao, Ultrasonic Motor - Technologies and Applications. Science Press/Springer Bei-
jing/Berlin (2011)

Basheer, 1.A., Hajmeer, M.: Artificial neural networks: fundamentals, computing, design, and
application. J. Microbiol. Methods 43, 3-31 (2000)

Islam, S.M., Das, S., Ghosh, S., Roy, S., Suganthan, P.N.: An adaptive differential evolution
algorithm with novel mutation and crossover strategies for global numerical optimization.
IEEE Trans. Syst. Man Cybern. B (Cybernetics) 42(2), 482-500 (2012)

Tanaka, K., Kodani, K., Oka, M., Nishimura, Y., Farida, FA., Mu, S.: Meal assistance robot
with ultrasonic motors. Int. J. AEM 36, 177-181 (2011)

Zhou, C., Wang, X., Li, Z., Tsagarakis, N.: Overview of gait synthesis for the humanoid
COMAN. J. Bionic Eng. 14(1), 15-25 (2017)



Word Sense Disambiguation Based )
on Graph and Knowledge Base e

Fanqing Meng

Abstract Word sense disambiguation determines the specific meaning of ambigu-
ous words according to their specific context, a basic research in the field of natural
language processing, and has a direct impact on the upper application of machine
translation, information retrieval, text classification, and sentiment analysis. This
paper proposes a word sense disambiguation method based on graph and knowledge
base, for the insufficient utilization problem of existing knowledge base. It utilizes
dependency parsing to obtain contextual knowledge and processes the examples in
lexical knowledge base, which have a good ability of sense distinction, to construct
disambiguation graph. Then, the disambiguation can be done by combining depen-
dency disambiguation graph and contextual disambiguation graph. Experiments on
the dataset of SemEval-2007 task#5 show that the disambiguation accuracy is 0.471,
which is better than the mentioned methods.

Keywords Word sense disambiguation - Graph - Dependency parsing

As a basic research of natural language processing, word sense disambiguation
(WSD) determines the specific meaning of ambiguous words according to their
specific context, which has a direct impact on high-level applications, such as
machine translation, information extraction, information retrieval, text classifica-
tion, and emotion analysis [ 1-4]. Whether it is Chinese or English and other Western
languages, the phenomenon of polysemy is widespread. According to statistics [5,
6], the frequency of ambiguous words in Chinese corpus is about 42% and the
frequency of ambiguous words in English corpus is 30—43%. Obviously, ambiguous
words are frequent in natural language text, which makes the performance of
WSD seriously affect the effect of upper natural language processing applications.
In recent years, the technique of graph-based WSD has been widely concerned
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by researchers. This paper attempts to use HowNet and the Chinese Semantic
Dictionary as the knowledge base for Chinese WSD tasks.

1 Related Work

Most WSD methods based on graph are inspired by lexical chain. The lexical
chain means some semantic related words in a given text that form a sequence
and the words that are linked together through lexical semantic relationships.
Galley et al. put forward a method of WSD based on lexical chain [7], which is
mainly divided into two steps: first, when constructing the graph model, senses
of the target ambiguous word are added to the graph, the words in the text are
processed sequentially, and the senses of each word are compared with the words
that have been processed. If there is some semantic relationships between them,
then the relationship is used as a link edge in the graph, and the weight is arranged
according to the semantic relation and the distance between the words. Second, in
the disambiguation stage, the weight of each word sense and context-linked word
node is computed, and the word sense with the largest weight is selected as the
correct word sense of the target word. This method achieves 62.1% disambiguation
accuracy on the noun dataset of SemCor.

Mihalcea proposes a disambiguation method based on the PageRank algorithm
[8], which takes the senses of each word in the text as the vertex and constructs the
disambiguation graph by using the semantic relation between the senses of words.
In addition to the semantic relationships in WordNet, it includes a coordinating
relation to link the sense of the same upper concept. In this paper, the PageRank
algorithm is used to calculate the importance of each sense node iteratively, and
the maximum score of the senses of ambiguous words is chosen as its final sense.
Navigli et al. propose the structured semantic interconnect algorithm (SSI) [9].
With the help of knowledge resources such as WordNet, the algorithm structurally
expresses the senses of contextual words; it constructs grammar rules by manual
means to describe the interconnection patterns in semantic concept mappings; it
performs disambiguation iteratively, giving priority to ambiguous words with less
difficulty. According to the semantic interconnection mode of words that have
been determined, the disambiguation words are processed. This method achieves
the best results in the international semantic evaluation Senseval-3 and SemEval-
2007. Agirre et al. propose the Personalized PageRank algorithm for WSD [10, 11]
which is similar in principle to Mihalcea’s method [8] and the difference is that
it has some improvements in the importance of degree computation, to modify the
importance of some word nodes. Nieto Pina et al. present a graph-based WD method
for Swedish, and it trains embeddings by using PageRank on the graph of lexical
knowledge base (LKB) [12]. Janz et al. propose a WSD method for English and
Polish based on Monte Carlo approximation and PageRank [13]. It utilizes the local
semantic relatedness by an extensive knowledge base. Scozzafava et al. propose a
knowledge-based multilingual WSD system, and it performs WSD using PageRank
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and syntagmatic information [14]. These methods mainly focus on the English WSD
task, but the Chinese semantic computing resources are relatively scarce, which
limits the popularization and application of these methods in Chinese WSD tasks.

Yang et al. propose a network graph disambiguation method based on word
distance [15]. The method performs word sense disambiguation according to the
distance between the vertices of the words in the network graph. The vertices of
words closer to ambiguous words are strengthened, and the vertices of distant words
are weakened, that is, words with close distance have a strong recommendation
effect on ambiguous words, and words with far distance have weak recommenda-
tion. Lu et al. proposes a graph model disambiguation method based on domain
knowledge [16]. It applies the domain knowledge to the graph model and improves
the importance of degree scores of the sense nodes by improving the various graph
scoring methods and then selects the correct sense. Although these methods improve
the WSD effect, they do not explore and utilize the existing Chinese word sense
computing resources.

2 Method

HowNet reveals the relations between concepts and the attributes of concepts
[17], such as hypernym, hyponymy, synonymy, and meronymy. The traditional
HowNet-based WSD method has the problem of insufficient knowledge utilization
of HowNet. It does not fully exploit the disambiguation knowledge existing in
HowNet. For example, the example sentences in HowNet have a strong ability to
distinguish word sense. By digging deep into the semantic knowledge contained
in HowNet, it can be used as the basis for WSD, which will contribute to the
improvement of WSD performance.

This paper proposes a WSD method based on graph and knowledge base. It ana-
lyzes the ambiguous sentences, obtains the context-dependent tuples, and obtains
the dependency graph to construct the context disambiguation graph. In HowNet,
the target ambiguous example sentences are obtained, and the dependency parsing
is performed to get the dependent tuple set. Combining with context-dependent
tuples, construct dependent disambiguation graph, fuse context disambiguation
graph and dependent disambiguation graph, use graph scoring algorithm to score
the importance of degree of word sense vertices, and select the one which gets the
biggest score in the senses of target ambiguous word as the correct word sense.

2.1 HowNet

HowNet is a common-sense knowledge base that Professor Dong spends more than
10 years organizing and constructing [17]. It builds a network of knowledge base
based on the relation between the concepts of Chinese and English, and the attributes
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contained in the concepts. HowNet is mainly composed of a knowledge dictionary, a
knowledge management system, and documentation. Among them, the knowledge
dictionary is the basic file of HowNet, which is based on words and the concepts
represented by words.

The choice of words in HowNet is based on the frequency word list of 400 million
words in Chinese corpus, rather than just referring to a specific semantic dictionary;
it pays attention to collecting popular and fixed words, but not blindly seeking new
ones. Considering the circulation of word sense in modern times, if one word has
two senses, one of which is more commonly used and the other is seldom used, only
the former sense will be retained. At the same time, it provides the corresponding
English word interpretation for the word concept. Taking the sense of a commonly
used polysemous word “¥]” as an example, its specific concept in HowNet is defined
as follows:

NO.=023671

W_C=4T

G_C=V [da3]

S C=

E_C=%Afli~FLiE, /B A h~l, S AN~ T, thfth~ T 7 JLiE g, ~2 £ T
N9, ~i8 T{HE AN, AIR~T — 1L

W_E=call
G_E=V
S_E=

E_E=I tried to call you all night
DEF={communicate| & {L:instrument={tool| f§ &:{communicate| 5
Jfit:instrument = {~}}}}

Among them, “NO.” indicates the number of the concept and uniquely identifies
a specific word sense; “W_C” indicates the specific lexical form corresponding to
the concept; “G_C” indicates part of speech and pinyin; “S_C” indicates conceptual
emotional information; “E_C” is the example sentence, which is intended to
highlight the distinguishing ability of the word sense rather than to emphasize
its ability to interpret it, which is helpful for WSD; “W_E” means the English
word corresponding to the concept; “G_E” means part of speech of the English
word; “S_E” means the emotional information of the English word; “E_E” means
examples of English words; and “DEF” refers to the definition of a concept. Sememe
is the smallest semantic unit in HowNet. The concept definition in HowNet is
composed of sememe. The first sense in the definition is the primary sense, which
represents the main semantic information of the concept.

2.2 The Chinese Semantic Dictionary

The Chinese Semantic Dictionary (CSD) is a semantic knowledge base for natural
language processing, and it provides a huge amount of semantic information, which



Word Sense Disambiguation Based on Graph and Knowledge Base 35

includes more than 66,539 entries, Chinese words and their English counterparts
[18]. Examples sentences in CSD can be extracted as a supplement for HowNet.

2.3 WSD Based on Graph and Knowledge Base

2.3.1 The Disambiguation Framework

The disambiguation framework of the WSD method based on graph and knowledge
base proposed in this paper is shown in Fig. 1. Obtain dependency parsing of
ambiguous sentence, obtain context-dependent tuples, get dependency graph, and
construct context disambiguation graph; obtain example sentences in HowNet,
perform dependency parsing, get dependent tuple sets, and combine context-
dependent tuples to construct a dependency disambiguation graph; fuse the context
disambiguation graph and the dependency disambiguation graph to perform word
sense disambiguation. The specific description is as follows:

1.

Obtain dependency parsing of ambiguous sentences, obtain context-dependent
tuple sets, and get a context-dependent graph; according to the shortest path
length of the context words in the dependency graph from the target ambiguous
word, the context words are extracted as context knowledge.

. Use HowNet to label the senses of context knowledge and target ambiguous

word, which may exist in HowNet, and compute the similarity among them.

. Take the senses of the word in the context knowledge as the vertex and the target

ambiguous word as the vertices, the semantic relation between concepts as the
edge, the concept similarity as the weight of the edge, to construct the context
disambiguation graph.

. Obtain the example sentences of the senses of the target ambiguous word

in HowNet (and CSD), perform dependency parsing to obtain the example
sentence-dependent tuple set, and construct the dependency disambiguation
graph in combination with the context tuple set.

Dependency Content Content HowNet similarity
> > > >
Sentence g parsing 7| dependency graph knowledge computation
. . ) Dependency N Example Dependency Content
Get examples parsing | dependency graph disambiguation graph || disambiguation graph

1

HowNet, CSD Correct « [ Graph score . »Merge
sense l disambiguation graph

Fig. 1 The disambiguation framework
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5. Merge the context disambiguation graph and dependency disambiguation graph,
and use graph algorithm to score the importance of degree of each word sense
vertex.

6. Select the sense of the ambiguous word which gets the highest score as the correct
sense.

2.3.2 Dependency Parsing

The dependency parsing was first proposed by the French linguist L. Tesniere
[19]. Dependency parsing analyzes the structure of sentence based on dependent
grammatical rules to determine the dependencies between words or phrases and
their role in sentence. Dependency parsing results can be expressed in the form
of dependency graph. The dependency parser used in this paper is the Stanford
CoreNLP natural language toolkit [20], which contains models for syntactic analysis
of multiple languages. The model files for Chinese processing are chineseFac-
tored.ser.gz, chinesePCFG.Ser.gz, xinhuaFactored.ser.gz, and xinhuaPCFG.ser.gz.
Among them, if there is “Factored” in the name of a model file, that means it
contains lexical information, “PCFG” is a faster and smaller template, “xinhua”
is trained according to the Xinhua Daily corpus, and “Chinese” also contains Hong
Kong and Taiwan corpus. This paper uses the ChineseFactored.ser.gz model file.

In this paper, two tasks are completed by means of dependency parsing. One is
to obtain the context dependency graph of the ambiguous sentence and the other is
to obtain the example sentence dependency graph corresponding to the sense of the
target ambiguous word. The details are as follows.

1. Construct a context dependency graph

The results of the dependency parsing can be expressed in the form of a triple,
specifically: dependency (dominant, subordinate). For example, dependency parsing
“Uh A FF T — W AT ZE /I L L 7, you can get a context-dependent tuple set as
follows:

nsubj (4 FE-2, ffi-1)
root(ROOT-0, £ FE-2)
asp(A£F-2, T-3)
nummod(F-5, —-4)
cl£(JLZ-8, F-5)
amod(JL%-8, Al-6)
mark(7] &-6, [1-7)
dobj (£5F-2, JLL-8)
punct(43%-2, ©-9)

The corresponding context dependency graph is shown in Fig. 2.

Firstly, the ambiguous sentence is analyzed by dependency parsing to obtain a
context dependency graph. According to the shortest path length of the context word
and the target ambiguous word in the dependency graph, the context knowledge is
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obtained. The context knowledge here refers to nouns, verbs, adjectives, adverbs,
etc. According to the dependency graph, the words with the ambiguous word within
a certain shortest path range can be obtained as the context knowledge. As shown in
Fig. 2, when the shortest path is set to 1, the context knowledge is obtained as “/

%"%” and “m‘%”‘
2. Build an example sentence dependency graph

Get the example sentences of the ambiguous word /L% in HowNet. The first
word has five short examples, “— X ~, 3t B~, A~ A, EF 1)~ fLR~F72%
77", using dependency parsing to obtain a set of dependent tuples corresponding
to each example sentence. The example “— X{~" according to “nummod(/L%Z-2,
—XW-1)"; “FEH~" according to “dobj(3F B-1, JL&Z-2)"; “H~HI N according to
“assmod(\-4, JLZ-2), case(JL%Z-2, AY}-3), dobj(B -1, A-4)”; “lEZH A~ accord-
ing to “relcl(JL -3, [&E-1), mark(fE -1, §9-2)"; “Bt R ~f)2% 2% according to
“assmod(%: #t-4, JL%-2), case(JLZ-2, AYJ-3), dobj(fit -1, %7?-4)”. Further, the
dependency graph can be obtained by converting the dependent tuple set, as shown
in Fig. 3. The second word sense has two examples “~f& 1, ~FA1E”, respectively,
to analyze using dependency parsing, obtain the dependent tuple set “nsubj({& -2,
JLZ-1)”, “nn(FL1E-2, JL%Z-1)”, and then get the example dependency graph, as
shown in Fig. 4.

punct
dobj
! nummod
/— amod
nsubJ aux:asp mark:clf i mark ]
ich G T & R A% B L% -

Fig. 2 Context dependency graph

. ummod dep
m{u:;‘:c:fmm 5~ dobj - dob:?’“
_.. ) (VW7 = VE]

= MIEZ FAE &K #H k@A
@) (b) (©)

[\wf’/"_‘@@ W “fm\m

LI LK B Lk B ¥R
(d) (e)

Fig. 3 The example dependency graph of the first sense
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Fig. 4 The example @bcompoundi :‘.nm @bcompo:nd - r.nm

dependency graph of the

secondsense L& Wk Lk A

Fig. 5 Dependency
disambiguation graph

034111

2.3.3 Construct the Disambiguation Graph

There are two works in this section: one is to construct the context disambiguation
graph using the context dependency graph obtained in Sect. 2.3.2 and the other is
to use the context dependency graph and the example dependency graph (see Sect.
2.3.2) to construct a dependency disambiguation graph.

1. Construct the context disambiguation graph

The context disambiguation graph is an undirected graph. Vertices in the
graph represent the word sense, which is represented by a combination of word
and HowNet concept number, and edge represents semantic relation. Conceptual
similarity calculation is performed using HowNet. The result is the weight of the
edge. Semantic relation refers to hypernymy, hyponymy, synonymy, etc. In HowNet,
it should be noted that this is not refined into a specific semantic relation, but the
unified use of the HowNet concept similarity measure toolkit [21] to make a measure
of semantic relation.

2. Construct the dependency graph

The dependency disambiguation graph is a directed graph, as shown in Fig. 5,
where the edges represent the dependencies between vertex words, and the direction
of the edges is directed by the dominator to the subordinate.

Next, it will continue to use the example above to illustrate that if there is an
example sentence in the definition of word sense of HowNet that makes all the
dependency relations match the ambiguous sentence, that is, the dependency graph
of the existing example sentence is a sub-graph of the dependency graph of the
ambiguous sentence, then the dependency graph of the ambiguous sentence and its
sense example sentence will be merged, and the corresponding sense will be labeled
in the graph. The ambiguous sentence in the example above is “ftfi =% | — W 7] &
#JJ)LZ . ”, and its dependency graph is as shown in Fig. 2; the example sentences
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of the first sense of the ambiguous word “JL%” are “—XW~FF & ~, H~HIA, &
H1)~, LR ~12%3%”. The corresponding dependency graph is as shown in Fig. 3.
Obviously, the dependency graph of the example sentence “— XX~ is a sub-graph of
the dependency graph of the ambiguous sentence (see Fig. 2). At this time, the two
are combined and the corresponding word sense information is labeled, specifically
the concept number “034111” in HowNet, as shown in Fig. 5.

3 Experiment and Analysis

3.1 Dataset Selection and Evaluation Method

The experimental data set comes from the Chinese and English vocabulary task
of international semantic evaluation SemEval-2007, using the standard evaluation
method provided by the official, macro average Pmar.

3.2 Contrast Method

TorMd This method uses naive Bayes classifier which is an unsupervised method
for the University of Toronto to participate in the SemEval-2007 task5 evaluation
and won the first place in the evaluation.

Win This method only uses window-based method to select the left and right
ambiguous words when selecting context knowledge. Other settings are consistent
with the methods proposed in this paper.

Con This method refers to the context disambiguation graph.
CSD This method is the same as HowCSD but does not use HowNet.

HowCSD This method refers to the combination of context disambiguation graph
and dependency disambiguation graph for word sense disambiguation.

3.3 Experiment and Analysis

The disambiguation effect of each method is shown in Table 1. It can be seen that the
effect of Con method is not more than that of TorMd method and Win method. After
further analysis of the experimental data, it is found that the dependencies obtained
from the dependency parsing is likely to be the modification of the context words by
the function words such as “—44 #1[&”, and the function words “#4” depend on the
context words “F?[&”. Obviously, when it use HowNet to calculate the similarity of
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Table 1 Disambiguation TorMd |Win | Con |CSD | HowCSD
It
fest Pmar 0431 | 0449 | 0421 0438 0471
Increase (%) | 4 2.2 5 33 0

word sense and concept, the similarity between “45” and “H'[E” is very small or
does not exist, and the word does not play its due indicative role. It can be seen that
it is not advisable to filter out function words directly. HowCSD method combines
context disambiguation graph and dependency disambiguation graph, which avoids
this problem to a certain extent, and its effect is better than TorMd and Win method,
with an increase of 4 and 2.2 percentage points respectively. CSD method uses
context disambiguation graph and CSD examples better than TorMd but less than
HowCSD. This shows that the method of word sense disambiguation based on
HowNet and CSD can effectively improve the effect of word sense disambiguation.

4 Conclusion

This paper proposes a word sense disambiguation method based on graph and
knowledge base. After dependency parsing of the given ambiguous sentence, the
context dependency graph is obtained, and then the context knowledge can be got;
use HowNet and the context knowledge to construct the context disambiguation
graph; dependency parsing of the examples in HowNet, to get the example
dependency graph; get the dependency disambiguation graph by means of the
context dependency graph and the example dependency graph; combine the context
disambiguation graph and the dependency disambiguation graph, to run graph
algorithm to get the right sense for the target ambigous word. The experimental
results show that HowCSD can effectively improve the performance of word sense
disambiguation.
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Prediction of GDP Carbon Emission m)
Based on Grey Model and Neural G
Network

Feng Zhang, Huihuang Zhao, and Manimaran Ramasamy

Abstract In order to improve the prediction accuracy of Gross Domestic Product
(GDP) carbon emission, combining the advantages of grey prediction and neural
network, a discrete grey neural network prediction model named DGMBP is
established. This model not only has the advantages of less data sample and larger
development coefficient range of GM 1,1 model but also combines the advantages of
neural network to deal with nonlinear data sample. Taking the GDP carbon emission
data of China, India, the United States and the European Union as an example, the
prediction results obtained are stable, and the accuracy of the prediction data is over
95%, which is much higher than that obtained by the linear regression equation and
the logical regression equation. Finally, the carbon emission of GDP in 2020-2030
is predicted by using this model.

Keywords GDP carbon emissions - Grey prediction - Neural network

1 Introduction

The theory of grey system was put forward by Professor Deng Julong in 1982.
The object of study is a small number of samples with “part information known,
part information unknown”. The main purpose is to extract effective information
from known information and to make scientific predictions about the unknown [1,
2, 3]. Grey prediction model is one of the most active research directions in grey
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system, including the model of GM (1,1), the model of DGM (1,1), the model of
DGMC (1, N) and so on [4, 29, 30]. At present, many scholars in many countries
and international organizations are studying the grey prediction technology, which
has been accepted by more and more people and widely used in agriculture,
industry, military and other fields [7, 8, 15, 21, 24, 25]. For example, it is used
to forecast the total yield in China’s grain development decision-making, to make
the best irrigation decision in each place and to add the grey system software to
the Management Software Library of IBM as a global service [24, 24]. Use of
the grey prediction model has many advantages: data samples larger than or equal
to 4 can be modeled and the modeling process is easy to understand [9, 11, 14].
However, the grey prediction model has some defects, and it is not ideal for data
with large fluctuation. Therefore, in order to get more accurate results, other models
are needed.

The neural network model was first proposed by McCulloch and Pitts in 1943
[13, 18]. Neural networks can process data in parallel and complete nonlinear
mapping. It has played an important role in processing inaccurate and incomplete
knowledge in the acquisition of information in complex nonlinear systems [19].
In recent years, the research of neural network has attracted the attention of all
countries in the world. At present, the application of neural network is more
extensive than in the past, and there is a breakthrough in the field of control and
decision. For systems with simple data but complex input-output processes, the
neural network model works well but requires a sufficiently large data set.

The combination forecasting model of gray neural network emerged in the
1990s. Because the combination forecasting model complemented each other and
made up for the shortcomings of the gray forecast and the neural network model,
the combination forecasting model has been developed rapidly [26, 27]. So far,
some results have been achieved in combination forecasting methods, such as
the combination of grey system and regression line moving average model, grey
Markoff process, grey Support vector machine model, cluster analysis and neural
network [22, 28]. Chen Shuyan and Wang Wei forecast the real-time traffic volume
of cross-section motor vehicles on the Beijing-Shijiazhuang expressway by using
the combination of the grey system theory and the artificial neural network, the
prediction results obtained with a single model are accurate [12].

2 Related Works

With the continuous development of gray prediction models and neural networks,
many researchers at home and abroad have begun to explore the combination of
other prediction models, and the research models and methods are also different.
Sallehuddin R, Shamsuddin SMH, Hashim Szm, et Al. proposed a time series data
forecasting method based on grey relational neural network and autoregressive
moving average model to forecast national wealth and income under the influence
of multi-factors [5]. Karamouz M, Razavi S, Aragejad S used the time lag recurrent
neural network method to predict long-term seasonal rainfall [6]. Hsu LC and Wang
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CH use grey multivariable model and grey correlation analysis to predict the output
of integrated circuits [10]. Hamzacebi C, Akay D, Kubay F compare the direct
and iterative neural network methods in multi-period time series [16]. Nai-ming
Xie, Si-feng Liu present a discrete grey optimization prediction model [16]. Tsaur,
Ruey-Chyn used fuzzy gray regression model to analyze and predict limited time
series data. Mehdi Khashei, Seyed Reza Hejazi and Mehdi Bijan proposed a time
series forecasting method based on neural network and fuzzy regression model [17].
Mehdi Khashei, Seyed Reza Hejazi, Mehdi Bijan proposed a time series prediction
method based on neural networks and fuzzy regression models [20]. Li Bin, Xu
Shirong et al. established an optimization model, which used the effectiveness of
the forecasting method as an optimization index to solve the weight coefficient of
the combined forecasting model [23].

Luo Dang, Shi Yanan, et al. use the results predicted by the GM(1,1) model as the
input of the BP neural network, and at the same time the actual value as the output,
obtains each hidden layer node’s weight value and the threshold value through the
training to the data set, then construct the network, and use the prediction result of
the GM(1,1) model as the input of the neural network, and perform the simulation
to output the predicted value. The gray BP neural network model was established
[29]. The grey BP neural network model is established. Wu zhi-zhou and others use
the series-type grey neural network forecast model to compare the forecast results
under different time intervals and apply it to the point speed forecast of real-time
traffic volume, which improves the accuracy of the point speed forecast [30]. He
Qingfei and Chen Guiming used the trapezoid formula of numerical integration
to construct the background value, improved GM(1,1) and RBF neural network,
formed a new series-type grey neural network model and applied it to predict the
life of gear pump [31].

Based on the literature, we understand that there are many models for studying
carbon emissions, of which the grey prediction model and neural network prediction
model are the most widely used. The gray prediction model has high precision
and fast calculation ability for data with small calculation amount and small
number of samples. The neural network prediction model has strong nonlinear
fitting ability and can accurately predict data with irregular changes. Therefore,
this paper combines the advantages of the two to ensure the speed of the forecast
while ensuring the accuracy of the forecast data. First, we use the GDP carbon
emissions data of 2004—-2014 to forecast the GDP carbon emissions data of 2015—
2018. After analyzing the error between the data and the original data, we determine
the accuracy of the model and then predict the GDP carbon emissions of China,
India, the United States and the European Union from 2020 to 2030.

In this paper, we propose a model named DGMBP, which is used for data
prediction and testing with high accuracy. The main contributions of this paper are
summarized as follows:

* A novel model named DGMBP for predicting world’s GDP carbon emissions
is proposed. We found that few researchers currently focus on the prediction of
GDP carbon emissions. The GDP carbon emission is defined as carbon emission
per capita/GDP per capita.
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e A neural network model is designed for the proposed model solution. Our
experimental model combines the advantages of grey prediction and neural
network. It not only compares the existing data but also predicts the data. The
accuracy of the GDP carbon emission prediction is more than 95%.

It is of great significance to predict the value of GDP carbon emissions. At
present, countries in the world are advocating energy conservation and emission
reduction. The GDP carbon emission index can fully take into account the different
national conditions of the world, so as to distribute the tasks of each country more
equitably.

3 Model Construction

3.1 Design of GDP Carbon Dioxide Emissions Prediction
Model

The DGMBP is based on a GM (1,1) prediction model which uses the grey
prediction; note so(k), where k = 1,2,3, ..., n. Note s(O)(l) here for the first year
and build the following model.
At first, set the known reference data as s©© = {s(O)(l), 502),s3), ..., 50 (n)}
Add the sequence s*) once to generate the following vector

s =[50, s0@,500), sV (1)

n
where, s (k) = Zs(o)(i) k=1,2,3,---,n )
i=1

Generate a sequence by averaging,
O gy - g L gy Lo
AV (k) :a (k):zs (1)+§s k+1, k=1,2,---,n,

Then, AV = [aD(2),aV(3), ...,aP(n)]
And create an albino differential equation,

ds®
— +zsPV) =y 3)

In the formula, z is the development coefficient, and its size reflects the
development trend of the sequence, and y is the amount of gray action, which reflects
the relationship of data changes.

To find the values of the parameters z and y.
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If v = (z,y)" for reference column,

_% [(P2)+sD3)] L1 —aM @), 1 s©(0)
Let D — L@ +sD@)] 1 a3, 1 SO
et D= . . = . ) = )
_ % [5(1)(n)+s(1) (n+1)] o1 —aMn), 1 sO )
“4)

then the least square method is used to obtain,

R (6) _ (s,, - D3>T (s,, - Dﬁ) )

Reaching the minimum value,

0= [ﬂ = (DTD>7]DTS,1 (6)

Solving the above differential equation gives,

M
A (k—}—l):(s(l)(l)—Z)e_Zk—kX, k=1,2.3--.n %)
Z Z

3.2 Design of Neural Network Prediction Model

Back propagation (BP) neural network is a kind of feedforward neural network,
which is made up of a large number of neurons. The strength of the connection
is represented by the weight of the neurons in each layer. The BP neural network
model designed in this paper is shown in Fig. 1.

The network model includes input nodes, output nodes, and two hidden-layer
nodes. Nodes belonging to the same layer have no connection. The input signal
passes through each hidden layer node in turn from the input node and is transmitted
to the output node. Each output node only affects the output nodes of the next layer.
In the network learning process, the learning rules of the steepest descent method
are used to continuously modify the weights to obtain the best output.

Back propagation algorithm steps:

According to the description above, we propose a DGMBP algorithm for
predicting GDP carbon emissions. The algorithm is as follows:

1. Enter M learning examples (Ax, Z}), k = 1,2,3,...M.
2. Building a BP network structure.
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Input Hidden Hidden Output
layer layer layer layer

|[al“(].).am(Z},....um{](}] | ’@

[alzl(l).‘a(gl(z)‘ i .‘G{QJ(K }]

[d“°A),d"Q2),...,d" (K)] |—

[@Y@),a®(2),...,a®(K)] |—

Fig. 1 Design of neural network model

Determine the number of network layers L > 3 and the number of nodes in
each layer. The length of Ay and the nodes of the network input layer are n, and
the length g of the learning instance output vector Z; determines that the nodes
of the network output layer are g; the number of nodes in the /th layer is n(l).
Define the connection weight matrix of each layer, and the connection weight

. o) _ (1)] _
matrix of Ith layer to (/ 4+ 1)th layer is S/ = [Sl.j B+’ I=1,2, ...,
L—1.

3. Enter the allowable error ¢ and learning rate 7, the number of initial iteration
calculations = 1 and the learning instance number k£ = 1.
4. Take the k-th learning example (A, Z}), Ax = (aw,asx....am), Z; =
(e e -+ ) -
5. The forward propagation calculation is performed by Ay.
Calculate the output of each node of the input layer: Ri- c=f (x jk) , (=1,
2,...,0).

(-1

)
n
Calculate the input and output of each layer by layer: Tj(,l() = ;1 sl.(Jl._l) Rl.(,l(_l)

b}

1 [ .
RY = ¢ (Tj(k)), (I=1,2, ..., Lj=12 ...10).

6. Calculate the error of each output node of the output layer (Lth layer):zjx =
2
I ;
RY Uk =425 —2i) G=1.2..om).
7. If there is Uy < e(j = 1,2,..,m), for any one of the M learning instances &,
the learning process ends; otherwise, the error back propagation needs to be
performed to modify each connection weight matrix.

8. Error back propagation calculation: modify the connection weight matrix from
the hidden layer at the (L — 1)th layer to the output layer to:
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O _ * . ’ Y. =Dy _ o oU+1D) ()
ik = — (ij - ij> f (Tjk ) s Asy ) =ndy Ry

<’ Da+1)= " “(z)+As" Yoy j=1,2,....m; i=1,2,...,n0D

and modify the connection weight matrix connecting hidden layers layer by
layer in reverse:

nl+D

/ l +1) [ -1 +1)
5;]3_ (())ZB( )() ( )(t)_ng( )R()

siV e+ =50+ asi

(l:L—l,...,Z,l; j=12....00; i=1,2,... 00D

9. k=k+ I(modN), t=1t+ 1, Go to step (4).

3.3 Prediction Model of DGMBP Based on Combination
of GM(1,1) and Neural Network

The realization of DGMBP model is to input training data into GM(1,1) model for
fitting prediction and then to take its output as the input of neural network model. A
brief flowchart is shown in Fig. 2.

3.4 Testing of DGMBP (Discrete Gray Model with Back
Propagation)

In order to measure the performance of DGMBP, the terms of standard deviation
ratio and small error frequency are used [12]. The standard deviation ratio is defined
as

U=— (8)

where 7} = \/% f (s©@ @) —§<°>)2, L= |1 f (e(i) —2)%, e(k) = sO k) —
i=1 i=1

VAN n n
sO@),e=13 e@)ands® =13 sOq).
i=1 1
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Fig. 2 The flowchart for
DGMBP Preprocessed data

Establish

GM model

Input the fitting
value

Input Hidden Hidden Output
layer layer layer layer

Neural Networks

Output

The small error frequency is defined as
R =r{le(k) —e| < 0.6745T} 9)

Based on the accuracy-level division shown in Table 1, the accuracy level of
DGMBP is judged. The smaller the value of U is, the smaller the 7'1 is compared
with the larger T'1. The larger the T'1, the larger the original data dispersion, and
the smaller the 72, the smaller the dispersion of the prediction error. The larger the
value of R, the better. A large value of R indicates that the error is relatively small
and the probability of the model is high.
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Table 1 Classification of standard of accuracy grade

Model

accuracy level | Disqualified (level 1) | Barely qualified (level 2) | Passed (level 3) | Good (level 4)
R <0.7 >0.7 >0.8 >0.95

U >0.65 <0.65 <0.5 <0.35

Table 2 2004-2014 GDP carbon emissions for four regions (value units * 1074

Year 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014
China 259 245 229 189 |15.6 |149 |13.6 |12.1 |11.1 10 | 9.1

India 159 | 154 136 | 11.7 13 112.7 1103 | 9.6 |11.1 11 |10.8
United States 5| 48 | 43 | 42 | 41 38 | 37 | 36 | 33 | 34 33

European Union | 3.1 328 24| 22 22 | 23 21 | 22 2 1.9

Table 3 Data predicted by Country 2015|2016 2017|2018

DGMBP model (value -

units*10-4) China 73852 | 6.6576 | 6.0513 | 5.6353
India 9.5687 | 9.4089 | 9.3180 | 9.2622

United States 3.0558 |2.9656 |2.9128 | 2.8803
European Union | 1.8035 | 1.7619 | 1.7450 | 1.7419

4 Experiment

In this paper, the per capita GDP and carbon emissions of China, India, the United
States and the European Union from 2004 to 2014 are used as the original data to
calculate the GDP carbon emissions, and the GDP carbon emissions from 2015 to
2018 are used as the test data. Data from the World Bank database are shown in
Table 2 and the data characteristics show a downward trend, but there are a few
outliers, as shown in Table 2.

4.1 Experimental Data

Input the data from 2004 to 2014, use GM(1,1) for data fitting, take the fitting data
as the input of the neural network prediction model, forecast the data from 2015 to
2018, and calculate the accuracy of the prediction data. The forecast data for 2015—
2018 are shown in Table 3. The overall trend in the image is shown in Fig. 3. The
blue part of the curve is the original data and the red part is the prediction of the
data.
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Fig. 3 2004-2018 GDP carbon emission curve for four countries

4.2 Analysis of Experimental Results

In order to verify the validity of DGMBP in predicting regional GDP carbon
emissions, a comparative experiment was carried out with linear regression equation
and logistic regression equation.

As can be seen from Table 4, by comparing the data accuracy of China, India,
the United States and the European Union, it can be found that the DGMBP model
has relatively low prediction error and good prediction stability in predicting the
data of these four groups, it’s over 95% accurate. However, the accuracy of the data
predicted by linear regression equation and logical regression equation fluctuates
greatly, and the stability of prediction is poor.

4.3 GDP Carbon Emission Forecast

Next, we try to use DGMBP model to predict the trend of GDP carbon emissions
around the world. From 2020 to 2030, the GDP carbon emissions of China, India,
the United States and the European Union will decrease year by year. As shown in
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Table 4 Comparison of accuracy of different methods

Methods

Linear regression equation Logistic regression equation DGMBP
Country 2015/ 2016, 2017 2018 2015/ 2016/ 2017/ 2018 2015/ 2016/ 2017 2018
China 0.7810.59|0.43|0.25 0.66 | 0.65| 0.60| 0.55 0.970.98 0.95| 0.95
India 0.82/0.83/0.89|0.77 0.98/0.91/0.80|0.87 0.99/0.99 0.99 | 0.96
United States | 0.980.99|0.96 | 0.89 0.81/0.76/ 0.73| 0.67 0.99/0.99 0.98 | 0.95
European Union| 0.830.78 | 0.76 | 0.79 0.95/0.94/0.91|0.82 0.99/0.990.99 | 0.97

Amongthe several methods compared, the DGMBP model has the highest prediction accuracy that
is the prediction effect of the model is relatively good.

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030
e Ching === |n(lia ==@== SA ==@==F|)

Fig. 4 Prediction of data of 2020-2030 by DGMBP

Fig. 4, Chinese GDP carbon emissions have fallen by the most and the fastest in the
past three decades.

5 Conclusions

In this paper, the DGMBP model is used to forecast the carbon emission data of
GDP from 2015 to 2018. The forecast accuracy is above 95%, which is higher than
that of linear regression equation and logistic regression equation, and closer to
the real data. Then, DGMBP model is used to forecast the GDP carbon emission
data of China, India, the United States and European Union from 2020 to 2030.
The experiment found that China’s GDP carbon emissions will decline faster in
the next ten years, which is consistent with the Chinese government’s promotion of
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a low-carbon economy. Under the guidance of sustainable development, minimize
carbon dioxide emissions and achieve a win-win situation of economic and social
development and ecological environmental protection. DGMBP model can provide
theoretical support for the realization of low-carbon economy and quantitative basis
for the establishment of ecological compensation mechanism.
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Automatic Optimization of YOLOvV3 m)
Based on Particle Swarm Algorithm ik

Min Hu, Jie Yuan, Xinzhong Zhu, Dongmei Wu, and Gao Hao

Abstract YOLO (look once at a time) is a target detection method of deep learning,
which has achieved great success in image classification and localization and
has been widely used. YOLOV3 is the third version of YOLO. Compared with
previous versions of software, YOLOvV3 employs a better basic network (ResNet)
and classifier in the network structure. It also uses multi-scale functions for object
detection. For a neural network, the setting of hyperparameters is one of the
important factors that determine the performance of the model. The hyperparameter
of YOLOs is manually designed by experienced researchers. This process requires
researchers to constantly turn parameters to enhance network performance and the
experimental process is clueless. This chapter presents a method of particle swarm
optimization combined with YOLOvV3 for automatic parameter tuning. According
to the optimization idea of particle swarm algorithm, the optimal hyperparameter
is taken as the search target of particle swarm algorithm. Based on a series of
comparative experiments, we can prove on the VOC dataset that the YOLOV3
network optimized by PSO achieves higher accuracy than the YOLOv3 network
model before optimization.
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1 Introduction

Like other neural networks, the detection performance of YOLOv3 largely depends
on the settings of its hyperparameters. In the past, neural networks were tentatively
designed by researchers. They tended to pay more attention to the architecture and
framework of the network, while ignoring the selection of hyperparameters. In fact,
with the development of evolutionary algorithms, neural networks and evolutionary
algorithms are getting closer and closer. Many researchers study how to automati-
cally identify appropriate network parameters. Evolutionary algorithms are widely
used due to their high robustness and wide applicability. Evolutionary algorithm
is the general term for a group of algorithms with different ways of expressing
genes [1]. Particle swarm optimization is a typical evolutionary algorithm, and they
show a more significant effect on finding the optimal solution of complex problems
encountered with traditional calculus and exhaustive methods. Therefore, the field
of neural networks and evolutionary algorithms is widely studied, which has been
carried out for decades.

With the development of intelligent computing, the evolutionary algorithm
combined with the method of optimizing neural network has also made new
breakthroughs, which greatly improves the performance of the original neural
network, i.e., the chaotic particle swarm algorithm and the differential evolution
algorithm. Researchers apply evolutionary algorithms to dynamically select weights
during network training or adjust network characteristics to meet specific needs.
For example, many scholars combine the reverse propagation algorithm with the
evolutionary algorithm. The improved algorithm not only inherits the reverse
optimization characteristics of the backpropagation algorithm but also inherits the
overall optimization characteristics of the evolutionary algorithm. For example,
the particle swarm algorithm searches for the optimal hyperparameters, which
significantly improves the performance of the network.

YOLOV3 is an end-to-end object recognition and location algorithm. Its notable
feature is that it runs very fast and can reach the standard of real-time detection
[2], which has shown its significant advantages in many practical engineering
applications and has been practically applied. Object detection tasks include
determining the location and category information of objects in the image. However,
the accurate realization of the YOLOv3 detection function requires the support of
appropriate network hyperparameters, since hyperparameters or network structure
parameters show a great influence on the weights obtained by network training.
However, the number of network structure parameters and hyperparameters are
numerous. It would be inaccurate and time-consuming to rely on the judgment of
prior experience [3]. The wide application of target detection and the increasing
requirements for accuracy may often increase the burden of researchers. It is
obviously difficult for a researcher to constantly waste time trying to find the best
YOLOv3 hyperparameters.

Therefore, more and more evolutionary algorithms combine with neural net-
works to automatically find optimal values of neural structure and hyperparameters.
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For example, Sun et al. used Particle Swarm Optimization (PSO) and Bacteria
Foraging Optimization (BFO) to solve the problem of insufficient fitting in the
target detection Regional Proposal Network (RPN). BFO is used to optimize the
parameters in the SVM classification and PSO is used to optimize the loss function.
Sun et al. proved that the a and B values in the loss function will affect the sensitivity
of the function, and the parameters in the model will automatically find the optimal
value by PSO [4]. Compared with the traditional optimization algorithm, the particle
swarm optimization algorithm has simple operation and fast convergence speed, and
it will be easier to obtain the optimal hyperparameters of the network.

Sun et al. [5] proposed a large-envelope parameter adjustment wavelet neural
network control method, in which the particle swarm algorithm is used to realize the
adjustment of the large-envelope gain parameter. The simulation results show that
the designed wavelet neural network can ensure the control effect and the stability
of the system under the condition of untrained equilibrium state with 20% modeling
error. And when the aircraft parameters change greatly with the flight status, it still
has better control performance. Wang et al. proposed an improved CNN algorithm
combining discrete particle swarm optimization and dropout method. To solve
the problem of possible gradient explosion and overfitting of the CNN algorithm,
the parameters to be trained in PSO algorithm are optimized as particles, and
the updated parameters are used for the forward propagation of CNN algorithm,
adjusting the network connection weight matrix iteration until the error converges
and stops the algorithm. At the same time, comparatively, a dropout layer is
added between the output layer and the fully connected layer to prevent co-fitting
by making other hidden units unreliable. The recognition rate has been greatly
improved with good robustness. Finally, by comparing with the improved WCNN,
MLPNN and SVM-ELM algorithm in the data set MNIST and HCL200, the PD-
CNN algorithm is higher in recognition rate and convergence speed than the other
three algorithms, which proves that the improved algorithm is correct .

This paper applies YOLOV3 algorithm into the image detection and classification
problems on the VOC dataset and uses the particle swarm algorithm to find the
best hyperparameters suitable for YOLOv3. Hyperparameters such as momentum
and learning strategy will affect the accuracy of algorithm detection. We propose
and verify this method on the VOC2007 and VOC2012 data sets. This method can
automatically search for the best hyperparameters suitable for the YOLOV3 net-
work. This chapter is organized as follows: Sect. 2 briefly reviews YOLOv3; Sect.
3 introduces the particle swarm algorithm; Sect. 4 describes the implementation of
the experiment; and Sect. 5 summarizes this research work.

2 A Brief Review on YOLOvV3

YOLOVS3 is the third-generation version of the YOLO (look only once) series of
networks, which is also an end-to-end algorithm used to solve the two problems
of location and classification — it solves the regression problem from training to
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prediction. At the same time, the location and classification information of the
target in images can be predicted. In terms of network design, YOLOV3 is different
from RCNN, fast RCNN, and faster RCNN. YOLOV3 converts the target detection
problem into a loss function regression problem. After inputting the RGB picture
to the network, the pre-trained weights can be used to predict the location and
category of all objects and the objects’ confidence probability. Algorithms such
as RCNN divide the problem of classification and positioning into two steps. One
is the object category and the other is the resolution of the bounding box. Unlike
them, YOLOv3 does not have a process of searching for regional proposals, so its
training and prediction are end to end [6]. RCNN and fast RCNN use a selective
search method to obtain an initial candidate area, which includes areas where the
target may exist in the picture. This selective search method is free from network
interference. The difference between faster RCNN and the former algorithm is
that it uses RPN (Regional Proposal Network) instead of the former’s selective
search module. The RPN network uses softmax to determine the fit between the
obtained anchor and the actual target, so as to analyze whether RCNN or faster
RCNN requires two steps to complete target detection. This is one of the biggest
differences between the above networks and the YOLOvV3 network. YOLOv3 draws
on the GoogleNet classification network structure. Instead of the inception module,
it uses the convolutional layers of size 1 * 1 and 3 * 3 respectively. The existence of
the convolutional layer is to unify cross-channel information. In addition, modified
on the basis of the loss function of YOLOV2, the biggest change in YOLOV3 is to
replace the classification loss with bipartite cross entropy, that is, the network output
S*S* @B *5 4 C) size vector. S, B, and C represent grid size, box size, and the
number of types, respectively.

The YOLOV3 network structure (Fig. 1) uses a full convolutional layer. In
the figure, DBL is the smallest component of the network structure, Res is the
residual network module, and Concat is the channel-dependent module. On the
basis of Darknet-53, YOLOV3 outputs three feature maps of different sizes through
up-sampling and Concat operation, corresponding to deep, medium, and shallow
features from top to bottom, realizing the fusion of deep and shallow features [7].

3 The Proposed Particle Swarm Optimization

3.1 Overview

Particle swarm algorithm is a biological heuristic method in the field of compu-
tational intelligence, and it is a kind of evolutionary algorithm. The idea of the
algorithm originates from the predation behavior of birds. When birds are preying,
the simplest strategy to find food is to search for the bird closest to the food. The
abstract analogy of birds to particles is the same. The particle swarm algorithm
uses the disorder in the particle space to continuously update the position of the
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Fig. 1 YOLOV3 network structure

particles, forcing the particles to constantly approach the optimal value, so as to
obtain the optimal parameters with the highest fitness function. Give a set of random
solutions at the beginning of the algorithm and then search for the best value through
an iterative method [8]. Compared with other evolutionary algorithms, particle
swarm algorithm is easier to implement. In reality, a large number of problems
can be converted into function optimization problems, so optimization algorithms
are widely used. The particle swarm algorithm can achieve efficient optimization
of high-dimensional complex functions [9]. The fitness function of the particle
swarm algorithm is determined by the optimization function, and the speed of each
particle determines its update direction. The general flowchart of the particle swarm
algorithm is shown in Fig. 2.

In this paper, a training experiment of YOLOV3 is performed on the VOC data
set, and the loss function value of the network under the same number of iterations
is used as the individual’s fitness score. After multiple rounds of iteration, partial
optimal values (pbest) and global optimal values (gbest) are obtained and their
corresponding hyperparameters are saved [10].

3.2 Hpyperparameter Initialization

The particle swarm algorithm first randomly sets a group of hyperparameters within
the limited range as shown in Table 1 and feeds them to the network for training
to obtain the loss value [11] — the loss value is the fitness function value — and
the parameter corresponding to the best fitness value is recorded. In each iteration,
the particles keep optimizing in the direction of these two parameters, and the
new parameters obtained are fed to the network in turn and iteratively keeps
updating these two parameters until the end of the iteration. Figure 3 shows the
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hyperparameters of YOLOv3 and the corresponding original parameters that need
to be optimized in this paper.

In Fig. 3, LR represents learning rate, MO represents momentum coefficient,
and BI represents “burn in.” When the number of iterations is less than “burn in,”
the learning rate is updated in one way and when it is greater than “burn in,” the
policy update method is used. ST1 and ST2 are Stepl and Step2, respectively.
When iterating to Stepl and Step2, the learning rate will be reduced to one-
tenth respectively. According to the past experience of neural network image
classification, the range of hyperparameters is limited (see Table 1). The purpose of
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this is to prevent the particle swarm algorithm from being too large when searching
for updated parameters and causing the loss function to fail to fit. The particle
swarm algorithm first generates random numbers in the range to obtain the initial
parameters and then iteratively updates the parameters according to some rules
(described below) to create the YOLOV3 architecture [12].

The overall structure of YOLOV3 is composed of alternating combinations of
convolutional layers and pooling layers [13]. In addition, when initializing particles,
the number of particles (total number of search particles) and the particle search
dimension (the number of hyperparameters to be optimized) must be determined in
advance. Then, give each particle an initial location and velocity within the range.
The rules for creating YOLOV3 architecture for selected hyperparameters are as
follows:

¢ When the YOLOvV3 model is first trained, the initial value of LR is 0.001.
Generally, the range of LR is between 0.001 and 0.1. As the number of iterations
increases, the learning rate is reduced to accelerate the convergence of the loss
function. Throughout the training period, the learning rate from the start to the
end of the training should be reduced by one hundred times the initial value.

» Batch represents the number of samples of a batch of training samples [14]. The
parameters are updated for every batch of samples to ensure training speed and
computing power. Generally, 8 or 64 is selected.

* With the training iteration, the loss function will converge slowly in the iterative
process at the later stage of the training. Momentum can better solve this problem
[15]. The range of momentum is generally 0.85 to 0.95, and the momentum
cannot be greater than 1.

*  When the number of iterations reaches burn_in, the update method of the learning
rate will be changed. The initial network value is 500, and the range is limited to
400 to 700.

* When iterating to Stepl and Step, the learning rate will become one-tenth of
the original, which is initially set to 400 and 700, respectively, and the range is
limited.

3.3 Brief Description of Algorithm Formula

The particle swarm algorithm first generates initial values through random numbers
and obtains the corresponding fitness function values through the initial values. With
continuous iteration, partial optimal value and global optimal value are obtained by
comparing the size of fitness function. The partial optimal value is referred to as
pbest and the global optimal value is referred to as gbest. The particles will search
for the optimal value along the direction of these two optimal values and iteratively
update according to the following formula [16]:
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si = w*s; + cl s« rand () * (pbest;-I;)

1
+ 2 xrand () * (gbesti — l,~) M

li=1 +s; (2)

Where, [; is the current hyperparameter, s; is the current hyperparameter adjust-
ment direction, w is the inertia weight, and gbest and pbest are the global optimal
number and the local optimal number, respectively. rand() is a random number
between 0 and 1. c1, ¢2 are learning factors, usually ¢l = ¢2 =2 [17].

3.4 Fitness Function

The loss function of YOLOV3 is taken as the fitness function of the particles.
Because a lower loss function value is required, the fitness score is in reverse order.
The hyperparameter corresponding to the smallest loss function value is the global
optimal parameter.

3.5 Particle Tuning Iteration

With continuous iteration, the fitness function value of all particles is obtained in
each iteration, and the fitness value of each particle is compared with the previous
particle in turn and the smaller value is selected. Then, find an optimal individual
from each iteration of the particle swarm and an optimal individual in all iterations.
Put the above two particles into the particle update formula of the next iteration, that
is, search for more excellent parameters along their directions [18].

Randomly select a hyperparameter and update the speed direction from the range
of the selected hyperparameter. In each iteration, the fitness value of each particle
is compared with the current optimal parameters [19]. If this particle is better,
use it as the current best position (pbest) and update gbest in the same way. The
iteration termination condition selects a value according to the range of the set
hyperparameter and is usually selected as the maximum number of iterations so
far or the best position that is searched by the particle swarm so far to meet the
predetermined minimum fitness function value.
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4 Experiment Implementation

4.1 Dataset

The experiment in this article uses the official data set of VOC2007. VOC contains
two types of label data: detection and semantics. All of the data have detected labels
and some also include semantic labels. VOC datasets are currently widely used to
judge the performance of a network algorithm. Many researchers have reported their
performance on these data sets. The data set objects include 20 categories, including
9963 labeled images, which consist of three parts — train, validation, test — and
24,640 objects are labeled [20].

4.2 Experimental Facility

In this experiment, all training on YOLOvV3 uses the network architecture of the
YOLO official website. We use Nvidia Geforce 2080TI to run our experiments
to adjust the hyperparameters of YOLOv3 and always maintain the unity of the
hardware.

4.3 Obtain Optimal Hyperparameters

This paper mainly introduces a method of iteratively obtaining the best hyperparam-
eter combination of YOLOV3 network structure using particle swarm optimization
algorithm, so as to obtain a lower loss function value and accuracy [21-24].

The initialization parameters of our particle swarm algorithm are set as follows:
the maximum iterations is 10, the number of initial particles is 10, the search
dimension dim = 5, initial inertia weight w = 0.8, ¢l = 2, and ¢2 = 2.

The experiment uses particle swarm optimization to optimize some YOLOvV3
hyperparameters, while other hyperparameters (such as normalization) remain
unchanged. In fact, in order to ensure that in a training process. These hyperpa-
rameters to be optimized need to be iterated within a limited range.

In this experiment, the number of particle swarms is 10, the number of iterations
is 10, the parameters to be optimized are 5, and the loss function of YOLOV3 is
selected as the fitness function. After each hyperparameter adjustment, feed the
hyperparameters into the YOLOv3 network for a complete training. The initial
number of iterations of YOLOV3 is 520,000. Since it is found in actual experiments
that the model has basically converged after 1000 iterations, very large training
iterations will only consume computing resources, so the training period of this
experiment is set to 1000 iterations.
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4.4 Experiment Results

We propose the particle swarm algorithm to optimize YOLOv3 hyperparameters.
This is a method that is different from the traditional method. The main purpose
is to automatically search for the optimal hyperparameters suitable for the network
and ultimately improve the detection performance of the network. The experiment
verifies the effect of the experiment through the general VOC data set.

In this experiment, the number of particles is 10. First, randomly generate the
location of 10 particles within the range as shown in Table 1 and put the initial
hyperparameters of the 10 particles into YOLOV3 training to obtain a set of initial
local optimal values. Then, after the first iteration, according to the particle swarm
formula (see formulas (1), (2)), a set of new hyperparameters of 10 particles are
obtained and they are put into YOLOVv3 for training again. If there is a better fitness
value, replace the parameter at the corresponding position. With this reciprocation,
after 10 iterations, a set of the latest local optimal values are obtained (see Table
2). With the iteration of particles, the particle with the best fitness function value
is called the global best particle, that is, the best hyperparameter at the end of the
experiment.

In order to demonstrate the advantages of combining particle swarm optimization
and YOLOv3 network integration and prevent data distortion caused by errors,
under the same experimental environment, the original hyperparameters and the
global optimal hyperparameters were fed to YOLOv3 five times respectively.
Comparing the five data with the network prediction after tuning, experimental
results (see Fig. 4) show that the global optimal hyperparameter has a smaller loss
function value. The calculated average loss function of the original data is 0.31554
and the average loss function after optimization is 0.1373. The prediction accuracy
has been greatly improved.

In the entire training, the experiment requires a total of 100 YOLOv3 1000
iterations of training. In the same experimental environment, it can be seen from
Fig. 3 that the YOLOV3 network combined with the particle swarm algorithm uses
more excellent hyperparameters to greatly improve the convergence speed of the
loss function. The function value is smaller under the same number of iterations.
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Fig. 4 The performance of original parameters and global optimal parameters in YOLOv3

5 Conclusion

We propose a deep evolution method to automatically discover the best hyperparam-
eter combination of the YOLOv3 model. Use the excellent performance of particle
swarm algorithm to find the most suitable hyperparameters to indirectly improve
the performance of the YOLOvV3 network. It not only decreases the labor cost of
the researcher to manually adjust the hyperparameters, but it is also more scientific
than manual adjustment of the hyperparameters rather than empirical. In this paper, a
total of five hyperparameters in the YOLOvV3 network are adjusted. The results of the
loss function after training show the loss function value is greatly reduced and the
detection accuracy is also increased. The experimental results, compared with the
original hyperparameters, show that use of the particle swarm algorithm to search
for the best hyperparameters suitable for the network can effectively reduce the
value of the YOLOV3 loss function, thereby improving the detection performance
of the network.
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Abstract This chapter proposes a face generation model based on contour mask
and matting, which can well control the distribution quality of generated images. In
the generated face model, a mask labeled with a face contour is input to ensure
that the generated face conforms to the distribution of the corresponding face
contour, and the distribution quality of the generated image is improved. Face
generation based on contour mask mainly considers the generation of contour
information provided by the mask and the generation of style information composed
of other parts of the face. In this chapter, masks are considered as two types of
semantic labels with face and background images. This guarantees the accuracy
of semantic contour features, and then performs detailed style processing on
faces to generate high-quality pictures. Therefore, the generator has both semantic
generation and meticulous style information. Finally, inspired by image matting, this
chapter improves the face generation model based on contour mask, adds matting
information to the input and constraints, and improves the generation effect of the
edge part of the face. By comparing with existing unconditional face generation
models and semantic label-guided face generation models on the same dataset, it is
found that our model proposed in this chapter performs better.
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1 Introduction

Traditional artificial intelligence technology has a wide range of applications in
virtual network resource management [1], anomaly detection for unmanned aerial
vehicles (UAVs) [2], and efficient image retrieval [3]. But in the field of image
generation, face image generation is a big challenge, and there are very wide
application scenarios. In recent years, research on related technologies of human
faces has been very hot. However, the lack of face datasets has also greatly restricted
the development of related deep learning technologies such as face detection,
and current dataset collection methods are difficult to guarantee the quality and
distribution of datasets. First, using GAN to generate faces can solve these problems
and face image generation can ensure that the number of datasets is large enough,
the generation of noise or mask is very simple and can be generated in batches.
Second, the distribution of the dataset can be guaranteed, because the generation of
noise and mask can be controlled.

Face image generation is different from street scene generation. It has higher
complexity, and face image generation requires stricter details. In this chapter, we
try to generate a face from a contour mask using a conditional GAN with large
constraint. To generate a face from a contour mask, first, the contour information of
the face is given to the network. Compared with the semantic label, the semantic
and location information of the detailed part is reduced. Secondly, with strong
constraints, the discriminator needs to determine the correspondence between the
mask map and the generated picture, that is, the generator needs to learn the
corresponding representation for each face shape (contour map). Inspired by image
matting, this chapter improves the face image generation model based on contour
mask, adds matting information to the input and constraints. On the premise of
ensuring that the generated face is realistic, the details such as hair have a better
generation effect.

The contributions of our method are as follows:

1. This is the first work that can generate a face image using only a facial contour
without any facial parts.

2. This chapter proposes a face image generation model based on contour mask,
which can well control the distribution quality of the generated images. In the
generated face model, a mask labeled with a face contour is input to ensure that
the generated face conforms to the distribution of the corresponding face contour,
which improves the distribution quality of the generated image.

3. Inspired by image matting, the face generation model based on contour mask is
improved. Matting information is added to the input and constraints. Under the
premise of ensuring that the generated face image is realistic, in the details such
as hair has a better generation effect.
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2 Related Work

2.1 DCGAN

DCGAN [4] Previously, convolutional neural networks were used for classification
tasks, which were difficult to apply to generative models and difficult to apply to
GANSs. DCGAN [4] determined the basic architecture of the convolutional GAN,
which is capable of stable training in most settings.

2.2 PGGAN

There are two problems with high-resolution image generation. One is that the
high-resolution image during training will enlarge the difference between the
training distribution and the generated distribution, thereby magnifying the gradient
problem. Second, due to the limitation of the existing memory, it is difficult to truly
implement large batch training, which causes the distribution of one batch to be
difficult to represent the distribution of the entire training set when the gradient of
a small batch is reduced, resulting in unstable training. In response to the above
problems, PGGAN [5] used progressive training for the first time to achieve the
transition from low resolution to high resolution. The progressive training method
can improve the stability and speed of training, thereby improving the quality of
training. For the first time, PGGAN [5] realized face image generation from noise.

2.3 StyleGAN

The traditional unconditional GAN image generation is essentially a parameter
space composed of network layer parameters to fit the distribution of the dataset. It is
impossible to control the generated image. StyleGAN [6] borrowed the idea of style
transfer and regarded image generation as constantly adding style to images. At the
same time, in order to better control the image generation, StyleGAN [6] generated
a style space to better decouple the style. The appropriate generation of the hidden
vector can be used to perform style fusion to control the image generation.
PGGAN [5] and StyleGAN [6] both solve the unconditional GAN problem, and
both start from a hidden vector to generate a high-definition human face. Constraints
generated by unconditional GANs are small. During training, the discriminator
only needs to determine whether the generated image meets the true distribution,
but since the real distribution is broad (real faces that humans can perceive),
the generator network parameters can more easily fit the real distribution. How-
ever, unconditional GAN is difficult to control the appearance of face generation
(although StyleGAN [6] can combine different faces through style fusion), and
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cannot guarantee the quality of image generation. In order to better control the
distribution quality of the generated image, this chapter proposes a face image
generation model based on contour mask and matting. In the model, a mask labeled
with the contour of the face is input. This ensures that the generated face conforms
to the distribution of the corresponding face contour so that the distribution quality
of generated image is improved.

3 Face Generation Networks

3.1 Architecture

Face image generation based on contour mask divides the face style information
into two types, one is the contour information provided by the mask, and the other
is the style information composed of other parts of the face. We consider generating
two types of information separately.

1. Contour information is equivalent to rough style. Inspired by conditional GAN
generation with semantic label graphs, we consider masks as two types of seman-
tic label graphs, one is a face image and the other is a background image. Similar
to the pix2pix [7] model, we use mask maps labeled with two types of semantics
as input to the generator, downsampling through convolution, expanding the
dimensions, and then continuously convolving to expand the information, which
ensures the semantics accuracy of contour features. In addition, pix2pix [7] can
learn some rough and medium styles with large parameters through convolution.

2. Face generation requires higher precision and fidelity, and the requirements for
detail style are more stringent. In the streetscape generation of pix2pix [7],
because there are many and simple categories, the details within the categories
do not change significantly, and they can be successfully generated. We need
to focus on the generation of detailed information (meticulous style) based on
pix2pix because face generation only focuses on one face category and there
are changes in details such as eyes, nose, eyebrows, and wrinkles. Refer to
StyleGAN [6] for detailed style added to the scale, and pix2pix [7] is three
times or four times downsampling of the picture, which is exactly on the scale
interval of the detailed style, so it can be convolved after downsampling. In the
process, we can add meticulous style information like StyleGAN [6].

Based on the above analysis, this chapter designs a face generation model based
on contour mask. The overall design diagram is shown in Fig. 1.
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Sugmaid

Fig. 1 Overall design drawing of face image generation model based on contour mask

3.2 Training

The specific training process is as follows:

1. Mask as a semantic label map is first sent to the discriminator with the fake
picture generated by the generator, and the discriminator predicts the fake picture
as a false loss L rakefake-

2. The mask is sent to the discriminator together with the real picture as a semantic
label map, and the loss Lyryerrue caused by the discriminator predicting the
real picture as true is obtained, and the result of the four-layer downsampling
convolution is saved.

3. The semantic segmentation map and the fake picture are sent to the discriminator
again to obtain the 10ss L farerrue caused by the discriminator predicting the
fake picture as true, and the result of the four-layer downsampling convolution is
saved.

4. Compare the two saved results with L1loss to calculate the detail loss Lgerqi-



76 X. Jin et al.

5. Train the generator and discriminator separately. The generator loss is: L, =
L faketrue + Ldetaii- And the detail loss Lgerqi; additionally trains AdaIN
and mapping network parameters once, and the discriminator loss is: Ly =
Lfakefake + Liruetrue-

4 Experiments

4.1 Datasets

The matting dataset used by the semantic human matting [8] algorithm is 34,000.
The dataset is mostly upper face of European and American people. It is mainly
color pictures with black and white pictures. In this chapter, the edges of the
matting dataset are modified, and the pixels marked as 0—1 regions are set to 1, and
34,000 mask datasets are successfully generated. In this chapter, 12,000 pictures are
selected as the mask dataset. For matting-driven face generation, this chapter uses
the matting dataset used by the artificial human matting [8] algorithm, and selects
11,000 pictures that are the same as the mask dataset as the dataset. The picture of
the dataset is shown in Fig. 2.

Fig. 2 Mask dataset display
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4.2 Implementation Details of Face Image Generation Based
on Contour Mask

In this chapter, LSGAN [9] is used for stable training. The specific experimental
parameters are a training batch of 8, initial learning rate of 0.0002, a total of 200
rounds of training, each round of learning rate drops by 0.1, and the optimization
algorithm used is Adam [10] Optimization algorithm, whose momentum parameter
is 0.5. In the loss function, 10 patchGAN losses are used, the perceptual loss uses the
contrast loss L1 of different layers of VGG [11], and VGG [11] uses a pre-trained
network. The discriminator loss composed of two parts accounts for 0.5, and the
generator loss composed of three parts accounts for 1/3.

4.3 Implementation Details of Face Image Generation Based
on Matting

It is the same as the mask-generated face generation model, but the difference is
the face generation loss function under matting guidance. The 6 patchGAN loss is
used, and the perceptual loss is the contrast loss L1, VGG [11] of different layers.
VGG [11] uses a pre-trained network. The discriminator loss remains the same
during the training process and consists of two parts, each with a ratio of 0.5. The
generator loss is divided into three stages during the training process. During the
training process before, during, and after the training, the coefficients of the overall
loss are 0.8, 0.5, and 0.4, while the coefficients of the loss of detail are 0.2, 0.5, and
0.6.

4.4 Experimental Results

In this chapter, the results of the face generation model based on contour mask
proposed are shown in Fig. 3, where the upper one is the input and the lower one is
the generated face.

As can be seen from Fig. 3, the mask-based face generation model proposed in
this chapter has a good generation effect. The generated face model has symmetrical
features of the face, such as eyes, nose, mouth, and other face parts generate a good
effect. And the details are very natural, achieving the expected goal.

We analyze and compare the trend chart of the loss function during training, as
shown in Fig.4. Compared with the loss chart of the previous model, the model
generator and discriminator confrontation process in this chapter is more ideal, and
the generator loss is closer to the discriminator loss, which indicates that the real
image is closer to the generated image, and at the same time, the discriminator loss
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Fig. 3 Face generation model effect based on contour mask
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Fig. 4 Facial training model training loss chart based on contour mask

floating on 0.5, the generation effect is ideal, this is because the model adds details
as a style, which makes the details clearer.

For face image generation based on matting, Fig.5 shows the experimental
results (the above is the face under the guidance of matting, the following is face
image generation guided by contour mask). As can be seen from Fig. 5, face image
generation based on matting guarantees that the generated images are realistic,
and has better generation effects in details such as hair while in mask-guided face
generation, hairline edge generation is stiff.
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Fig. 5 Face generation model generation effect based on matting

5 Conclusion and Discussion

Based on unconditional face generation and face generation guided by semantic
labels, this chapter creatively uses masks for conditional face generation. In the
high-definition face generation model based on the mask, this chapter injects nose,
hair, eyes, etc. as detailed styles. How to further distinguish the thickness and
granularity of these styles and explore where to inject are the next steps. For the
mask image with natural blurring defects at the edges, this chapter improves the
mask high-definition face generation model and designs a matting-guided high-
resolution face generation model. Finally, it is proved through experiments that the
generation effect is clearer and better in indicators than other generation models.
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Eye-Interface System Using )
Convolutional Neural Networks for St
People with Physical Disabilities

Keiichiro Kubo, Satoru Shibata, Tomonori Karita, Tomonori Yamamoto,
and Shenglin Mu

Abstract In recent years, lack of effective communication method is one of the
important issues that the people with physical disabilities, such as ALS (amy-
otrophic lateral sclerosis) face in social life. In this research we constructed an
eye-gaze input system based on an image processing method using a PC and a
web camera that are inexpensive and easy to install under natural light environment
without the risk of illness due to the use of infrared radiation. In our proposed
system, convolutional neural networks (CNN) is applied to improve the accuracy
for practical use. The CNN in this study estimates the gaze position on the monitor
screen from the image acquired from the web camera, and aims to obtain higher
accuracy than the conventional system by learning for specific individuals.

Keywords Eye-interface - Convolutional neural networks - Communication
assistance

1 Introduction

In recent years, one of the major problems for the people with disabilities in social
life is the lack of effective communication measures. In many cases, although the
information from caregivers can be understood by the carer-receiver, the ability
to convey intentions due to physical disabilities is not efficient. In order to solve
the problem, many interfaces have been developed to capture changes in human
gaze direction and to input characters to a computers for communication. EOG
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method, scleral reflection method, corneal reflection method, etc. have been reported
as useful gaze direction detection methods [1, 2]. It has been pointed out that
there is a risk of illness caused by irradiating the eyeball, and that a commercially
available gaze input device using infrared rays is expensive. On the other hand, some
approaches have been reported to process the image of the eyeball under natural
light and measure the gaze directions. Ochiai et al. employed blinking motion to
perform difference image processing with opening and closing motion of eyes. The
method is effective in detecting large changes in both eyes, and estimating the gaze
direction [3]. The method is designed to be used under natural light sources, with
no special device required, but there is a problem that the input accuracy is low
due to the complicated image processing to extract the eyeball. Meanwhile, several
studies have been reported on estimating gaze direction using a convolutional neural
network (CNN), which is highly evaluated in the field of image recognition. Kojima
et al. have proposed a method for estimating the head direction and gaze direction of
a group of pedestrians [4]. The system estimates the gaze direction in an image and
estimates the gaze direction based on the information. However, the gaze direction
to be estimated is limited to the horizontal direction.

In light of the abovementioned problems of the conventional eye-gaze input
system, we constructed a system that is inexpensive and easy to install with a PC and
a web camera. In the proposed system, we designed the mechanism for the subject to
use the eye-gaze motion to drive the cursor movement employing blinking motion as
items selection methods. Then, to improve the accuracy of gaze direction estimation,
we apply CNN to gaze input. The purpose of the CNN in this study is to determine
which point on the monitor screen is being watched from the input image, and to
improve the accuracy by learning.

2 Eye-Interface

Figure 1 shows the configuration of the gaze input system in this study. The user
is assumed to be a patient with heavy physical disability, and a monitor screen is
installed in the front direction where his/her face turns. A web camera is mounted
on the monitor screen to photograph the upper body of the user. The user’s face is
detected from the color image obtained by the web camera. A color image of the
user’s upper body is acquired in real time from a web camera, a face is detected
from the color image, and a range including both eyes is cut out. After a series of
process the image is applied as the input of CNN.

2.1 Face Detection

As experimental conditions, the user placed the monitor and web camera in front of
the subject with the distance of 600 mm as shown in Fig. 2. The subject’s face can
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Fig. 1 The system Monitor
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Fig. 3 Detected area in the
color image

be detected from the color image (1920 pixels wide x 1080 pixels high) obtained
by the web camera using the face detection function of Haar-like in OpenCV. When
a face is detected in the range, a rectangular drawing (red rectangle) is performed
on the face of subject, as shown in Fig. 3.
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Fig. 4 Detected area of eyes

Fig. 5 Rectangular area of
eyes after trimming

Fig. 6 Definition of area of
eyes

Fig. 7 Grayscale image of
eyes

Fig. 8 Histogram equalized
image of eyes

2.2 Eye Detection

With normalization on the obtained face image, both eyes include a rectangular area
of 320 x 80 pixels drawn between two points of (40, 110) and (360, 190) which can
be obtained as shown in Fig. 4. The area including both eyes is the position of the
eyes shown in Fig. 5. Then, the color image of both eyes obtained is converted to
a grayscale image. The results of the grayscale processing are shown in Fig. 6. The
histogram equalization process is performed on the grayscale images of both eyes in
Fig. 7. Detailed processing contents are shown in Eq. 1, and the results of histogram
equalization processing are shown in Fig. 8.

S(f(a,b)) . S(f(a, b))
AxB "B )(C 1) W
gla,b) =INT( -
| - min(Y @)
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f(a,b) and g(a, b) are the value of brightness before and after the processing,
respectively. S(f(a, b)) is the accumulative value until f(a, ). A x B is the total
number of pixels. C is the number of gradations of brightness (256).

3 Gaze Direction Estimation Using Convolutional Neural
Network

3.1 Convolutional Neural Network

Neural network (NN) is an information processing system modeling on the mech-
anism of the human brain neural circuit. It can be considered as a mathematical
model that has the learning ability and can automatically form the required functions
based on the samples presented. NNs can be used to express nonlinear input/output
characteristics by performing self-learning. Convolutional neural networks which
use the conventional filtering techniques are widely used in image processing. A
CNN usually consists of an input layer, a convolutional layer, a pooling layer, a
fully connected layer, and an output layer. In deep learning, the convolutional layer
and the pooling layer are repeated multiple times. The basic form is to form a deep
layer.

3.2 Proposed Convolutional Neural Network

The structure of the CNN used in this study is shown in Fig. 9. The details of it are
listed in Table 1. The input signal to the CNN is the image data obtained by the
processing so far, and the output layer is assumed to be a total of two coordinate
values (x, y) of the viewpoint on the monitor screen, and it is estimated where the
user is looking on the monitor screen.

Dropout

1024 O
O 2
40 * "B
! [ ]
10| o
16
O
Input Conv1 Pool1 Cov2 Pool2 FC1 Output

Fig. 9 Configuration of CNN
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Table 1 Details of the proposed CNN

Layers Specifications

Input layer Image size: 160x40; Channel: 1

Convolutional layer first Filter: 5x5x8; Activation function: ReLU; Stride: 1
Pooling layer first Size: 2x2; Type: Maximum pooling; Stride: 2
Convolutional layer second Filter: 5x5x 16; Activation function: ReLU; Stride: 1
Pooling layer second Size: 2x2; Type: Maximum pooling; Stride: 2
Fully-connected layer Unit: 1024; Activation function: ReLU; Dropout: 50%
Output layer Unit: 2; Activation function: Identity function

The configuration of the CNN used in this study is an orthodox one, and the size
of the input image was 160 x 40 pixels. The activation function is the ReLU function,
and the maximum pooling of 2 x 2 is applied. The convolution filter group in the
first stage is “filter size (vertical x horizontal) x number of input layer x number
of output layers”=*5 x 5 x 1 x 8.” It can be expressed as a multidimensional list.
Next, 5 x 5 convolution filters are added to the output of the first-stage pooling layer.
In this case, the activation function is the ReLU function and a 2 x 2 maximum
pooling is applied. When the second stage convolution filter is applied, eight sets
of image data from eight layers can be considered as a single image data set. In
the TensorFlow code, the convolution filter group in the second stage is represented
by a multidimensional list of “filter size (vertical x horizontal) x number of input
layers x number of output layers” = “5 x 5 x 8 x 16.” Then, for the output of
the second-stage pooling layer, a fully connected neural network consisting of 1024
elements is constructed. The gazing points x and y coordinates on the monitor screen
are output. An output consisting of elements is obtained, and a dropout layer is
provided between the nodes of the fully connected layer and the output layer, so
that the connection between the nodes of the fully connected layer and the output
layer is performed during learning. In this study, the dropout rate was set to 50%.

3.3 Creation of Training Data Set

In the CNN, an input signal and an output teacher signal are given for learning, and
the error between the output from the output layer and the teacher signal is fed back,
and each weight coefficient is updated so that the error is reduced. For this purpose,
a large amount of data set (set of input image and teacher signal) is required, so
the coordinates (teaching data) of the target point on the monitor screen displayed
at random. In this study, a data set is created with a set of binocular images (input
images) when the target point is gazed. The accuracy was improved by creating a
data set consisting of images of both eyes of one subject. In this study, we use the
rectangular area of the face image trimmed and normalized to 400 x 400 pixels
as shown in Fig. 10. Then, as shown in Fig. 11, a rectangular area of 400 x 100
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Fig. 10 Area of eyes
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Fig. 12 Training result

pixels drawn from the two points of coordinates (0, 100) and (400, 200) is cut out.
In this study, a random cropping method is applied to generate a total of 10,000 data
sets, which consisted of pairs of images containing information on both eyes and
coordinates on the monitor screen watched at a time.

3.4 Training of Convolutional Neural Network

Using the data set created, the CNN proposed in this study is trained, and the
monitor function and the input image output from the CNN are actually observed
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Fig. 13 Position of target
points

for the error function. The square error with the monitor coordinates is used as the
teaching data that was used is used. The square error is expressed as in Eq. 2.

2
E=Y (ra—y)* )
n=1

r, is the teacher data, and y, is the output from the CNN, and learning was
performed by the backpropagation method so that the square error calculated using
Eq.2 was minimized. The number of repetitions is 20,000. The number of image
data to be read in one learning is 50, and 75% (7500 pairs) of 10,000 data sets are
used for learning, and the remaining 25% (2500 pairs) are used for testing. The
test procedure is the evaluation after learning was completed. The training result is
shown in Fig. 12, and the coordinate error in the training image finally becomes 60.7
pixels, which is used for testing. The coordinate error in the image was 86.0 pixels.

4 Evaluation Experiment of Gaze Direction Estimation

With image processing procedure proposed by our group, the conventional gaze
direction estimation using the feature points of the eyes (eye corners, the inner
corner of the eye, and the center of the iris) is used for the evaluation comparing
with the proposed CNN method. In conventional gaze direction estimation, face
detection and eye detection are performed from the color image obtained by the web
camera, and the outer and inner corners of the eye are detected from the binarized
image obtained by automatically adjusting the threshold. Using a particle filter, a
sequential tracking algorithm that simultaneously detects and tracks objects based
on a set evaluation function, the center of the iris is estimated, taking into account
the iris hidden by the eyelids. Where n is the number of iris contour points, m is
the number of particles, and the distance between the particles and the iris contour
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pointsis d; (i = 1,2,3---n), the difference E; betweend; (i = 1,2,3---n) and
the radius 7 of the iris is calculated using Eq. 4, and the likelihood of the particles
is calculated. By using this evaluation function, particles with high likelihood, that
is, points where the circle drawn with the iris radius r is closest to the iris contour
point, are detected. The center point of the left and right iris, the right and left outer
corners of the eye, and the x, y coordinate meters of the inner corner of the eye
obtained as a result of the above processing are used as input signals. The gaze
direction is estimated using a neural network with two coordinate values.

Z?:l E;

Li=1-
I r-n
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Ej=|di —r| “)

4.1 Experimental Setting

In the experimental design, we focused on nine target points on the monitor screen
as shown in Fig. 13. The center coordinates (x, y) of the nine points are (x; = 50, y;
=50), (x2 =960, y, = 50), (x3 = 1870, y3 =50), (x4 = 50, y4 = 540), (x5 =960, y5 =
540), (x¢ = 1870, yg = 540), (x7 =50, y7 = 1030), (xg =960, yg = 1030), (x9 = 1870,
y9 = 1030). The coordinate error between the target point and the gaze direction
estimation result of the system are investigated.

4.2 Experimental Results

Table 2 shows the measurement results of gaze direction estimation using a con-
ventional NN. Table 3 shows the measurement results of gaze direction estimation
using the proposed CNN. Tables 2 shows that the average of the coordinate error is
155.9 pixels in the system using a conventional NN. The average of the proposed
CNN'’s coordinate error shown in Table 3 is 83.9 pixels indicating that the system
using the proposed CNN can estimate the gaze direction with high accuracy. The
average difference of the coordinate errors is about twice, indicating that the system
using the CNN can estimate the target point more accurately.
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Table 2 Results by the

8 Gazed coordinate | Output of NN
conventional NN method

Points | x y X y Error
1 50 50 247 | 100 202.8
2 960 |50 1041 | 67 83.0
3 1870 | 50 1747 | 135 149.5
4 50 540 67 602 64.0
5 960 | 540 1096 | 699 209.7
6 1870 |540 1085 | 551 66.2
7 50 1030 314 912 289.3
8 960 | 1030 1088 | 942 155.2
9 1870 | 1030 1753 | 888 183.5
Average 155.9

Table 3 Results by the

Gazed coordinate | Output of NN
proposed CNN method

Points | x y X y Error
1 50 50 58 54 8.9
2 960 |50 971 |67 20.2
3 1870 |50 1771 | 66 100.3
4 50 540 66 502 41.2
5 960 | 540 878 452 120.3
6 1870 |540 1827 |507 54.2
7 50 1030 107 | 1009 60.7
8 960 | 1030 933 | 1064 434
9 1870 | 1030 1565 | 1008 |305.8
Average 83.9

5 Conclusion

In this study, we aimed to construct an inexpensive and easy-to-use gaze input
interface for people with severe physical disabilities. An eye-gaze input system was
constructed based on an image processing method using a commercially available
PC and a web camera, which are easy to install. In order to prevent erroneous
operation of the gaze selection method, we introduced a convolutional neural
network that has excellent learning characteristics and can set arbitrary input/output
relationships. By adopting this item selection method, the problem of erroneous
input due to gaze was solved, and it was possible to operate according to the user’s
intention. An eye-gaze input system that is easy to operate was constructed, and
feature points (eye corners, inner corners, iris center) of the eyes were input to the
neural network using the image processing constructed by our conventional research
group. We performed a comparative experiment on gaze direction estimation using
image information including both eyes as input to a conventional NN. In the system
using the network, the average coordinate error was 155.9 pixels, and in the system
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using the proposed CNN, the average coordinate error was 83.9 pixels. It was
confirmed that the system using the CNN can track the target point more accurately.
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Kanya Tanaka, and Shota Nakashima

Abstract In recent years, many positioning devices using electronic motors as a
drive source have been developed. A typical example of a positioning device is the
“XY stage” system, in which a nut attached to the stage moves with the rotation
of a male screw. The problem with this method is that two motors, one on the X-
axis and the other on the Y-axis, must be stacked to move in all directions, and
the height of the device becomes high. To solve this problem, we propose a new
method, the T-shaped configuration method. The omni wheels, which are arranged
in a T shape, enable the plate to move in all directions without stacking the motors
for the movement in X- and Y-axes. The proposed method is half the height of the
conventional XY stage method. The principle of this mechanism is that it can move
in all directions by adjusting the speed of each motor and synthesizing the speeds.
In the experiments, it was verified whether the proposed T-positioning system can
be used for positioning control with high accuracy under various conditions. The
experimental results show that the object trajectory changed when the environment
was changed, but converged to the target position, indicating that the method is
suitable for various environments.
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1 Introduction

In recent years, motor-driven positioning devices have been widely used in industrial
equipment, such as semiconductor manufacturing equipment and machine tools.
The demand for high-speed and accurate positioning is increasing year by year to
improve their production efficiency. Examples of positioning control include the
use of a piezoelectric device, linear motor, and XY stage [1-6]. In this study, we
propose a solution to the XY stage problem. The operating principle of the XY stage
is that the nut moves in X-axis direction and Y-axis direction when the male screw
rotates. One of the problems with this device is that two motors, one on the X-axis
and the other on the Y-axis, must be piled up to move in both X and Y directions,
which make the equipment with a larger height. The solution to the problem of
this previous research is positioning control using two omni wheels [7]. When the
same motors are used, the height of the proposed method is reduced to half of
that in the conventional XY stage because the motor is placed without stacking
it. The appearance of the two omni wheels arrangement is shown in Fig. 1. The
placement of the omni wheels as shown in Fig. 1 is called an opposing configuration.
A positioning method using omni wheels is described below. The plate is rotated by
reversing the direction’s rotation of the motors on both sides. In addition, the table
moves in X and Y directions by unifying the direction of rotation of the left and right
motors. The operating principle of two omni wheels is shown in Fig. 2. This method
has a problem that it takes a long time to move to the target position because it is
moving to the target position by detouring the rotational movement. In this study,
we propose an omnidirectional movable positioning plate using two omni wheels
with T shape that solves the problems encountered in previous studies. This method
is expected to speed up positioning control by minimizing the moving distance.
Section 2 describes the T-shaped arrangement mechanism using omni wheels.
Section 3 describes the positioning control using P control. Section 4 describes
positioning control experiments in various environments. Finally, we conclude with
a summary and prospects.

Fig. 1 Conventional
arrangement
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(c) CW rotation (d) CCW rotation

' Plate movement direction

Fig. 2 Conventional operating principle. (a) Upward direction, (b) downward direction, (¢) CW
rotation, and (d) CCW rotation

* Two omni wheels rotation direction

Fig. 3 Structure of the
proposed moving part

2 Plate Moving Part

2.1 Constitution

The appearance of the proposed plate moving part is shown in Fig. 3. The moving
part consists of 48-mm double-aluminum omni wheels (14148, made by the NEXUS
Robot) and stepping motors (ST-42BYH1004, made by MERCURY MOTOR),
which is set in the center of the transparent plate. An omni wheel is a wheel that
can move in various directions by the combination of the forward and backward
movements of the tire with the movement of the barrel on the circumference. By
using this characteristic, it is possible to move quickly even in a small space [8]. A
stepping motor was used to drive the omni wheel. The stepping motor is suitable
for positioning control in this study because of its high accuracy in controlling the
rotation angle compared to other motors [9, 10]. The basic step of the stepping
motor is 0.9°, and the distance of plate traveled by motor rotation at that angle is
0.471 mm. The speed of the motor is controlled by the motor driver (L6470H, made
by STMicroelectronics). The motor driver can controls the speed at 1/128 of the
angle in a single step. The minimum travel distance of the corresponding plate is
3.68 wm, which enables more precise positioning control of an object compared to
the case without the motor driver.
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Fig. 4 Proposed omni
wheels arrangement

2.2 Principle of Movement

We propose a method of moving the omni wheels in all directions over the shortest
possible distance by arranging them in a T shape [11]. The principle of movement
is shown in Fig. 4. The principle of movement is to synthesize the rotation speed Vy
of the motor on the X-axis and the speed Vy of the motor on the Y-axis to obtain the
speed Vxy. Optimal control of the rotation speed and direction allows the plate to
move in all directions and with the shortest distance.

3 Automatic Positioning Method Using P Control

3.1 Coordinate of an Object Acquisition Method

In this study, the color-tracking method is used to get the coordinates of the
object because it is necessary to obtain the coordinates of it frame by frame. The
color tracking is a method of detecting and tracking only specific colors. The
color tracking method acquires the color information of the object and masks the
background using the color difference between the object and the background.
Recognize the unmasked location as the target and obtain the coordinates of the
center of the target [12].

3.2 Positioning Method Using P Control

A camera captures the position of the object on the plate and moves the object to
the target position using omni wheels. When the plate is moved, the frictional force
between the plate and the omni wheels is reduced, which causes slippage. P control
is one of the methods to make the measured value close to the target value and
can be used to move the object at an arbitrary position to the target position in a
stable manner while reducing the error due to external disturbances [13]. A block
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Fig. 5 Block diagram of the motor control
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Speed output to motors
by P control
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+0.324 mm

Stop motors

v

END

Fig. 6 Flowchart of object positioning control

diagram of the P control for the plate moving part is shown in Fig. 5. In this study,
the deviation between the target position and the measured position is calculated
by using the position measured by the camera as the measured value. This kind of
control is called P control. By adjusting the speed of the stepping motor in response
to this deviation, the position is brought closer to the target position. The block
diagram of the P control for the plate moving part is shown in Fig. 6, where r is the
target position (the coordinate directly below the camera), y(f) is the coordinate of
the object, u(?) is the input (the rotation speed of the motor), e(f) is the deviation,
and Stepping Motor is the control target. The position of the object was represented
by XY components, and the target position was approached using P control for each
component. The gain factor was set at the limit of the speed at which the stepping
motor did not step out.
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4 Experiment

4.1 Purpose

The XY stage is used for 3D printers and requires high-precision positioning
control. In addition, it must be robust to load, since it operates with various objects
on the XY stage. Therefore, convergence time and trajectory were tested by varying
the flooring material that affects P control. The controllability under load was also
verified by us.

4.2 Method

The experimental scene is shown in Fig. 7. In the material-changed experiments,
the flooring material was changed to rubber, aluminum, or nylon. In the load
experiments, a PET bottle filled with water was placed on the plate and the weight
of water was changed by 500 g. These contents are summarized in Table 1. An
object was placed in a range that can be captured by a camera. The area that can
be photographed is expressed in the XY plane. The object was used as a red ball.
The initial position of the object was placed around (x, y) = (300, 100). The object
was captured by a camera, and the coordinates of the object were measured for
each 1 frame. The frame rate of the camera is 30 fps. After the measurement, the
speed of the motor is calculated using the coordinates and the speed of the motors
was changed. The number of pixels of the camera was 1080 pixels in both the
vertical and horizontal widths. The photographing range is 350 x 350 mm. The
target position was set to (x, y) = (540, 540) and the size was set to 1 x 1 pixel. The
camera is placed at a height of 440 mm from the plate, and the corresponding actual
distance is 1 pixel = 0.324 mm. The resolution of the camera depends on the height
of the camera. The size of the plate was 500 mm in height and width.

4.3 Results

The change in trajectory with the material-changed experiments is shown in Fig.
8 and the change in trajectory with the load experiments is shown in Fig. 9. The
experimental results of the change in convergence time by material are shown in
Table 2 and the experimental results of the change in convergence time by the load
are shown in Table 3.
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Fig. 7 Experimental setting of the proposed method: (a) top view and (b) side view

Table 1 Experimental conditions

Material-changed experiments Load experiments
Material Rubber Aluminum Nylon Rubber
weight (g) 0 0 500 1000 1500

4.4 Discussion

In the material-changed experiments, the trajectory of the plate changed as the floor
material was changed. The reason for the change in trajectory and convergence
time is thought to be due to the change in friction between the ball casters and
the ground surface. Aluminum and rubber converged on the target position almost
simultaneously, while nylon converged on the target position with a significant
delay. The reason for the change in convergence time is thought to be that the omni
wheels and plate of aluminum and rubber did not slide when the motor speed was
slowed down, while the nylon did.

In the load experiments, the trajectory of the plate changed as the load was
changed. If the weight on the plate was increased, the movement of the plate became
slower than when there was no load, and the plate converged at the target position
more slowly as the weight became heavier. It is considered that these trajectories
changed because of the friction between the plate and the omni wheels with the
change of the load. The reason for the change in the convergence time is considered
to be that it becomes difficult to transmit the motor motion to the plate when the
load increases and it is easier to transmit the motor motion to the plate when the
load decreases.

From these experiments, it was confirmed that the P control converged to the
target position even if the environment was changed. It was also confirmed that the
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Fig. 8 The material-changed experiments. (a) Trajectory variation in the X-direction and
(b) trajectory variation in the Y-direction

object trajectory changed and the convergence time changed when the environment
was changed.

5 Conclusions

In this study, a method employing two omni wheels arranged in a T shape to move
a plate in all directions is proposed, making the volume of XY stage more compact.
The other is a method to automatically position an object using P control.

In the experiment, the effectiveness of the proposed moving method using P
control in driving the plate to the target position is verified. We also examined
the trajectory changes in various environments. The results show that the object-
positioning method using P control converged to the target position. The trajectory
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Fig. 9 The load experiments. (a) Trajectory variation in the X-direction and (b) trajectory variation
in the Y-direction

Table 2 Variation of

¢ . Material Convergence time (s)
convergence time by material

Nylon 2.03
Aluminum | 0.97
Rubber 1.00

of the plate changed due to changes in the load and the material of the flooring. The
results show that the trajectory of the plate changes depending on the environment
using this device, but it converges to the target position, so positioning control
corresponding to various environments is possible. In future work, novel methods
to optimize the variable gain are planned to be investigated [14, 15]. For safe
operation of the device, a safety device is to be installed to stop the motor when
the temperature of the motor exceeds a threshold value [16].
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Table 3 Chapge in. Load (g) | Convergence time (s)
convergence time with load

0 1.00

500 3.00

1000 3.27

1500 3.30
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A General Pseudo-Random Number m)
Generator Based on Chaos s

Jianwen Lv, Xiaodong Li, Tao Yang, Haoyang Yu, and Beisheng Liu

Abstract In view of the shortcomings and problems of the commonly used C
language pseudo-random number generation function, the existing C language
pseudo-random number generation function is improved, a general pseudo-random
number generator based on chaos is proposed, and multiple types of random number
acquisition interface are introduced. While improving the randomness of the original
C language pseudo-random number function, the procedure of improvement also
enhances its versatility and can better meet the needs of different types of random
numbers. The test results of the pseudo-random number generator show that the
random number generated by it has good randomness, and the function call is
convenient and flexible.

Keywords Chaos - Pseudo-random number generator - Random sequence
retrieval - Universality

1 Introduction

Pseudo-random number generator (PRNG) is widely used in various fields such as
system simulation and security [1]. Based on a reliable and efficient pseudo-random
number generator, the system’s operation, evolution, and development process are
truly described in the system simulation. In the field of information security based on
cryptography, pseudo-random number generators also play an important role. Key
generation, digital signatures, authentication and identification, and various secure
communication protocols are inseparable from high-quality random numbers. In a
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sense, the security of random numbers determines the security of the entire security
system [2].

There are four commonly used pseudo-random number generation functions
in the C language standard library <stdlib.h> — rand function, srand function,
randomize function, and random function. But these functions have obvious defects
and poor ease of use. This chapter analyzes the existing pseudo-random number
generation function in C language, proposes a general pseudo-random number
generator scheme based on chaos, and designs a more general function interface.
Compared with the original random number generation algorithm in C language,
the pseudo-random number generator has enhanced anti-cracking ability and can
generate pseudo-random numbers of different lengths, different ranges, and differ-
ent types according to the needs of users. In addition, a key string is generated
after the pseudo-random sequence is generated, which can be used to retrieve the
lost pseudo-random number sequence under special circumstances. The test results
show that the method proposed in this chapter has good performance in terms of
randomness, key sensitivity, and compatibility.

2 Analysis of Commonly Used Pseudo-Random Number
Generating Functions

2.1 Rand Function

The principle of the rand function in generating a pseudo-random number is to read
a number as the seed parameter of the function. This parameter is determined after
the computer is turned on. The function performs initialization operations based on
the seed parameter and generates a pseudo-random sequence by iteration.

2.2 Srand Function

The principle of the srand function in generating pseudo-random numbers is the
same as the rand unction, however, to make up for the shortcoming that the rand
function generates the same pseudo-random sequence every time it is turned on, the
srand function provides the function of customizing seed parameters.

2.3 Randomize Function

The randomize function is a random number generator initialization function, which
is equivalent to a function that can modify the system seed parameters. Therefore,
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as long as the randomize function is called before the rand function to modify
the system seed parameters, it can also generate a non-repetitive pseudo-random
number sequence. However, the highest accuracy of the system time it obtains is
still seconds, which is also vulnerable to exhaustive cracking attacks.

2.4 Random Function

Although the random function is similar to the rand function in usage, it can
limit the pseudo-random number generation range by setting the value of formal
parameters [4]. This function limits the value of the pseudo-random sequence by
taking the remainder of the seed parameter iteration, but its shortcomings are also
very obvious, that is, the minimum value of the range of values cannot be limited
and the minimum value can only be 0.

3 One-Dimensional Logistic Map

Due to the ergodic, random, and initial value and parameter sensitivity character-
istics of chaotic maps, chaotic sequences generated using this property have good
cryptographic properties [3].

The one-dimensional logistic map is a very simple chaotic map from the
mathematical form. As early as the 1950s, many ecologists used this simple
difference equation to describe the change of population [5]. This system has
extremely complex dynamic behavior and is widely used in the field of secure
communications. Its mathematical expression is as follows:

f@) =px(1—-x), xel0,1] ey

Among them, € [0,4] is called logistic parameter. Research shows that when x
€ [0,1], the logistic mapping function is in a chaotic state [6].

The chaotic system is extremely sensitive to the initial value, the difference
between the initial value is very small, and the difference between the values after
several iterations is extremely large. For example, when p = 4 and the initial value
x(0) = 0.3, after 20 iterations, x(20) = 0.3794. When the initial values differ by
only 0.00001, that is, x(0) = 0.300001, x(20) = 0.0084, and after 20 iterations,
x(20) = 0.0084. The iteration result differs by 45 times. The results of the two
iterations are shown in Figs. 1 and 2. The extremely sensitive nature of the initial
value determines that the time series generated by the chaotic system is highly
unpredictable [7].
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4 Algorithm Design Principles

For the two initial parameters | and x of the traditional one-dimensional logistic
mapping function, only when their values are within the specified interval, the
sequence generated by the logistic mapping function is non-periodic and non-
convergent. In addition, the generated sequence must converge to a certain value
[5] (Fig. 3).

This chapter proposes not to directly generate the entire pseudo-random number
sequence, but to generate a single pseudo-random number at a time through
grouping iterations, etc., to effectively improve the randomness of the generated
sequence. At the same time, the two parameters of this improved one-dimensional
logistic mapping function can be determined by multiple factors. This system uses
the results of four sets of parameter iterations as the coefficient u of the system. The
initial value x of the chaotic sequence is determined by three parameters mk, sk, and
n, and they are defined as follows:

uw: This parameter is four sets of system parameters used for iteration, and its
range is (0 < u < 4).

sk:  The parameter sk is obtained by multiplying the system parameters year,
month, day, hour, minute, second, and microsecond in this scheme.
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mk: The parameter mk is a set of four fixed hexadecimal parameters. Each time,
one of the four sets of parameters is used to iterate in order to prevent the
problem of randomness caused by using only one parameter.

n: The parameter n represents the number of system pre-iterations before
generating chaotic sequences. By increasing the number of iterations, a more
random chaotic sequence can be generated.

5 General Pseudo-Random Generation Interface Design

A good pseudo-random number generator needs to take into account both random-
ness and versatility. Randomness can be tested with NIST and other related testing
software. At present, the randomness of most pseudo-random number generators
can pass the test, but the versatility is not strong. In order to improve the versatility,
this chapter proposes a set of pseudo-random number generator functions and
provides an external interface to facilitate other programs to call. The required
pseudo-random sequence can be obtained by entering the relevant parameters.

Different functions of the interface are implemented in different interface func-
tions. This chapter provides three basic types of random number generation inter-
faces, which can generate corresponding integer pseudo-random numbers, floating-
point pseudo-random numbers, and character pseudo-random sequences. The cor-
responding functions are: hdintrand function, hddoublerand function, hdcharrand
function.

6 Performance Test

Regarding the testing of random/pseudorandom sequences, the NIST (National
Institute of Standards and Technology) provides 16 detection indicators [8]. For
each binary sequence, each test indicator will give a P-value as the test result. If the
value is greater than a pre-set threshold o, it means that the randomness of the test
sequence is 1-a, or the sequence has passed the randomness test of the detection
index; otherwise, it means that the index has not passed test. In this paper, o is set
to 0.01, that is, if the sequence passes the test, the credibility of its randomness is
99%.

At the same time, 100 pseudo-random sequences were generated using the
algorithm and random module based on the work described in this chapter, and each
sequence has a length of 100,000 bits. These sequences are applied in randomness
tests, the P- value of each detection index is shown in Table 1. Based on randomness
test, the results generated by the pseudo-random number generator in this paper are
better than the random function test results overall. Based on the comprehensive
experimental results, it can be considered that the pseudo-random number generator
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Table 1 Randomness test results according to NIST indicators

Random number

P-value generated by generated by random

Test item our algorithm module

(Frequency) 0.017912 0.920402
(Block frequency) (m = 128) 0.107293 0.038105
(CumulativeSums) — forward 0.242986 0.855781
(CumulativeSums) — reverse 0.186566 0.929658
(Runs) 0.689019 0.362766
(LongestRunofOnes) 0.392456 0.237054
(Rank) 0.105618 0.329090
(FFT) 0.186566 0.912193
NonOverlappingTemplate 0.392456 0.531696
(OverlappingTemplate) (m = 9) 0.141256 0.136782
(Universal) 0.689019 0.439164
(ApproximateEntropy) (m = 10) 0.311542 0.826978
(RandomExcursions) (x = +1) 0.275709 0.152625
(RandomExcursionsVariant) (x = —1) | 0.162606 0.496248
(Serial) (m = 16) 0.141256 0.161351
(LinearComplexity) (M = 500) 0.179129 0.088454

proposed in this chapter can generate pseudo-random number sequences with good
cryptographic characteristics [8].

7 Conclusion

In this chapter, a C-language universal pseudo-random number generator based on
chaotic system is designed. The algorithm of this pseudo-random number generator
is described in detail, its versatility and security are introduced, and its chaotic
characteristics are analyzed. At the same time, this chapter analyzes some defects
of the existing pseudo-random number generation function in C language. The
comparison test results show that the random number generator design scheme given
in this chapter has good random performance and strong versatility. According to the
random sequence and other characteristics, the pseudo-random sequence generated
in this study is enough to meet the randomness requirements.
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A Light Chaotic Encryption Algorithm )
for Real-Time Video Encryption ik

Beisheng Liu, Xiaodong Li, Haoyang Yu, and Jianwen Lv

Abstract With the increasing application of video, security problems caused by
video leakage also become more prominent. Due to the randomness, ergodicity,
determinism, and sensitivity to initial conditions of chaotic systems, it is possible
to generate a large number of uncorrelated pseudo-random chaotic sequences, so
chaotic encryption has become an important research direction for video security.
This chapter improves on the basis of chaotic encryption algorithm based on
logistic mapping and proposes an optimized chaotic encryption algorithm. The
algorithm introduces tent mapping, which complements the logistic mapping to
achieve superiority, thereby obtaining better performance than the two algorithms.
On this basis, a prototype system for real-time video transmission was designed and
implemented to verify the feasibility of the encryption algorithm.

Keywords Video encryption - Chaos - Randomness

1 Introduction

With the development of multimedia and computer network technology, the scope
of multimedia video applications has expanded to many fields such as economy,
military, politics, and education. The confidentiality and security requirements in
sensitive areas such as political, economic, and military challenge the efficient and
secure encryption algorithms for video. Therefore, the research on the security of
video has become a hot topic in recent years [1].

British scholar Robert A.J. Matthews first explicitly proposed the ‘“‘chaotic
cipher” in 1989 and designed a chaotic sequence cipher scheme based on logistic
mapping and made a certain deformation. Due to the fundamental characteristics
of chaotic systems such as randomness, ergodicity, determinism, and sensitivity to
initial conditions. Therefore, chaotic encryption has become an important direction
in the research of video encryption algorithms [2, 6].
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Based on the study of the chaotic algorithm, this paper builds a real-time video
transmission prototype, improves the chaotic encryption algorithm based on logistic
mapping, and performs randomness test and analysis on the generated chaotic
sequence [3], and the algorithm can securely and quickly encrypt video in real time.

2 Design and Construction of Video Transmission Prototype
System

A prototype video transmission system including video capture, video transmission,
and video playback functions was designed and implemented.

Server Side:

Use OpenCV library in QT to realize operations such as capturing video and
capturing video frames with notebook camera. Set the frame rate of the video frame
collection by yourself and encode the collected video frames. Then use the JRTPLIB
library to create an RTP session, divide a video frame into multiple data packets, and
send it to the client through the RTP protocol to ensure that the client plays the video
stream at a normal speed.

Client Side:

Like the server, create a thread, use the JRTPLIB library to create an RTP session
to receive the data packet, decode it when a frame of data is completely received,
and then display the video frame with a picture display control.

The design block diagram of the video transmission prototype is shown in Fig. 1.

Fig. 1 Video transmission video sender video receiver

Start thread

prototype design block

camera
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3 Design and Implementation of Chaotic Encryption
Algorithm

The chaotic encryption algorithm in this paper is based on logistic mapping and
is proposed along with the concept of “chaotic encryption” [4, 5]. As a chaotic
algorithm with a long history, logistic mapping is very simple and widely used. We
have made some optimizations and improvements in key generation, key handling,
and encryption methods to make the encryption algorithm more secure and efficient.

3.1 Design of Encryption Algorithm

The significance of our research is to design an algorithm suitable for real-time
video encryption, which requires high efficiency of the algorithm.

The chaotic encryption algorithm is based on logistic and one-dimensional map-
ping. The algorithm is relatively simple, with high iteration speed. However, it has
complex dynamic behavior, is sensitive to the initial value. The generated sequence
of the algorithm is a pseudo-random sequence, which meets the requirements of
encrypted real-time video.

Chaotic sequence is a mixture of disorder and order. In order to solve the problem
that the sequence iterated at the beginning of the logistic map may not be random
enough, the sequence generated in the previous iteration can be run empty for
a while, and the multi-way sequence can be used to cover, so that the sequence
generated for encryption is basically disordered.

The logistic algorithm is based on an initial value and then iteratively generates
a sequence. We start with the generation of the initial value. The iterative initial
value can be generated by a master key and a set of one-time keys, where the
master key is fixed and the one-time key is randomly generated. The initial key
is randomly generated, and the XOR is selected to process the key to ensure the
balance of “0” and “1”. When encrypting with the plain text, XOR encryption is
also selected. The one-time key consists of four 32-bit integers, and each number
has a value between 0 and Oxffffffff. In order to make it meet the requirements of
logistic mapping (between O and 1), generally the number is continuously divided
by 2, but due to the numerical specificity of the number selected in this scheme,
each number can be divided twice with 0x10000 to get the initial value quickly.

The final part is the encryption part. In this paper, four-way coverage is selected,
i.e., the four sequences are XORed and then encrypted with the plaintext XOR. One
byte is encrypted once and every bit is encrypted, so only one byte is needed for
encryption at a time. In summary, the flowchart of chaotic encryption algorithm
based on logistic mapping is shown in Fig. 2:
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Fig. 2 Encryption algorithm program block diagram

3.2 Implementation of Encryption Algorithm

The encryption algorithm has the following process:

1. We first use the time function to generate four 8-bit hexadecimal numbers, i.e.,
the value is between 0x00000000 and Oxffffffff, so each number can be changed
to (0,1) after two times of division with 0x10000, which greatly saves the time
to generate the initial key, and can generate four keys at a time. In this paper, we
first use the time function to generate four 8-bit hexadecimal numbers, i.e., the
value is between 0x00000000 and Oxffffffff, so each number can be changed to
(0,1) after two times of division with 0x10000, which greatly saves the time to
generate the initial key, and can generate four keys at a time.

2. The generated one-time key is processed, instead of using all the bytes of the
generated key, only the second to fifth bytes are used, and the four bytes are
XORed with the master key to generate a new key, and then the new key is used
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to iteratively generate chaotic sequences. In this way, the double guarantee of the
master key and the one-time key makes it more difficult to crack. At the same
time, let the newly generated sequence run for a while, remove the less random
part in front, and increase the reliability of the sequence.

3. The part encrypted with the plaintext uses XOR operation. Combine a plaintext
byte with the fifth byte of the first key, the fourth byte of the second key, the
third byte of the third key, and the second of the fourth key XOR (four-way XOR
coverage).

3.3 Improvement of the Encryption Algorithm

For better security and performance, the following improvements are adopted to our
encryption algorithm:

1. Improvement of parameter u

For logistic mapping, the two main factors that affect the sequence are the initial
value and the other is . The change of p has a great influence on the blank window
of the sequence and whether there is a blank area. We found that u = 4 is the
most ideal state, but this is a fixed value, which is not realistic for the encryption
algorithm, and so we can only think of ways to make the value of u as close to 4 as
possible.

In the original algorithm, the value of p is fixed, and the changed algorithm
dynamically changes the value of w. After each iteration, it is determined whether
the value of p is greater than 4, and if it is greater than 4, the value of ;v minus
the key value is divided by 10, i.e., a number between 0 and 0.1 is subtracted. If
the value of w is less than 4, divide u plus the key value by 100, and in this cycle,
control the value of v around 4. The result of the assumption is that even if the blank
serial port and blank interval cannot be completely avoided, the value of x can be
relatively reduced, and the value of i changes every time a new sequence number
is generated, which is more difficult to crack.

2. The mixture of tent and logistic mapping

The flaw of logistic is that the sequence values are unevenly distributed and there
are blank windows, and the flaw of tent mapping is that it is easy to fall into the
fixed points and small cycles. When the tent map falls into a small period or a fixed
point, it is initialized using logistic mapping. When to fall into a small period and
fixed points is difficult to judge in the encryption process, so in this topic, I tried to
use the logistic map to initialize the tent map every 50, 100, 200, 500, 1000 times,
and the sequences generated by each algorithm were tested.
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4 Implementation and Test of Video Encryption System
Based on Chaos

4.1 Realization of Video Encryption System Based on Chaos

According to the design of the previous video transmission system, the encrypted
part should be placed after encoding to encrypt the jpg image data, and then
decrypted and then decoded after receiving at the other end. The situation of
the entire system is shown in Fig. 1. The combination of chaotic algorithm and
video transmission system should be slightly modified on the basis of the original
algorithm. Mainly in the storage and transmission of the one-time key, the video
collection end will use the time function to generate a set of one-time key when
encrypting the video. This key is needed for decryption. The one-time key and the
video frame data are sent to the video receiving together. The key is put at the front
of the first data packet, and it will be extracted first in receiving procedure.

4.2 System Test

The main purpose of test is to confirm the connections, transmission in the sending
and receiving procedures between two computers. The result shows that it can be
connected normally, indicating that both the network function and the encryption
and decryption functions are realized, and the videos on both ends are basically of
same smoothness, indicating that the encryption speed is still OK. The results are
shown in Figs. 3 and 4.
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5 Conclusion

The research work discussed in this chapter designs and implements a real-time
video transmission system based on chaotic encryption, and analyzes and improves
the encryption algorithm. The core of this system research is in the encryption and
decryption part. The result showed that the proposed algorithm based on logistic
mapping is an efficient and secure encryption one for real-time video.

In view of the defects of logistic mapping, this research proposes two improve-
ment schemes. We dynamically change the value of the parameter u so that it keeps
getting closer to 4, and when it is greater than or equal to 4, it returns to a value close
to 4 and continues to cycle; then, it is mixed with another chaotic mapping function
tent map. The sequence values of tent map are evenly distributed, but it is easy to
produce small periods and fixed points after a certain number of iterations, so the
two are combined to complement each other. After a certain number of iterations of
the tent mapping, the logistic mapping is used to initialize it.

After testing, it is found that these two improved schemes have improved
the randomness of the sequence and improved the security and reliability of the
algorithm. Finally, the improved algorithm is also used in the real-time video
transmission system and it can smoothly realize the encryption and decryption of
the real-time video.
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Intelligent Analysis and Presentation of )
IOT Image Collection in Private Cloud s

Hongyu Zhang, Chaoen Xiao, Xiaodong Li, and Beisheng Liu

Abstract More and more people find it tedious to search the photo they need in
such a large number of photos. Therefore, it becomes more and more important
to develop efficient and feasible methods to help users retrieve, browse, or auto-
matically label their albums. With the development of computer intelligence, it is
possible for the computer to analyze and express images in IOT. Although there
are some album management systems and schemes for analyzing and representing
images, they have poor security, weak computing power, and high coupling. To
make up for these shortcomings, this chapter proposes a multi-terminal smart album
management scheme based on edge computing and private cloud. To protect user
data and personal privacy, we build private cloud storage to store images by NAS
technology. At the same time, in order to improve the intelligent level and aesthetic
ability of album management system, our scheme also integrates edge computing to
support intelligent algorithms with high computational power consumption. Based
on microservices, the scheme decouples the functions of front-end and back-end,
and provides users with convenient multi-end access services for different scenarios.

Keywords Intelligent album - Image collection - Private cloud - Edge
computing - Micro-services

1 Introduction

More and more people find themselves taking thousands of photos, but their photo
management tools do not provide perfect functions for effective management of
these photos. It is a very complicated thing to look for the photos we need in such a
large number of photos. Therefore, it becomes more and more important to develop
efficient and feasible methods to help users retrieve, browse, or automatically label
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their albums. With the development of computer intelligence, it is possible for the
computer to analyze and present images in IOT. The application development of
image software with artificial intelligence technology has become a very important
and popular field in software development.

Now many album management systems and methods have taken shape, but there
are still some problems. First of all, most album management systems are based on
public cloud storage technology. Although the public cloud storage service provider
can provide users with convenient massive data storage services, there are huge
problems in data security and personal privacy. In recent years, large-scale data
leakage incidents occur frequently. Once the sensitive data stored in the cloud
platform is leaked, it will bring potential harm to the user’s privacy and security.
At present, there are a few image management methods based on private cloud
storage, especially for personal users or small and micro enterprises. However, in
order to control the cost, power consumption, noise, and other factors, the low-
noise, low-power, large capacity storage computing resources are generally used,
resulting in the lack of computing power, making its album management system
only provide simple intelligent image processing functions. In addition, most of the
existing album management systems either mainly support the webpage version or
mainly support the mobile-end, which leads to high degree of coupling between
the functions of front-end and back-end. Programmers cannot easily restructure
applications to meet the multi-terminal use needs of users in various application
scenarios.

In view of the shortcomings of the existing intelligent album system, this chapter
proposes and implements a multi-terminal intelligent album management system
and method based on edge computing and private cloud.

1. To protect user data and personal privacy, we build private cloud storage to store
images by NAS technology.

2. In order to improve the intelligent level and aesthetic ability of album manage-
ment system, we integrate edge computing to support intelligent algorithms with
high computational power consumption.

3. Based on microservices, we decouple the functions of front-end and back-
end, and provide users with convenient multi-end access services for different
scenarios.

2 Related Work

2.1 Private Cloud

There are three types of cloud computing: public cloud, private cloud, and hybrid
cloud [6]. Hybrid cloud is a combination of public cloud and private cloud. Multiple
users of the public cloud share the same cloud server, while the private cloud is built
for a single company or individual. Compared with the public cloud, the private
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cloud can ensure the data security better, because the private cloud is generally
deployed in the firewall of the enterprise data center, or in a secure host hosting
site. In addition, the private cloud can provide stable service quality without the
influence of network instability.

2.2 Edge Computing

Edge computing [7] refers to processing data at the edge of the network, that
is, the side near the object or data source. Applications launched at the edge of
the network can generate faster network service response to meet the basic needs
of various industries in real-time business, application intelligence, security, and
privacy protection.

In the field of image management, a very important task is to find the object or
face in the image. In 2001, the Viola & Jones object detector designed by Paul Viola
and Michael Jones achieved higher target detection accuracy and shorter detection
time. The Viola & Jones object detector adopts the integral graph which can
calculate Haar like features quickly, and adopts the cascade structure and AdaBoost
classification method, which greatly improves the detection efficiency [4, 9, 10]. In
recent years, with the help of deep learning technology, the field of object detection
has been greatly developed. In 2014, Facebook proposed the DeepFace [4], which
pioneered the application of the deep convolution neural network in the field of face
recognition. The method achieved 97.35% of the face verification accuracy on LFW
face dataset, approaching the level of human beings.

Recently, by using some large-scale aesthetic datasets, like AVA [5] and
AADB [3], many deep learning methods have been proposed for image-level
aesthetic score and aesthetic evaluation [1, 2]. In 2019, Tu et al. [8] proposed
an interpretable aesthetic image cropping model, which can find the subgraph with
the highest aesthetic evaluation in a picture.

3 Algorithm

Our program consists of three parts: private cloud storage, edge computing, and
microservices. They are detailed in Sects.3.1-3.3. Our overall algorithm flow is
shown in Fig. 1.

Step 1:  Wait for the user to upload a new picture or submit an intelligent
processing instruction. If uploading a new picture, turn to step 2. If it is an
intelligent processing instruction, add the picture to the intelligent processing
service queue according to the instruction, then go to step 4.

Step 2:  Extracts image information, such as image hash value and EXIF informa-
tion.
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Fig. 1 Algorithm flow chart

Step 3:  Judge whether the picture has been put into storage. If not, join the
intelligent processing service queue and wait for intelligent analysis. If the
picture is already in the storage, the process ends.

Step4: Check the service queue by the intelligent processing microservice
module to see if there are any tasks to be processed. If there are no tasks, keep
waiting. If there are tasks, submit them to the corresponding hardware module
for processing through the intelligent processing scheduling algorithm.

Step 5:  The scheduling algorithm checks the types of image processing tasks. If
it is traditional image processing, turns to step 7, otherwise turns to step 6.

Step 6:  Check whether there is a registered and running docker container in the
system. If so, assign a task and go to step 8. If not, go to step 7.

Step 7:  According to the assigned algorithm task, the Al chip is driven to perform
the operation. After the operation is completed, the result is returned and stored
in the picture information storage.

Step 8:  The docker container receives the assigned algorithm task, returns the
result after the operation, and stores it in the picture information storage.
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3.1 Private Cloud Storage

In our scheme, we use NAS-based private cloud storage system to store images,
which is beneficial to protecting users’ data and privacy information. The embedded
system based on ARM architecture has the advantages of low cost, low power
consumption, low noise. and small heat dissipation. In addition, the storage array
based on RAID technology ensures the reliability of data.

First, the embedded system based on ARM architecture is selected as the
hardware environment of NAS. Then, based on the open source Linux system, we
adapt to all the hardware environment, and build a light-weight NAS system suitable
for storage, edge computing. and supporting micro service architecture. Finally, we
build the storage array module supporting RAID technology, and connect it to the
embedded system to provide storage space for private cloud storage.

3.2 Edge Computing

In order to improve the intelligent level of album management method, edge
computing is integrated into this scheme. We provide computing services on the
data source side to improve response speed and protect user privacy.

We select the appropriate general Al chip and integrate it into the embedded hard-
ware system to provide chip support for edge intelligent computing. In addition, we
encapsulate GPU-based intelligent computing framework and its system by Docker
container. When the user adds a computer with GPU to the album management
system, the system will migrate the encapsulated Docker image to the computer,
and then the Docker container can complete the arranged intelligent tasks with the
help of the computing power of GPU. After the hardware environment is built, we
provide edge intelligence computing in the form of tasks. Before image processing
or intelligent computing, the dynamic scheduling algorithm of the system will
arrange corresponding hardware resources for these intelligent tasks according to
the current resources and load conditions.

3.3 Microservice

Finally, this solution uses the microservices architecture, clearly defines the bound-
aries of each service module, decouples the front-end and back-end functions, and
provides users with multi-terminal access services for different scenarios and a more
convenient method to use.

We divide the functions of the system into six modules: user management
module, image information management module, intelligent processing module,
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data storage and management module, system management module, and UI module.
We build microservices with these six modules and provide interfaces.

User management module provides user authentication, access authorization,
access log, and role management microservices. Only authorized users can access
the album resources. At the same time, we adopt role-based access control tech-
nology (RBAC), and users can access the storage and computing resources of the
system according to their roles.

Image information management module provides microservices related to image
information, including the globally unique hash value, EXIF information, and the
label attributes defined by users and the information given by intelligent processing
module, such as intelligent classification and image quality.

Intelligent processing module provides microservices of intelligent processing.
With the help of the computing resources provided by edge intelligent computing,
the module performs corresponding intelligent processing for images, such as
object detection, face detection, intelligent classification, aesthetic scoring, aesthetic
evaluation, and aesthetic image cropping.

Data storage and management module provides microservices for multimedia
data storage. Through this module, we can get the multimedia information in the
system and manage the storage expansion of the system.

UI module provides unified UI microservices. In order to enable users to have a
consistent experience, a unified user interface provided by UI module is shown to
users at different terminals, and to get a consistent experience.

4 Experimental Result

The average time taken to perform various intelligent processing on a photo is
shown in Table 1. Because the local photo album is tested on a personal laptop
with poor hardware configuration, it takes a long time, while the server side with
better hardware equipment can process the picture in a shorter time.

Table 1 The average operation time of intelligent processing for the same photo

Intelligent Aesthetic
classification | Aesthetic evaluation | Aesthetic evaluation | image cropping
Webpage end | 40s 20s 20s 20s

Local end 10 h+ 5h 5h 4h
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5 Conclusion

In conclusion, this chapter proposes a multi-terminal intelligent album management
method based on edge computing and private cloud. We make use of private cloud
storage to enhance security of users’ data and personal privacy. In addition, we
integrate edge computing to support intelligent algorithms with high demand for
computing power, so as to improve the intelligent level and aesthetic ability of the
album management. Finally, we adopt the microservice architecture to meet the
needs of users for multiple terminals and various application scenarios.
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