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Preface

The EWG-DSS (EURO Working Group on Decision Support Systems, https://
ewgdss.wordpress.com/) is one of the most active EURO (www.euro-online.org)
official working groups. It has a history that spans more than 30 years since the
group commemorated the 30th anniversary of the EmC-ICDSST 2019 event hosted
at the UMA University of Madeira from May 27th to May 29th, 2019 in Madeira
Island, Portugal. Indeed, the event celebrated the three decades of a very energetic
and fruitful working group created as a direct product of the ESI VI—EURO
Summer Institute on DSS, in the same Madeira Island in the distant May of 1989.

The group was founded during that memorable EURO Summer Institute on DSS
organized by Prof. Jean-Pierre Brans and Prof. José Paixdo, among others. A diverse
group of 24 young and eager researchers coming from 16 different nationalities
participated; most of them are still present in the field today. They are lively and
prolific members of the group (many of them being authors in this volume), and they
are enthusiastically working on areas related to OR and, more specifically, Decision
Support Systems.

Since then, the group has grown to more than 300 members from different
nationalities and backgrounds and has organized many events such as workshops,
seminars, and conferences across Europe. The group is governed and promoted
by a coordination board and focuses on establishing a platform for encouraging
state-of-the-art high-quality research and collaboration work within the international
DSS community; that mainly means networking activities, journal publications, and
research projects. The development of innovative models and tools and sharing of
ideas was and still is one of the main objectives of the group.

This volume includes the insights and experiences of well-known researchers
in the DSS field. We are delighted by the fact that some of them (as well as two
of the editors of this volume) are from the original group of young researchers
that created the EWG-DSS. Their experiences and insights over the last 30 years
offer a deep understanding of the discipline and its future trends; thus, the chapters
provide a sophisticated and in-detail overview of the achievements and sometimes
of the failures during this period. The editors are grateful to the authors for the
collaboration and effort they have invested in this book. They are also grateful to the


https://ewgdss.wordpress.com/
https://ewgdss.wordpress.com/
http://www.euro-online.org

vi Preface

reviewers and the publisher for sharing our vision and realizing this endeavor into a
wonderful book.
We are looking forward to the next 30 years!

Thessaloniki, Greece Jason Papathanasiou
Toulouse, France Pascale Zarate

Porto, Portugal Jorge Freire de Sousa
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Decision Support Systems: Historical )
Innovations and Modern Technology s
Challenges

Christer Carlsson and Pirkko Walden

Abstract Managerial tasks carry latent needs for support to do a better job;
classical DSS had at its core the approach fo support, not replace. We worked out a
DSS called Woodstrat for strategic planning and management and could verify—in
full-scale implementation—the DSS characteristics Sprague worked out and most
of the DSS benefits Keen had found. We also found that a relevant and useful DSS
could help “self-confident professionals” to back away from predictions on future
demand and competition that could not find support in facts. The digital disruption
of the 2010s brought big data and the need for decision-making in almost real
time. It also introduced analytics and faster, more effective algorithms developed
in computational intelligence. The road map for DSS for the 2020s points to digital
coaching systems that adapt to the cognitive levels of the users.

Keywords Classical DSS - Modern DSS - Computational intelligence

1 Introduction

The ICDSST 2019 offered a possibility to look at 40 years of DSS history, the
innovations that DSS introduced and the successes these innovations brought. There
have also been expectations on successes and breakthroughs that did not happen,
and DSS promoters were too enthusiastic in some cases in promising improvements
in productivity and profitability. Nevertheless, the DSS brought some innovations
that have stood the test of time and have returned—again and again—only changing
shape to new forms as DSS technology has developed.

We have some history ourselves with DSS—the first IFPS-based DSS projects
were started in Finland in 1985 and a research group that later formed the IAMSR
was the driving force. The first DSS applications built on the original Fortran-based
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IFPS mainframe version and were challenging to design and build, to run as decision
support tools and to get models, algorithms, and solutions close enough to real-
world problem-solving for them to give valid and relevant support to the users (cf.
[1-3]).

The first DSS conference was the DSS-81 in Atlanta, Georgia sponsored by
Execucom Systems Corporation, the developer of the IFPS software system. Gerald
R. Wagner, then President of Execucom, and Peter G. W. Keen initiated this
conference and more or less defined the agenda for the development and use of
DSS. Peter Keen had a keynote address—*“Decision Support Systems—Lessons for
the 80s”—and Ralph H. Sprague gave a tutorial on Decision Support Systems in
which he defined all the key elements of a viable DSS. Several papers pointed
out technology challenges that then triggered development efforts for successive
versions of the IFPS (and competing software).

Most of the early authors note the Gorry and Scott Morton [4] paper (“A
Framework for Management Information Systems”) in Sloan Management Review
in 1971 as the starting point for DSS. The paper builds on Scott Morton’s doctoral
thesis [5] at Harvard Business School in 1971 that outlined “management decision
systems.” The Sprague [6] paper (‘“Framework for the Development of Decision
Support Systems”) in MIS Quarterly in 1980 then summarized all the essential
elements for the design, development, implementation, and use of decision support
systems.

The keynote of Peter Keen and the tutorial of Ralph Sprague at DSS-81
summarize the key innovations that decided the emergence and the success of
decision support systems. We need to note the context in the early 1980s: Data
Processing (DP) dominated how managers and corporations viewed the use of
computers for management. The focus was on cost-effectiveness and productivity,
the systems were dominantly run on mainframe computers (then dominated by
IBM), the dominating software were Cobol and Fortran, information systems were
large, complex and inflexible, and investment costs were high. The agenda presented
by the DSS pioneers did not in many cases get friendly responses; in some cases,
reactions were outright hostile [7].

DSS builders focused on the users’ priorities, they developed systems linked to
key business activities and they viewed the quality of a system from the value it
gives to the users rather than the level of (advanced) technology applied.

DSS reflects demand economics: service, fast delivery, ease of use, benefit
focused more than cost, imprecision allowed for timely delivery, and user control.

Early case studies by Keen [8] showed a number of benefits identified by DSS
users: (a) increase in the number of alternatives examined; (b) better understanding
of the business; (c) fast response to unexpected situations; (d) ability to carry
out ad hoc analysis; (e) new insights and learning; (f) improved communication;
(g) improved management control; (h) cost savings; (i) better decisions; (j) more
effective team work; (k) time savings; (I) making better use of data. These and
similar benefits still appear in the literature, even if the underlying DSS technology
has changed several times and the technology gets a different label than DSS [9, 10].
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Managerial tasks are not routine and the latent needs they create are for “support
to do a better job,” which is an informal DSS credo.

The DSS architecture builds on mainly three components: (a) a dialogue
manager/interface between the user and functional routines; (b) a data manager; (c)
functional routines. This approach is a distinctive technology contribution of DSS.

The philosophical, attitudinal core of Decision Support is “support, not replace.”
It is impossible to support individuals if we do not know what they do, how they
think, what doing a “better job” means to them, and what they need to have (cf. Keen
[11], p. 190). In the 1970s and 1980s, the prevailing management science paradigm
(cf. [12]) developed a “black box” approach to better decisions. In case human
cognitive ability was not enough optimization algorithms took over (replaced, if
we like) and offered the best possible solution. The algorithms were quite often
beyond the knowledge and skills of the users who sometimes did not see why
optimal solutions would be the best possible in any given problem situation. The
DSS addressed this problem and promoted problem-solving that built on managers’
intuitive understanding and experience of how to solve problems. The reasoning was
simple—there is no need to “sell” solutions if managers (the problem owners) run
the problem solving process with some support from computer-based technology.

Sprague [13] found it more useful to collect the “characteristics” of DSS than
to try formal definitions or to distill some common understanding from actual
use cases. He collected the following “characteristics” from several authors [13]:
(a) DSS aim at the less well-structured, underspecified problems of upper level
management; (b) DSS combine the use of models or analytic techniques with
traditional data access and retrieval functions; (c) DSS focus on features which
make them easy to use by non-computer people in an interactive mode, and (d) DSS
emphasize flexibility and adaptability to accommodate changes in the environment
and the decision-making approach of the user.

A distinctive feature of the early descriptions of DSS is that it should support all
phases of decision-making. Sprague [6] connects this to Simon [14]: intelligence
(environment search for decision needs), design (inventing, developing, and ana-
lyzing action alternatives) and choice (selecting a particular action from available
alternatives).

A final distinguishing feature of DSS is the iterative design [13]. The typical four
steps of an information systems development process—analysis, design, construc-
tion, and implementation—combine in a single step, which repeats iteratively. A
typical process starts with the manager and the DSS builder agreeing on a small but
significant sub-problem, designing support functions needed for decision-making
and collecting experience of the functionality. Then another sub-problem is tackled
with the same approach and when the decisions are sufficiently good, the two DSS
modules are connected to allow the solutions to be integrated. Then the process
continues over n sub-problems and m modules until we have a full DSS construct.
The integration of sub-problem solutions tends to offer challenges [2].

The rest of the paper will address the key issues of DSS from two perspectives:
experience gained from actual work with DSS to test the benefits and characteristics
of DSS that Keen and Sprague outlined. Secondly, we will find out if the core ideas
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of DSS are still relevant with the technology and the decision-making contexts
of the 2010s and 2020s. In section two, we will work through experience gained
from a DSS developed and used for strategic planning and management. Section
three, works out some key principles on decision-making. In section four, we will
introduce analytics and the requirements of a digital economy. Section five, outlines
some promising design principles for the DSS of the 2020s.

2 DSS for Strategic Management: The Woodstrat

We were working with 11 strategic business units (SBU) in a forest industry
corporation to help them make their annual strategic planning process both more
detailed and faster with computer support. The timeline was the mid-1990s and
the support technology we used is now outdated. Even the strategic business units
have merged, split, and reorganized several times. The corporation has adapted to
changing customer needs and markets, to new and advanced production technology,
and to new competitors. Nevertheless, we have found that the experience we gained
offers a useful illustration of the DSS visions we collected from the early pioneers
and the Transactions of DSS-81. It turned out that even with the rather rudimentary
technology we applied (compared with the possibilities now offered) we could
support strategic decisions that SBU managers made for their real-world operations.

At the time, there was some debate about strategic planning vs. strategic
management [15] and the SBU-managers wanted to form a joint understanding
with us. Thus, we agreed that strategic management is the process through which a
company for a chosen planning period (a) defines its operational context, (b) outlines
and decides upon its strategic goals and long-term objectives, (c) explores and
decides upon its strengths, weaknesses, opportunities, and threats, (d) formulates
its sustainable competitive advantages, and (e) develops a program of actions.
The actions exploit its competitive advantages and ensure profitability, financial
balance, adaptability to sudden changes, and a sound development of its capital
structure. This lengthy joint understanding changed a number of times until the
SBU-managers agreed that it makes sense to them and their own SBUs. We learned
that this is a crucial step for the development of support technology—unless the
users have sufficient understanding of the process we are going to support the
possibilities for success will be rather slim.

As the conceptual framework was in place the decision support technology
should provide a platform to deal with practical issues. Sufficient and reliable
data on markets and competitors needs first to be stored in usable form for the
strategic planning (previously corporate planners sent out macro-level reports that
were mostly irrelevant for the SBUs). SBU-managers had experience of strengths
and weaknesses of key competitors but needed tools to work out their insight and
build data for strategic planning. It turned out that SBU-managers also had good
perceptions of their own competitive advantages relative to their competitors and
their own competitive positions in key market segments. Again, they needed tools
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to work out their insight as data for strategic planning. The final step, connecting
competitive, and market positions with productivity and profitability for an SBU
and then with a financial position and capital structure offered more challenges and
the help from support tools was very welcome.

In the mid 1990s, the Mintzberg ideal for strategic management stressed the
notion of an emerging strategy, which (simply stated) built on continuous dialogue
among senior managers about present and future markets, competitors, and relative
competitive positions that would decide strategic positions, return on assets and
shareholder value [15]. The dialogue would converge to consensus on future
directions through a viable conceptual framework that Mintzberg offered and that
would guide the managers to find a joint understanding of the emerging strategy.

Mintzberg did not believe in computer support for senior managers and he
quite emphatically stated that computers have no place in strategic management
[16]. We need to remember that the context for Mintzberg’s position built on
the (mainframe) computer technology of the 1970s and that senior managers did
not operate computers at that time. Nevertheless, his conclusions on the role of
computers—still widely quoted in the 1990s—was wrong. Eden [17] demonstrated
with his Decision Explorer that computer support is very useful for cognitive
mapping that the software is manageable for (senior) managers and that computer
support is instrumental for a Mintzberg dialogue on future directions.

In the work on Woodstrat, we got inspiration from Eden’s systems constructs
and then applied some new principles for hyperknowledge that Chang, Holsapple,
and Whinston had introduced [18]. A decision takes form through navigation in
a universe of concepts. Some of the concepts are descriptive, some are procedural,
and some are context-dependent, abstract goal formulation, and motivation concepts
that serve as instruments to forge a joint value and goal system. The hyperknowledge
process will interlink the concepts to allow the impact of changes in one concept to
be worked out in another concept (cf. Fig. 1—interlinking shown with blue, green,
and red lines). For the Woodstrat the interdependences represented the internal logic
of an SBU business context.

Figure 1 shows the overall structure of the Woodstrat and the strategy formation
process.

The Woodstrat took form through a series of prototypes (cf. the iterative DSS
building approach). The first versions used an LISP-based expert system shell,
which proved too inflexible for the internal logic of the business context. The next
series of prototypes used Toolbook to introduce the hyperknowledge constructs. This
platform was too hard to implement for managers who are not skilled software
users. The full-scale system took form as a hybrid system in Visual Basic in
which we rewrote the LISP and Toolbook constructs as objects. The Visual Basic
offered graphical user interfaces, multiple-document interfaces, object linking and
embedding, dynamic data exchange, effective graphics and custom controls with
procedures from dynamic-link libraries. We built in what if- and goal seeking
features that had proved very useful in IFPS. These features are now available—
even if most users do not even realize it—in Microsoft Excel, in further developed
and advanced forms.
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environment

countries ——competitors
markets —-economics
customers -~finances

product mix market position competitive position
demand CISF (own)
market market share
price position (own)
volume position (competitors) competitors
CSF (estimate)
production profitability |
production technology income statement m‘"_k_e‘ SIWC_
production capacity balance sheet — position (estimate)
productivity cash flow position (benchmark)
profitability key ratios
investment investment
projects | financing

Fig. 1 The Woodstrat decision support system for strategic management [2]

The Woodstrat supported the strategy formation process of an SBU; we designed
and built versions of the DSS for 11 SBUs with the help of 40 senior managers
who worked on the annual strategic planning of the division. The Senior VP of the
division was project champion, as he wanted to mobilize the experience, insight,
and intuitive strategic knowledge of his managers, something that he had found that
the standard corporate planning process did not capture.

An SBU operates in several countries, with well-defined product groups and
specified customer segments. Markets and segments differ for different product
groups, and their importance varies over the planning period. The strategic market
positions (MP) are determined hierarchically: segments are defined for each product
group and product groups are selected for each country; for each segment demand
and price development estimates are made and consolidated to product group and
country levels. The weighted average of growth and price development estimates
update the estimated net sales line in the income statement through functional links.

We built rather an extensive database of country-specific economic indicators
and related forecasts as part of Woodstrat to which we added market and segment
specific forecasts on the development of price and demand levels. It turned out that
this helped the SBU-managers to anchor and calibrate their assessments of growth
and price developments. This offered a base of facts for the strategic visions.

The competitive positions (CP) are activated with logical links from the same
base of facts as the MP, and the MP and CP are worked out in parallel. The CP
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builds on critical success factors (CSF), which are SBU-specific and worked out in
a series of seminars with the SBU-managers. The CSF are calibrated with relative
changes to the previous year and changes to the CP. This process changes and adapts
visions of the MP when evaluated against the CSF and the relative strength of the
competitors.

Three selected competitors were evaluated on the same CSF in a benchmarking
workshop with each SBU. Effort and time were spent to identify “good” competi-
tors, i.e., competitors that had managed to take away good customers and have an
impact on the MP. CSF and CP averages were determined for the competitors; the
relative differences in CP were calculated and used to assess the relative strategic
CP for the SBU. The CP estimates were linked to the MP and used to calculate an
estimated development in volumes and prices; here, we had built in a function for the
SBU-managers to override the estimates with their own estimates on volumes and
prices. The principle was that the managers’ active customer relationships should
decide the MP.

‘We used graphs to summarize relative competitive positions, the expected market
development and total sales. This again proved to be useful as the SBU-managers
wanted to get graphical overviews but had learned in previous years that the
corporate planners could produce that for them “only with considerable difficulty.”

The production position (PRO) estimates productivity as a consequence of
the MP and the CP. Production sold is determined and transferred from the
growth and price development specified in the MP. Productivity is determined
from several factors—Ilabor, raw material, electricity, steam, and technology. The
module has functions for profitability and capacity limits. The cost factors of the
income statement update the productivity factors with knowledge-based links. The
productivity and profitability measures are numerical functions of the CSF and the
visions implemented in the MP and CP.

There is an SBU Report activated from the summary level of the MP module
with MP data and raw material costs. In the report, there is a projected income
statement, linked with a balance sheet, a statement of funds and a report on key
ratios. The modules update each other through knowledge-based links that follow
proper accounting principles. The main key ratio followed by the forest industry
is the return on net assets (RONA). We added a what if type of graphical RONA
simulation to the report which allowed SBU-managers to find critical sales or
operating cost levels for reaching target levels of the RONA. A major benefit of the
linked modules is that an SBU-manager can work out several MP and CP scenarios
and quickly find out how reasonable they are in terms of the division’s RONA
targets. The linked modules were also major time savers.

A Woodstrat feature the SBU-managers much wanted allowed them to work
with investment plans interlinked with financing plans and further linked to net
sales, cash flows, and key ratios. This allowed them to demonstrate and motivate the
impact and consequences of the investments they wanted the corporation to accept
and fund. The existing corporate policy routinely rejected investment proposals
without any changes to revenues; now the SBU-managers could demonstrate the
impact on net sales, cash flows, and key ratios if an investment proposal is not
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approved (to the surprise of corporate planners who were not used to fact-based
arguments and negotiations).

We included a Memo module to allow the SBU-managers to keep track of
their assumptions, knowledge points, and motivations for market and competitor
estimates. Several factors were not well known and registered in the Memo for
follow-up studies; a number of questions and ideas went to sales offices in Europe
for verification and collection of more and better data. We were able to collect
and analyze the Memo material from the 40 SBU-managers, which gave rather
unique insight in the strategy formation process that the DSS guided and supported.
Mintzberg [15] would probably not have agreed, but we noted that the DSS helped
managers to formulate strategic visions for the business context.

We carried out systematic follow-up studies with the SBU-managers to find
functions that needed improvement and links that at some point would produce
invalid outcomes. We also collected some positive evaluations: “the system guides
the user to focus on important issues which eliminates unnecessary work.” Also,
“compared with my old way I worked more thoroughly and used more time than
before.” On the DSS, “the DSS captured us—the drawback was that we concentrated
too much on details in the MP and CP.” Finally, “the planning process became real
teamwork.”

An evaluation of the Woodstrat experience shows that strategic planning and
management fulfills (a) in Sprague’s list of DSS “characteristics” [6, 13]. The
support system works with interlinked modules (models with algorithms and
hyperknowledge links) that use Visual Basic dynamic data exchange for data access
and retrieval (cf. (b)). The SBU-managers worked interactively with us on the
Woodstrat design, implementation, and use, which resulted in functionality suited
to non-computer people (cf. (c)). The support system design aimed at an adaptive
platform that supports strategic planning for the next 3-5 years (cf. (d)). The follow-
up studies with the SBU-managers verified that the benefits that Keen [8] had
collected could be verified also for Woodstrat. We identified (a)—(b), (d)—(g), (i)—(1).

3 Support for Decision-Making

We will now change context from the history of DSS to the 2010-2020s and the
challenges of the growing digital economy. Decision support systems have decision-
making at their core, and we propose that this core will be the same also in the
digital economy. Decision support has to tackle the fast growth of big data, which
invites proposals that things will be more complex and difficult in the 2020s than
in the 1970s. Streaming big data now appears to make algorithms and modelling
impractical as the huge amounts of data will take too much time to process, which
again will make decision-making too slow. Fast decision-making in almost real-time
is a necessity in the digital economy (“the fast eat the slow” as the slogan goes).
Kahneman [19] shows that fast decision-making in many/most cases will produce
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bad decisions; a good credo for the DSS to follow is—*"if there is time to make bad
decisions, there should be time to make good or better decisions.”

Zeleny [12] wrote a classical contribution to decision-making. First, with a single
attribute or objective or utility function there is no decision-making involved, the
decision is implicit in the measurement and becomes explicit in the search for a
best value. With multiple criteria (attributes, objectives) or value functions, we get
actual decision-making. As a human process—also when guided by DSS—decision-
making is dynamic and composed of partial decisions in pre-decision, decision, and
post-decision stages. The three stages require support from different kinds of data
sources, data, information (knowledge), modelling tools, and experiments, which all
should be part of the DSS constructs (still consistent with Sprague [13] and Simon
[14]: intelligence, design, choice).

Kahneman [19] offers numerous examples of how limitations to human cognitive
ability create bias when we want to address future uncertainties. In the Woodstrat
cases, we had to build foresight to guide business decisions for 3-5 years into
the future. SBU-managers had to understand customers, markets, competitors, and
future economic and financial scenarios in order to find reasonable and valid
estimates of demand, prices, and market shares (the actual process was a bit
more detailed and complex). Then managers face what Kahneman [19] calls vivid
outcomes. Probability estimates of future outcomes are sensitive to how much detail
we know and use. Probability estimates become too optimistic with positive details
or too pessimistic with negative details. Probability estimates are subjective and may
give very wrong impressions of the future. In contrast, DSS offers a factual database
and tools for objective estimates. Many strategic planning scenarios turned out to be
far off the mark in the SBU’s before the Woodstrat.

Kahneman [19] raises a sensitive issue—"“when can you trust a self-confident
professional who claims to have an intuition.” SBU-managers are professionals;
they have been working with their products, customers, competitors, and markets
for years. It is a difficult process to challenge their intuition on future development
of key strategic factors. These include demand, possibly competitive prices, relative
market and competitive positions, raw material and operative costs. They also
include uncertain facts about future economic scenarios for the countries in which
they operate. Kahneman [19] simply states that it is wrong to blame anybody for
inaccurate forecasts in an unpredictable world. It turned out that Woodstrat helped
the professionals to test, adjust, and correct their initial intuitive forecasts without
drama.

4 Decision Support for the 2020s

In a recent report called “Competing in 2020: Winners and Losers in the Digital
Economy” [20] Harvard Business Review worked out the impact digitalization will
have in a few key industrial sectors. The method was a multinational survey aimed
at senior managers, executives, and board members; 783 respondents completed the
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survey; all of them indicated that they are digital decision-makers or influencers.
The key industries covered were manufacturing or resources, financial services, and
technology, mainly organizations with more than 10,000 employees.

Among the respondents 16% stated that their companies are digital (most
products/operations depend on digital technology), 23% that they are non-digital
(few if any products/operations depend on digital technology), and 61% that they
are hybrid (some products/operations depend on digital technology).

The business world changes taking place are “the digital disruption” and
“the digital revolution.” The contention is that digitalization will have significant
impact on both the structure and the operations of the business world, on the
business models and on how companies cope with increasing competition, slimmer
margins for productivity and profitability and growing requirements for effective
planning, problem-solving and decision-making. Digitalization is of course bringing
opportunities: the two most significant are enhanced customer relationships that
allows to work out (and charge for) individual value adding in ways that have not
been possible before and value chain integration that offers control of markets and
rapid market changes with much better tools.

The report found a significant performance gap between digital leaders (“dig-
itals”) and the rest (called “non-digitals”). It shows that 84% of the digitals use
big data and analytics, but only 34% of the non-digitals; 51% of the digitals
use cognitive computing/Al, but only 7% of the non-digitals. Another significant
difference—the digitals have data science and data engineering on staff (62%), the
non-digitals much fewer (20%); all professionals working for the digitals have the
ability to work with and make sense of data and analytics (76%), not that common
for the non-digitals (30%). The conclusion is that a strong analytics capability is
key to digital business—companies that want to compete in the digital economy
will have to invest in analytics people, processes, and technology. The message is—
curiously enough—the same we learned from Keen [11] and Sprague [13] almost
40 years ago but the context (digitalization) and the modelling methods (analytics)
are now very different; how different we will find out.

In their policy statement for the new Journal of Business Analytics Delen
and Ram [21] show in a word cloud analysis (Fig. 2) that big data—analytics—
(text) mining over the last decade started to appear as related concepts in journals
and conference publications. This is not surprising as digitalization produces fast
growing sets of big data, and it is now evident that analytics offers useful tools to
cope with big data.

Delen and Ram [21] also offer an overview of the evolution of (business)
analytics that shows it as growing out of the DSS movement in the 1970s (Fig. 3).

Business analytics has three functional orientations: descriptive, predictive,
and prescriptive; INFORMS has the same specification of analytics—descriptive
~ business intelligence, predictive, and prescriptive ~ advanced analytics. DSS
literature usually lists the functions specified [7] (cf. also [22]):
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Fig. 3 A historical view to the evolution of analytics terminology [21]

1. Descriptive—business reporting, dashboards, scorecards, data warehousing
2. Predictive—data mining, text mining, web/media mining, machine learning
3. Prescriptive—optimization, simulation, algorithms, network science

The classifications are not precise and exhaustive, e.g., machine learning methods
and simulation models appear in descriptive modelling.

Visions similar to Delen and Ram of the possible developments of DSS methods
and applications appeared earlier, which anchors business analytics as part of
the decades-long traditions. In Past, Present, and Future of Decision Support
Technology [23], in a special issue of the DSS journal [24] published in 2002, the
starting point was Keen’s agenda for DSS entering the 1990s [7], and the aim was
to work out the most promising research areas based on new technology. Keen (in
1987) wanted DSS developers to apply analytic models and methods for a more
prescriptive view of how to make decisions that are more effective (he also wanted
focus on “decisions that matter”). Keen encouraged DSS developers to exploit
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software tools and Al to make DSS move towards semi-expert systems. We followed
up on Keen’s proposals in [7] and worked out the following agenda:

1. Identify areas where tools can transform qualitative insight and uncertain and
incomplete data into useful knowledge

2. Use intelligent systems and methods for prescriptive, more effective decision-
making

3. Exploit advanced software tools to improve the productivity of decision and
working time

4. Assist and guide DSS practitioners for effective decision-making

These guidelines are general and open-ended, but they still make sense and are
useful in the present business context of digitization and big data. A key difference
between 2002 and 2018 [21] is the portfolio of tools we have for building decision
support. The algorithms belong to the computational intelligence family, are faster,
more powerful, and can handle (very) big data. The user support is adaptive and
interactive, and it will evolve with the cognitive ability of the user. The platforms
build on smartphones, tablets, laptops, and powerful desktops to provide users with
real-time decision support wherever they are and whenever they need it. The users,
however, still need to provide the cognitive ability, the experience, the intelligence
and the insight to make effective and better decisions.

5 Computational Intelligence in Decision Support

The digital economy and the big data challenges appear to disqualify the classical
algorithmic methods (cf. [10])—optimal problem-solving is nice but useless if it
cannot meet the hectic pace of the digital economy. Classical algorithms cannot
process big data in reasonable time—or even not at all. Some of these claims are
fallacies—it is not necessary to process big data at all if we first use classical
statistical methods (such as principal component analysis) to find the smaller
subsets of factors that are relevant and actually influence the problems we need
to solve [10]. The classical algorithms are again relevant for the smaller subsets.

In case we actually have to work with big data, it appears that we should look to
computational intelligence algorithms, which offer to be much faster than polyno-
mial methods [25]: neural networks, support vector machines, genetic algorithms,
genetic programming, swarm intelligence, software agents, and soft computing.
There is a drawback, users need to have some fairly advanced mathematical and
software skills to operate computational intelligence.

There is a central challenge in digitization; the human users of advanced
automated systems are the weak links (cf. [9]). Large, automated systems rely on
advanced algorithms and large complex computational systems; it is not self-evident
that human system users have the knowledge and/or the skills to manage the systems
and to operate them to produce a competitive RONA.
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System users have diverse backgrounds and different levels of experience. Some
users understand everything and master the systems in a short time; then they will
start to contribute to development. On the other hand, some users are slow to learn
and/or are not motivated; it will take time for them to reach even minimal acceptable
levels.

The D2I joint industry and university research program [9] proposed that we
build on human and system joint intelligence for digitization, that we use fast,
automatic algorithms for large, well-structured datasets, and combine this with
knowledge mobilized from seasoned context experts. In order to make it work,
human systems users need context relevant advice (in real time, with real data and
information) that is adapted to their cognitive abilities and background knowledge
(i.e., advice they can understand and use). This could be the mission statement for
the DSS of the 2020s.

The digital coaching systems got started a few years ago [26] as an answer to
the demand on human operators to master advanced automated systems in complex
and very large industrial process systems. Digital coaching will work with data that
is collected from digital devices, instruments, tools, monitoring systems, sensor
systems, software systems, data and knowledge bases, data warehouses, etc. and
then processed to be usable for the digital systems that will guide and support users.

Digital coaching requires that we master the transition from data to information,
and on to knowledge, also known as digital fusion. Data fusion collects and
harmonizes data from a variety of sources with different formats and labels.
Information fusion uses analytics to build syntheses of data to describe, explain, and
predict key features for problem-solving and decision-making. Knowledge fusion
uses ontology to build and formalize insight from data and information fusion as a
basis for computational intelligence methods, Al, machine learning, soft computing,
approximate reasoning, etc. The early versions of DSS hinted at the need for what
we now call digital fusion [9, 10]) but lacked the necessary software tools. They are
now available and appear to be on a path towards becoming both more intelligent
and effective.

The DSS of 2020s will quite possibly be digital coaching systems that will
guide users in the digital economy over smartphones, tablets, laptops, terminals
to cloud services, and new digital support devices that will appear as part of the
environment.
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Thirty Years of Decision Support: )
A Bibliometric View oo

Peter B. Keenan

Abstract This chapter uses a bibliometric approach to examine the growth of and
changes in the Decision Support Systems (DSS) field over the 30 years from 1990
to 2019. Bibliographic databases such as Web of Science (WOS) provide valuable
information on academic disciplines as they contain both the articles published and
the articles cited. The changing disciplinary balance in the DSS field is indicated by
the topics of the articles published, and the disciplinary categorisation of the journals
where they are published. The citation links of these papers illustrate the intellectual
influences on the DSS field. Network analysis of the bibliographic network allows
the identification of key papers, authors, and journals. We identify important papers
and concepts within the period and identify when these concepts subsequently
became less important.

Keywords Bibliographic analysis - Decision support - Decision support
systems - Scientometrics - Web of science

1 Introduction

Decision support systems (DSS) have their origin in the 1960s in attempts to use
information technology (IT) to assist with decision-making [1]. The DSS field is
generally regarded as having been founded by the work of Gorry and Scott-Morton
[2], who argued that existing IT primarily focused on structured decisions and
that there should a distinct class of system known as DSS for semi-structured and
unstructured decisions. In the 1970s and 1980s, the DSS field became a recognised
one, with research groups being formed and new conferences beginning [3]. One
method of characterising an academic field is to use scientometric techniques that
allow the examination of aggregate trends in academic publications represented
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in computerised bibliographic databases. These techniques include the analysis of
quantitative data such as publication counts or citation counts. Citations can be
viewed as forming a graph of links between citing authors, cited authors, citing
texts, and cited texts and network analysis techniques can be used on that graph.

Scientometric investigation has greatly increased in recent years owing to the
increased availability of bibliographic databases, the introduction of new software
to visualise and analyse bibliographic data [4], and the improved capacity of
modern desktop computers to analyse large datasets. Modern software allows the
summarisation of datasets through techniques like keyword analysis, techniques
which are increasingly necessary as the increasing number of papers is beyond the
capacity of one reader. One of the most comprehensive bibliographic databases is
the Web of Science (WOS) maintained by Clarivate Analytics (previously Thomson
Reuters), formerly known as the Web of Knowledge. This database records articles
from 1898 to the present drawn from a wide range of disciplines and identifies the
publications cited by those articles. In mid-2020, WOS covers over 34,000 journals
and has almost 1.9 billion cited references from over 171 million citing records
(http://wokinfo.com).

In this study, we aim to use the WOS to examine the DSS field as represented
by publications and their citations for the three decades from 1990 to 2019. In
searching for such papers, we search the titles, abstracts, and keywords in WOS
for the search terms “decision support systems”, “decision support software”, and
“decision support tool”” and the combination (DSS and “decision support”). We have
only included journal articles, as the WOS indexing of book chapters and conference
proceedings is less consistent than that of journals. Nevertheless, citations from
journal articles to book chapters and conference proceedings are included. Our
search would not find articles describing systems that do not use this terminology
but whose operation could reasonably be characterised as DSS, while it did find
some systems that might not be characterised as a DSS by a manual assessment,
despite these articles describing themselves as DSS. At an earlier stage of DSS,
when the number of papers was fewer, manual assessment of the entire literature
was feasible [5], but the larger volume of articles makes this approach infeasible
today. However, this research aims to form an aggregate picture of the field and the
inclusion or absence of a small proportion of systems should not materially affect
its conclusions. Our search on WOS returned 14,330 records from 2822 journals.
After processing, we had 12,387 usable articles with 324,163 cited references.

There has been continuous growth in the number of papers in WOS identified
by these search parameters (Fig. 1), and there are also a smaller number of book
chapters and conference papers not included in this analysis. The growth in the
number of articles was facilitated by new journals; for instance, the journal Decision
Support Systems and the journal Expert Systems and Applications both started in
1991 and have become important across the DSS field since then, and other journals
started which publish DSS articles in particular disciplines.

The structure of citations can be analysed using a classification of subject
disciplines. There are two approaches to this; databases such as WOS use their
own distinct classification schemes, while an alternative bibliographic alternative
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Fig. 1 Number of DSS journal articles in Web of Science 1990-2019

is to use a clustering algorithm to group the disciplines based on the strength of
their citation links. WOS introduced ISI Subject Categories, now known as Web
of Science Categories (SC), as proxies of scientific fields defined above the level
of individual journals. Consequently, when examining changes in the disciplinary
structure of a field any changes in the proportions of papers or citations for a
particular SC would illustrate the trends in that discipline. Note that journals may be
categorised in several SCs. For instance, the Decision Support Systems journal is in
five categories: Operations Research and Management Science, Computer Science,
Information Systems, Computer Science, Artificial Intelligence, Al, Robotics and
Automatic Control, and Computer Science. While this overlap presents some
problems, analysis of these categories is still informative for aggregate datasets
where there are significant numbers of papers involved and which would be difficult
to understand by other approaches [6]. WOS has further introduced a newer
classification scheme known as Research Areas (RAs) which are somewhat larger
categories, and these also provide insight, although they are not yet as widely used
for bibliographic analysis as the SC classification.

In Table 1, Operations Research/Management Science (OR/MS) is the most
important SC for DSS over the period, and Computer Science categories show a
similar level of growth. However, there has been a marked increase in the number
of papers in categories such as Environmental Science, Water Resources, and
Environmental Engineering.

The interpretation and aggregate analysis of journal databases is facilitated
by standard visualisations of the subject space and the clustering of disciplines.
One useful approach is developed by Leydesdorff, with various collaborators.
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Table 1 Number of DSS articles in most important WOS subject codes 1990-2019

% Change
WOS Category 1990- 1999 2000—2009s | 2010—2019| 1990—2019| 1990s-2010s (%)
Operations 527 731 992 2250 88
Research/Management
Science
Environmental 151 470 1117 1738 640
Sciences
Computer Science 259 577 898 1734 247
Artificial Intelligence
Computer Science 338 499 808 1645 139
Interdisciplinary
Applications
Computer Science 371 428 605 1404 63
Information Systems
Management 332 285 350 967 5
Water Resources 71 284 593 948 735
Engineering Civil 75 296 529 900 605
Medical Informatics 147 196 519 862 253
Engineering Industrial | 205 202 393 800 92
Engineering Electrical | 71 194 489 754 589
Electronic
Engineering 65 252 423 740 551
Environmental

This visually maps all scientific disciplines by reference to their citation patterns,
allowing specific disciplines to be plotted on the same background map.

Such visualisations can use data from WOS on journals or subject categories.
Keenan [7] plotted the DSS field using a journal visualisation based on Leydesdorff
et al. [8]. Figure 2 shows a visualisation of the subject distribution of DSS articles,
this is based on a 2015 update of earlier approaches (see http://www.leydesdorff.net/
wcl5/). This visualisation uses the Vosviewer software [9, 10] using a disciplinary
layout reflecting the analysis of all WOS publications by Leydesdorff et al. [11] and
used by Carley et al. [12] to plot different research portfolios.

In addition to categories, WOS provides a higher level aggregation in its
Research Area (RA) classification, Table 2 shows the changes in the proportions
of DSS articles in RA groupings through the three decades. In this classification,
there are no DSS articles in the Arts and Humanities grouping, while most of the
papers are in the Technology group. This group includes the three most important
WOS RAs relating to DSS; Engineering, Computer Science, and OR/MS.

These proportions also show the same trend of an increase in the importance
of DSS papers in the environmental and medical areas, which are grouped into
Life Sciences and Biomedicine in Table 2. This includes both environmental RAs;
(Environmental Sciences and Ecology, Agriculture) and medical areas (Medical
Informatics, Health Care Sciences). The most important RA within the Physical
Sciences top-level grouping is Water Resources, which is also related to the
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Fig. 2 Visualisation in Vosviewer of WOS subject areas for DSS articles 2010-2019

Table 2 Proportions of DSS articles in WOS Research Area groupings

WOS discipline grouping 1990-1999 (%) 2000-2009 (%) 2010-2019 (%)
Arts and Humanities 0.0 0.0 0.0
Life Sciences and Biomedicine 21.7 25.8 32.0
Physical Sciences 5.1 8.3 9.5
Social Sciences 11.3 6.1 4.1

environment and which had eight times as many papers in the 2010-2019 decade as
in the 1990-1999 decade.

2 Bibliographic Analysis

Bibliographics uses mathematical graphs based on citation links as the basis of
analysis and bibliographic software can produce such graphs from downloaded
data such as our WOS dataset. In bibliographic networks, each document (paper,
journal, author) is represented by a node, and the citations from that publication
are represented as links on the network. These networks provide both a visual
representation of a field and facilitate the automated analysis of that field [13].
Bibliographic analysis is now a subset of the broader field of social network
analysis, which has become an important area of research in recent years, as the
widespread use of social networks have made much more data available [14].
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A basic citation network is a mathematical graph where each node represents
a citing document, and each directed link represents a citation from the current
document to an earlier cited document. A simple cited reference search on WOS
will show all the publications which cite an earlier publication. Bibliographic
coupling looks at the citations of a paper and groups the documents which cited
that earlier paper. Co-citation coupling [15] looks at all of the references cited by a
document and forms an undirected co-citation network linking documents that are
cited together. Co-citation coupling looks back from a document to the citations
that it contains, which presumably represent the academic influences on the article.
Two documents are said to be co-cited (Fig. 3) when they are both cited by a
third document, if they are cited together multiple times then they have a stronger
relationship. In a co-citation network, the link weights represent the number of times
that two documents were jointly cited. These links and link weights can be used to
identify research clusters formed from strongly connected document groups. Earlier
papers can be clustered because of their common citation by later publications,
revealing a commonality in earlier concurrent papers which was not necessarily
apparent at the time of their publication. Co-citation coupling can also identify
intersections between different disciplines, as documents may include citations from
both disciplines.

The document co-citation analysis (DCA) approach was built on the methods
pioneered by Small [16, 17] and is widely used to analyse individual papers DCA
may include links between all documents cited by articles of interest. As each paper
may cite from 20 to 50 citations, this approach can produce large networks which are

Citing papers 1 and 2 are bibliographically coupled

Citing Citing
Paper Paper
1 2
Cited Cited Cited
Paper Paper Paper
A B C

Cited papers A, B and C are co-citation coupled

Fig. 3 Bibliographic and co-citation coupling
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difficult to process. Consequently, DCA bibliographic analysis frequently reduces
the size of the network by excluding documents with a small number of citations
and with low levels of co-citation.

In this research, we used the CRExplorer software [18, 19] to clean the data by
removing references without dates and to identify similar references. This software
allows the merging of citations where there are small differences in the reference.
For instance, where the number of initials of an author is different or there is a
slightly different abbreviation for a journal. Although this software eliminated some
of the data issues, some errors likely remain, especially with older references. This
would have the effect of reducing the citation counts of some papers. However,
as we are concerned with the aggregate picture, we believe that a useful analysis
can still be obtained although some data errors still exist. We used the Vosviewer
software [9, 10] to build DCA and keyword networks and to visualise the network
and we used the efficient Pajek network software [20] to perform network analysis
and to identify key papers in the network.

Social network analysis builds on ideas originating with Freeman [21] and now
plays an important role in bibliographic analysis [22]. These techniques are now
routinely included in citation analysis software tools (Moral-Muiioz et al. [4]).
“Betweenness centrality” is a measure of how often a node is located on the shortest
path between other nodes in the network. In a bibliographic analysis, a node is a
journal, a book, or a paper. A node with high betweenness is located on multiple
shortest paths and can be characterised as linking two groups in the network. In
general, nodes with many citations and with higher betweenness scores represent
papers, authors, or journals which play an important role in connecting different
parts of the network. If gj is defined as the number of geodesic paths between j
and k, and gjix is the number of these geodesics that pass through i, then node i’s
betweenness centrality is defined as

ZZ%#J’#/«
i kS

“Closeness centrality” is a measure of the distance of a node from all other nodes
in the network, this too is usually normalised. C.(n;) is the closeness centrality of
node i where d(n;, n;) is the distance between two vertices in the network.

j=1

Centrality measures have been used in social network analysis and to some
extent in citation analysis. Wang et al. [23] used co-citation networks and centrality
measures to characterise the cloud computing literature and emphasised the impor-
tance of betweenness. Lin et al. [24] analysed the public risk governance literature
using betweenness centrality. Keenan and Jankowski [25] used centrality measures
to identify key journals and papers in Spatial Decision Support Systems (SDSS).
Argoubi, Ammari, and Masri [26] used these techniques to examine the literature
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on OR/MS research in Africa. Leydesdorff, Wagner, and Bornmann [27] considered
betweenness as an approach to measuring the interdisciplinary of journals. Research
continues on the appropriate measure to use in different situations [28].

We used the Vosviewer software [9, 10] to build and visualise the publication
co-citation network. To reduce the size of the network for network calculations,
we excluded papers with few citations. This exclusion may marginally change the
absolute value of the calculations but should not affect the rank of well-cited papers.
We used the Pajek network software, which is an efficient network tool, to calculate
betweenness and closeness centrality values.

Vosviewer also allows term co-occurrence analysis of text found in titles or
abstracts [9]. In this analysis, we removed keywords associated with the search
terms, as these were inevitably found in the article abstracts. Consequently, keyword
phrases such as “Decision Support System” or “DSS” do not appear in the results,
we also removed the generic terms “information” “information technology” and
“computers” from the analysis. We also removed publisher names and words like
“copyright” from the analysis as these do not relate to the academic content of the
article.

3 DSS Published in 1990-1999

Figure 4 shows a visualisation using Vosviewer for the top 50 keywords for
DSS articles in the period 1990-1999. This software both clusters and positions
the keywords based on their co-occurrence in the titles and abstracts of papers.
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Fig. 4 Vosviewer co-occurrence network for keywords of DSS articles in the period 1990-1999
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The cluster on the bottom left contains Geographic Information Systems (GIS),
Simulation, and terms related to Multicriteria Analysis (MCA) and the Analytical
Hierarchy Process (AHP). The cluster on the top left contains Group Decision
Support Systems (GDSS) and terms related to modelling. The cluster on the right
has several keywords related to artificial intelligence and expert systems. The
comparative separation between strategic analysis and computer-assisted diagnosis
illustrated that even at this stage there were distinct bodies of DSS research on quite
different themes.

We can analyse DSS journals by looking at both citing papers and the papers
they cited (Table 3). The journal Decision Support Systems, established in 1991,
quickly became the main outlet for DSS papers. However, the European Journal of
Operational Research had the most citations. The relationship between citing and
cited journals reflects that DSS papers often cite modelling techniques or decision
theory. We see the agriculture and medical fields represented in the top ten journals
cited, showing that these fields were already becoming important to DSS.

We can identify the influences on the DSS field by looking at the papers cited by
DSS papers. Figure 5 shows a visualisation in Vosviewer of the co-citation network
of the 45 most cited papers by DSS articles in the period 1990-1999. One limitation
of WOS is that it only stores the first author of a paper and so the visualisation labels
only the first author. The visualisation shows two clusters, the smaller cluster on the
right representing GDSS while that on the left contains the well-known foundational
DSS literature.

These papers can also be assessed by the number of citations and by their position
in the co-citation network, which can be calculated using closeness and betweenness
centrality, shown in Table 4. On all measures, the most important papers influencing
DSS research in the 1990s were Sprague and Carlson [29] and Keen and Scott-
Morton [30]. Closeness centrality relates to the centrality within the field and these
papers are positioned centrally in the visualisation reflecting their higher centrality
values. Bonczek et al. [32] and Alter [38] are also widely recognised pioneers in the
DSS field. Keeney and Raiffa [35] and Saaty [33] did foundational work in MCA.

Table 3 Top journals cited by DSS papers in the period 1990-1999

Cited Citing
European Journal of Operational Research 3228 89
Decision Support Systems 3025 143
Organisation Science 1511 3
Decision Sciences 1143 28
Agricultural Systems 986 28
Interfaces 963 47
International Journal of Production Economics 808 21
Information and Management 753 40
MIS Quarterly 664 4

Journal of the American Medical Informatics Association 624 42
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Table 4 Centrality measures for papers cited by DSS articles 1990-1999

Cited Paper Number of Citations Closeness Betweenness
Sprague and Carlson [29] 122 0.53122 0.14016
Keen and Scott-Morton [30] 88 0.51509 0.08388
Simon [31] 43 0.47382 0.03106
Bonczek et al. [32] 44 0.47354 0.02507
Saaty [33] 51 0.4721 0.04925
Desanctis and Gallupe [34] 61 0.46995 0.02836
Keeney and Raiffa [35] 37 0.46938 0.04203
Newell and Simon [36] 28 0.46726 0.02652
Mintzberg et al. [37] 22 0.4653 0.01375
Alter [38] 41 0.46468 0.02044

Desanctis and Gallupe [34] is the most cited GDSS paper. Simon [31], Newell and
Simon [36], and Mintzberg et al. [37] are important works in decision-making.
This analysis of cited literature shows that the DSS field in the 1990s was still
very much based on its traditional roots in management decision-making theory
and the seminal work of business school-based researchers. GDSS and MCA were
important areas at that time, as also noted by other studies, Eom [39] found the
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contributing disciplines of DSS to be multiple criteria decision-making, cognitive
science, organisation science, artificial intelligence, group decision-making, and
systems science.

4 DSS Published in 2000-2009

The middle decade of our period of study saw the development of systems that had
taken advantage of earlier technical developments that facilitated DSS [40]. These
developments included inexpensive personal computers and laptops of sufficient
power to do useful work, the universal use of graphic user interfaces (GUIs), and
the development of the World Wide Web. These technical developments made
computerised decision support accessible to larger number of users and by this time
there was a larger number of decision-makers who were computer literate and who
appreciated the potential of the technology.

In this period, Shim et al. [41] was an important paper reflecting on the progress
of DSS. This chapter resulted from several prominent DSS researchers meeting at
a panel at the 30th Decision Sciences Institute Annual Meeting in New Orleans
in 1999. The authors noted the technical changes since the early days of DSS and
discussed Data warehouses, OLAP, data mining, and web-based DSS. They also
noted that the increased use of networks facilitated the use of collaborative DSS.

This period also saw the emergence of new journals, which represented the
extension of modelling and computer use to new domains. For instance, the journal
Environmental Modelling and Software started in 1997 and became a significant
outlet for DSS papers in that domain while the Journal of the American Medical
Informatics Association started in 1994 and subsequently published many DSS
related articles in the medical domain.

Figure 6 shows the co-occurrence network of the top 46 keywords for DSS
articles in the period 2000-2009. The keyword with the highest occurrence is
GIS, including its variants like geographical information systems. This reflects the
increasingly widespread use of SDSS facilitated by cheaper powerful computers
and the increasing availability of spatial datasets [25]. In the figure, GIS is grouped
on the lower left of the visualisation with areas of DSS application which use
spatial techniques, like water resources and climate change. Other frequently
occurring keywords relate to modelling and modelling techniques; simulation,
neural networks, expert systems, optimisation, modelling, genetic algorithms, fuzzy
logic, AHP, and fuzzy sets. Clinical decision support systems (CDSS) are positioned
close to expert systems, reflecting their frequent use of that approach. Unlike the
earlier period, in this decade GDSS is now a relatively infrequently mentioned
keyword and one that does not often occur with other frequent keywords. This
visualisation clearly shows that spatial and medical DSS applications had already
become important subfields, somewhat separate from each other and from the more
traditional DSS areas of application.
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Fig. 6 Vosviewer co-occurrence network for keywords of DSS articles in the period 2000-2009

Table 5 shows the number of citing and cited articles in the top ten journals
for DSS articles in the period 2000-2009. The Decision Support Systems journal
and Expert Systems with Applications journal are central to the DSS field, pub-
lishing many articles and being widely cited. The European Journal of Operational
Research is widely cited and modelling techniques drawn from articles there are
used in a variety of DSS areas of application, not just traditional ones [42]. We see
significant numbers of publications and citation to journals in the environmental and
medical fields, reflecting the growth of these fields relative to traditional business
school and engineering domains, as reflected in Tables 1 and 2 above.

If we look citations from DSS articles in the period 2000-2009 (Table 6), we see
that Saaty [33] is both the most cited paper and the one with the highest value for
both closeness and betweenness centrality in the DSS field, with Zadeh [43] playing
a similarly important role. Sprague and Carlson [29] and Keen and Scott-Morton
[30] are still influential in this decade, especially in its first half, but Shim et al.
[41] had become the most important paper from within the DSS field and Turban’s
textbook was often cited (various editions). The importance of Goldberg [44] and
Holland [45] reflected the growth of genetic algorithms as a modelling technique.
Davis [46] is a widely cited paper on the adoption of information technology.
Densham [47] is a seminal paper on SDSS and represents the increased importance
of GIS-based DSS.
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Table 5 Top journals cited by DSS papers in the period 2000-2009

Journal Cited Citing
European Journal of Operational Research 1793 97
Decision Support Systems 1495 161
Management Science 897 2
Agricultural Systems 636 44
JAMA Journal of The American Medical Association 596 3
Water Resources 556 24
Journal of The American Medical Informatics Association 551 42
Environmental Modelling Software 525 96
International Journal of Production Economics 506 32
Operations Research 501 7
International Journal of Production Research 482 30
Expert Systems with Applications 478 132

Table 6 Centrality measures for papers cited by DSS articles 2000-2009

Paper Citations Closeness Betweenness
Saaty [33] 146 0.50419 0.09084
Shim et al. [41] 49 0.49599 0.04743
Zadeh [43] 103 0.49340 0.07928
Keen and Scott-Morton [30] 35 0.47695 0.02511
Goldberg [44] 59 0.46944 0.03952
Sprague and Carlson [29] 52 0.46891 0.02666
Keeney and Raiffa [35] 64 0.46833 0.03383
Davis [46] 32 0.46518 0.02206
Holland [45] 40 0.45210 0.02046
Turban [56] 30 0.45009 0.01277
Densham [47] 26 0.44834 0.01015

S DSS Published in 2010-2019

Figure 7 shows the keyword co-occurrence network for DSS articles in the period
2010-2019, the most frequent keyword is CDSS. In this visualisation, CDSS is
grouped on the right-hand side with related areas of application like primary care
and with modelling techniques like machine learning and neural networks that are
especially important in the medical domain. The cluster on the top left includes GIS,
the second most common keyword, and SDSS and multicriteria-based approaches.
The cluster on the bottom left mainly contains modelling techniques, the most
common of which are simulation and optimisation. This visualisation also reflects
the growth of spatial and medical DSS as important subfields.

Table 7 shows the main journals cited by DSS articles in the decade 2010-2019.
The Decision Support Systems journal and the Expert Systems with Applications
journal are central to the field, with many widely cited DSS articles published in
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Fig. 7 Vosviewer co-occurrence network for keywords of DSS articles in the period 2010-2019

Table 7 Top journals cited by DSS papers in the period 2010-2019

Cited Citing
European Journal of Operational Research 5230 50
Expert Systems with Applications 4301 237
Decision Support Systems 3113 177
Environmental Modelling and Software 2412 87
International Journal of Production Economics 1964 37
Journal of The American Medical Informatics Association 1737 47
Journal of Cleaner Production 1675 104
JAMA Journal of The American Medical Association 1532 5
International Journal of Production Research 1507 70
Journal of Environmental Management 1410 63

these outlets. The European Journal of Operational Research is widely cited and
modelling techniques there are cited in a variety of domains, not just traditional
ones [42]. There are several journals which are both widely cited and which publish
a substantial number of papers, representing the environmental, production, and
medical domains.

Table 8 shows the key papers in this period, the papers by Zadeh [43] and Saaty
[33] continue to play a central role in the citation of DSS articles. This reflects that
a large proportion of DSS articles are concerned with MCA approaches. Breiman
[48] is a widely cited machine learning approach, while Jang [49] is a widely cited
fuzzy logic paper. Shim et al. [41], Power [51], and Power and Sharda [50] are
influential articles from within the DSS field. Mysiak et al. [52] is an important paper
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Table 8 Centrality measures for papers cited by DSS articles 2010-2019

Citations Closeness Betweenness
Zadeh [43] 264 0.56079 0.09064
Saaty [33]. 290 0.55071 0.06989
Shim et al. [41] 87 0.5202 0.03165
Breiman [48] 108 0.5005 0.02403
Davis [46] 56 0.496 0.02078
Jang [49] 51 0.494 0.01067
Power and Sharda [50] 45 0.49293 0.01259
Power [51] 42 0.49173 0.01097
Mysiak et al. [52] 51 0.48843 0.00753
Garg [53] 210 0.48791 0.04753

in environmental DSS, while Garg et al. [53] is an influential review of the CDSS
field. Some important papers have a lower score for closeness centrality as they
tend to be cited only within their own cluster, but the relatively high betweenness
centrality value for Garg et al. [53] shows its value in connecting papers in the
medical DSS area.

6 Conclusion

This research has used bibliographic techniques to examine the aggregate nature of
the DSS field over the 30 years from 1990 to 2019. We have divided this period into
three decades and the change between these decades illustrates the changing nature
of the DSS field. The first decade still had a predominance of articles concerned
with the business and engineering disciplines where early DSS was most common
and still largely referred to the widely known seminal papers of the 1970s and
1980s. In the second decade, starting in 2000, we saw new technologies such as
the Internet and GIS become more important and these extended the range of
DSS areas of application. The environmental area became more important and
journals in that area started publishing significant numbers of DSS papers. A
range of modelling approaches from OR/MS and Computer Science were joined
by distinctive environmental models. The final decade from 2010 to 2019 sees the
growth in environmental applications continue, together with an increasing number
of medical applications.

This picture is a fragmented one. In earlier decades, there were frequent citations
of a core body of well-known DSS literature. However, as each sub-field built
up more research, it continued to cite modelling examples from core OR/MS and
Computer Science papers but increasingly tended to discuss decision support by
reference to its own domain. Notably, earlier DSS papers frequently cited work
on DSS from within the core Information Systems field, but this is less and less
common over time. The major IS journals have largely sought to leave DSS research
behind as if it is a solved problem of no further interest and they haven’t shown much
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interest in the new areas of application. While Shim et al. [41] was an influential
attempt to bring together issues in the DSS field, there has not been a similarly
influential paper since then. There are very limited connections from the newer
DSS domains to the traditional groupings of DSS researchers. This fragmentation
has long existed, and Arnott and Pervan [54, 55] noted the conservative nature
of DSS research and the slow dissemination of new decision theories in the field.
This fragmentation makes it likely that new methodologies and approaches will be
slow to disseminate and consequently some “reinvention of the wheel” could occur.
Greater cross-fertilisation between the business school-based DSS communities and
the newer SDSS and CDSS groupings would be to everyone’s benefit.
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Two Grand Challenges for DSS Evolution = m)

Check for
updates

David Paradice

Abstract A review of Decision Support Systems (DSS) research shows technology
and DSS evolve in a synchronized fashion. As new technological tools are intro-
duced, researchers leverage the tools to expand the capabilities of DSS. However,
advances in DSS are often piecemeal, lacking synergies that could come from
adopting a grand challenge. The future will exhibit a similar pattern of technological
advances, with analytics and artificial intelligence being two technologies that
can be expected to impact DSS design. Analytics and artificial intelligence are
broad technologies that have the potential to make significant impacts on decision
support. For DSS to have a meaningful impact on decision-making processes,
DSS must get “smarter.” DSS can get smarter by having greater understanding the
contexts in which they operate. Two grand challenges are proposed: expanding the
model of context implicit in all DSS and implementing a model of shared context
understanding for networks of DSS. Each grand challenge provides opportunities
for DSS researchers in many specialty areas to contribute, while also moving the
discipline forward in a significant way.

Keywords Analytics - Artificial intelligence - Grand challenge - Decision
context - DSS design - Collaborative Al - Cynefin concept - Philosophical basis
of DSS

1 Introduction

Throughout the history of Decision Support Systems (DSS), there have been
periodic calls for some type of review on the status of the concept. In the 1980s, there
was some debate about whether DSS was a subarea of Management Information
Systems (MIS) or vice versa [1, 2]. In the early 2000s, a call was made to expand
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the boundaries of DSS [3]. In 2014, a response to some concern about the future of
DSS declared the discipline “alive and well” [4].

An advantage that we have today is that we have several decades of prior work
that can be evaluated. When I look at that work, two issues emerge. First, the DSS
discipline builds in concert with advances in technological tools. Advances in the
capabilities of DSS are well synchronized with advances in the capabilities of the
technical tools at hand. Second, the DSS discipline has lacked explicitly declared
grand challenges. The lack of explicit grand challenges hampers the discipline’s
ability to make a transformative impact on decision-making processes.

This chapter will unfold as follows. The next section will review the evolution of
DSS and tool technologies to illustrate how the DSS concept has evolved as various
technologies have evolved. The subsequent section identifies two technologies—
analytics and artificial intelligence—that I believe are the next ones to have a major
influence on DSS evolution. Unlike previous DSS eras, these two technologies are
not new technologies to DSS researchers. However, our processing capabilities for
each are vastly different from what they were several decades ago, so the section
explores how these technologies will be valuable in advancing the DSS discipline.

The technologies alone do not drive DSS evolution. The technologies allow DSS
to evolve in ways that expand decision-making capabilities. With that in mind, I
discuss how a specific design philosophy guides DSS development and the role of
context in decision-making processes. This is followed by a deeper examination of
context as a construct to be modeled in DSS. That section is then followed by a
brief section that defines a grand challenge for DSS researchers, which is followed
by concluding remarks.

2 DSS Evolution

Arnott and Pervan [5] analyzed DSS research and described the field in terms of
different DSS categories. They embedded a timeline in their analysis, which roughly
corresponds to the various evolutions of DSS. Prior to the 1970s, they identify the
influences on the DSS movement as transaction processing and reporting systems
(coming from more general computer-based information systems), optimization and
simulation models (coming from operations research/management science), and
behavioral decision theory. As the DSS concept developed in the 1970s, emphasis
was on the design of the reporting systems and data access systems. The issue at that
time was that managers needed more timely information and that the batch-oriented
systems of the day were not responsive to the needs of managers due to the dynamic
nature of the business environment.

The 1970s were the age of personal DSS, with the term DSS first appearing
in a paper by Gorry and Scott-Morton [6]. Leveraging computer technology to
support managerial decision-making was the goal. Computer systems configured
on “minicomputers” that did not require large, environmentally controlled rooms
(e.g., DEC VAX systems) emerged during this decade. Conceptually, the computing
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environment was still similar to the mainframe environment with “dumb” terminals
connected to a central computing processor. The smaller size of the main processing
units, the ability to operate them in nonspecialized environments (as long as the
environment was not too hot and the air around them was clean), and especially the
reduced purchase expense made minicomputer systems attractive to departments
within organizations as a way to provide computer support to specific groups.
Specialized DSS could be developed for these groups, with individual, computer-
based decision-making needs being met in a timely and dynamic manner for the
first time.

Arnott and Pervan’s analysis focused on the evolution of research in DSS, so
they do not discuss the development of small, personal computers that occurred
during this time. Engineering and technically oriented hobbyists were building
their own personal computers during this decade. The Altair 8800 was one of the
first computers available in the mid-1970s, being sold via mail order. It could be
programmed in BASIC or FORTRAN, giving individuals a platform for writing
programs to meet their personal needs. The Apple II, the Commodore PET 2001,
and the TRS-80 followed in the late 1970s, driving innovation to produce reliable,
inexpensive, personal computing environments. A critical software application,
VisiCalc spreadsheet software, was also developed for the Apple II in the late 1970s.

This parallel development of technology and the DSS concept is important, for
the two forces work together to accelerate the development of each individually.
IBM’s announcement in the early 1980s that it would market a personal computing
machine, the IBM-PC, was widely seen as evidence that IBM believed desktop com-
puting systems were legitimate business computing environments. Although initial
installations of IBM-PCs in corporate environments did little more than replace the
dumb terminals with the new PC, the desktop computing capability would soon be
leveraged within corporations through the incorporation of spreadsheet software by
workers wanting to develop quantitative analyses. Word processing software was
developed to handle document construction and database software was developed
to handle data processing needs. The corporate world realized the advantages of a
possessing a desktop computing platform to perform calculations for applications
as routine as budgeting to as complex as electric power plant maintenance [7].
However, work is rarely performed entirely by individuals in organizations. It is
typically performed by groups, and this reality drove the next generation of DSS
evolution.

Arnott and Pervan identify group DSS (GDSS) emerging as an extension of
personal DSS in the early 1980s, being influenced by research in social psychology
in general and group behavior and processes more specifically. The recognition that
work occurs in groups, combined with a need to provide a file sharing capability
that was at the heart of mainframe systems that were being replaced by smaller
computing devices, drove innovation into network developments. In 1983, Novell,
Inc. launched NetWare, a network operating system used to run various services on
personal computers.

The 1980s also witnessed advances in data management and general processing
that led to relational database systems being viable corporate data management
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environments. The ability to manage, and especially to relate, data from across an
organization gave impetus to the executive information systems concept. At this
point, “DSS” was fading as a name for systems that provide decision support,
reflecting perhaps the ubiquity of the idea that computer-based information is
used throughout corporate decision-making. Although online analytical processing
(OLAP) technically began in the 1970s, it took off as a corporate computing
necessity in the early 1990s as advances in OLAP, executive information systems,
and dimensional modeling began to get folded into data warehousing concepts. The
1990s also saw negotiation support systems emerge as a special class of group DSS,
being driven by innovations in the underlying network technology that supported
group DSS and work in negotiation theory.

The evolution of the programming environments during this time also cannot be
overlooked. During this period, significant programming languages and concepts
were evolving. COBOL, BASIC, and FORTRAN were soon just choices among a
host of languages. Some, such as ALGOL, PASCAL, and PL/1, were designed to
be modular, maintainable, and able to support computational tasks in any domain,
be it science, engineering, or business. Others, such as LISP, APL, and PROLOG,
were designed to be specifically used in more focused applications in domains like
artificial intelligence. As a result, a new genre of DSS, identified by Arnott and
Pervan as intelligent DSS, evolved.

The convergence of local area network technology, database management,
and programming language advances provided technical capabilities needed by
decision-makers, but it did not ensure that the decisions being made were good
decisions. Arnott and Pervan identify the influence of developments in artificial
intelligence and expert systems in this period that led to the intelligent DSS
concept that was developed throughout the 1980s and into the 1990s. Individual
and organizational learning [8] began to be a focus, as support for decision-making
transitioned to improving individual decision-making in specific situations and
organizational decision-making more generally. Simultaneously, an emphasis on
knowledge management and organizational learning [9] began.

This review describes how DSS research has been successful at integrating new
technology to advance DSS capabilities. But most of these advances have been
piecemeal in nature and lacking in their ability to gain synergies through coordinated
and shared research efforts. Research is an inherently cumulative activity, in that
studies build on earlier work to create new knowledge. But coordinated efforts
focused on big goals can have transformative impacts. Computer science, for
example, has had big goals such as natural language processing, handwriting
recognition, and commonsense reasoning that have been pursued by researchers
across the world. When big goals like these are the focus, the smaller steps needed
to achieve them are recognized as valuable and they are shared more readily. The
focus shifts from theory-building to theorizing, an activity that the DSS discipline
has not recognized as being as valuable as theory development.

The DSS discipline has, however, had some organized efforts focused on big
goals. For example, in the mid-1980s, IBM announced 20, one million-dollar grants
that would be awarded to universities to support research. The University of Arizona
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won one of these awards and, recognizing that most decision-making processes
in complex environments involved groups of decision-makers, used the money to
construct an environment to study decision support for groups. Studies emerged
from this laboratory that advanced our understanding of how groups function and
how they could be supported with technology [10].

A second example is summarized in Paradice et al. [11]. They document a period
of 30 years in which research was focused on a goal to implement a DSS for general
managerial problem formulation. Originally begun at Texas Tech University, this
stream of research was pursued by multiple generations of researchers at many
universities. It began with a goal of supporting a single manager confronting a
problem situation and ultimately evolved into studies of how to integrate a range
of technological tools and philosophical concepts of knowledge inquiry into the
foundations of DSS.

The relationship between technology tool development and the development of
DSS at a macro level is implicit in Arnott and Prevan’s work. A similar symbiotic
development of tools and design can be seen at a micro level in the Arizona group
DSS work and the general managerial problem formulation work. Additionally,
these research programs illustrate how tool development combined with a specific
design goal can focus effort and lead to success. In looking at the future, it seems
reasonable then to think in terms of what technologies are likely to be integrated
into DSS and what type of big goal might guide the field’s development.

3 Two Technologies: Analytics and Artificial Intelligence

Two broad technologies that will be integral in DSS are analytic methods and the
use of artificial intelligence (AI). Neither is new to DSS. Analytics in DSS can be
traced back to the earliest conceptions of DSS and researchers were looking for
ways to incorporate “intelligence” into systems that would support decision-making
processes well before the term DSS was created. However, what we know now about
each area and the tools we now have for integrating these technologies into a DSS
have evolved significantly in the last 40 years.

In the realm of analytics, the descriptive, predictive, and prescriptive categories
of analytical analysis provide a complementary way of conceiving DSS. Descriptive
analytics are used to describe what has happened in an environment. Predictive
analytics are used to forecast what could happen in an environment. Prescriptive
analytics are used to help determine what should happen in an environment.
Decision support is enhanced by each of these types of analysis, but the context
of each is different. Context will be a concept/construct that will require greater
consideration and development in the DSS of the future. Context is considered in
greater detail later in this paper.

With respect to Al recent developments in adaptive learning and collaborative Al
have significant implications for DSS. DSS are becoming simultaneously ubiquitous
and invisible in our lives when we think of the “smart” devices in our homes and
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automobiles that we implicitly rely upon for decision-making support. There is a
need to significantly broaden what type of system is included under the umbrella
term of DSS in order to adequately identify the potential impact of our field.
Advances in robotics are such that robotic systems are becoming a type of DSS
for police work. Nanotechnology in smart pills mean a physician’s DSS might be
ingestible.

The frontier in technology tool development must be how we integrate artificial
intelligence into DSS. However, the nature of Al requires that we re-envision DSS in
terms of what Al allows us to do. Our goal should not be to do better what we have
done before. Our goal should be to imagine (and build) DSS that supports decision-
making in new ways through the integration of Al. According to one executive
interviewed by Ransbotham et al. [12], one company has not found a situation where
Al could not be used to automate or semi-automate an existing process in some way.

DSS has typically been approached from a mindset of distilling structure from a
class of problems so that the structure can be used to guide a user to a decision
choice within that problem class. The common characteristics of problems in a
class of problems are used to build a model that can support future decision-
making in the same problem class context. We can take as an example DSS for
supporting tax decisions. A typical approach models the tax provisions that are
applicable in a decision-making situation and produces one or more scenarios that
reflect different decision choices. However, the “best” decision may be one that is
a new interpretation of the tax provisions; one that is not typically applied or has
not ever been applied. The most valuable accountants, lawyers, doctors, and other
professionals are those who can draw on their expertise to design new solutions.
The expert that we once turned to can be an Al-augmented DSS in the future. It
may be time for us to enhance our general underlying focus of unstructured/semi-
structured/structured problems with an additional consideration of what parts of
the problems may include non-automatable/semi-automatable/automatable tasks.
DSS research needs to explore the characteristics of decision-making contexts in
ways that support decision-making for a unique decision case as well as in ways
that support common decision-making needs in a class of decisions. DSS should
support a decision that needs to be made for a specific patient, client, or customer
by incorporating the specific and perhaps novel contextual situation of that patient,
client, or customer.

The notion of collaborative Al, where a user/decision-maker works with an Al
system, is already being developed [13] and yet it is difficult to find any reference
to DSS in that literature. However, one can find implications of the DSS philosophy
within this literature. Human—technology collaboration has always been at the
heart of DSS. DSS has always been conceived as supporting decision-making,
not replacing it. Wilson and Daugherty state that the Al “technology’s larger
impact will be in complementing and augmenting human capabilities, not replacing
them.” What could be more compatible with DSS? In their analysis, they find
that firms “achieve the most significant performance improvements when humans
and machines work together.” We have an opportunity to influence Al-based man-
machine collaboration through our work in DSS. An argument can be made that Al
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has been driving DSS for 40 years. The development of knowledge-based systems,
learning systems, intelligent systems, and so forth all have their roots in attempts to
integrate more intelligence (however defined) into DSS. As has always been true for
DSS, the value proposition we have is that we design systems to work with decision-
makers. DSS has never sought to replace human judgment with technology.

Wilson and Daugherty [13] identify new roles for humans that will result from
collaborative Al environments, and many of them can be adapted to the DSS
environment. There will be new roles for the DSS designer and developer. There
will also be many new job roles that are related to DSS. An example is the person
who will ensure a learning DSS is generating feasible alternatives. While self-
learning capabilities are being developed in the technology, humans who “teach”
DSS systems are needed. Humans will be needed to validate system learning. We
already see this work in the role of humans who validate various predictive models
and machine learning models. Humans will determine what needs to be learned.

In the short run, humans are needed to explain the output of Al enhanced DSS.
Today, these humans are often called “consultants,” but we should work toward a
time when a DSS is able to explain not only the results of an analysis but also all the
underlying assumptions and factors influencing the analysis. The system must be
able to explain “why” a DSS recommendation is reasonable, justifiable, and valid.
An area of research can be determining what will be needed to build systems that
perform this explanation. The decision-making context will be an important factor
in explanation.

During development, we should not think of errors made by DSS with Al
learning capabilities as we do the errors made by a small child when learning. Many
students in our college classes make errors attempting to extrapolate concepts in
the classroom to novel or more complex cases. Humans will be needed to supervise
the DSS as it learns, guiding the DSS to add appropriate concepts, use cases, and
decision rules to its capabilities. This human role will also be needed to ensure that
the DSS continues to function for its original purpose or evolves (in some sense)
into providing adequate decision support in a problem domain. But how should the
DSS evolve? What is an appropriate domain into which a given DSS should evolve?
These are questions of an ethical nature. Prior research has explored how system
designers embed their personal ethics into systems [14], and we should revive that
work in the evolution of DSS. As systems become more autonomous, the human role
in guiding the ethical development of the self-learning system becomes increasingly
important and necessary.

Ransbotham et al. [12] note that firms that lead in the utilization of Al “enable
their organizations to consume as much as to produce AI” (their emphasis, page
2). They emphasize that a strategic focus for Al development and use is critical
for positive returns for the organization. That is, “tying a strategy for Al to the
company’s overall strategy” is a factor that distinguishes companies that have
had successful Al experiences from those that have not (page 6). The successful
companies find “areas in which the strategy needs support” and then find a way to
support it. Machine learning will enable users to gain insights that were not possible
under traditional DSS approaches. Traditional DSS were model based, and while
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the concept of learning DSS has been discussed in the research literature, the advent
of machine learning techniques makes a learning DSS truly feasible. The ability to
learn allows DSS to enter into strategic decision-making support for the first time in
the history of the concept.

DSS has traditionally looked for ways to support existing decision-making
processes without envisioning new (related) processes or expanding the scope of the
business to utilize new processes. DSS researchers must explore how Al-based DSS
can define new business processes. Ransbotham et al. [12] relate a story in which a
German bank leveraged Al to refine its loan application assessment process to allow
potential loan applicants to know whether their application would be accepted or
rejected. In the German system, a rejected loan application has a negative impact
on a German citizen’s credit rating. By providing a service to applicants before they
apply, the bank builds goodwill and reaches those who may not have applied without
this safety net for rejection. The bank has essentially provided an Al-augmented loan
application DSS to potential loan applicants. The more traditional approach would
have focused on providing decision support to current bank customers, not potential
bank customers.

Business processes need to be re-imagined considering how to leverage the Al
enhanced DSS. Where the traditional DSS concept has not redefined the decision-
maker’s task, the Al enhanced DSS creates an opportunity for a decision-maker’s
task to evolve into one that incorporates more creative aspects of the work.
Continuing the tax scenario from earlier, perhaps the design of the DSS for tax
support can lead to a situation where the user searches for the unique interpretation
(in the short run). In the long run, the system could “understand” that context
determines which situations call for a routinely good decision and which ones call
for a uniquely different, yet also good, decision.

4 Design Philosophy

The idea that DSS operate in semi-structured problem spaces has always been
somewhat problematic. What is semi-structured for one user may be unstructured
for another user and structured for a third. Thus, the line of demarcation for where
a DSS should be operating has always been somewhat fluid. Regardless of the
perceived structure of the problem domain, Al enhanced DSS should allow users
to operate in domains which they perceive to lack structure or allow the user to
search out the unique problem characteristics on their way to the unique and good
decision. Again, this is not a new idea for DSS researchers.

The general model for problem formulation specified in Paradice and Courtney
[15] assumed managerial decision-makers perceived the business environment as
semi-structured. It placed a manager’s experiential knowledge at the center of
a decision-making situation but provided tools to support the decision-making
process. As managers hypothesized the structure of business problems, the system
would draw on data from the corporate database, analyze the data with various
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analytical tools, apply rules from a knowledge base, and present assessments of
the hypothesized relationships to the user.

The system contained two additional components for decision support that
were unique at the time. One was a “discovery module” that was intended to
assist a manager in discovering important information in the business environment
automatically. The discovery module was intended to be a solution to the problem of
managers having limited information processing capabilities compared to the size,
complexity, and dynamic information environment of the corporation. Simply put,
the discovery module would assist the manager in knowing as much as possible
about the business environment by automating the process of forming hypotheses to
be tested.

The system also contained a “rejection base.” This DSS component was intended
to be a reservoir for hypotheses that failed to be confirmed by the system.
The rejection base concept evolved to support the scenario in which a manager
hypothesizes a relationship among business constructs and uses the system to test
the hypothesis, but the system is unable to confirm the hypothesis as correct. That
the manager found the hypothesis worthy to test was considered an indication
that the hypothesis should be retained for future use by the system. The system
was designed on the premise that the context in which the hypothesis was tested
should be recognized as dynamic. In a complex and dynamic business environment,
conditions could change over time that would render the hypothesis confirmable
later.

For example, suppose a manager hypothesizes that an increase in incentive pay
to a sales force will result in increased sales volume. In some cases, this hypothesis
is likely to be confirmed, while in others it will not be. In fact, within a sales force,
the hypothesis may be confirmed for some members of the sales team and not
for others. In this simple example, one explanation could be the perception of the
individual salesperson of his/her work/life balance. The salesperson who is content
may be less likely to work to increase sales. Perhaps the trade-off for this person
is working harder for an increase that will not perceptibly improve her life. On the
other hand, the salesperson who desires more income as a means to change her
economic situation, or the person who sees an increase in discretionary income as
leading to a more enjoyable overall quality of life, may respond to the increased
incentive pay with a corresponding increase in sales productivity. This example
illustrates how the context of the hypothesis impacts its confirmation.

The discovery module was intended to support learning. Billman [16] inves-
tigated three approaches to automate a discovery process. She adapted work by
Einhorn and Hogarth [17] which implements “a causal inferencing model of the
way people evaluate the potential strength of a causal relationship between two
models” (p. 25) [18]. This approach, however, was embedded in a static causal map
created from a manager’s understanding of a business environment. As such, it did
not support automated learning by the system. Success in creating a DSS that learns
becomes much more likely if the DSS can take data from the environment in real
time and update itself, a capability that can be envisioned using machine learning.
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What we see in Paradice and Courtney’s model, which was unrecognized at
the time, is that context plays a critical role in the knowledge created by the
system. Humphreys and Brezillon [19] have discussed context in decision-making
and DSS has long recognized that decision contexts have stakeholders (c.f., [20]).
The Cambridge Dictionary defines context as the situation within which something
exists or happens, and that can help explain it [21]. Fakude [22] refers to context as
the “communal condition of an environment” and refers to it as a “process which
involves the evaluation of information that will have an effect of the probability
of success regarding the communication process.” However, developing context as
a construct for DSS will require that we understand how context affects meaning
across the spectrum of DSS use, from the user interface to the decision model.

5 Context

DeVito [23] identifies four types of context. Any or all of them may be relevant to a
given situation. Physical context refers to the tangible environment. Communication
changes, and things have different meanings, given our physical environment.
Cultural context refers to values, beliefs, lifestyles, and behaviors. Cultural factors
can influence one’s assessment of whether something is right or wrong. Social-
psychological context involves group norms. How and what is communicated
between people in an office differs from communication at a sporting event. Tem-
poral context is the positioning of a message within a sequence of conversational
events.

We know, for example, that a word can mean different things in different
sentences. For example, the word “log” means one thing in the sentence “The grey
fox jumped over the log” and something different in the sentence, “The captain’s log
contained a curious entry.” Indeed, a single sentence may be interpreted in multiple
ways, as demonstrated by the interpretations of the sentence “Time flies like an
arrow.” One interpretation takes “time” to be the passage of time and suggests that it
moves quickly, as an arrow does. Another interpretation is a command, to time small
insects in a manner similar to the way one would time (one assumes, the flight of) an
arrow. A third interpretation references an insect known as a “time fly” and suggests
that these insects have an affinity for arrows. There are other interpretations.

In the simple word example, we can determine the meaning of “log” from other
cues in the sentence. This example relies on the other parts of the sentence to help
the reader (or listener) derive meaning. It is an anaphoric reference. In the more
ambiguous sentence, we must have some context to determine the meaning of the
sentence. We draw on the situational aspects of the sentence to derive its meaning.

This will not be a trivial problem to address, as can be found by examining the
Al literature for natural language understanding. However, not all DSS need to be
capable of natural language understanding to provide benefits to users, so we need
not attempt to solve the problem of natural language understanding. What we need
to do is better understand the notion of context.
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For example, consider a situation in which a person must make a drive to a
destination. The decision situation is simply “what time should the person begin
the drive?” For this example, let us assume our smartphone’s calendar application
has DSS capability. If we have the destination included in our calendar event,
the calendar application can use the smartphone’s GPS capability to determine
our current location, use a map application to determine the distance between our
current location and the destination, and suggest a time to begin the drive. If our
map application can also access traffic information and provide it to the calendar
application, it may suggest an earlier departure time or a different route. If our
smartphone has a weather application that the calendar application can access, that
information may also impact the suggested departure time. Time of day may be an
important factor, as traffic may fluctuate depending on the time of day.

These are likely to be obvious factors that we would want considered. Suppose
we have riders to take with us. Without that information, the decision support
could be less accurate, depending on how we expect them to rendezvous with
us. The information about other passengers might be in the calendar app. Or, it
could be partially derived from text messages or email. Suppose the reason for
the travel is exceptionally important, such that being late has significant negative
consequences. The importance might be detected from other sources (text messages,
email, telephonic conversation content). Depending on the user’s comfort with
risk, the calendar application might want to adjust the suggested departure time.
Changing other appointments on the calendar may also be advisable, depending on
their characteristics.

Two things are evident from this example. First, the various apps involved must
have a common way of representing information, or there must be a translation
capability among them and the calendar application, for it to process the data.
Second, the level of capability that the calendar application will exhibit depends
on its understanding of the context of the decision situation; a context that grows
progressively more complicated to model as situational factors are added. This is
a simple example. Decision-making situations can be much more complicated than
this. For example, triage decisions in disaster situations involve considerations far
more difficult to model than this calendar application example. Decisions in active
shooter situations are complicated. Decisions made by deployed military decision-
makers can involve conflicting or ambiguous environmental cues to process [24].
During military action, the environment in which decisions must be made could be
chaotic.

Snowden and Boone [25] present the Cynefin (pronounced ku-nev-in) concept
as a way to consider environmental context in decision-making situations. They
describe five categories of decision-making contexts: simple, complicated, com-
plex, chaotic, and disorder for describing the nature of the relationship between
cause and effect. In this approach, simple contexts are understood by decision-
makers and primarily require decision-makers to categorize issues and respond to
them. Problems in these contexts typically have a correct response. Problems in
complicated contexts may have multiple correct responses. Complicated contexts
are the “domain of experts.” Decision-making in these contexts requires analysis
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before response. Complex contexts are characterized by problems having at least
one correct response, but that response may be difficult to identify. In these environ-
ments, a decision-maker needs to probe the environment to gain understanding, then
respond. To clarify, the environment of a complicated context may contain many
components, but an expert understands how the components interact and influence
each other. In a complex environment, the components of the environment may be
identified, but knowledge of the nature of their interactions contains uncertainty.
Snowden and Boone use the examples of a Ferrari as a complicated context and
the Brazilian rainforest as a complex context. A chaotic context is one in which
the nature of the relationships between cause and effect are unknown “because they
shift constantly.” In this environment, a decision-maker “must first act to establish
order” (their emphasis). A disordered context occurs when a decision-maker cannot
determine which of the prior four contexts exists. Regardless of the decision-making
context, knowledge is necessary to act.

One outcome of the goal to develop a DSS for managerial problem formulation
described in Paradice et al. [11] was the identification of the critical role of philo-
sophical concepts in knowledge management. These studies initially incorporated
Churchman’s [26] work on inquiring systems which described five processes for
inquiry based in the philosophical writings of Leibniz, Locke, Kant, Hegel, and
Singer. Churchman believed these philosophical bases differed in their ability to
handle inquiry in complex environments.

Briefly, a Leibnizian inquirer is grounded in notions of formal logic. It requires a
logical foundation of axioms and a means for deducing new knowledge from them.
A Lockean inquirer is model based. It is characterized by a single model of an
environment and relies on the correctness of the model in deducing new knowledge.
A Kantian inquirer works with multiple models of a decision environment. It fits
data to models to determine which model performs best and creates new knowledge
based on the model fit results. A Hegelian inquirer is grounded in dialectic process-
ing. This inquirer relies on a debate between a thesis and an antithesis. An “objective
observer” creates new knowledge through a synthesis of the best assumptions
of each perspective into a new thesis. A Singerian inquirer relies on conflict to
create new knowledge. The Singerian premise is that learning occurs only when
there is disagreement in a situation. When there is no disagreement, A Singerian
approach introduces something new into a situation to create disagreement. Later
work in the effort to embed philosophical concepts in decision support examined
other philosophies as bases for new knowledge creation. Parrish [27], for example,
introduced the notion of a Weickian “sensemaking” inquirer. Sensemaking relies
heavily on context, as context shapes how people act and how they interpret events.
It is a social construction, reflecting the social context discussed earlier. People
extract cues from a situation context to determine what information to process and
what explanations are acceptable [28].

Table 1 shows how these concepts can be combined to guide DSS design and
use.
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Table 1 Process, technology, and philosophy combinations for different contexts

Context Process Processing Analytics Philosophy

Simple Categorize Traditional Descriptive Leibnizian, Lockean
Processing

Complicated | Analyze Traditional DSS Descriptive and | Kantian

Predictive

Complex Probe and Sense | Al-augmented DSS | Descriptive, Hegelian, Weickian
with vetted Predictive, and
knowledge Prescriptive

Chaotic Act and Sense Al-augmented DSS | Descriptive Singerian, Weickian
with ML emphasis

Disorder Assume chaotic

In the simple context, the decision-maker knows what to do once the situation is
properly categorized. Traditional processing, which may be a transaction processing
system rather than a DSS, is employed. To the extent analytics are needed, descrip-
tive analytics are sufficient because the goal is simply to recognize the appropriate
category for the situation. Once categorized, the decision process follows standard
operating procedures. The Leibnizian approach fits well with an “if x is true, then
do y” type of response. The Lockean approach allows a more sophisticated model
to be used to guide the response.

Analysis is needed in the complicated context. This is the domain of traditional
DSS. Analytic processing involves descriptive analytics to gather data and predictive
analytics to support scenario analysis. The Kantian approach works well in this
situation, allowing multiple models to be evaluated to determine which one has the
best “fit” to the decision situation.

The complex context is one in which a correct solution exists, but it is unknown.
Here DSS augmented with Al capabilities could be effective. Descriptive and
predictive analytics are needed to play the same roles they played in the complicated
context, but now prescriptive analytics will be needed to answer the question of what
should be done. Snowden and Boone describe the complex context as the realm
of unknown unknowns. They believe, however, that a path forward for a decision-
maker can emerge if the decision-maker patiently conducts experiments that are
safe to fail and allows the path forward to present itself. Implicit in this approach
is that the decision-maker learns from the experiments. Hodges [29] demonstrated
a dialectic process could be implemented in software. Updating his approach to
incorporate current machine learning techniques would create an opportunity for a
decision-maker to serve as an objective observer in the Hegelian inquiring approach.
Supplementing this with Weick’s notions of sensemaking creates an opportunity to
transform the context from complex to complicated.
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6 Two Grand Challenges for DSS

Grand challenges seek to make drastic changes to a field [30]. Grand challenges are
characterized by multiple research efforts that unfold over time, typically involving
researchers from different disciplines who combine their expertise and perspectives
to tackle a difficult problem. During a grand challenge, new processes, procedures,
and technologies may be developed. Researchers are willing to invest in grand
challenge participation because they feel a successful outcome will significantly
impact their discipline and their personal careers. Despite the benefits of pursuing
grand challenges, the DSS discipline as a field has not defined one. They have been
pursued only by co-located groups of researchers focused on a specific goal.
Consequently, two grand challenges are proposed:

1. Develop a general model of context that a DSS can use to provide nuanced
decision support based on the context of the decision environment.

2. Develop a general model of context that supports networks of DSS so that the
synthesized support of the individual DSS provides better support for decisions
than any individual DSS could provide.

Context affects meaning [31], and the future of DSS will be determined by the
extent to which DSS are able to consider the context of decision situations, both
singularly and in a network of DSS. Because context impacts meaning, the model
of context must be developed in a consistent manner from the user interface through
the model of the decision situation. The DSS discipline would benefit by taking
on the grand challenge of modeling problem context across the continuum of its
applicability: from the micro-uses of context to create more effective user interfaces
to the macro-uses of context to provide support in problem domains. The DSS
discipline should also work on the grand challenge of networking DSS, using a
shared context in which specialized DSS contribute knowledge in a coordinated
fashion to provide support in a more general decision-making environment.

Specific types of research projects occur in grand challenges [11]. Prelude
projects are projects that lead to the grand challenge definition. Since DSS operate
in specific problem domains, they already have initial concepts of context built
into them. Any prior research that developed a DSS could be a prelude project
in this grand challenge because a natural next step is to explicitly focus on
enhanced modeling of that DSS’s decision context. Once identified, foundation
projects are executed to develop the concepts and tools needed to achieve the grand
challenge. These projects will fall into two categories. One category will be the
development of the design philosophy for the DSS. Projects in this category will
be focused on answering questions such as “How should context be utilized by
a DSS in this domain?” and “How should context (as a construct) be modeled?”
The second category will be the development of the technological tools needed
to answer the questions that emerge in the first category. Progress in each of
these categories will unfold in a synchronized fashion, with design philosophy
driving tool development and tool development refining design philosophy. As the
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research matures, realization projects will be executed to determine whether the
grand challenge has been achieved.

The earlier example regarding support for a decision on when to leave for an
appointment can provide an example of the work to pursue. For the first grand
challenge identified above, the calendar application context includes the date of the
event, the time of the event, the location of the event, the decision-maker’s current
location, and other constructs that immediately impact the decision about when
to leave. Following the example provided earlier, the context expands to include
additional riders, the weather, and the importance of the meeting. Foundation
projects would focus on how the context of the “when to leave” decision is modeled.

For the second grand challenge identified above, the foundation projects would
investigate how elements of the context model developed in response to the first
grand challenge could be distributed across multiple DSS. In this case, the calendar
application has a context, the message application has a context, and the weather
application has a context. The applications also have a shared context of some kind
that allows them to recognize either when one of them needs information from
another one or when one of them has knowledge that another application would
benefit from having. In both grand challenges, one should expect a focus on the
technological tools in some foundational projects and a focus on the DSS design
in others. Finally, realization projects would be executed when researchers believed
their foundational projects were achieving successes that warrant a realistic test of
the DSS.

7 Conclusion

The history of DSS research shows technology and DSS evolve in a synchronized
fashion. As new technological tools are introduced, researchers leverage the tools
to expand the capabilities of DSS. The future will exhibit a similar pattern, with
analytics and artificial intelligence being two tools that can be expected to impact
DSS design. Our discipline has not, however, recognized this synchronicity to its
advantage. Researchers generally focus on topics of interest that are not always part
of a larger goal.

Analytics and artificial intelligence are broad technologies that have the potential
to make significant impacts on decision support, and a piecemeal approach to
integrating them into DSS will certainly result in some progress. However, for DSS
to have a meaningful impact on decision-making processes, DSS must get “smarter.”
DSS can get smarter by having greater understanding of the contexts in which they
operate. The two grand challenges proposed here provide opportunities for DSS
researchers in many specialty areas to contribute, while also moving the discipline
forward in a significant way.
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1 30 Years of History

The EURO Working Group of Decision Support Systems (EWG-DSS) was created
as a product of the EST VI—EURO Summer Institute on DSS, in the Madeira
Island, Portugal, in May 1989 [1]. This summer institute was organized by Prof.
Jean-Pierre Brans and Prof. José Paixdo, among others; and the participants were
24 young researchers of 16 different nationalities, being 22 from Europe, 1 from
the USA and 1 from Brazil. The EWG-DSS is now considered as one of the most
stable and active groups among the EURO Working Groups. The interest from the
DSS community in the EWG-DSS together with its membership has continuously
grown since its creation in 1989. The group currently counts with over 397 members
from 46 countries, as well as 340 members in its LinkedIn Group, and 174 Twitter
followers.

The main purpose of the EWG-DSS is to promote and encourage state-of-the-
art high-quality research and collaboration work within the DSS community. Other
aims of the EWG-DSS are to:

Encourage the exchange of information among practitioners, end-users, and
researchers in the area of Decision Systems.

Enforce the networking among the DSS communities available and facilitate
activities that are essential for the start-up of international cooperation research
and projects.

Facilitate professional academic and industrial opportunities for its members.

Favour the development of innovative models, methods, and tools in the field
Decision Support and related areas.

Actively promote the interest on Decision Systems in the scientific community by
organizing dedicated workshops, seminars, mini-conferences, and conference
streams in major conferences, as well as editing books and special issues in
relevant scientific journals.

This chapter reports on the dynamic activity of the group and related members
along its 30 years of existence. To reach its aims, the EWG-DSS leads a set of
scientific events and publications that are presented in Sect. 2. Since 2002, the
EWG-DSS also edits an annual newsletter [2], which updates its members about the
activities of the year and promotes the work of its DSS community, with projects
and publications presentations for instance. The EWG-DSS also offers annually
special support to young researchers through its EWG-DSS Award, attributed since
2011. Besides organizing scientific events and promoting knowledge dissemination
activities, the group leads a long-term research project on the analysis of its research
activity, the Collab-Net project, whose history is presented in Sect. 3. The current
architecture of the platform associated to the project is described in Sect. 3. Then,
Sect. 4 analyses the data collected through the platform and provides rich insight
on the life of the group, while Sect. 5 describes the future plan development steps
related to the Collab-Net Platform. Finally, Sect. 6 draws conclusions and expresses
acknowledgement to the group members and to the students that contributed to
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the technical developments and analysis at one or another stage of the Collab-Net
project.

In addition to the historical testimony and specific contributions that will be
of particular interest to the members of the group, the authors aim, through this
testimony, to offer a source of inspiration for the life of other international scientific
communities. Indeed, both the tools and methods of analysis and the practices
implemented and tools developed to support the life of the group form a rich heritage
that they are happy to share here.

2 Events and Publications

After 17 informal technical meetings of the EWG-DSS, formal workshops, with
published proceedings, were initiated in 2005 in Graz, as well as formal organi-
zation of DSS streams in EURO and IFORS conferences in 2007. Since 2015,
the annual workshop organized by the EWG-DSS has turned into a conference:
the International Conference on Decision Support System Technology (ICDSST).
Table 1 presents the complete list of the events (co-)organized by the EWG-DSS
from 2005 to 2019, including their related publications in Journal Special Issues
and details of the generated contributions, like: number of published full papers,
short papers, extended abstracts, and posters.

In particular, the 30th anniversary edition of the EmC-ICDSST 2019, which
happened in the format of a EURO Mini-Conference (https://icdsst2019.wordpress.
com/) in Madeira, aimed at recapitulating the developments of the Decision Support
Systems area in the last 30 years, as well as enforcing the trends and new
technologies in use, in order to establish a consensus about the appropriate steps
to be taken in future DSS research work.

Besides the proceedings of each of the above-mentioned events, a number of
Special Issues of Journals and Books have been (co-)edited by EWG-DSS board
members (they are listed in Appendix, Table 5). As it can be noticed in Table 1,
the decision to turn the EWG-DSS annual scientific events into international
conferences has shown to be an incredible powerful tool to enhance the number
of publications and collaboration work among the EWG-DSS members.

Figure 1 presents the publications resulting of the EWG-DSS organized events,
along the time span 2005-2019 and classified by their types. It is worth noting that
year 2014 involves a significant number of full papers in the LNBIP book edited as
proceedings of the Joint International Conference of the INFORMS GDN Section
and the EURO Working Group on DSS, Toulouse, June 10th—13th, 2014. Similarly,
2015 involves the publication of two LNBIP books including a high number of full
papers. Those two Springer LNBIP books included on the one hand, the volume 221
involving selected papers issued from 2014 EWG-DSS workshop in Toulouse and
EWG-DSS track at IFORS 2014 in Barcelona; and, on the other hand, the volume
216, edited as pre-proceedings of full papers presented at the new born International
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Publications by year from 2005 to 2015
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Fig. 1 Number of EWG-DSS publications by year from 2005 to 2019

Conference on Decision Support System Technology, whose first edition was held
in Belgrade, Serbia in 2015.

At the time of writing this paper, more publications are already under preparation,
among which special issues following ICDSST 2019 as well as publications
associated with ICDSST 2020.

3 Collab-Net: The History of the Project

Following its community dynamic activity in research, the EWG-DSS board was
quickly interested in finding proper means “to analyse and unfold collaboration
relationships among the EWG-DSS members on one hand, and also to encourage
new research and academic cooperation on the other”. This was the birth of the
Collab-Net project [3].

Literature on network analysis enhances that affiliation networks are highly
reliable. Scientific collaboration networks are typical social networks with vertices
representing scientists and edges representing collaborations among them [4].
Tangible and well-documented forms of collaboration among scientists include
co-authorship and co-citation [5, 6]. Inspired by these results, since 2008, the EWG-
DSS Coordination Board has been undertaking the network analysis project, defin-
ing a publication co-authorship network structure among its associate researchers.

The EWG-DSS Collaboration Academic Social Network Project (Collab-Net)
targets mainly to disseminate research being conducted by members of the group.
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Its development counts with efforts of the Coordination Board team and with the
support of some associate researchers and their students.

The project was first presented at the ISMICK conference in Brazil, in 2008 [3].
It has been the subject of multiple communications [7-11], publications [12—16],
and technical reports [17, 18]. This section presents the Collab-Net project and how
it has evolved into a platform, which is now known as Collab-Net V.5.

3.1 First Versions of the Project

First versions of the Collab-Net project have tackled the structure for providing
collaboration analysis among the members of EWG-DSS group and other external
researchers. The first version [3, 7, 8, 12, 13] is illustrated in Fig. 2. At that early
stage in the EWG-DSS live, one can observe that most members were isolated
nodes, which means that they did not have any co-authors inside the EWG-DSS
group. We also observe that few key researchers were acting as collaboration pivot
(e.g. A49). A significant evolution of these aspects is observed with the following
studies.

For this first version, all the affiliated members of the EWG-DSS group were
requested by the coordination board to submit relevant information, concerning their
publications since 1989, stating for each of them the main areas of research, apart
from the co-authorship and edition details. Therefore, the acquisition process of this
information was extremely time consuming to be completed since it was provided
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Fig. 2 EWG-DSS-Collab-Net V.1—co-authorship relation in Version 1
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manually under the responsibility of the relative members. Furthermore, lack of data
and imprecise information could hinder both extraction and transformation process.

The second version of the Collab-Net project [9, 14, 17] extends the original
implementation of Version 1. However, Collab-Net Version 2 had significant
evolutions on the methodology, model of the publication relationship structure,
ontology structure model, and on its collaboration relationship structure. A hybrid
methodology was proposed to the input data collection (manual and automatic),
using web mining of electronic databases to automatically detect relationships of
members and collect such information. Besides, a refined model of the publication
relationship structure has also been proposed, taking into account “author title
journal/conference-multiple keywords-multiple topics”. Other improvements were
related to an ontology-based data structure model and to a more refined model of
the collaborative relationship structure, illustrated in Fig. 3.
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Implementation
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Data Validation Network
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Project EWG-DSS Collab-Net V.2 - Data Model with Ontology — Spec. V.1

works-in _-._> skos: Concept | ineabout
=7 Mnowledge Areas |
foal: Agent | ismember ~_ | foof: Organisation | ai -
[ o ! . geo: GeoPlace
Authors, Co-authors | Affiliation [ Work
: AN
= i
FOAF Ontology — foaf: Organisation
bko iemember I foaf: Organisation | ey
BIBO Ontology o I L EWG-DSS Coordination Board
e ~" | ewe-pss |
M | SKOS Core Ontology has e
— | I Vitse | ~ / uRL
Decument /[ URT el —J Affiliation Web-Page
3 R e
N \ "7 Ba
o GEO Ontslogy = / St S0 Document / URE
RDF (Subjects / Objects) Wab-Publication Sites in-about
——P, WL/ RDF (Predicatas) Mmhor > o= e absbed it bibo: Journal
= }—M- . o
7 £ Vs sibo: Procesdings | [ 17"
— s
ha / \Y‘ \Q\\ o
7wl N\ i N ol
\ T
r/ ~ I ‘““-\ i
supervised-by bibo: Thesis bibo: Chapter || [prevemed-a bibo: Periodicals ||
|
: P
L1y bibe: Conference
w-part-of 9. g
wparal . foar: Organisation LW el "] ]
J | bibe: Book s ) bibo: Workshop | -, 9e0iGeoPlace |
Editorial Boards | ] ¥ . 1
-

Fig. 3 EWG-DSS-Collab-Net V.2 Implementation Concept & Data/Ontology Model



30 Years of the EWG-DSS Through the Lens of the Collab-Net Project 59

All advances in the Version 2 aimed to perform collaboration trend analysis,
showing co-authorships and co-citations to further illustrate the dynamics of EWG-
DSS publications overtime. Furthermore, Collab-Net Version 2 planned to promote
continued new research and collaboration among the academic members of the
group and to attract new members for further fruitful collaboration. Nonetheless, the
development of a Web application was essential to the success of those objectives,
supporting data collection automatically based on the new publication relationship
structure and aggregating the other features proposed by that version of the Collab-
Net project.

3.2 Collab-Net V3

Collab-Net Version 3 was developed to face the data collection issue of previous
versions. Version 3 [10, 11] brought the following new features to the project:
the automation of data collection via Google Scholar database publication, an
interactive environment to support members search by name or knowledge area,
tools for export the collected data, and a local database for the collected data. Such
improvements were the first steps of development of web-based platform that could
aggregate several databases and all features required in Version 2.

Simultaneously, the proposed platform aimed to enable the affiliated members to
investigate the publication relationship of the collaborative interaction among papers
authors within a publication database. This feature was performed in an automatic
way by the selecting either one or more affiliated members to be analysed. All
data about the selected members were collected from the Google Scholar database,
imported to the local database and could be exported as Excel format for further
post-processing (Fig. 4).

After Collab-Net V3, the specification of the next development improvements
composed the version 4, which by the time of the deployment was named already
Collab-Net Version 5.

3.3 The Current Collab-Net V5

Aiming at avoiding local deployment of the application, Version 5 of the Collab-Net
platform [11, 16] was developed as a Web application available to run through any
web browser. Including the same features as the previous version, Collab-Net V5
improved the process of data extraction, bringing a more user-friendly design that
allowed the user to export the collected data into csv files; and offered node-link
representation of the co-authorship graph and subgraphs. The architecture of V5 is
presented in Fig. 5.
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Web-Based Collab-Net Svstem

Administrater

Fig. 4 Web-based Collab-Net V3

4t

Fig. 5 Web-based Collab-Net V5 system flow [16]

This new version provides more resources to analyse the relationships between
members and the identification of potential partners, contributing to encourage new
research and academic cooperation.
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4 Network Analyses

The context of Collab-Net project offered the opportunity to identify many of the
published work from EWG-DSS members, based on the co-authorship network
and the topic analysis. The various network analyses carried out in the project are
summarized, respectively, in Sects. 4.1 and 4.2.

Aiming to complete these contributions by results on the 30 years of life of the
EWG-DSS, a new data collection process was enforced, preserving the choices of
the current Collab-Net platform, with the data being extracted from Google Scholar.
This process is presented in Sect. 4.3. Then, the current state of the network is
analysed in Sect. 4.4 and the publication collaboration evolution from 1989 to 2019
is studied in Sect. 4.4.

4.1 Summary of Previous Studies on Network Analysis

Previous analyses were conducted on two data sets. The first data set was composed
of 1350 papers published by 70 of the EWG-DSS members between 1989 and 2008.
This data set marks a milestone for the 20 years of existence of the EWG-DSS.
Publications were collected by an email campaign, in plain text format.

As illustrated by Fig. 2, the first analyses [13] revealed a network with 35 isolated
nodes, 6 nodes in 3 pairs, a group of 4 co-authors, and a giant component of 25
members. In this major component, Pascale Zaraté (represented in the figure by the
node A49), the board chair, appeared to act as a real connector among the members.

Likewise, considering the network formed by all the 782 authors appearing in
the data set, [9] completed the global analysis with a local analysis, the study of
centralities. The major component of this network involves 527 authors connected
by 2505 links (details of the graph metric are given in Fig. 6. The analysis of degree
centrality, betweenness centrality and eigenvector centrality enhanced again, that
board members (Pascale Zaraté, Rita Ribeiro, and Fatima Dargam) and founding
members were strong cohesive agents in the group and so fully played their key role
in the group.

Another study of the network [15] focused more specifically on the publications
issued from EWG-DSS events between 2003 and 2012. This second data set
consists in a more limited set of 218 abstracts and papers involving 417 authors,
but presents the positive aspect of being exhaustive. The resulting co-authorship
network is illustrated in Fig. 7. Besides the small components, the network presents
four components involving 10-20 authors. A single big component (the major
component of the network) involves 53 (13%) authors.

Complementarily to the global network analysis, a study of local properties was
drawn on the same data set. It focused on three centrality measures: (a) the degree
centrality (related to the number of connections) offers a proxy of the capacity of
a node to acquire every kind of information that passes through the network, (b)
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Fig. 6 Description of the metrics applied to the network analysis [9]

the closeness centrality (proportion of shortest paths going through a given node)
quantifies the facility to interact rapidly or not with other actors of the network,
and (c) the eigenvector centrality (that takes into account the neighbours’ strength)
reflects the ability of a given node to be strongly connected with core nodes. The
centralities (degree, betweenness, and eigenvector) analyses realized confirm the
leadership role of committee members already enhanced in previous publications.

4.2 Summary of Previous Study on Topics Analysis

Every member enjoys a full scientific freedom in his research agenda, the EWG-
DSS has never aspired to influence the topics choices of its members. The topic
analysis aims to understand their positioning and interests in order to offer them an
appropriate support.

The 1350 papers mentioned in the previous subsection were associated with 34
topics (one per paper), as shown in Fig. 8. This revealed [13] that the most popular
areas of research within the publications of the group members were: Decision
Support System (150 papers), Operation Research (140), Information Systems
(105), Information and Telecommunication Technologies (95), and Multi Criteria
Decision Aiding (90).

In the same study [13], the analysis of the co-topic relationship among the authors
(where two authors are connected if they both have a paper associated with the same
topic) reveals that this relation connects the board chair with 51 of the 70 authors in
the network.

The work done in [15] performed a topic analysis of the second data set, on the
basis of the author-defined keywords associated to the publications. An application
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Fig. 7 Co-authorship network in EWG-DSS events

of the Louvain method [19] allowed to specify the search of the publication topics,
by enhancing five axes:

— Axis 1: DSS, Decision-making, Network, Data-Mining, Simulation, Optimiza-
tion, Fuzzy, Supply chain, Performance, Decision support, Case study, and Risk.

— Axis 2: Collaboration, Collaborative decision-making, System science, Multi-
agent system, MDA, ERP.

— Axis 3: MCDA, Group decision, Multicriteria decision-making, Decision-
making process, Preference, AHP, Sustainability.

— Axis 4: Information, Uncertainty, Statistics, Bayesian, e-management, software
engineering.

— Axis 5: Knowledge management, Production, Model.
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Fig. 8 Visualization of the co-topic relationship among papers represented in PAJEK, with
separate components [13]

4.3 Data Collection and Preparation for the 30 Years Analysis

Following the analysis of the previous data collection, and a mailing campaign,
a list of 132 authors out of the 250 EWG-DSS Members have been identified on
Google Scholar. The disambiguation is done on the basis of the personal knowledge
of the board members and introduced in the data collection process using the unique
Google Scholar ID. However, most of the currently scientifically active members
of the group are involved among the 132 identified authors. Among the missing
ones, we observe mainly the following aspects: (a) members among the oldest
ones, probably not willing to engage in new social network application; (b) young
researchers and Ph.D. students, for whom we really want to push them to create and
open their profiles; and (c) members from the industry, having lower engagement in
scientific publications.

The data collection process has been performed using the Publish or Perish
software [20]. The last data collection was run on February the 14th 2020. The
data collection was limited to 1000 publication/author. This limit is reached by 2
of the 132 authors, namely: Adiel Teixeira de Ameida (2599) and José M. Merigo
Lindahl (3000).

The data base involves 132 authors, 16,319 Publications and 17,181 Author-
Publication Associations. Among the collected papers 1492 do not have a pub-
lication year (a cursory check enhances that most of them provide duplicates or
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First Publication

10

Fig. 9 Number of authors having their first publication each year

incorrect data), 11 have a year <1940, 120 have a year <1980, and 57 have 2020 as
year. Only the remaining 14,650, published between 1980 and 2019 are preserved
for the analysis presented here.

The evolution of the size of the community is reflected by the number of new
authors by year. It is presented in Fig. 9. It is interesting to note that there are no
authors, whose first publication appeared after 2015. This could be the result of
the combination of various phenomena. Indeed, on the one hand, data updating in
Google Scholar suffers some delay, on the other hand, young researchers do not
worry about their Google profile before completing their Ph.D.

4.4 Authorship Evolution

The parallel evolution of the numbers of authors, publications, and the number
of publications per author is presented in Fig. 10. The evolution of the yearly
publication number is growing exponentially. This growth is the consequence of two
combined phenomena: the inclusion of new members and the productivity increase
of members. The last five years, one observes a stabilization of number of authors as
well as decreases in both publication numbers and ration publications/author. This
is probably more the reflect of the incompleteness of data than a phenomenon in the
community.
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Table 2 Yearly number of authors, publications, and publications/author
Year | Authors Nbr | Publications Nbr | Publications/Author
1989 | 29 49 1,69
1999 | 65 225 3,46
2009 | 117 653 5,58
2019 | 132 759 5,75

To get a quantitative view on the evolution, Table 2 presents the numbers every
10 years since the foundation of EWG-DSS. Let us observe, that for the two first
decades, the number of authors doubled every 10 years, combined with a significant
augmentation of the productivity, this leads to the explosion of yearly publications
number.

4.5 Co-Authorship Network in 2019

The network of 132 authors connected by the 14,650 publications, extracted as
described in Sect. 4.3, provides a network of 132 vertices, connected by 444
symmetric oriented edges with associated weights ranging from 1 to 981. These
involve 132 self-loops and 156 bidirectional edges.

The co-authorship network is composed of 56 connected components, among
which the major components involve 68 authors. The other connected components
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Fig. 11 Graph of the EWG-DSS co-authorship network as in 2019

are: 47 single vertex components (isolated authors), 6 components involving 2
vertices (pairs of co-authors), and 2 components involving 3 vertices. This network
is illustrated in Fig. 11 by a node-link diagram where names are associated with the
20 authors having the highest degrees in the network.

4.6 Co-Authorship Network 30 Years Evolution

The evolution of the number of authors (Vertices in the graph), collaboration
relations (Edges in the graph), number of connected components, number of isolated
authors (Single Vertex Connected Components), and the number of authors in the
giant component (Maximum vertices in a Connected Component) are summarized
in Fig. 12. It is interesting to observe that until 2009 the numbers evolve in a linear
way. The number of collaborations begins a smooth increase between 2002 and
2009. Suddenly in 2009, the number of collaborations skyrocketed. This correspond
to a new dynamism in EWG-DSS, the will to turn the group into a true community
is materialized by annual organization of specific event, followed by the edition
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Fig. 12 EWG-DSS co-authorship network parameters evolution (1989-2019)

of journal special issues. This dynamic policy is really followed by relationships
increase.

It is also interesting to observe in Fig. 12 the relative evolution of the various

curves with respect to the size of the network (number of vertices/authors). Indeed,
we can observe the following:

The number of collaborations (pairs of co-authors) significantly increases even
when the number of members stabilized. This suggests that the group really acts
as a broker-platform among its members.

The increase of the giant component (maximum vertices in a connected compo-
nent) enhances that people do not only join the group to gain visibility but are
really committed to the group.

Since 2009, the number of connected components, in particular the number of
single vertex connected components has been decreasing. This indicates that
members of the group are more and more directly and indirectly connected in
publications co-authorships.

The key players, as revealed by their metrics of: degree, betweenness centrality,

and eigenvector centrality, are presented in Table 3 (w.r.t. 2009) and in Table 4 (w.r.t.
2019). Since 2009, the EWG-DSS coordination board’s policy is also characterized
by a policy of openness and inclusion: new members progressively join the board.
And they become active members and group cohesive agents. As we can see the
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Table 3 Top 10 centralities in 2009

2009
Betwn. Centrality | Degree| EV Centrality

Pascale Zarate 12,000 7 0,257

Adiel Teixeira de Almeida 6,000 6 0,000

Rita A. Ribeiro 5,000 5 0,185

Zohar Laslo 1,000 4 0,000

Christer Carlsson 1,000 = 0,000

Sanja Petrovic 1,000 L] 0,000

Carlos A. Bana e Costa 0,000 4 0,000

Jo3o Carlos Lourengo 0,000 4 0,000

Jo3o O. Soares 0,000 4 0,000

Fatima CC Dargam 0,000 4 0,174
Table 4 Top 10 centralities in 2019
2019

Betweeness Centrality Degree EV Centrality

Pascale Zaraté 890,389| Pascale Zaraté 22 |Shaofeng Liu 0,068
Shaofeng Liu 362,099| Bertrand Mareschal 18 |Fatima CC Dargam 0,067
Jason Papathanasiou 300,227|Jason Papathanasiou 17 |Jason Papathanasiou 0,067
Fatima CC Dargam 286,852| Fatima CC Dargam 17|Pascale Zaraté 0,065
Boris Delibasic 265,421| Shaofeng Liu 16 |Boris Delibasic 0,062
Isabelle Linden 248,000 Manuel Diaz 13 |Rita A. Ribeiro 0,056
Rita A. Ribeiro 244 600| Adiel Teixeira de Almeida 13 |Isabelle Linden 0,055
Adiel Teixeira de Almeida 214,500| Frederic Adam 12 |Kostas Vergidis 0,051
Pavlos Delias 213,528| Boris Delibasic 12 |Sahar Karimi 0,047
Kostas Vergidis 191,000| Carlos A. Bana e Costa 11|Pavios Delias 0,035

founding board members (Pascale Zaraté, F. Dargam, and Rita R. Ribeiro) are joined
in the 2019 table by the added subsequent board members Shaofeng Liu, Jason
Papthanasiou, Isabelle Linden, Boris Delibasic, and Pavlos Delias.

5 The Future of Collab-Net: A DSS for Research Consortium
Building

At the time of writing this chapter, V6 of the Collab-Net Platform is under
specification. Starting from the observation that many advanced topics require huge
sets of competences and transdisciplinary approach. The new version of the platform
aims to support research and innovation project leaders in their identification of
potential partners within the EWG-DSS [21].
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Collab-Net V.6

Application Domain

------ v/ v
Members (145/145) Show List | Show Network
Name Country  Sclentific Domains Application Domain A )
Abdelkader Adla ' Intelligence Artificielle, Aide & la décison de groupe, Facilitation du travail de  Manufacturing m
Eroupe
Adiel T. de Almeida = Management Engineering Finance, Water supply, distribution,
Filho s banking
Adiel Teixeira de =] Decision Sciences, Decision Analysis, Risk Analysis, Operations Research, Helath, Water supply, Supplay chain,
Almeida S Maintenance biclogy, pipelines
Ahti Salo .‘_ Operations research, decision analysis, risk analysis, foresight, multiple Power systems, Supply network, Forest
criteria decision making Industry, portfolios
Albert A. Angehrn I l IT, change, collaboration, learning, games Banking, internet, innovation, virtual
communities
Alberto Turdn Lanuza _— Knowledge society, e-democracy, e-
J— cognacracy
Alessio Ishizaka ..:-lr.necismn Analysis, Supply chain MCDA, Risk AHP I ERP, ph Itaic energy,
alue supply chain, production
Alex Zabeo I I MCDA", Software development, Artificial Intelligence, Fuzzy Logic Stone conservation, marine water,
climat change

Fig. 13 Prototype Collab-Net DSS interface

5.1 The New Functionalities

Figure 13 presents the interface of the new functionalities of V6. The system
presents (a) the lists of members (with their nationality, scientific domains, and
application domains), (b) the (drop-down) list of application domains, and (c)
the (drop-down) list of scientific domains. Note that the button “show the list” is
currently activated and the “Show Network” is enabled.

This interface offers several interactions. As expected, selection of a specific
scientific domain and/or an application domain will restrict the list to the members
having interest in the specified domain(s). The “show network™ and the “show list”
buttons allow to swap from the list of the members to the node-link representation of
the members network, where the links denote the co-authorship relation (and back
to the list view). Moreover, pointing a member’s name with the mouse, opens a
pop-up with his related information and double clicking opens his Google Scholar
profile in a new tab.

Figure 14 presents a prototype view of the interface where the “MCDA” scientific
domain has been selected, the “show network” button is currently activated and the
mouse points to the node representing the member/author Ana Paula Cabral.

The data collection of this platform follows a process similar to the one described
in Sect. 4.3.



30 Years of the EWG-DSS Through the Lens of the Collab-Net Project 71

Collab-Net V.6  about Logout

Scientific Domain Application Domain )
MCDA V. ........... v
Members (35/145) Show List
vd w26 vil v22 vi2 v
L
v3
L vl v2l vig v30
var vi5
b v2 s : vas vai
vis vi6 l+71 Ana Paula Cabral
vil | apcabral@hotmail.com
vi0
vig . N .
vi7 Affiliation : Universidade
vé ve
Federal de Pernambuco, it
Brazil

vi4 viz L = ar Page V6

Fig. 14 Prototype Collab-Net DSS with “MCDA” scientific domain selection

5.2 Future Works in Collab-Net

The above description mentioned the notion of scientific domains and application
domains. Scientific domains will be retrieved based on the topics declared by
members in their Google Scholar profile. This data collection is already done;
however, these topics are user-defined outside any typology. A matching has to be
defined among them and a more standardized list, as for example this used in [12,
13]. This is a topic for further exploration on the project.

Regarding the application domains, a typology has to be selected. We plan to use
text mining technique on the list of publication, in order to associate the relevant
domains with each of the members of the group. Reports on future developments
in this direction will be made available as soon as results are obtained solving this
issue.

6 Conclusion

This chapter aimed to reflect the life of the EWG-DSS along the last 30 years and to
show the impact of the research collaboration analysis in enhancing its contribution
within the Decision Support System Scientific Community. Moreover, it presented
the Collab-Net project and the analyses of the collected data relative to EWG-DSS
publications and co-authorships.
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That look in the rear mirror revealed a truly dynamic group, with a coordination
board that plays a key connecting role with all its active members. At the time which
the founding members are considering to leave the EWG-DSS Coordination Board
for the Advisory Board of the group, one can underline and appreciate the concern
they had to integrate new members in the long term, aiming at the continuation of
the right pace of the group highly qualified management with equally high-level
motivation. The deep integration observed in our analysis brings sound and positive
expected impacts for the group’s future. Similarly, the planned projects (including
Collab-Net V6) and research activities (ICDSST next editions, planned special
issues, etc.) praise many more prosperous and dynamic years for the Decision
Support System community with the EWG-DSS.
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Table A.2 Books Edited by board members of EWG-DSS

Book Title

Decision Support Systems
IX—Cognitive Decision Support
Systems & Technologies

Decision Support Systems
VIII—Sustainable Data-Driven and
Evidence-Based Decision Support
Decision Support Systems
VII—Data, Information and
Knowledge Visualization in
Decision Support Systems
Decision Support Systems
VI—Addressing Sustainability and
Societal Challenges

Decision Support Systems V—Big
Data Analytics for Decision Making

Decision Support Systems
IV—Information and Knowledge
Management in Decision Processes
Decision Support Systems
III—Impact of Decision Support
Systems for Global Environments
Group Decision and Negotiation. A
Process-Oriented View

Decision Support Systems
II—Recent Developments Applied
to DSS Network Environments
Collaboration in Real Environments

Collaborative Decision Making:
Perspectives and Challenges
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Kathrin Kirchner, Marek Opuszko, and Sven Gehrke

Abstract Social media and the huge amount of user-generated content offer new
possibilities for decision-making in companies, as more data can be acquired easily
without extra cost. However, a larger database does not automatically lead to better
decisions, and volume, variety, and veracity of data from different sources are often
overwhelming and challenging. This chapter provides two cases where we used big
social data as basis for decision-making. The first case describes the incorporation
of extracted information from social media to decision-making models. The second
case focuses on the veracity challenges of social media data. By relying on these two
cases, we derive guidelines for tackling the veracity of social media data and provide
insights how decision-making can be influenced positively and negatively by social
media and user-generated content. With the guidelines, it can be determined how
much big social data has an influence on quality and rigor in the decision-making
process.

Keywords Social media - User-generated content - Decision support - Big
data - Veracity - Multi-criteria decision-making

1 Introduction

Making the right decisions has always been a core component of all business
activities. The fundamental components of the decision-making process are data,
information, and knowledge. For a long time, decision-makers were dependent on
information from a few carefully selected sources. In particular, the process of
obtaining information was associated with high costs and efforts. In many cases,
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it was even impossible to obtain relevant information at all. This situation has
changed dramatically in recent years and the emergence of huge online networks
and the increasing availability of ever more user-generated data is nothing less than
a revolution.

Social media is one of the biggest sources for a variety of big data generated
from users, e.g., on public platforms like Facebook, YouTube, Twitter or LinkedIn,
or organization-internal platforms. People are enthusiastic to share, interact, and
collaborate via these platforms with other users.

Nevertheless, using such social media data for decision-making can be
challenging—data have to be carefully selected among the huge amount of
available data, and their quality, credibility, and objectivity might be questionable.
Furthermore, the question arises if we can use existing decision-making methods.
Maybe it is necessary to develop new decision support methods that are able to cope
with this specific type and amount of data.

This chapter aims to provide insights on the impact of social media and user-
generated content on decision-making. After discussing related work, we present
two case studies that illustrate the challenges in using user-generated social media
data for decision-making. Finally, we derive recommendations for the identified
challenges.

2 Related Work

Information systems in general and decision support systems in particular support
individual, group, and organizational decision-making processes. In the last years,
social media platforms like social networks (e.g., Facebook, LinkedIn, Yammer)
or microblogs (e.g., Twitter) provide opportunities to share knowledge, create
new ideas, express opinions, or even integrate employees, business partners, and
customers in decision-making processes [1]. These social media platforms also
deliver data that can be used as a basis for a data-based decision-making [2].

Data from social platforms can be analyzed on three different levels: (1)
interpretation of the whole network, (2) interpretation of groups and components
(socio-centered), and (3) interpretation of individual positions (ego-centered) [3].
The analysis of data from social platforms can thus provide a basis for decisions on
different levels. The elements for a multi-criteria decision-making can be obtained
from social media data. For instance, an analysis of key terms used in a discussion
can help to analyze alternatives to solve a problem. Determining the number of
times a concept or alternative is mentioned helps to derive preferences for decision
alternatives. By analyzing different opinions and sentiments in discussions about a
certain topic, group positions about this topic can be estimated.

Social media data play a role, e.g., in social media marketing and consumers’
decision-making based on word-of-mouth [4, 5]. In a study among internet users,
social media was even influential for 40% of respondents for their decision-making
regarding travel, and 74% rely on reviews posted by others [6]. Social media data
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also play a role in emergency cases, where real-time information can be used by
both authorities and citizens for making safer decisions [7].

Every minute, users produce new content on social media—with every click, like,
share, and contribution in different formats. In 2019, more than 500,000 tweets or
4.5 million YouTube videos were posted per minute worldwide [8], which can be
named social big data. The term social big data comprises the domains of big data
and social media [9].

This huge amount of available data provides new possibilities for analysis and
decision-making. The promises of the Big Data age are indeed great: more data,
more information, and more knowledge. However, there is no guarantee that more
data will automatically result in better decisions. Many researchers therefore point
out the challenges in dealing with Big Data [10], especially regarding the so-called
information paradox, according to which decision-makers are thirsty for knowledge
but drown in information [11]. This is especially true for data generated by users in
social media. However, companies are looking for ways to harness the power of this
data to improve their decision-making.

Big data is characterized by 3 V: Volume, Velocity, and Variety [12]. Later, three
more V were added: Value, Variability, and Veracity [13].

In the context of data analytics in social media, volume, velocity (the high speed
of data transfers) and variety (different types of structured and unstructured data)
can be critical in big data projects. However, they can be handled by taking samples
and using an intelligent experimental design [9]. Furthermore, data frameworks like
Apache Hadoop [14] and Spark [15] or algorithms based on MapReduce [16] allow
the handling of big amounts of data for decision-making.

In the literature, and from our experiences, veracity is the most critical char-
acteristic of big social data and requires the biggest effort to handle it. Verac-
ity refers to the correctness and accuracy of data as well as to privacy and
legal concerns. Lukoianova and Rubin [17] propose the following main subcate-
gories for veracity: Credibility/Implausibility, Deception/Truthfulness, and Objec-
tivity/Subjectivity. Credibility (i.e., believability) is the perceived quality of simul-
taneously evaluated trustworthiness and expertise. Deception is connected with the
verification of the writer’s intention to create a truthful impression in the readers’
mind, which is also connected with the credibility of the writer. Objectivity refers
to the fact that a message can be objective (fully supported or proven) or subjective
knowledge (unsupported or weakly supported).

In the following, we will discuss challenges in using social media data for
decision-making based on two own cases. The first case studies the decision-making
based on a variety of social media data and the second case studies the veracity of
this data.



82 K. Kirchner et al.

3 Case 1: Incorporating Different Social Media Data into
the Decision-Making Process

The introduction of a new software, e.g., an e-commerce software, is a big challenge
for many companies. If the software affects many business areas, it is a strategic
decision with sometimes far-reaching consequences [18], as the example of the
disastrous ERP implementation of MillerCoors shows [19]. For this reason, great
attention is paid to the procurement decision. If we divide the procurement process
into four phases as described in [20, 21], the analysis and acquisition, in addition to
operation and implementation, comprise 50% of the entire process.

The decision-making process can typically be illustrated as shown in Fig. 1.
Starting point is the problem definition, in our case the selection of an (enterprise)
e-commerce software. In the following, we will mainly limit ourselves to the phases
of selecting possible sources of knowledge and evaluating the alternatives since this
is where the use of information from social media can come into play.

To illustrate the process within this case study, we assume that five Open Source
e-commerce platforms are available, from which an alternative should be chosen at
the end of the decision process. These five options are among the most used Open
Source e-commerce platforms according to builtwith.com: Magento, Prestashop,
OpenCart, VirtueMart, and WooCommerce.

Companies want to avoid introducing software that becomes obsolete or outdated
after a few years and then has to be replaced by another software product at
great expense. Since very high switching costs can arise, especially with integrated
software, an incorrect decision can have disastrous consequences. In addition, the
usually strong network effects of software products play a role [22]. For instance,
based on total cost of ownership, a high distribution of software might reflect future
stability and longevity. Furthermore, the probability of finding trained personnel is
also higher if the software is widely distributed and even represents a quasi-industry
standard, as is the case with Microsoft Office, for example [23, 24]. On the other
hand, network effects can lead to a lock-in and dependence on a single provider. It
is precisely this scenario where information from social media and user-generated
content can help to examine these questions more closely. This is especially true due
to the real-time aspect of social media.

The choice of adequate knowledge sources is of course dependent on the way the
subsequent evaluation is carried out. The type of evaluation and thus the problem

1 1 1

Define Define (0 e | Develop | Evaluate |  Choose
Problem  Objectives | “0Oed9€ | aermatve | Atternative |  Alternative

Fig. 1 Decision-making process
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definition is often adapted to available data sources. The criteria for evaluating
software alternatives are numerous and range from functional aspects such as the
functional scope of a software, economic effects such as depreciation, network
effects, or possible lock-ins to a holistic cost consideration that goes far beyond the
directly attributable acquisition costs. For example, Benlian and Hess [25] describe
seven criteria for evaluating software alternatives for the purchase of an office
suite:

* Functionality

* Reliability

e Cost

e Ease of use

¢ Ease of customization

¢ Ease of implementation
e Software support

The evaluation of the functionality of a software is usually of less difficulty.
Since features are implemented directly in the development of the software, they
can be determined relatively easily [26]. For this purpose, numerous services and
websites exist that compare and rank the functional aspects of software products.
For example, the Google search for “comparison e-commerce platform” delivers
about 77,200,000 search hits (as of 15 March 2020).

However, it is much more difficult to assess fuzzy criteria such as reliability,
costs, and sustainability. This is all the more difficult if the manufacturer is not
a software development company, but a community that produces open source
software (OSS) on a decentralized basis [20, 27]. Especially when estimating costs,
serious errors can quickly occur if only directly attributable costs such as pure
procurement costs are used. For a long time, there have been methods for a holistic
assessment of the investment costs. The total cost of ownership (TCO) approach
allows costs to be recorded and evaluated in full. This is particularly important in the
procurement of digital goods that are subject to network effects. Here, the recording
of all cost types represents a major challenge. Since the main purpose of this case
study is to demonstrate the use of data from social media for decision support, we
will focus on reliability, costs, and support.

In many business decisions, costs play a significant, if not the most significant,
role alongside the benefits of a product. For this reason, special attention will be
paid to the decision dimension of costs. In addition to pure acquisition costs, all cost
types that arise during the entire life cycle of the product have to be considered. In
the context of a product purchase decision such as that of an e-commerce platform,
these are the costs of pre-selection, acquisition, use, care, maintenance, backup, and
many more. Therefore, costs can be extremely diverse in nature and decision-makers
have to collect and evaluate them within the decision-making process.

This becomes more serious if open source products are among the alternatives for
software procurement. OSS has long since reached a level of maturity that makes its
use in an enterprise environment possible [27]. In the past, however, the focus has
usually been on the criteria for purchasing proprietary software [28]. Only recently



84 K. Kirchner et al.

has the criteria for the selection of OSS been examined more closely [25]. This
is of great importance because OSS promises cost reduction through obtaining a
free copy, yet the majority of the total costs of ownership will arise elsewhere, for
instance in staff costs. In addition, global communities can dissolve at any time, so
there is no guarantee of support or bug fixes [29]. These risks and costs have to
be factored into the purchase decision, and the communities must be adequately
assessed. In the context of OSS and TCO assessment, other cost factors are as
follows:

* Distribution of the software platform
 Insufficient level of knowledge of the users
* Insufficient maturity of the platform

e Lack of community support/activity

* Poor knowledge base

* Lack of available skilled workers

In order to weigh up influencing factors and reach a decision in a structured
manner, a wide variety of methods can be used. A well-known procedure is the
analytic hierarchy process (AHP) [30, 31]. In this decision support procedure for
complex decisions, data is collected, compared, weighted, and processed in several
phases until a decision is reached. In the absence of historical data or studies, the
data can also be derived from the assessment of experts [32, 33] or user studies [25].
Within the AHP, the criteria matrix can be supplemented by information from social
media and enters the decision matrix of an AHP or a cost-utility analysis as further
criteria. The advantage is that the process of decision support remains unaffected
and can be carried out as before. Figure 2 shows a snapshot of a possible AHP
structure with goal, criteria, and alternatives for the present case study.

Goal Choose an e-Commerce platform
Criteria Reflability Cost Support elc
! = — . )
System Personnel Platform User Community
Distribution Siuation Maturity Knowledge Base
> -—— —— e ' -~ — —
L ».\ = = ¥ -_' - --: : L -‘\ - - - - -
o e e e P
< . e ::"""*t'::--b‘ >
— = .-r'" P o W — o T —

Allernative | Magento WooCommerce = Prestashop OpenCant VirtueMant

Fig. 2 Exemplary structure of the AHP
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In the present case, we focus on the criteria of reliability, cost and support,
and subsequential criteria identified based on a TCO approach. The next step is
to determine how the criteria can be evaluated. The question arises which indicators
exists to measure and assess the criteria and which sources of knowledge can be
used to measure these criteria. In a first step, indicators are identified which may
reflect the questions or the criteria. For example, the distribution of the software
platform can be approximated by the search interest on search engines over time.
Other indicators are the number of live systems that use a particular shop system. It
becomes clear that these indicators are context dependent and can vary greatly for
each decision problem. Therefore, the skill and experience of the decision-maker is
required. Once all indicators are defined, the search for possible data sources begins.
For example, services such as Google Trends can be used to record online search
interest. The number of live systems are shown on websites such as builtwith.com
that use a search engine not unlike crawler to search websites worldwide for
information about the software used. An interesting question, especially with OSS,
is the evaluation of the activity of the community and thus the sustainability of the
platform. Here, possible indicators are the general activity of the community, which
can be determined by the intensity of communication in message boards and forums.

For this purpose, the online forum Stackoverflow, an internet platform aimed
at software developers, is suitable. On this platform, users and developers can
exchange information, ask questions, and get answers. The intensity of the number
of questions and answers can therefore provide information about the general
activity of a community. Furthermore, the quota of help can also be determined
by analyzing the answers.

Table 1 shows indicators assigned to the criteria and possible sources of
knowledge where relevant information can be found. These too must be collected
and structured within the decision-making process and must be context dependent.
Fortunately, today there are possible sources of knowledge for almost every
question. These results can then act as supplementary information from social media
and enter the decision matrix of an AHP or a cost-utility analysis as further criteria.
The advantage is that the process of decision support remains unaffected and can
be carried out as usual. For reasons of clarity and space limitations, we will limit
ourselves to describing the bold indicators and knowledge sources in Table 1 in this
case study.

3.1 Results: Distribution of the Systems

Figure 3 shows the search interest of the five alternatives over the last 4 years in
the form of search queries to the search engine Google. A decrease in the overall
search frequency can be clearly seen. Above all, the longstanding top-ranked shop
system Magento is clearly losing interest in searches suggesting that interest is
declining and which points to an increasing sustainability risk. If the trend continues
and Magento loses interest and distribution in the future, there is a risk of costs
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Table 1 Criteria, indicators, and knowledge sources as basis for decision support

Criteria
Distribution of the system

Level of knowledge of the
users

Maturity of the development

Community
support/activity

Indicator

Online Searches,
Downloads, Live Websites

Members
Release Status

Tutorials, Videos, Threads,
Questions, Answers,
Bugfixes, Release History

Knowledge source
Google, Bing, builtwith.com

LinkedIn, XING,
Stackoverflow

Platform Website, GitHub,
SourceForge

YouTube, Stackoverflow,
Twitter

Knowledge base Forums, Tutorials, Courses Udemy, YouTube,
Stackoverflow
Available skilled workers Employment Service LinkedIn, XING,
Platforms Stackoverflow
100
75-
Flatform
" Magento
2 == Prestashop
5 50-
8 == Opencart
0 WooCommerce
— > Y L = Virtuemart
25 M\__ ' ! L Vo AN -
\W-."MVM e
il " s o e
o " — - - — o — - v -
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Fig. 3 Search for the five alternatives over the last 4 years in Google search engine

associated with a changeover to another system in the future. In contrast to Magento,
the WooCommerce system in particular is showing a constant high level of search
interest.

What also becomes clear in the diagram is a generally declining interest in on-
premise systems. This also represents a high-cost risk for the future, as cloud-based
e-commerce platforms may be the means of choice in the future. However, in the
present scenario we assume that a self-hosted solution is a prerequisite, due to the
higher flexibility and customizability.

Another key figure is the number of systems installed worldwide. Table 2
illustrates the wide range in terms of the distribution of installed systems. WooCom-
merce shows with almost four million live websites an absolute top position. This
can be associated with a high spread of knowledge about how to use the system. It is
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Table 2 Distribution of e-Commerce platforms

Platform Live websites? 6 Month trend Points Relative
Magento 190,731 Falling 2 0.05
WooCommerce 3,876,748 Rising 5 1.00
Prestashop 250,603 Rising 3 0.06
VirtueMart 56,768 Falling 1 0.01
OpenCart 337,025 Stagnating 4 0.09

2According to builtwith.com (accessed 2020-03-02)

Table 3 Indicators on stackoverflow.com

Platform Threads | Answers per question | Average votes per question | Points | Relative
Magento 37,666 | 1.37 1.09 5 1.00
WooCommerce | 22,641 | 1.01 0.8 4 0.60
Prestashop 4835 1.22 0.51 2 0.13
VirtueMart 723 1.14 0.42 1 0.02
OpenCart 5026 1.22 0.49 3 0.13

in turn is a cost factor in the operation of such a system as well as for the recruitment
of suitable specialist personnel. The last two columns “Points” and “Relative” show
a simple ranking with points and a rating based on the percentage relative to the best
result. These values are exemplary evaluations and can be used later in a cost-utility
matrix or AHP to evaluate the alternatives.

Table 3 shows an example of the results of the ratios on Stackoverflow. Here,
the number of threads, responses, and ratings of the contributions to the respective
e-commerce platform were measured. Points and relative points are also listed here
as an example of evaluation.

The diagram of the course of the aggregated response frequencies in Fig. 4
illustrates this graphically. It also shows the decreasing response frequency for many
e-commerce platforms except WooCommerce. Magento shows the highest overall
number of questions and answers, which is displayed in Table 3. However, the graph
in Fig. 4 shows a clear trend change in recent months.

Table 4 shows the measured key figures in the area of knowledge base and
community support in terms of online courses and tutorials on the platforms Udemy
and YouTube. Here, too, a diverse picture emerges. WooCommerce, for example,
shows a very large view interest on YouTube with almost 12 million views in
comparison with VirtueMart with a view count of 52,184. The data from YouTube
was collected via YouTube’s own API. For the information from Udemy, a web
crawler was used. The evaluation of points and relative points would be analogous
to the evaluations of the previous key figures.

Once all criteria are collected, the evaluations of all key figures can be performed.
Table 5 shows the ranking points that could be also transformed into relative points
(like in Table 3). The results can be used as a basis or component for a utility-cost
matrix or AHP and are only shown here as an example. Above all, it is the task of
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Fig. 4 Aggregated answer count per thread on Stackoverflow

Table 4 Knowledge base and community support indicators on Udemy and YouTube

Tutorial Videos | Tutorial views on
Platform Udemy topics | Udemy search results | on YouTube YouTube
Magento 48 81 562 3,204,093
WooCommerce | 78 725 570 11,929,255
Prestashop 31 65 550 1,988,160
VirtueMart 0 4 73 52,184
OpenCart 19 54 479 1,979,464

Table 5 Assigned points to e-Commerce Platform

Live Websites Stackoverflow Udemy YouTube Total
Magento 2 5 5 5 4 4 4 4 33
WooCommerce 5 4 1 4 5 5 5 5 34
Prestashop 3 2 4 3 3 3 3 3 24
VirtueMart 1 1 2 1 1 1 1 1 9
OpenCart 4 3 4 2 2 2 2 3 22

the decision-maker to weight the individual criteria, such as number of tutorials on
Udemy, or number of threads on Stackoverflow.

This case study clearly shows how characteristics and information from different
social media can be incorporated into decision support. When the data is carefully
selected and aggregated, well-known decision algorithms like AHP can be easily
applied without any adaptations to social big data.
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4 Case 2: Tackling Veracity in Big Social Media Data

In the past, classic in-house databases and OLAP systems were the primary sources
for decision support in companies. With the emergence of Web 2.0 and social media,
a comprehensive range of data and information is available for decision support.
This includes all resources on the web, from classic websites to discussion boards
and social networks; a heterogeneous pool of information has emerged.

In the past, analysts often had to develop their own crawlers to extract informa-
tion from websites. Even though this is a frequently used procedure, it is still fraught
with a number of hurdles and shortcomings. Many websites are characterized by
the fact that data is stored in a weakly structured manner. Additionally, websites
are subject to frequent changes, e.g., in format and style sheet, which makes a
permanent adaptation of the web crawler necessary. According to Glez-Pefia et al.
[34], the Web scraping process comprises several tasks: Site access through HTTP,
HTML Parsing, and Output building.

Especially the parsing of HTML is a big challenge for automated crawlers,
which is mainly due to the often low-structural strength of HTML. Although many
libraries exist for parsing web pages such as Curl, Scrapy, BeautifulSoup, crawlers
are considered weak software due to their vulnerability to changes in the web pages.

Because of the hurdles described above, classical data sources were preferred
over the use of web crawlers. An alternative to extracting content from web
pages are standardized interfaces. Recently, numerous Application Programming
Interfaces (API) have become accessible, especially on the World Wide Web. These
interfaces offer a structured and well-defined programming interface to access
information on the corresponding platform [35]. Leading social media services
like Twitter, Google, or Facebook operate well-defined interfaces in the form of
an API. The advantage of APIs is the uniform interface and the strong structuring
of the data. Disadvantages are the sometimes-limited access to data, quotas, and
limits as well as the dependence to single providers. In general, data sources can be
classified according to their structure (Fig. 5). APIs usually have the highest level of
structuring, which makes data processing the easiest. Traditional HTML web pages
are often unstructured and require a large amount of data preparation. In addition,
other sources exist, e.g., databases, wikis, which differ in their structure, according
to whether they are operated in-house and allow direct access or are public. This
should be taken into account during planning and implementation.

4.1 Analyzing Data from a Social Network

For an educational institution, it is interesting to analyze professional qualifications
that people in companies possess. The results help to understand, which types of
skills are needed and whether general or very specific qualifications are important.
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This can influence decisions in study programs or courses in order to qualify
students for the workplaces.

In this case study, we analyzed data from a career-oriented social network in
order to identify and investigate distributions of professional qualifications. The aim
was to find out whether—besides of the classical generalists and specialist—other
types of qualifications can be found with unsupervised learning, and whether these
can be found in specific types of companies [36]. Unsupervised learning is a type of
machine learning that finds previously undetected patterns in data when class labels
are not already known and training data from the past is not available. The data is
thus grouped according to similarities and differences between the data.

Profile data was extracted in this case study from the career-oriented network.
In a first step, we investigated the collected samples in order to assess whether the
samples are representative. The selected social media platform returns only a limited
amount of samples per data request, in this case, 200. By a systematic modification
of the query, we could collect 7000 data samples. It remained unclear with which
criteria the platform selected these samples. Maybe the data was chosen randomly,
or the newest, oldest, or most active profiles were selected. Social networks do
not provide transparency of how their filtering mechanism decides what data is
selected from the social data stream. The selection algorithm can be furthermore
biased by the so-called filter bubble, where the user is trapped inside the limited
boundaries of his/her interests and cannot be exposed to any surprising, new, and
desirable information [37]. The profile selection could therefore be also influenced
by the available information of the person who extracted the data (IP-address, own
profile. . .).

Based on the data analysis only, it could not be validated how the algorithm
selected the data. The only way to validate is indirectly by analyzing the distribution
of the qualification types and comparing it to the expected distribution.
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4.2 Veracity Challenges

The second step was the classification of qualifications among the collected samples.
It turned out, that they were written in different languages: German, English,
Chinese, or several languages were used in the same profile. Classic methods of
natural language processing (NLP) could be used only in a limited way because
tokens (smaller parts of a text like words) especially in English and German can
overlap and the learned model would get very inefficient. A learned model is the
outcome of a machine-learning algorithm like rules, numbers, or data structures.
Such a model was learned on data and can be later applied to new data.

In the investigated data, some qualification information contained writing errors,
or skills were written in different ways (e.g., names of software with shortcut or
long name or version number). As a solution to this problem, we manually created
dictionaries with synonyms. In addition, we also manually created stop words.
A stop word is a commonly used word (like “the”, “in”) that is removed before
the application of an algorithm because it increases the amount of effort for the
algorithm while providing only minimal benefit for the outcome. However, we were
aware that parts of the information could be lost by removing these stop words later
in the analysis.

Regarding the veracity, and especially the objectivity of the qualification infor-
mation, we have to distinguish between the perspective of the creator and the
reader of this information. In the investigated career-oriented network, we can
assume sufficient objectivity of the information because via network connections
(contacts) of the profile owner, a person is not anonymous anymore and would
therefore not provide wrong information. However, the depth and quality of the
given qualifications are subjective. If two people write “SQL” as a qualification, then
the perspective, focus, and depth of this knowledge can differ between a database
expert and someone who is just able to write simple SQL queries. The information
reader can also read and understand such a qualification in a different way.

Another question was, whether we can investigate the development of qualifica-
tions over the time. This was impossible because the data samples contained only
the current state of the profiles. Neither the timestamp of the last profile update nor
the time when a specific information was added to the profile could be investigated.
A longitudinal analysis would require a regular repetition of the data collection,
which requires a bigger effort. Additionally, changes would only be visible at the
time of the collection of new data, and some changes from the past would be still
lost.

It was also difficult to analyze the company affiliation because profile owners
used different ways of writing their company name in the free-text field. We could
identify the following patterns:

* Different granularity: The company names are different depending on using the
name of a holding (e.g., Siemens) or the name of the subsidiary (e.g., Siemens
Healthineers).
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* Different timeline: Company names were written down when the person was
working there once (e.g., Siemens Medical Services) or the new name was used
(e.g., Siemens Healthineers).

* Different conventions: The name was either written using the official registered
name (e.g., Siemens Medical Solutions), or the officially used shortcut (e.g.,
SMS) or an industry-specific name (e.g., SMED).

We found similar problems in all the free-text data fields of a profile. This leads
to a problem if the profile data has to be connected with other data sources (to
achieve a bigger variety). Thus, we were not able to connect the carrier network
data automatically with other data from company portals in order to see whether
certain qualifications are especially needed in certain types of companies.

From the case study, we can conclude that social media data can be used as a
basis for decision-making, but the veracity is a challenge. Every additional data
source adds to a higher data variety and thus to more problems with veracity that
can be only partly, and maybe only manually, fixed.

5 Conclusions from the Case Studies

The chapter approaches how data produced by users on social media can be the
basis for decision-making. Social media with its user-generated content provides
new possibilities for decision-making through a huge amount of different types
of interesting data from different sources. However, some challenges have to be
addressed.

The first case described decision-making based on a variety of social media data.
This case showed how different data from social media and websites can provide
novel, sometimes even contradictory information that were not available before and
provide a good basis for decisions. Existing procedures for decision-making such as
value analyses or AHP will not be changed by the inclusion of social media data,
but additional criteria will become part of the analysis. Nevertheless, we should
view the weighting of the individual criteria critically. Furthermore, it is difficult to
find a holistic approach due to the sheer number of possible sources. Since social
media provide user-generated content, special attention should be always paid to the
veracity of the data.

In the second case study, our focus was therefore especially on the veracity. Based
on our analysis, we propose the following guidelines in order to tackle the veracity
of big social data:

1. Check if the results from the collected social media data (or of a randomly
selected subset of this data) can be verified by the results from additional data
sources or alternative analytics.

2. Check if it is necessary to create a platform-specific dictionary including stop
words. Evaluate how the usage of such a dictionary will influence results.



Decision Support in the Era of Social Media and User-Generated Content 93

. During data understanding and data preparation, several platform-specific

assumptions were made. Think about how these assumptions influence your
results in terms of precision, recall, and specificity and how this can be measured.

. Determine when the information was created. Does the platform allow the creator

to manipulate timestamps or can invalid information be corrected or removed?

. Verify if all information readers can understand the information equally. If not,

assess the range of individual subjectivity.

With the help of these guidelines, it can be determined how much big social

data has an influence on quality and rigor in the decision-making process. All
cleansing approaches are associated with a loss of samples, which can easily melt
the impressive data set to 10-50%. Overall, the tradeoff between accuracy of the
result and sample size should always be estimated.
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The Evolution of Decision Support )
Systems for Agriculture: A Bibliometric oo
Network Approach

Dimitris Kremmydas, Alvertos Konstantinis, and Stelios Rozakis

Abstract We use the Scopus database and naive Bayes text classification to identify
almost a thousand and a half DSS papers targeting problems in agriculture during
the last three decades. We then use bibliometric network analysis to establish the
chronological trends regarding the methodologies, the technologies, the topics,
and their interrelation. We also provide insights into the evolution of international
research and academic community cooperation and specialization.

Keywords DSS - Agriculture - Naive Bayes - Network analysis

1 Introduction

Decision Support Systems (DSS) are human—computer systems that assist stake-
holders to make effective decisions. This usually involves the presentation of data
from heterogeneous sources in a more intuitive way, and quite often, scientific
models that use them in order to provide further insights [1]. In the agricultural
domain, the term appears in the late 1980s and the number of publications
follows an increasing trend. The applications cover diverse topics, for example,
water management, environmental modeling, climate change, crop protection, farm
management, agricultural policy, and precision agriculture [2, 3].

DSS have facilitated the exchange and transfer of knowledge between the
scientific community and the stakeholders or practitioners [4, 5]. However, this
exchange is not trouble-free, and the DSS performance depends on several factors.
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The literature mentions quite a few. For example, the degree of user-centered design,
the quality of the human—computer interface, the skills of the end-users, etc. [6—
8]. Thus, due to the unequal performance of the DSSs developed by the research
community, the scene is not homogeneous.

The purpose of this chapter is to outline and discuss the trends of the last 30 years
regarding the methodologies, the technologies, and the application domains of DSS
in agriculture and their interrelation. We also aim to provide insights into the
evolution of the international research and academic community cooperation and
highlight any specialization that has emerged. The contribution is twofold. Firstly,
we identify a vast amount of literature related to DSS in agriculture that can be
further used by other researches for more focused reviews. Secondly, we facilitate
the discussion opened in this volume, about the assessment of what has occurred
during the last three decades and what can be the implications for the future of the
field.

To accomplish those objectives, we resort to a bibliometric approach. The
published literature is a reliable measure of the research trends and can thus be used
to sketch the evolution of any discipline. However, in order to utilize the information
found in the bibliographic databases, we need to resolve two issues.

The first relates to the fact that the term “DSS” refers at the same time to
the research domain of “decision support systems” and the implementation of
a “decision support system” to other science domains. Thus, a search with the
keyword “DSS,” returns publications of both kinds. Yet, we are interested in the
latter group of publications, and thus we need a way to filter them efficiently. The
second issue relates to the fact that agriculture is a relatively large, heterogeneous,
and interdisciplinary scientific domain. So a search with the keyword “agriculture,”
returns but a portion of the actual documents in the field since many of them
will include keywords not containing the root “agricult*.” On the other hand, it
is not possible to enumerate all keywords relevant to the domain. Thus, we need an
efficient way to identify the literature related to agriculture.

We overcome the difficulty of efficiently identifying the relevant literature by
starting from a broad query that contains “DSS” in the title. This query returns 6000
documents. Then, we narrow down the candidate publications by utilizing a naive
Bayes text classification algorithm, as this method has been used for similar tasks in
the past [9, 10].

Then, in order to identify the evolution of the literature and their interrelations,
we utilize a network analysis approach. We use the VOSviewer tool [11] to construct
two bibliometric networks, one with the author keywords and one with countries.
For the first type, we use the co-occurrence analysis in which the proximity of the
keywords in the network is determined by “the number of documents in which they
occur together” [12]. For the countries’ network, we use the co-authorship analysis
according to which the spatial relation of the country affiliations in the network is
determined by the degree of collaboration for producing research.

The aforementioned networks allow us to identify how the scientific community
combined different terms, and not only which key terms that the authors were
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most interested in during different periods but also how the transnational scientific
collaboration evolved.

2 Methodology

2.1 Naive Bayes Text Classification

Naive Bayes is a simple machine learning technique widely used for text classifica-
tion with satisfying accuracy [13-15].

The core idea of the naive Bayes classifier is that we update our prior belief on
the probability that a document belongs to a class using the likelihood of the set of
words of this document given the class. We estimate the likelihood of using a set of
explicitly classified documents (training set). We can utilize either the presence or
absence of words using a binomial Bayes classifier or we can use their frequencies
and apply a multinomial naive Bayes.

In mathematical terms, we express the naive Bayes as

P (words; class ;) o P (class;)
P (words;)

P (classj|words;) =

Where

* class; are the classes we want to classify the documents into. In our case, we
have two classes: the valid class, for agriculture domain-related documents; and
the invalid class for non-agriculture domain-related documents.

¢ words; are the words of document-i.

* P(class;) is the prior probability of class-j. In our case, we used the frequency of
the documents of the training set that belong to the agricultural domain.

* P(words;) is the probability of a certain bag of words to appear.

* P(words;] class;) is the likelihood of observing a certain bag of words for
class-j. In naive Bayes, we assume the conditional independence of the
words of the documents. That is, the probability of each word appearing in
a document does not depend from the other words of the document. This is
a naive assumption and the reason that the method is called naive. Anyhow,
given this assumption, we are allowed to estimate this likelihood easily as
P(words;| class;) = P(word;, 1| class;) * P(word; 2| class;)® - - - » P(word; ;| class;)

* P(classj| words;) is the posterior probability, i.e., the probability of the
document-i belonging to class-j given its words. We compute the posterior
probability of a document for all classes and classify the document to the class
that has the higher one.

In order to prepare the data for the classifier, several preprocessing steps are
essential [16—18]. Primarily, the documents must be broken down into the set
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Table 1 Document feature matrix, as shown from the quanteda R package [19]

Document-feature matrix of: 6 documents, 1637 features (98.3% sparse), and 6 docvars

Features
docs object | knowledg | enhanc abil | maker |task | provid
2-52.0-0025505218 1 1 1 1 1 2 2
2-52.0-0038176956 |2 0 0 0 0 0 0
2-s2.0-0025700733 |0 0 0 0 0 0 0
2-52.0-0025444756 |0 0 0 0 0 0 0
2-52.0-0025431677 |0 0 0 0 0 1 0
2-52.0-7044990132 |0 0 1 0 0 0 0

[reached max_nfeat ... 1627 more features]

of individual words (tokenization). Tokens can also include consecutive word
combinations (n-grams). For example, the sentence “I read many books” will
include the 1-g tokens {“I,” “read,” “many,” “books”} and the 2-g tokens {“I
read,” “read many,” “many books”}. After tokenization, the words that provide
little information are removed (at minimum, the so-called stopwords, e.g., “a,”
“and,” and “if”"). Letters can be converted to lower case and punctuation or numbers
are removed if they do not convey information. Finally, most often, the words
are transformed into their root form, e.g., the words “ability” or “abilities” were
converted to “abil” (this process is called stemming).

The preprocessing step will result in a document feature matrix (DFM) structure.
A DFM is a matrix where documents are in the rows and their containing words
(their features) in the columns and the values are the frequency of each word for
each document. In the example below (Table 1), we give an excerpt of a DFM of
the abstracts we downloaded from SCOPUS. Each row is a different paper abstract,
each column is a word detected and the numerical values of the table show the
frequency of each word in each abstract. In Table 1, in the first row, the abstract
of the first publication (id=2-s2.0-0025505218) contains the words “object” one
time, “knowledge” one time, “enhanc” one time, etc. In the second row, the second
document (id=2-52-0.-0038176956) contains the word “object” two times, the word
“knowledg” zero times, etc.

2.2 Bibliometric Network Analysis

The basic concept behind network analysis is that the construction of a network
allows the exploration of complex and multi-factorial subjects or fields by the
visualization of their interconnections with nodes and vertices. Its combination with
bibliometric analysis is termed bibliometric network analysis.

Initially, the bibliometric analysis was limited to extracting mostly descriptive
statistical indices to evaluate the progress of the academic research, based on the
creation of simple productivity indicators of the authors or countries. Gradually,
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more complex indexes were introduced which allowed the researchers to be able to
identify the emergence of new multi- and trans-disciplinary fields.

Nowadays, with more advanced visualization techniques available, the most
contemporary statistical indices can be implemented in a mapping procedure of the
networks of the scientific literature. In this chapter, we have used the visualization
of similarities (VOS) developed by Van Eck and Waltman [11]. There, the mapping
is combined with clustering methods to transcend the two-dimensional constraint
of the former [11]. There is a sufficient amount of relevant literature in which
the reader can get familiar with the VOS technique implemented in different
scientific fields [20-22]. Although the VOS technique is, in principle, similar to
the multidimensional scaling technique [23]; it is more visual-oriented as it is a
distance-based mapping tool, which implies that the distance in which the nodes-
terms are placed in the network, represents their relative relatedness which is defined
by the method of analysis we have chosen.

Our choice for the VOS technique was based on four (4) central criteria [24]. At
first, it is a broadly used technique. Secondly, it is accepted as a reliable mapping
technique. Thirdly, the VOS viewer tool is user friendly and; fourthly, it is an open
source software. The four pre-mentioned factors increase both the accessibility and
the repeatability of the results and thus, increase the validity of the present study.

3 Identification of the Relevant Literature

As already mentioned, we are interested in publications that (1) are focused on the
implementation side of a Decision Support System and (2) respond to a problem in
the agricultural domain.

We selected publications that complied with the first criterion by requiring the
terms decision support system, decision support systems, or dss to be explicitly
included in their title. Since the title of a publication signals the focal subject of the
chapter, this requirement excludes all publications where DSS is incidental. This,
although does not separate DSS-domain papers from DSS-implementation papers,
must include the vast majority of papers that focus on presenting a DSS.

The following query in the SCOPUS database returns 13,747 documents. !

(TITLE (“DECISION SUPPORT SYSTEMS”) OR TITLE (“DECISION SUPPORT
SYSTEM”) OR TITLE (“DSS”)) AND PUBYEAR > 1989

13,747 documents

To distinguish only the documents related to the agricultural/environmental
domain, we initially remove items classified by the SCOPUS database to profoundly

I'The same query on the title or abstracts or the keywords, returns 111,569 documents.
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irrelevant fields (e.g., Medicine, Psychology). The refined SCOPUS query returns
9779 documents.” Furthermore, since we use the abstract and the keywords to
facilitate our analysis, we also exclude the items that are missing either the abstract
or the keywords and thus conclude to 6725 documents.

(TITLE (“DECISION SUPPORT SYSTEMS”) OR TITLE (“DECISION SUPPORT
SYSTEM”) OR TITLE (“DSS”)) AND PUBYEAR > 1989 AND (EXCLUDE (SUBJAREA,
“MEDI”) OR EXCLUDE (SUBJAREA, “BIOC”) OR EXCLUDE (SUBJAREA, “HEAL”)
OR EXCLUDE (SUBJAREA, “ARTS”) OR EXCLUDE (SUBJAREA, “PSYC”) OR
EXCLUDE (SUBJAREA, “PHYS”) OR EXCLUDE (SUBJAREA, “MATE”) OR EXCLUDE
(SUBJAREA, “IMMU”) OR EXCLUDE (SUBJAREA, “PHAR”) OR EXCLUDE
(SUBJAREA, “CENG”) OR EXCLUDE (SUBJAREA, “NURS”) OR EXCLUDE
(SUBJAREA, “CHEM”) OR EXCLUDE (SUBJAREA, “NEUR”) OR EXCLUDE
(SUBJAREA, “DENT”))

9779 documents in the query/6725 documents with metadata on both abstract and author
keywords

Due to the high number of documents, the use of a semi-automated method for
identifying the documents related to the agriculture domain is beneficial. Thus, we
use the Naive Bayes classifier to accelerate the filtering of the publications.* The
algorithm will be applied to the title, the abstract, and the author keywords of the
6725 documents.

The first step is to estimate the probability of a random document of the 6725
documents being related to agriculture. This will be the prior for the naive Bayes. In
order to do so, we randomly selected 1689 documents and manually inspected and
classified them as either “related to agriculture” or “not related to agriculture”.’ We
found that 18.85% of the sample (352 documents) was related to agriculture while
the rest did not. The prior probability of the naive Bayes is thus set to 0.1885.

Then, based on the above-classified sample (i.e., each paper classified as “related
to agriculture” or “not related to agriculture”), we computed the likelihood for each
word of the abstracts to appear on each of the classes (“related to agriculture”; “not

2The excluded subjects were: Medicine; Biochemistry, Genetics and Molecular Biology; Health
Professions; Arts and Humanities; Psychology; Physics and Astronomy; Materials Science;
Immunology and Microbiology; Pharmacology; Toxicology and Pharmaceutics; Chemical Engi-
neering; Nursing; Chemistry; Neuroscience; Dentistry.

3The included subjects were: Computer Science; Engineering; Environmental Science; Business,
Management, and Accounting; Decision Sciences; Social Sciences; Agricultural and Biological
Sciences; Earth and Planetary Sciences; Energy; Economics, Econometrics, and Finance; Multi-
disciplinary; Veterinary.

“4For processing the text and applying the naive Bayes, we used the quanteda R package [19].
SWe opted for randomly inspecting 1689 documents (25% of the 6725) for two reasons: (a) the
higher the number, the most accurate the estimator of the prior; (b) on the other hand, we want
to minimize the effort of manually classifying documents; inspecting abstracts and other metadata
for 1689 documents is a reasonable effort for an extended literature review.
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related to agriculture”). We also compute the probability of observing each word
(the frequency a word appears in the corpus of documents).

Next, using the above information, we ran three naive Bayes classifiers for the
remaining non-classified documents (5036 out of 6725); one for titles, one for
abstracts, and one for author keywords.6 Thus, it was possible that a document is
classified as “related to agriculture” based on the abstract, but not based on the title.
In order to consolidate our findings, we used the following rules:

1. We classify a document as “related to agriculture” if the result of the naive Bayes
is “related to agriculture” in the following cases: in all three fields, i.e., title,
abstract, keyword (rule 1.1); or in both title and abstract (rule 1.2); or solely in
title (rule 1.3); or only in abstract (rule 1.4). The number of documents classified
under these rules is given below:

Rule 1.1: Title
AND Abstract, | Rule 1.2: Title Rule 1.3:
Classified as AND Keyword | AND Abstract | Title Rule 1.4: Abstract

“related to agriculture” | 509 121 166 384

2. If a document is classified in all three fields (title, abstract, keyword) as “not
related to agriculture,” then we classify it as “not related to agriculture”.

Classified as Rule 2.1: Title AND Abstract, AND Keyword
“not related to agriculture” 3552

3. The remaining documents are classified as “unknown class”.

Classified as Rule 2.1: Title AND Abstract, AND Keyword
“unknown class” 115

Based on the above results, we manually inspected all documents classified as
“related to agriculture” due to rule 1 and all documents classified as “unknown
class.” We also did a random sampling manual inspection on the “not related to
agriculture” documents derived from rule 2. The results are presented in Table 2.

The results of the classification are presented in more detail in the next section.

5We did so because the information load may differ for each of the above document properties and
those three document properties are of different nature and cannot be concatenated.
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4 Results

4.1 Naive Bayes Classification

The distribution of the identified documents in time is shown in Fig. 1 and in Table 3.
We observe that there is a steady increase in the absolute number of publications,
especially for journal papers. It is also interesting that 95% of the journals has
published five or fewer papers in total in the 1990-2019 period and 75% of the
journals have published 2 or fewer papers in the same period. Two journals seem to
publish papers in the field regularly (Table 4).

In Fig. 2, we also provide the word cloud per 5-year period of the most frequent
words in the identified publications’ abstracts. The size of the word in each group
denotes its frequency.

The metadata (titles, abstracts, and author keywords) of the initial data set, the
results of the training manual classification, the results of the naive Bayes, and
the final classification are provided in the “Ol.naive_bayes_results.xlsx” file of the
supplementary material.

Year

Published in Book = Book Series ~ Conference Proceeding = Journal

Fig. 1 Evolution of DSS publications for agriculture, 1990-2019 (source: identified papers
according to Sect. 2)

Table 3 Number of DSS for agriculture publications for 5-year periods

Period Books Book Series Conference Proceeding Journal
1990/1994 0 0 0 17
1995/1999 0 5 0 60
2000/2004 0 16 16 146
2005/2009 5 20 114 188
2010/2014 9 60 93 240
2015/2019 8 31 52 258
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Table 4 Number of identified publications in most frequent journals

Journal 1990-1999 | 2000-2009 | 2010-2019
Computers and Electronics in Agriculture 25 27 30
Environmental Modelling and Software 4 38 25
Agricultural Systems 2 11 6
Transactions of the Chinese Society of Agricultural 0 18 3
Engineering

Water Resources Management 0 8 9
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4.2 Bibliographic Network Analysis

Using the metadata of the identified “DSS in agriculture” publications, we con-
structed two sets of networks.’

The first network contains the relationships of the selected papers according to
the author keywords. We have constructed two such networks, one for 2000-2009
and one for 2010-2019 (Figs. 2 and 3). The nodes of the network represent author
keywords. The size of the node indicates the number of occurrences of this keyword
in our data set (i.e., in how many papers it appears). If there is an arc connecting two
nodes, it means that those two keywords appeared in the same paper at least once.
The width of the arc’s line is a measure of the frequency those two keywords appear
together in papers (more thick line, more times the keywords appear together).
The distance between two nodes is a sign of their relatedness. The relatedness of
two nodes is determined by the number of times the two keywords occur together,
considering the relatedness of all other nodes that are connected with them. Thus,
while the weight of the arc is a direct sign of the number of co-appearances in
papers, the relatedness is a more holistic measure that displays the relation of the
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Fig. 3 Network for the decade 1999-2008

7Certain quantitative properties of those networks (degree, betweenness, and closeness centrality)
are provided in the supplementary material.
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Table 5 Relative frequency of selected keywords
1990/94 | 1995/99 | 2000/04 |2005/09 |2010/14 |2015/19

Period (%) (%) (%) (%) (%) (%)
GIS 11.8 29.2 26.3 29.1 28.3 18.9
“*gis*” “*geog*inf*”’

Machine Learning 0.0 3.1 2.8 2.1 2.5 7.4
“*mach*learn”, “*neural*”,

“*genet*algo*”,

“big*data*”

Mobile technologies 0.0 0.0 0.0 2.1 2.7 7.1

“Fmobil*”, “pda*”,
“android”,“*wsn*”

two nodes without ignoring the big picture. Finally, the colors of the nodes are a
cluster of keywords that form “sub-networks” within the principal network.

The second network contains the countries, based on the papers’ affiliations, for
the 20002009 and 2010-2019 periods (Figs. 5 and 6). The nodes are the individual
countries and the arcs and the relatedness refer to the volume of co-authoring
between countries. We have chosen this type of analysis as we believe, in principle,
that the higher the number of co-authored documents between two countries, the
higher the collaboration and the scientific proximity between them is.

5 Discussion

In both 1999/2008 and 2009/2019 author-keyword networks, the position of GIS
is very central. That reveals that the initiation and the evolution of DSS are very
much connected to GIS technologies. This could be attributed to the fact that spatial
dimension is integral to agriculture, whether on the farm or on the policy level. Thus,
the perspective of the GIS technologies naturally fitted into the agricultural decision-
making framework. In turn, the rise in the availability of spatial data and the user-
friendliness of the GIS interface resulted in the central position of this technology in
the DSS in agriculture. If we look at the relative frequency of the GIS-related terms,
it seems that the relative frequency in journal papers decline in the last 5 years
(Table 5). In contrast, the share of emerging technologies, like machine learning
and mobile networks is increasing. However, as shown from the network and is
confirmed quantitatively by network metrics (see supplementary material), is that
its central role is maintained.

The apparent changes of the last decade are the decrease in the frequency and
the centrality of the ‘expert systems” and the appearance of the terms “climate
change” and “precision agriculture” in a relatively central place. Also water-related
keywords, like “watershed management” or “water,” decrease in centrality in the
new decade, possibly because they are not anymore examined isolated but rather
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under the “climate change” perspective. Regarding the methodologies, “simulation”
and “multicriteria analysis” are becoming more central.

Regarding the clusters of the author-keywords network, we observe the follow-
ing: In the 1999/2008 period (Fig. 3), there are two apparent clusters. The red cluster
contains topics related to water management and environment, having the multicri-
teria methods at its center, while simulation, optimization, and integrated assessment
are part of it. The yellow cluster is related to the topics of “water,” “fertilization,”
“nitrogen,” and “yield,” and the “expert systems” methodology/technology. The
existence of two clusters, containing both a water-related topic can be attributed
to the fact that the second cluster targets the farm level while the second a more
generic level (resources in general). This indicates that a different focus level affects
the methodologies used. This becomes more apparent in the author-keyword of
the second decade (Fig. 4). The green cluster is a farm level-related cluster, with
many “management” keywords and with technologies like sensor networks (wsn)
and precision agriculture.

In general, for both decades, there does not seem to be a very clear separation
of keyword clusters. If this was the case, one would observe distinct groups of
keywords, without nodes of one cluster positioned inside another cluster. This can
be attributed to either the need for multidisciplinary solutions to actual decision-
making problems.
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Regarding the country co-authorship networks (Figs. 5 and 6), there are signifi-
cant changes between the two decades. In the 1999/2008 period, the Netherlands
take a central position, which means that authors of that country seem to have
the most connections with authors of other countries. The United States, China,
and the United Kingdom, although relatively significant in terms of publications,
lie in more isolated locations of the network. This structure changes completely
in the current decade (2010-2019). The group of European countries with dense
connections between them emerges. European countries that in the previous decade
were far from the other European countries (e.g., Greece, Austria), in the current
one become part of this European network.

6 Conclusions

We have used a naive Bayes text classification algorithm to identify around
1600 agricultural DSS papers. We then have constructed the author keywords co-
occurrence network and the co-authorship network for countries, one for each of the
1999/2008 and 2009/2019 periods. The methodology applied accelerated the review
process and accurately identified the relevant literature. It can be easily extended to
other bibliographic databases (Google Scholar, Web of Science) and can be used to
efficiently identify the literature of other subjects too.

We have found that the Geographical Information System technology has
a central position in the discipline for both decades. New terms appear and
take a central position in the current decade’s network, like “climate change”
and “precision agriculture.” However, in all author-keyword networks, there are
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no clear clusters, probably denoting the need for multidisciplinary solutions to
actual decision-making problems. Regarding the evolution of the discipline in the
country’s dimension, the European countries emerge as a distinct group with dense
connections between its members.

Regarding the future trends, DSS literature is increasingly connected to the new
technological advances of mobile applications, machine learning, and the internet
of things. DSS have a great potential for bringing these technologies in the farm.
However, the concern of low intake from end-users of the DSS applications in
agriculture remains and more research is required regarding the user-centered design
of DSS [7].
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30 Years Business Intelligence: )
From Data Analytics to Big Data et

Isabelle Linden

Abstract At the crossing of disciplines as Information Systems, Management,
Decision Support Systems, Data Mining, and Data Visualization, Business Intel-
ligence (BI) is understood in very different ways by the multiple concerned actors.
This chapter aims to offer to all of them an integrated view on multiple perspectives.
To this end, it first proposes a standard Business Intelligence approach. Then, it
describes the main technical challenges addressed in the literature with a particular
focus on those risen by the emergence of Big Data.

Keywords Business intelligence - Big data - Decision support systems

1 A Brief History of Business Intelligence

Since men have been involved in production and trade activities, and probably more
critically since the industrial revolution, there have always been people to analyse
their performance and question their optimization. Statistics and later data mining
offered powerful tools to support this type of quest.

The 1980s and 1990s saw the explosion of computerization in organizations.
Many data and information previously processed by hand on paper were digitized.
Digital data sources multiplied not only in administration but also at the very heart
of production chains and processes.

At the same time, processors gained in power, memories in capacity, and
algorithms in efficiency. Such convergence has offered analysts unprecedented
processing capabilities. They have extremely wide fields of exploration to inves-
tigate. But often, the dream becomes a nightmare when it comes to supporting
top management and analysing issues that cut across their organization. Indeed,
analyses require then access to information disseminated in various and varied
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systems. Moreover, data sources are not only multiple but also heterogeneous in
their formats and structures.

Specific architectures and platforms emerged in the 1990s to address these chal-
lenges and offer efficient support to decision-maker, namely Business Intelligence
platforms. Nowadays, the expression “Business Intelligence” is widely spread, and
anyone has a more or less precise idea of what it covers. However, it involves many
aspects from most technical ones to very strategic management-oriented ones and
many authors are tempted to reduce the domain to one or the other perspective.
Conversely, industries tend to widen the scope by including analytics, typically,
Gartner 2018 report on the domain is entitled “Magic Quadrant for Analytics and
Business Intelligence Platforms” [1].

In Chen et al. [2], the authors propose the following definition of Business
Intelligence and Analytics (BI&A):

“[...]1BI&A, [...]1is often referred to as the techniques, technologies, systems, practices,
methodologies, and applications that analyze critical business data to help an enterprise
better understand its business and market and make timely business decisions. In addition to
the underlying data processing and analytical technologies, BI&A includes business-centric
practices and methodologies [ ...].”

Indeed, a BI platform is conceived to provide access to specific information required
by managers in their decision-making process. Consequently, it would be a non-
sense to imagine that a BI platform could be developed independently of a deep
knowledge of the specific business to which it is dedicated and its strategy. A BI
platform as to be seen as one of the technical bricks into the complete wall of the
specific business performance management of the concerned company.

In this chapter, we focus our purpose to technical aspect. However, regarding
managerial perspective, we would refer the interested readers to the broad literature
on Key Performance Indicators (KPI, see for example Parmenter [3]), scorecards
[4-6], and Business Performance Management (BPM, see for example Neely [7],
Neely et al. [8]).

From a user perspective, a BI platform appears as framework providing access to
a variety of tools among which one commonly find (a selection among): interactive
dashboards, reports, OLAP query tools, data mining tools, alerts, . . .

But the specific value of a BI platform lies not so much in the tools offered
to users (some of which have existed since long before BI was mentioned) as in
the information to which it gives access. Indeed, one of the main challenges of BI
is to give users access to information across the organization by allowing them to
query a single source while the data needed to build this information is disseminated
in multiple sources with heterogeneous structures and riddled with semantic and
quality problems. This while avoiding disrupting the behaviour of the operational
system.

To achieved this magic, the common reference architecture is structured as
illustrated in Fig. 1. On the right are the users, at the different levels of the
organization, who access the relevant applications according to their function. On
the left side, the multiple heterogeneous data sources both within and outside the



30 Years Business Intelligence: From Data Analytics to Big Data 117

; <> ;
o o) Data Warehouse g
e \ ETL Metadata Datamart
2 RN St
= _
_@—> EXtI'act Datamart el ﬁ
M B/ Transform P
Load
/ Datamart Inter
faces || *
| I .rr—). +ia

Uses images from pngtrk

Fig. 1 Standard business intelligence architecture

organization are illustrated. In between is the BI platform, the various components
of which will be discussed below.

For now, let us underline a few essential aspects expected from such an
implementation. As a first specificity, observe that the data flow is one way from
operational systems to the analytical system. This is also described as isolation
of both world. Combined with adequate data extraction planning, this system
splitting implements the requirement that, regardless of the analysis workload, the
operational system should not be disrupted.

Downstream of the data ow, all the applications offered to users consult a single
source: the data warehouse. Ignoring here the various implementation possibilities
(which are discussed below), note that the data warehouse offers a single view of all
the retained information, a property generally required under the expression “single
truth”.

Although they may look like traditional databases, the uses of data warehouses
have a set of specificities with respect to operational data bases that impact their
design:

* Data warehouses do not support update and delete operations, but only inserts
(usually batch at night or week-end) and read

* Queries on data warehouses commonly address wide set of data (in lines and
columns)

e Numbers of users and queries are less limited

» For huge queries, acceptable response time is higher
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These characteristics gave leads to multidimensional modelling preferably over
relational modelling.

Offering a data warehouse requires a sophisticated preliminary integration task
denoted Extract-Transform-Load (ETL). These are the three phases of a very com-
plex process of collecting the data, then cleaning, integrating and (re-)formatting
before loading in the data warehouse. Depending on the size, availability, variety,
and quality of sources, ETL’s implementation can be carried out in a wide variety
of architectures relying or not on specific data storage.

Finally, it is to note that, even for mature disciplines as data mining or machine
learning, being involved interaction with a BI platform offer to the analyst the
opportunity to focus their effort on their specific added value, by being largely
relieved of data pre-processing issues.

In the rest of the chapter, we aim to offer a double view on BI. First, looking
back over the last 30 years, we offer an overview of the standard BI architecture,
and the dominant approaches to BI. In a second step, we look to the future and
draw an overview of the main challenges BI has to face. Section 2 presents the data
warehouse approaches of Inmon and Kimball. Despite their different approaches,
they are almost unanimously considered as the fathers of data warehouses, the key
component at the heart of standard BI architectures.

Then, Sect. 3 extends the technical purpose to the global architecture of BI
platforms and presents a typology that organizes their heterogeneity. Turning to the
development methodology, Sect. 4 addresses a few BI engineering aspects. After
these Sects. 2—4 drawing the state-of-the-art basic BI platform knowledge, Sect. 5
sketches out the main challenges addressed by current scientific literature on BI and
Sect. 6 discusses these specifically risen by Big Data.

More than an exhaustive survey of the domain, this chapter aims to offer
a pedagogical introduction to the domain, so together with references collected
through a standard literature review process, some others more connected to industry
or less cited ones are introduced in order to provide a complete structured view on
the domain.

2 Inmon and Kimball’s Approaches of Data Warehouses

Unanimously mentioned as the fathers of data warehouses in both industrial and
scientific literature, Inmon and Kimball do not, however, propose completely the
same approach.

Inmon defines a data warehouse as “a subject-oriented, integrated, non-volatile,
and time-variant collection of data in support of management’s decisions” [9]. His
approach is commonly qualified as “top-down”. He conceives the data warehouse
as a single centralized information repository for the entire company at a low level
of granularity. The main purpose is to offer a view on data being (i) single truth,
(i) enterprise wide, and (iii) persistent. The implementation of a data warehouse in
this perspective is a relational database. Deduced from the data warehouse a set of
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departmental data marts are then built to address efficiently the specific needs for
reporting and analytics and OLAP queries.

Adopting an approach often consider as more pragmatic, Kimball defines a
data warehouse as “a copy of transaction data specifically structured for query
and analysis” [10]. His focus relies mainly in the ability to provide efficiently an
answer to the actual questions of business management. Kimball builds one by
one multidimensional data marts. Their consistency is guaranteed by “conformed
dimensions” which ensure the unicity of a global logical schema as data warehouse.

Beside these two references approaches, a wide variety of implementations and
implementations process emerged from the diversity of businesses specificities and
projects environments. Extending the scope, the following section presents different
BI platform architectures.

3 Global Architecture Typology

Data warehouses are recognized as key components of BI infrastructure. To be
implemented actually and effectively implemented, they need to be integrated into
a complete BI infrastructure.

As mentioned above, data warehouses offer a solution to data access, recon-
ciliation, and quality problems. To reach that goal, and feed a data warehouse, a
significant job has to be done by a commonly called Extract-Transform-Load (ETL)
Process.

Downstream of the data warehouse, a whole set of applications with different
levels of interactivity are grafted: from predefined reports to interactive dashboards,
involving OLAP querying tools or even complete data mining suites.

Each company has its specific IT environment, data sources complexity, hetero-
geneity, diversity, and update frequencies vary significantly from one business to
another. Correlatedly, a variety of architectures can be observed in BI platform archi-
tecture implementations. Golfarelli and Rizzi [11] organize a typology following the
number of physical data layers.

The single-layer architecture involves no other data storage than the operational
data sources. There is no physical data warehouse but a “data warehouse-like”
conceptual model which serves as a middleware to access the data sources.

This kind of solutions fail to meet the recommended isolation between oper-
ational and analytical application and most of the advantages of an actual data
warehouse implementation. However, it makes sense to consider such an architec-
ture if the number of data sources is limited, their structures simple and their quality
good and if, in addition, the number of analytical queries is relatively low.

In two layers’ architectures, a data warehouse layer is actually implemented. It
stores integrated data provided by the ETL process. Its physical implementation
involves either an integrated data warehouse, or a set of conformed data marts, or
both of them. These architectures are probably the most common in textbooks and
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offer both the single truth (integration) and the no disruption of operational system
qualities commonly expected from BI platforms.

There are situations, in particular when ETL is highly sophisticated, or original
data source access very constrained, where ETL process requires a specific data
storage. A third layer, reconciled data layer is then added. This layer materialized
(partially) reconciled source data, not yet fully formatted (integrated, cleaned, or
whatever required pre-treatment) to be integrated in the data warehouse.

4 BI Engineering

Introduction of BI through the architecture could give the illusion that BI platforms
are built in a fully bottom-up approach. This would be a false idea. Indeed, even
more critically than for any IT system, BI platforms require a strong strategy/IT
alignment [12]. To ensure that the proposed solution meets business needs, a V-
shaped approach can be used, as illustrated in Fig. 2. In the downward phase, the
business question is translated step by step in an information, and a data question.
Then, when useful data is retrieved, in the ascending phase of the process, data is
gradually aggregated in information and then in knowledge to answer the business
question and be integrated as decisions and actions in the managerial process.

/ . Business Issue

e /

/ O—=
/, Knowledge \ /

"- Information Need C Reporting & Analytics

. Data Need Data integration

Data Retrieval

Fig. 2 V-shaped BI approach
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However, the infrastructure is not developed business question by business ques-
tion, but a global solution is designed to address wide sets of parametrical requests.
This requires strong methodologies. Discussing all the full project management
alternatives would bring us deep in the general project management literature and
far out of the allowed length for this paper (interested reader can refer to [13]). Let
us focus here on the data warehouse design.

A broad part of industrial literature addresses the data warehouse design at the
logical level, starting with a dimensional model as a star or a snowflake schema.
This approach can be compared with a data base design that would start at the
logical level, designing a relational schema. If this approach can be efficient for
small or standard situation, the IT engineering literature has evidenced the need for
a preliminary conceptual design drawing entity-relationship schema for example.
No language has yet emerged as a standard, the scientific literature involves several
propositions to address conceptual data warehouse modelling.

Among them, let us mention Golfarelli and Rizzi [11] and Vaisman and Zimanyi
[14]. They both propose similar design processes. The first steps, led in parallel,
consist, on the one hand, in data sources analysis (bottom-up) and, on the other hand,
in requirements analysis (top-down). Then the design goes through conceptual,
logical, and physical phases. At the conceptual level, Golfarelli and Rizzi [11]
propose a language called Dimensional Fact Model (DFM), and Vaisman and
Zimanyi [14], a language called MultiDim. Both involves the ability to define facts,
dimensions, and hierarchies with sophisticated structures.

5 Big Data Challenges

Big Data is one of these buzz words commonly used with a poor and limited
understanding. Specifically, beside volume problems, Big Data covers a wide variety
of challenges risen by a new generation of data types and sources. Since the
emergence Web 2.0, business data has been supplemented by user generated content
on social media platforms, integrating semi-structured textual data, pictures and
videos. Even more remarkably, e-commerce platforms and multiple apps offer
data sources that do not require manual encoding. These sources are constantly
multiplying with the omnipresence of mobile devices and will not stop exploding
with the deployment of the Internet of Things increasing significantly the volume
of spatio-temporal data and frequencies of collection. Let us address them here
following the seminal 3 V’s classification: Volume, Velocity, and Variety [15].

5.1 Volume

In the first time of Big Data, some actors have sometimes been tempted to use
the term Big Data in an abusive way as a rebranding of traditional data mining
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and analytical approaches. However, all business areas are now affected by the
multiplication of source and Business Intelligence actors can no longer ignore
volume challenges. In particular, e-commerce, digital businesses, international
companies as well as public administrations can no longer be satisfied with the
support provided by standard technologies.

At the physical level, Business Intelligence can benefit from the recent Big
Data architectures and tools [16]: Hadoop, GFS, Chukwa, Map-reduce, NoSQL,
HBase, Cassandra. Chen and Zhang [17] propose a broad overview of the Big
Data techniques and technologies addressing the volume challenges at the levels
of data capture and storage, data transmission, data curation, data analysis, and data
visualization.

Beside the implementation of BI platform on Big Data architecture, specific
data warehouse designs aim to target high volume capacity, large data sets while
preserving adaptability. One significant attempt in this perspective lies in Data Vault
[18] and Conceptual Data Vault [19].

5.2 Velocity

The second “V” of Big Data leads to Velocity. Two challenges are covered by this
single word. On the one hand, the velocity of production of large and complex
data, as for example streams of images, requires specific real-time pre-processing
to be stored in a manageable space and format. On the other hand, systems are
expected to provide real-time information. Basic architecture, as described above,
are not conceived to offer hard real-time access to data, solutions can be developed
integrating approaches such as those of Business Activity Monitoring (BAM) [20].
For many businesses, the constraint is (a bit) more flexible. Approaches are the
called “almost-real time” or “Just in time” [21, 22]. Applications can be found in
domains as airlines companies [23], supply chain analytics [24] or on production
lines with the industry 4.0.

5.3 Varity

Variety is probably not the least of the challenges involved in Big Data management.
Indeed, while businesses are now well doing with standard relational data, Big
Data integrates a large set of diversity in data sources formats. Thinking only
to the social web, one finds unstructured texts, photos, videos, graphs (models
for networks), geographic information to mention only the most obvious one.
Each of these formats brings a set of methods and application domains: text
mining, natural language processing (NLP), sentiment analysis, opinion mining,
multilingual analysis, network analysis. Integration of this information in data
warehouses and the analytics tools in BI platform requires new models.
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