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Preface

Once again, we are pleased to present to you the proceedings of the EAI International
Conference on Computer Science and Engineering in Health Services (COMPSE). This
year, due to global travel problems due to the COVID-19 pandemic, the conference
took place virtually, coordinated from Mexico City, Mexico.

The participation of people from various countries was enriching for the general
audience. COMPSE brought together research scientists, decision-makers, managers,
executives, engineers, academicians, and practicing researchers around the world who
are leveraging and developing research in the fields of engineering, computing, health
systems, and applied mathematics.

All of them daily face various complex real-world problems and develop and use
powerful intelligent computational techniques to solve them. For this reason, the EAI
International Conference on Computer Science and Engineering in Health Services
(COMPSE 2020) highlights the latest research innovations and applications of algo-
rithms designed for optimization applications within the fields of Science, Computer
Science, Engineering, Information Technology, Economics, and Health Systems.

On this occasion, the keynote lecture was given by Prof. Tatiana Romanova from
the Department of Mathematical Modeling and Optimal Design at the A. Podgorny
Institute for Mechanical Engineering Problems of the National Academy of Sciences of
Ukraine, who presented “The phi-function technique and its applications in additive
manufacturing”. We appreciate the valuable participation of Prof. Romanova and her
lecture on novel approaches to optimization in packaging problems.

The 4th EAI International Conference on Computer Science and Engineering in
Health Services 2020 received 39 submitted papers of which 16 full papers were
accepted and presented. The technical program was arranged into the following tracks:
Track 1 – New approaches to supply chain modeling; Track 2 – Health systems:
Strategies for the delimitation of vulnerable areas and identification of failures of
medical equipment; Track 3 – Applied optimization; and Track 4 – Applications in the
education sector.

Coordination with the steering chairs, Prof. Imrich Chlamtac, Prof. Pandian Vasant,
and Prof. Igor Litvinchev, was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. I also thank Profs. Roman Rodriguez,
Utku Köse and Félix Martínez for their collaboration as General Co-Chairs of this
edition of the conference. Their excellent work was very important to reach the
audience obtained. It was also a great pleasure to work with such an excellent orga-
nizing committee team for their hard work in organizing and supporting the conference.
In particular, the Technical Program Committee, led by our TPC Chair, Prof. Jania
Saucedo, completed the peer-review process of technical papers and made a
high-quality technical program. Finally, we are also grateful to our Conference



Manager, Natasha Onofrei, for her constant support and to all the authors who sub-
mitted their papers to COMPSE 2020.

José Antonio Marmolejo-Saucedo
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Classification and Clustering of Clients
of a Company Dedicated to the Distribution

of Auto Parts in the Metropolitan Area
of Monterrey

Leonardo G. Hernández Landa(B) , Rosa E. Mata Martinez,
Argelia Vargas Moreno , and Arlethe Y. García Aguilar

Facultad de Ciencias Químicas, Universidad Autónoma de Nuevo León,
66647 Monterrey, NL, Mexico

leonardo.hernandezln@uanl.edu.mx

Abstract. In this researchwork,we have collaboratedwith a companywith a local
presence dedicated to the sale and distribution of auto parts. The main problem is
the lack of an optimized system of distribution to customers, which is capable of
accelerating the delivery process. Particularly in this work, we have developed a
method to calculate the correct clustering of customers by areas considering the
density and volume of order. The result is a classification and assignment of a
zone to each customer by the method of k-medoid considering two measures of
performance of the literature in order to take the best.

Keywords: Clustering · Level of service · Logistics

1 Introduction

The study was conducted in a company dedicated to the sale and distribution of automo-
tive parts, this company has positioned itself in the domestic market with 11 branches
strategically located in Culiacan, Guadalajara, Mexico City, Merida, Monterrey, Puebla,
Villahermosa, Tampico, Toluca, and Leon Guanajuato. This company is one of the most
important auto parts wholesalers in Mexico, serving more than 7,000 automotive parts
stores throughout the country.

In the city of Monterrey N.L. this company is one of the main wholesalers and
they are looking to consolidate as the biggest supplier of the city based on their growth
strategy.

Excellence in the Supply Chain is pursued, a fundamental part of customer service
is efficiency in the delivery of purchase orders to customers. In the Monterrey branch,
delivery is made employing different types of fleet. It has pick-up trucks, motorcycles,
and cars that distribute throughout the Monterrey metropolitan area and in cities within
its coverage area.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
J. A. Marmolejo-Saucedo et al. (Eds.): COMPSE 2020, LNICST 359, pp. 3–11, 2021.
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4 L. G. Hernández Landa et al.

The company seeks to define the best distribution alternative that will improve
delivery times and take advantage of the resources it currently has adequately and
sustainably.

The project has three main stages, which are listed below, and the process is detailed.

– First stage. Analysis of the current state of the distribution system and classification
of customers.

– Second stage. Analysis of distribution alternatives and development of distribution
algorithms.

– Third stage. Control and improvement.

1.1 Literature Review

The central feature of the old economy was the mass production and consumption of
commodities. The modern economy is based on the production and consumption of
increasingly differentiated goods and services [1]. [2] point out in their findings that the
value of a service product is largely defined by perceptions of quality. Therefore, service
consumers seem to place more importance on the quality of a service than on the costs
associated with its acquisition. [3] in her research determines that service quality acts
on service loyalty through customer satisfaction.

On the subject of distribution [4] suggest that clients evaluate the process of placing
an order by considering the design, information accuracy, privacy, functionality and
ease of use of a system. The quality of this process, in turn, positively affects their
perceptions of the quality of the transaction outcome. The quality of the transaction
outcome subsequently affects satisfaction evaluations. In the case of a problem, the way
the retailer handles service recovery has a positive impact on satisfaction, and satisfaction
measured the relationship from recovery and quality of results to purchase intentions.
[5] in his exploration finds that service quality improvement initiatives must begin with
defining customer needs and preferences, and their related quality dimensions.

That is why the first stage begins with the analysis of customer behavior, the value
chain and thus finding the most important parameters and variables to establish the
appropriate model. The classification of clients by location is one of the techniques that
are used to make a correct routing of vehicles for the distribution of products.

[6] developed a cost estimation based on clustering to facility location and demon-
strate the first step is to have an adequate technique for classifying clients through their
geographic location, access, concentration and importance.

[7] performs a classification using data mining such that it identifies the high-profit,
high-value and low-risk customers. [8] optimize the distribution of products with drones,
the first step is to classify clients partitioning of delivery locations into small clusters,
identifying a focal point per cluster, and routing through all focal points.

2 Methodology

2.1 Analysis of the Current State of the Service

The Monterrey branch currently has a portfolio of approximately 400 clients of which
more than 250 have regular activity. Most of the clients’ activities are not constant,
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however the recurrent clients are frequent. Figure 1 shows that the 10 clients with the
highest participation represent 32.4% of the total activity, the 20 most frequent clients
represent 45% of the activity and the 50 most frequent clients represent 63% of the total
activity.

C
um

ul
at

iv
e 

Client

Fig. 1. Accumulated activity by client

The average daily activity per customer is 5 lines, you can see in Fig. 2. The average
number of orders processed by the branch is 150 per working day, and in Fig. 3 it can
be seen that demand is maintained on working days at high peaks. This results in an
average of 700 to 800 products being shipped per day in the week.
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Fig. 2. Average number of products ordered per day per customer
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Fig. 3. Average order trend per day

This trend represents a challenge for customer service both in the internal warehouse
process and in the distribution of products to customers.

2.2 Classification and Clustering

The actual process starts with the generation of a purchase order, the product stock
is checked in the system, consequently the purchase order is passed to the warehouse
department to collect the product, the order invoice is generated, it is assigned to a driver
for distribution together with other purchase orders and finally it is delivered to the
customer in route.

One of the needs in the distribution process is to speed up the process of assigning
routes to customer orders and reduce delivery times. There are currently 11 identified
customer zones in the metropolitan area. However, the current distribution of customers
is not adequate, since there are areas with a high density of customers and others with a
low density of customers. The current process only recognizes a geographic distribution
per municipality in the area but does not consider density by zones. Having a large
number of customers makes it necessary to redistribute customer areas and create better
routes in order to improve service times. Within the desirable characteristics is that it is
dynamic, flexible and precise.

As a background there are many works in the scientific literature that have managed
to classify clients through the use of data analysis and mathematical techniques. [9]
make a compilation until 2009 of the methods of classification and grouping of clients,
highlighting the most used techniques among which are neural networks, decision trees,
association rules, Markov chains, etc. Each method used is dependent on the structure
of the customers and the objective of the classification. For our case we want to group
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the customers based on the following aspects: Geographic location, sales volume, geo-
graphic dispersion and workload balancing for the fleet. In [10] a complete guide to
geospatial information management in points of interest is presented.

A collection of the precise geospatial information of the customers is made in order
to analyze their location and visualize the distribution challenge. Figure 4 shows only
the main customers distributed throughout the city of Monterrey and its metropolitan
area.

Fig. 4. Physical location of the clients of the Monterrey branch

At first glance, the density of the client concentration is not noticeable, since the
concentration of the dots is lost in the dotted display, so Fig. 5 shows the heat map
where the green color represents a higher degree of client concentration and is degraded
to purple. Greater concentration is observed in the central zone of the municipality of
Monterrey and in the central zone of the municipality of San Nicolas de los Garza. The
center of Santa Catarina, Apodaca and Guadalupe also show a higher intensity with
respect to the rest of the metropolitan area. It can be seen how the municipality of Santa
Catarina is separated from the density map and it is important to take this into account
when making the classification.

For the clustering of clients, it is decided to use the partition around the medoids
with estimation of the number of groups. The method is described in [11] where k
representative objects, called medoids (selected from the data set) are searched for that
can serve as prototypes. for the group instead of the means to allow the use of other
arbitrary dissimilarities and arbitrary input domains, using the absolute error criterion
(Total deviation) as a target.
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Fig. 5. Heat map of customer concentration density in the city of Monterrey

TD :=
∑

i=1

∑

xj∈Ci

d
(
xj,mi

)

which is the sum of the dissimilarities of each point xj ∈ Ci to the medoid of each
cluster. If we use the Euclidean squared distance function (i.e., d(x,m) = |x − m|22),),
we almost get the usual SSQ target used by k-means, except that k-medoids is free to
choose any µi ∈ R

d , while in k-median mi ∈ Ci must be one of the original data points.
For Euclidean squared distances andBregmandivergences, the arithmeticmean is the

optimal choice forµ and a fixed group assignment. For distance L1 (that is,
∑|xi − yi|),

also called Manhattan distance, the median of the components is a better choice. The
medoid of a C set is defined as the object with the smallest sum of differences (or,
equivalently, the smallest average) from all other objects in the set

medoid(C) := argmin
∑

xi∈C
d
(
xi, xj

)

the “Partition Around Medoids” (PAM) algorithm consists of two phases, one of con-
struction and another of improvement bymeans of exchange that optimizes the grouping.
It should be noted that this algorithm works on O(k).

For this article we consider the performance measures: Average silhouette width
ASW [12] and [13] index CH.

ASW and CH attempt to balance a small within-cluster heterogeneity (which
increases) and a large between-cluster heterogeneity (which increases with k as well) in
a supposedly optimal way [14].
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3 Results

The clustering algorithm is executed on a computer with an Intel core i5 processor with
6GB of RAM. The development of the cleaning, selection and classification algorithm is
executed in the R language, creating a variation of clustering scenarios of the customers
to verify the sensitivity of the algorithm to reclassify the groups in cases of fleet size
change or the generation of a new clustering strategy. Instances from 4 clusters up
to 20 clusters were executed in order to analyze the different alternatives and reach a
conclusion on how many clusters for the client classifications are necessary.

As you can see in Table 1 the best metrics are between 9 and 12 clusters according
to the AWS and CH metrics. That directly adjusts to the size of the fleet of vehicles that
the company has to carry out the delivery of the products.

Table 1. Results by number of cluster VS performance measures

Number of clusters ASW CH

4 0.3923259 190.9851

5 0.3856825 198.5562

6 0.3662694 186.4601

7 0.3674657 191.7803

8 0.3857323 192.7776

9 0.3582335 183.0448

10 0.3995877 184.6448

11 0.3812556 176.7437

12 0.3740707 174.2456

13 0.3810907 172.2084

14 0.3942427 184.6819

15 0.4011587 181.5634

16 0.4085602 184.3999

17 0.4145238 255.751

18 0.4040372 254.3008

19 0.414239 261.3025

20 0.4102043 260.5144

Figure 6 is the final result of grouping customers by the available fleet as can be seen
in the colors so that the supplier can find a better way to order and make the process
much faster.
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Fig. 6. Final grouping with 11 client clusters

4 Discussion and Further Work

After the analysis, a methodology was established for the classification and grouping
of clients for stage one of the projects. The final document provided to the company
is a database supported with google maps so they can manipulate the details of each
client and create a better routing. The result will speed up the process of route genera-
tion and distribution of products in order to reduce loading time. In the same way, this
classification will allow the generation of optimal routes for the distribution units, since
a lower sectorization will allow to speed up the route search algorithms when consider-
ing smaller groups of customers. The efficiency of the algorithm was demonstrated by
maintaining the level of homogeneity in the variation of the number of clusters and it
is expected that in the future the level of activity of the customer will be introduced to
improve the algorithm.
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Abstract. Faced with the need of overall cleaner production processes, the Gov-
ernment ofMexico, in coalition with international cooperation agencies, has made
efforts to spark to a cleaner transition by the conferment of financing under pref-
erential conditions for small and medium-sized enterprises (SMEs), which are the
backbone of the Mexican economy. This will help the implementation of sustain-
able projects that promote the reduction of energy consumption and Greenhouse
Gas (GHG) emissions. However, these efforts have not yielded the expected results
since the viability of the loans is determined by the Financial Institutions (FIs)
based solely on profitability analysis of the SMEs. If this analysis is comple-
mented with consideration of environmental and social aspects, a greater num-
ber of projects would be subject to financing. Real Options method allows the
calculation of future cash flows incorporating the uncertainty from the volatility
associated with the projects, allowing future adjustments to bemade to them based
on their performance. In addition, under the economic cost-effectiveness analy-
sis, costs incurred in the implemented projects are compared against the results,
assigning a monetary value to them to determine their overall impact. Derived
from the limitations in the valuation of sustainable projects in SMEs, this article
aims to establish a guide for comprehensive evaluation, using a cost-effectiveness
approach and addressing the uncertainty of the project through Real Options. Con-
sidering the diversity of the SME during this study, the target companies and the
type of projects that have the best opportunities for successful application of the
proposed guide were segmented.

Keywords: Sustainable financing · SMEs · Real Options · Cost-effectiveness

1 Introduction

In recent years, Mexico’s Small and Medium Enterprises (SMEs) Programs have been
implemented to motivate the adoption of renewable energies for their operations or
placement of energy efficiency measures to reduce their energy consumption, and at the
same time, improve their financial profitability. An example is the Introduction Project to
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Energy Efficiency and Energy Management Systems in SMEs in Mexico (2015–2017),
which aimed to promote among companies the adoption of energy efficiency practices
(through training) and installment of an Energy Management System in each of the
participants. 21 companies participated and of these, the Program yielded 17 success
stories. Given that there are 4.1 million of these companies, this sample represents a
marginal participation [1] of the overall SME universe.

SMEs represent an important energy consumer and consequently, emitters of large
concentrations of Greenhouse Gases (GHG) [2]. The Federal Government, with the
support of international cooperation agencies [3], Development Banks and specialized
entities in sustainable development, has launched financing programs[4] with financial
preferential conditions (compared to those offered in the market) that seek to raise
awareness among entrepreneurs and business owners about investing in a “sustainable
project”, that is, in projects that involve investing in energy efficiency or clean energy
adoption for their production processes, which in turn will generate savings in their
electrical expenses and, in a related way, will generate positive environmental impacts.

As mentioned before, these programs are offered through financing, accompa-
nied by training and technical assistance [4], making up the most efficient approach
to potentialize the resources allocated for this objective and enhances the number of
beneficiaries.

Yet, the main obstacle to measuring their true impact is that, so far, the only metric in
which the results of these projects are evaluated in SMEs is through profitability, since
the Financial Institutions (FIs), mainly Banks, do credit management.

In parallel, those involved in promoting sustainable projects to SMEs do not have the
necessary elements to test the comprehensive impacts of these projects, whose results
are of interest to international organizations. If there were an efficient record of positive
impacts generated by these projects, through financial cooperation mechanisms (dona-
tions, grants, very low-cost loans), the granting of resources from these organizations
could be triggered at a low fundraising cost, and thus strengthen the national portfolio
of actions carried out in matters of sustainability.

The resources granted by international organizations make the lending conditions
offered for this purpose more attractive since they achieve better interest rates, terms,
and larger amounts. This translates into SMEs transforming their production processes
into cleaner methods, with better production practices and enhanced commercialization.
If the evaluation is limited only to financial factors, the implementation of these projects
will continue to be slow and low impact because there is a lack of evidence to verify that
their impacts are beyond economic.

Real options have been used since the 70s to evaluate projects under high degrees
of uncertainty, having as an initial precedent the study by Black and Scholes [5] and
later, presented in a simpler way, the contribution of Cox, Ross and Rubinstein [6].
But it was until 1985, that Brennan and Schwartz [7] evaluated a project on natural
resources, which by their nature, have a high degree of uncertainty in pricing. In their
work they considered the options of opening, closing, and abandoning the operations
of a copper mine, as well as the price of each alternative. Trigeorgis and Mason [8]
analyzed different types of projects with real options and were able to demonstrate that
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the options to reduce, expand or close natural resource projects depend directly on the
variation in the prices of the assets or the added value of the project.

Also, there are studies where Real Options have been used for the evaluation of
companies and projects, such as “Valuation by Real Options. Theories and cases” [9],
where it is precisely proposed how to calculate the value of a company under this
method.The article concludes that the informationprovidedby the traditionalNet Present
Value (NPV) model is not enough to calculate the real value of the company. Real
Option analysis complements the valuation beyond cashflow analysis and monetizes
sustainability factors for an overall result.

Regarding the cost-effectiveness analysis, this guide parts from the results obtained
in the evaluation of Chávez, Gómez, and Briseño [10], where this type of analysis
is used as a tool to choose the best option in various possible scenarios. The study
also was carried out in a situation where there is interest in reducing GHG emissions. In
the sameway, in the analysis by Prieto L. [11] the methodology was detailed to select the
most suitable scenario among several options with similar characteristics but identifying
the best cost-effective option.

2 Background

The SMEs are commonly called the backbone of the Mexican economy since there are
about 4.1 million companies. They employ 72% of the total workforce and contribute
52% to the country’s Gross Domestic Product [12].

But likewise, the main source of electricity for these SMEs is generation by burning
hydrocarbons, which generates enormous amounts of GHG. Thus, in recent years, the
Mexican Government has launched programs focused on energy efficiency measures in
SMEs and aim to mitigate the effects of climate change, focused on energy efficiency
measures in SMEs and seek to reduce the current demand for fossil fuel electricity
production in Mexico. Their use generates over 60% of the total GHG emissions and
more than three-quarters of carbon dioxide equivalent emissions (CO2e), according to
the 2017 National Energy Balance prepared by the Energy Minister (SENER) [13].

2.1 Energy Consumption of SMEs and Their GHG Emissions

The productive activity of SMEs is also reflected in the consumption of electricity and
the demand for hydrocarbons. SMEs are responsible for 17% of the country’s total
energy consumption (electrical and thermal energy) and 12%of the totalGreenhouseGas
emissions generated in Mexico, with a potential total reduction of close to 6.91 million
tons of CO2e per year [14].

According to the International Energy Agency (IEA), in Mexico the total electric-
ity consumption in 2016 was 280.62 TW/h [15]. According to the Energy Regulatory
Commission (CRE), of this consumption, in 2013 only 25.4% was residential demand
[16].
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2.2 Benefits of Energy Efficiency and Renewable Energy in SMEs

From an energy standpoint, each energy efficiency project implemented in a thermal
or electrical consumption system of an SME, can generate average individual savings
between 40 and 100 tons of CO2e per year.

Projects that canuse theproposedguidancecould reduce360,000 tonsofCO2e /y [14],
since they are considered projects that require an energy diagnosis prepared by a consul-
tant, which may involve more than one technology and may involve the modification of
the layout of the company or its production processes [17].

From an economic perspective, sustainable projects allow SMEs to generate eco-
nomic savings in energy consumption. Additionally, companies improve their com-
petitiveness, by implementing sustainable actions that enables low-cost production
[17].

2.3 Problems in the Current Evaluation of Sustainable Projects

The way in which sustainable projects are currently being evaluated is not efficient
enough because positive (or negative) impact evidence is not extracted and documented.
Hence, there´s no information available that demonstrates the comprehensive benefits
of their implementation. If data were available, the number of prospects would increase
drastically in a domino effect, given demonstrated potential demand (enough interest by
the business owner), and more international resources could be accessed, which in turn
would improve the financing conditions, ultimately making the projects more profitable
and attractive, which is enough motivation to entrepreneurs, business owners and FIs.

This guide addresses the problem directly by helping quantify the environmental
and financial criteria and see if combined are enough to incur in financing costs and
implementation measures.

3 Methodology

For years, initiatives as the project Introduction to Energy Efficiency and SME Energy
Management Systems in Mexico [18], have been launched that promote the transition
of the Mexican energy market towards more sustainable production models. The Fed-
eral Government has offered subsidies, credits, support with the change of technologies,
many of these with the support of international cooperation, new regulations on envi-
ronmental issues and tax incentives, and despite this, the desired results have not been
achieved.

Mexico has international commitments on GHG emissions: reduce 22% of its green-
house gas emissions by 2030 and 51% with respect to its CO2e emissions [19] but the
strategies put in place are still insufficient.

Given that SMEs represent an important consumer of electricity in the country and
actively demand resources associated with hydrocarbons, it is necessary to pay attention
to the mitigation efforts carried out in this sector.

The number of companies that have adopted a sustainable project can be mea-
sured through various programs implemented in the country, as well as their economic
profitability, but the real value of these projects, aswell as their effectiveness, is uncertain.
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For Mexico to continue to be subject of international support, it is necessary to
have information tools that can quantify the comprehensive impacts of the implemented
projects, with a tangible goal for decision-makers about environmental, social and eco-
nomic impacts as an integrated objective, making these projects profitable in the process
and bringing Mexican SMEs closer to sustainable development.

Additionally, the proposed guide intends to standardize all factors considered when
conducting an evaluation of sustainable projects in SMEs, which will serve as a bridge
between energy consultants and bank executives to correctly determine the technical and
financial viability of these projects.

3.1 Cost-Effectiveness Approach

TheCost-Effectiveness evaluationmodel is an economic analysis that compares the costs
incurred in the implemented projects against their results, assigning a monetary value
to their consequences [10].

This evaluation model is useful for social and environmental projects where the
impacts do not have an economic value by themselves, but their effects are beneficial
for the population and the economy in general.

In the case of evaluating sustainable projects, given the costs of efficient technologies,
subsidized electricity rates and the financial situation of SMEs, it is difficult to create
profitable projects and, consequently, create lending appetite to FIs for funding. To know
its integral value, it is necessary to evaluate its entire process and quantify the positive
impacts.

Although knowing the value of these impacts will not automatically make projects
attractive for FIs, they will be of interest to the authorities in charge of environmental
policies, international cooperation agencies and non-profit associations that can con-
tribute with various incentives to promote the implementation of sustainable projects in
SMEs and, consequently, build interest to FIs.

To make economic evaluations under the cost-effectiveness approach, it must be
considered that:

The quotient obtained by dividing the net cost of a project by its net benefit or
effectiveness is known as “average cost-effectiveness” (CEM). If the result is low, they
are cost-effective (efficient) measures, since they have a lower cost for each unit of net
benefit or effectiveness that they produce. On the other hand, measures with high CEM
are less efficient [11].

When there are several projects that generate benefits, the cost-effectiveness analysis
will allow an orderly classification of the relationship between the cost incurred and the
effectiveness of the project. For this, the incremental cost-effectiveness (CEI) is used by
means ofwhich the costs and effects of the different alternatives are compared, expressed
in the same units [11].

The cost-effectiveness plan (see Fig. 1) allows you to place the options, according
to their cost and the level of effectiveness. Ideally, the best option is to locate the best
project in the second quadrant, where the option is most effective and less expensive.
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Fig. 1. Cost-effectiveness plan [11].

3.2 Real Options

Real options are a financial instrument that provides the opportunity to make future
modifications to a productive project to maximize its value [20]. This tool is useful in
sustainable projects due to the high level of uncertainty they have, caused by changes
that may occur in the face of technological innovations, price changes and therefore
adjustments in the value and profitability of the project that could increase profitability
over its operational life.

Real Options allow the investor to make decisions during the life of the project,
which add future value and cut losses that a project could incur. With this tool, various
actions related to the project can be carried out:

• Expansion or growth: Consider making additional investments related to the project.
• Abandonment: There is the alternative of liquidating the project for another that
generates more value for the investor.

• Contraction or reduction: The possibility of reducing the operations related to the
project is granted if it is more convenient for the investor.

• Postpone: The project has the option of not executing immediately, since it is estimated
that, if expected, the external conditions that affect the project will bemore convenient
and profitable in the future.

• Flexibility: The investor can change some characteristics of the project during its life
continually maximizing its value.
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3.3 Guide Structure

The present guide is structured as follows (Fig. 2):

Fig. 2. Guide structure

4 Results

Mexican SMEs consume 43.7% of the national electrical energy, of which 37.3% is
demanded by medium-sized companies, which are approximately 400 thousand users
and have a saving potential of 11%.

The technologies that present the highest incidence of use in medium-sized compa-
nies are electric motors, compressed air systems, lighting, air conditioners, refrigeration,
office equipment, and pumping systems. In addition, the installation of photovoltaic solar
systems for clean electricity generation is added to activities with potential in energy
efficiency. Although there is a clear market segmentation, the implementation of these
projects has not been massified because there is a deficiency in the analysis capacity of
the projects.

Although a bank credit analyst knows in detail the elements to evaluate the prof-
itability of a project and whether the client is subject to financing, he does not know
the technical and environmental particularities that may arise from said project, such as
energy savings in fixed expenses, which in turn will increase the borrower’s cash flow
and increase its debt service payment capacity, nor will it check whether the project will
require any modification during its operation cycle to increase its profitability or how
cost-effective the project is, by analyzing qualitative and non-quantitative variables.

4.1 Guide Structure

As a result of the evaluation of the proposed methodology, the elements that make up
the guide are presented.
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Objective. The goal of this guide is to establish a new framework for the evaluation
of energy efficiency projects in medium-sized companies, which considers both the
profitability of the projects from a Real Options perspective, as well as their results,
under a cost-effective approach and thus having a comprehensive perspective of the
impacts to the project.

The goal is to increase the number of projects implemented by demonstrating and
integrating the associated benefits they generate, besides profitability. To do this, a series
of steps are proposed so that decision-makers, in this case, International Cooperation
Agencies and FIs, can determine the value of starting a project and decide in which cases
is better not to implement it, taking as a reference its financial results and impacts, in a
comprehensive manner.

Project Description. To start the evaluation and apply the steps in the guide, data
must be gathered that will give the evaluator a complete view of the project. This
includes description of stakeholders (SME company name, energy consultant), detailed
description of the SME operations and the project to be implemented structuring each
energy action or technological change, economic and energy consumption savings, total
investment required, Return of Investment, Payback Period, as well as the percentage of
efficiency reached by the technologies in their performance.

Additionally, the technical information of the technologies to be implemented is
required, as well as knowing the electrical tariff applied the company and the cost per
kW/h.

Selection of Alternatives. The results obtained by the implementation of an Energy
Efficiency Project in an SME are evaluated against the preconditions in which that
company finds itself before the project. Subjects of interest in this guide are projects that
have a positive sustainable effect and efficiency, but in some cases are not financially
profitable, that is, those projects that provide positive environmental and social impacts,
in addition to the profitability sought by Banks.

The comparison will fall mainly in 3 ways:

a. The previous energy consumption of the SME - Environmental aspect.
b. The historical payment of the SME for electricity - Economic aspect.
c. Previous GHG emissions - Social aspect.

These three concepts are integrated to determine if the environmental impact after
implementing each project is more sustainable versus the no implementation.

Temporal Horizon. Given that the technologies to be implemented can contemplate
useful life cycles of up to 20 years, this period is considered as the guide´s time horizon.

The application of Real Options in the evaluation process seeks to maximize the
profitability of projects with interventions over time or minimize losses in case the
project does not have a positive performance. Real options contain scenarios under
uncertainty, considering the possibility of stopping the project in case of extreme losses
or maximize profit if income is higher than expected.
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Effectiveness and Profitability Under Uncertainty (Real Options). Traditionally,
projects that require financing from Banks are analyzed under the NPV approach, which
consists of determining the current value of the project, considering the cashflow gen-
erated in the future (applied inflation), by using a discount rate (usually debt interest
rate or Weighted Average Cost of Capital) at which the initial investment (equity and/or
debt) will be obtained. This method is used in Project Finance practices to determine
their added value to shareholders, but it has a deficiency: it does not consider possible
changes to the project during its useful life, which could represent maximizing profits
or reducing losses.

Starting with the information of the SME and knowing the economic variables of the
environment, the cashflow of the company is constructed and the Internal Rate of Return
(IRR) is calculated, which determines the percentage of interest that the investment
produces. In most cases, the SME does not have the necessary liquidity to implement
the project on its own, so an FI is used to request additional funds through debt.

With financing, the initial equity investment is reduced, which causes the IRR of
these projects to become more robust. But what if the natural volatility that exists in
these projects and / or their associated risks affected their performance? The NPV may
not consider it, but the Real Options can.

The Real Options are the result of questioning the traditional method of financial
evaluation of a project, where the project is not considered as a static situation. With
Real Options, you can calculate future cashflows incorporating the uncertainty from their
volatility. Additionally, it considers alternatives for expansion, modification, reduction
or closure of the project based in the results it generates over time.

To determine the effectiveness and profitability of a project based on Real Options,
it is necessary to determine some variables that describe the particularities of the project,
which will allow the construction of the model. These variables are (Table 1):

The Real Options method offers to the traditional evaluation of energy efficiency
projects the possibility of determining the present value of future cash flows under con-
ditions of uncertainty, considering the volatility that may exist in them. This uncertainty
factor is continuously present in energy efficiency projects as a result of possible 1)
technological improvements to the equipment, making the new ones more efficient at a
cheaper cost, 2) loss of energy efficiency of the equipment due to any failure, defect or
misuse, 3) increases in electricity rates or 4) regulatory changes that do not encourage a
cleaner power generation market.

Using the binomial model of Real Options, the initial investment value is calculated
before determining the probabilities of raising (up) or lowering (down) the overall value
of the project through its life cycle.

The Real Options generate the possibility of evaluating the project at different
moments of its productive life, to determine if it is financially convenient to carry out
any modification such as expansion, reduction or closure / conclusion of the project.

To estimate the different scenarios, one of the equations must be considered as
appropriate (Table 2):

Once the probability that the initial NPV of the project will rise or fall is calculated,
using the binomial up-downmodel, the formula corresponding to each scenario is applied
to each probability of year n and then all periods are discounted, eliminating the effect of
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Table 1. Model variables

Variable Description

Inflation Percentage in which prices are generally increased in a unit of time

Discount Rate Or interest rate, is the cost of capital and / or financing that is used to
know the present value of a future flow. It is called r

Underlying Value (S0) Present value of cash flows, without discounting the initial investment

Volatility (σ ) Measurement of the frequency and intensity of changes in the value of
cash flows (EF) of a project. Is calculated

σ = stand.dev.
∑n

t=1 ln
(

EFt
EFt+1

)

Number of periods It is the time that the project will last. A unit of time is defined for its
count. It is called n

Reference rate Also known as the risk-free rate, it is the price paid by risk-free
instruments such as Mexican Treasury Bonds (CETES for its name in
Spanish), therefore it is compared with the rate of the project, which
must be higher than the reference, otherwise it would not have no
added value carrying out the project. It is called rf

Up It is the proportion of increase expected if the value of the underlying

asset increases. Is calculated u = e
(
σ∗√

tνn
)

Down It is the proportion of decrease expected if the value of the underlying

asset decreases. Is calculated: d = 1
u

Upside probability Being a binomial model, it is assumed that the price of the Underlying
asset evolves according to a multiplicative binomial process, so that, if
the initial price is S0, in the next period, the price may be S0 * u, with
probability p
It is calculated as follows: p = [(1 + rf ) − d ]/(u − d)

Downside probability If the initial price is S0, in the next period, the price could be S0 * d,
with probability q. Is calculated q = 1 − p

the up and down probability and is brought to present value, removing the effect of the
interest rate. From the amount obtained, the price of the initial investment is subtracted,
and the present value of the project is taken with real options.

The evaluation with real options can give clarity for optimal decision making when
faced with the need or desire to modify the original characteristics of the project.

Definition of Outcome Measures. From the financial structure of the project, the
environmental factors that are considered as a result measure are determined.

In energy efficiency projects, calculating GHG emissions is relatively simple, since
there is an emission factor estimated by the Energy Regulatory Commission (CRE for
its acronym in Spanish) which is used to estimate the indirect emissions that come from
the use of electricity purchased in the National Electric System (SEN for its acronym in
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Table 2. Real Options equations

Type of Option Value

Option to increase E% by investing I FCt = FC0 + max(E∗FC0 − I; 0)
Option to reduce in C%, reducing investment
from I1 to I2

FCt = MAX (FC0 − I1;C ∗ FC0 − I2)

Option to defer or wait a period FCt = MAX (FCn − I; 0)
Option to close or abandon with liquidation
value

FCt = MAX (FCt; Lt)

Option of closure or temporary abandonment FCt = MAX (FCn − cf − cv;E ∗ FCn − cf )

Option of selection choice FCt = MAX (E ∗ FCn − I − C; ∗FCn + A; L)

Spanish). This factor is updated annually because the fuelmix used to generate electricity
can vary.

The environmental results measure to be considered in this guide will be the result
of multiplying the Emission Factor by the amount of W / h consumed by the company
before and after the implementation of the energy efficiency measure.

When comparing the tons of GHG emitted in the initial scenario versus the EE
measure scenario, the number of emissions generated should be notably less, so that the
project is justified in environmental terms. This measure can represent the added value in
projects that have minimum profitability levels, since international cooperation agencies
have as their main goal the reduction of GHG emissions, above financial profitability.

Cost Estimation. To determine the costs incurred with the reference measure, that is,
emitting or avoiding GHG emissions, it is necessary to relate the cost of producing the
MW/h from which the GHGs are emitted.

The first variable that is required to know is the amount of energy required by the
company for its activities. The percentage of efficiency that the new equipment will lose
is also required to determine the electrical demand that the equipment will have.

It is necessary to multiply the rated power by the productivity of the system and by
the efficiency losses that the equipment will have in the first and consecutive years, to
obtain the production of electricity that will be obtained through a renewable source of
energy. This amount must be multiplied by the emission factor to determine the GHGs
generated, considering that these units would have been emitted with a non-sustainable
alternative.

To find out the cost of these emissions, the amount of energy produced must be
multiplied by the cost of the kW / h that had to be paid to the Mexican Electrical
Federal Commission (CFE for its acronym in Spanish and Mexico´s state-owned and
main provider of electrical power in the Country) for electricity, affecting said cost with
the increase estimate.

Finally, the total cost of electricity is divided by the number of tons of CO2e produced
to determine the unit cost per GHG.

The cost per unit indicates what it costs the company to emit each ton of GHG.
On the other hand, to determine the positive effect caused by the implementation of an
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energy efficiency measure, the same amount of GHG is considered but with a negative
sign, since they were not emitted and it is divided between the operating and financial
expenses in which they are incurred to implement the project.

Any environmental benefit translates into economic benefits for the SME and
increases in the value of the implemented project.

Presentation of Results (Cost - effectiveness). Once the results measures and the
costs incurred to achieve environmental benefits in the project have been determined, it
is necessary to evaluate whether these actions are cost-effective, not only with the initial
scenario, but also with other options available in the market, to ensure that the choice
made is the best for the company.

To determine which option is the most cost-effective, we must determine the costs
associated with the implemented initiative, but also with the elements related to the
measurement of results, which is the emission of GHG, its savings and the costs of
producing them.

Initially, there must be more than one alternative of efficient equipment to install
and that cover the needs of the company. Then, besides to the cost of the equipment, its
electrical consumption and the GHG emission of each must be compared to determine
which of the options is the most cost-effective. There is equipment that, by its nature,
may apparently be more convenient for the company compared to its competition, but in
reality it is not, since it may be cheaper, but it is not as efficient, might be very expensive
to install or it is very high loss of efficiency over time.

4.2 Case Study

The present guide was used to evaluate two sustainable projects that can be implemented
in a SME. The intention of proposing two types of projects is to exemplify that the
guide can be used both in large projects that involve the implementation of renewable
energies and in simple cases that only involve energy efficiency measures.

The first was the installation of a 352.45 Kilowatt of power (kWp) solar photovoltaic
system that would allow the supply of clean electricity to 20 companies in a small
industrial complex.

The characteristics of the project are (Table 3):
With the project data, its IRR (21.02%) and NPV ($ 129,811.12) were calculated.

The IRR is above the interest rate (15%) and the NPV is positive, which indicates that
the investment generates value over time. Since the SME has liquidity problems, it has
decided to apply for a bank loan with the following characteristics (Table 4):

Considering financing of 70% of the total investment amount, the IRR increased
to 43.88% and the NPV to $ 178,897.28. The IRR increases considerably because the
investment generates more value as the initial investment is lower and the NPV is also
stronger. But with this information it cannot be determined whether the natural volatility
that exists in these projects and / or its associated risks could impact their performance.
The NPV may not consider it, but the actual options can. To apply the evaluation using
real options, the following values are calculated (Table 5):
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Table 3. Project data

Concept Cost Unit

Price of plant installations 1,160.00 $/kWp

System rated power 352.45 kWp

Cost of the SSFV 408,842.00 $

1kWp productivity with inverter 1,720.00 kWh/kWp/year

Initial losses in the efficiency of PV modules 1.00 %

Long-term efficiency losses 0.80 % yearly

Self-consumption of the annual production of the plant 100.00 %

Energy cost on the electric bill 0.08 $/kWh

Annual increase in energy cost 5.00 %

Plant life 20 years

Operating costs 25.00 $/kWp/year

Insurance 3.00 $/kWp/year

Inflation 4.00 %

Interest rate or discount 15.00 %

Income Tax 0.00 %

Table 4. Funding conditions

Concept Cost Unit

Bank 70% 286,189.40 $

SME Investment 30% 122,652.60 $

Tenor 10 Years

Next, it is evaluated which option could be more profitable, considering the effect of
any of the following modifications to the project in an intermediate moment of its useful
life, said evaluation was carried out in year 10 under the following scenarios (Tables 6,
7, 8 and 9):

a. Increase the investment amount by 30%, with expenses of 30%.
b. Reduce the investment amount by 25%, with 28% savings.
c. Settle the project with a recovery value of 50%.

With these results, it is concluded that, in year 10, it is not convenient to either reduce
the size of the project or liquidate it, but rather expand it, since not only has a bigger
NPV, but also the value of the option is positive, indicating that it should be exercised.
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Table 5. Project values

Variable Symbol Value

Underlying value S0 $301,549.88

Strike price I $122,652.60

Volatility � 67%

Number of periods N 20 years

Reference rate rf 7.46%

Up U 1.9543

Down D 0.5117

Discount factor R 1.0746

Upside probability P 0.3902

Low probability Q 0.6098

Table 6. Scenarios

Scenarios Modification

Expansion (E) 30%

Additional investment of 30% (I) -$ 36,795.78

Shrink (C) 25%

Expected savings of 28% (A) $ 34,342.73

Settlement value 50% (L) $ 61,326.30

Table 7. Scenario 1: Increase 30%

Initial NPV $ 427,471.80

NPV with Real Option $ 445,391.46

Option Value $ 17,919.66

Table 8. Scenario 2: Decrease 25%

Initial NPV $ 422,790.14

NPV with Real Option $ 243,540.11

Option Value -$ 179,250.03
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Table 9. Scenario 3: Closing with 50% clearance

Initial NPV $ 415,309.91

NPV with Real Option $ 302,348.91

Option Value -$ 112,961.00

In this example, the profit margins are large because we are talking about completely
converting the energy supply method, but in energy efficiency projects from other tech-
nologies within the target market, the margins are much narrower and the evaluation
with Real Options can give us clarity for decision making when faced with the need or
desire to modify the original characteristics of the project.

From the financial structure of the project, the environmental factors that are
considered as a measure of results are determined.

The environmental results measure considered in this guide will be the result of
multiplying the Emission Factor by the amount of Megawatt per hour (MWh) consumed
by the company before and after the implementation of the energy efficiency measure.
The emission factor that was considered was 0.527 tCO2e / MWh.

When comparing the tons of GHG emitted in both scenarios, the resulting quantity
after the implementation of the new technology should be significantly less than the
initial figure for the project to be worthwhile in environmental terms. This measure
can represent the added value in those projects that have minimum profitability levels,
since international cooperation agencies have as their main goal the reduction of GHG
emissions, above financial profitability.

To determine the costs incurred with the reference measure, that is, in emitting or
avoiding GHG emissions, it is necessary to relate the cost of producing the MW / h from
which the GHGs are emitted. This project has the following values (Table 10):

Table 10. Values for GHGs emissions calculation

Concept Cost Unit

System rated power 352.45 kWp

1kWp productivity with inverter 1,720.00 kWh/kWp/year

Initial losses in the efficiency of PV modules 1.00 %

Long-term efficiency losses 0.80 % annual

Emission factor 0.527 tCO2e / MWh

Energy cost on the bill 0.08 $/kWh

Annual increase in energy cost 5.00 %

With this, it is determined that the company does not spend more on the emission
of GHGs and has savings by not emitting them. At the end of the project’s life, about
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5,800 tCO2e will have been saved. This environmental benefit translates into economic
benefits for the SME and increases the value of the project.

The second model presents a case where a SME wants to replace 2 air conditioning
units of 3 tons of refrigeration each, to reduce electricity costs, consumption and the
GHG emissions they generate. Both equipment are considered as a replacement option
are efficient and meet the needs of the company. The equipment data is as follows (Table
11):

Table 11. Equipment data

Case and costs overview PAYNE Mini Split Mirage Mini Split LG

Description Initial Equipment A Equipment B

Equipment price $ 18,000.00 $ 23,000.00 $ 28,000.00

Consumption kW / h 37,991.00 27,115.00 33,098.00

Average cost of kW / h 1.89 1.49 1.49

Cost of electricity $ 71,958.75 $ 40,512.52 $ 49,316.02

Equipment automation cost $ 199,876.00 $ 151,445.00 $ 151,445.00

Cost of GEI $ / ton CO2e $ 14,476.35 $ 15,042.93 $ 13,115.04

Generated GHG emissions ton CO2e 20.02 14.29 17.44

Equipment A is cheaper than equipment B and it generates less GHG emissions.
What makes it more cost-effective is that the cost of avoided emissions is lower, so the
company will choose equipment A over equipment B (Table 12).

Table 12. Equipment comparison

Cost effectiveness analysis Equipment A Equipment B

Equipment costs $ 214,957.52 $ 228,761.02

Initial equipment costs $ 289,834.75 $ 289,834.75

Equip. emissions 14.29 17.44

Emissions initial equipment 20.02 20.02

Savings in cost of emissions $ 13,063.81 $ 23,684.74

There is equipment that, by its nature, that may apparently be more convenient
for the company compared to its competition, but, since there are efficiency issues
with use and high installation costs. For this, it is recommended to carry out a cost-
effectiveness analysis using as a reference the GHG emissions that will also serve to
provide a comparative differentiating element to the available choices.
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5 Conclusions

As shown by the results of the Case Study in the present guide, Real Options Cost-
effectiveness Analysis are an extremely valuable analytical tools for decision makers
that help mitigate uncertainty, while adding versatility for strategic changes that can
maximize both profitability and positive environmental impacts. In addition, it also
gives a broader perspective beyond the classic financial metrics for credit analysis, and
in turn increases lending to sustainable projects.

To summarize, the present guide was applied to test the feasibility of the installation
of a 352.45 kWp solar photovoltaic system, and with scenario simulation with Real
Options, it was possible to determine that, in year 10 of the project’s life, the investment
is convenient and the project has GHG savings potential. Likewise, in the case of a
SME of replacement of 2 Air Conditioning equipment with 3 Tons of Refrigeration
each to reduce its costs for electricity consumption and GHG emissions through the
cost effectiveness analysis, it was possible to determine which equipment was the most
convenient for both the company and the environment when considering the reduction
of tons of GHG that will not be generated.

The world’s top economies are gradually moving towards more environmentally
friendly production models because of trying to harmonize the economic, social and
environmental axes to achieve sustainable growth, with Europe leading as an example.
In less developed countries like Mexico, the present guide offers an opportunity to
replicate and further incentivize the focus and the benefits of a sustainable perspective
to the classic and standard project evaluation; complementing the financial metrics used
to assess added value to shareholders. Additional stakeholders (customers, employees,
communities) are also considered in this approach, given that the project´s sustainability
efforts affect society as a whole and the global environment.

Mexico has carried out actions to integrate this sustainable model to its most signifi-
cant productive workforce: small and medium enterprises. Yet, the efforts of the Federal
Government, international cooperation organizations and specialist entities in sustain-
ability have not been able to achieve the foreseen goals and encourage technological and
energy migration towards energy efficiency through financing. This guide not only aims
to open new paths of evaluation, but it also helps stakeholders like Mexican financial
institutions complement their analysis and have more lending appetite. This in turn can
accelerate Mexico´s energetic transition to cleaner sources.

Banks have the enormous challenge of expanding their traditional credit metrics
to begin evaluating the integral impacts of the project beyond economic profitability so
that, addedwith the participation of cooperation agencies, access to preferential financing
with lower cost and longer term can be achieved, so that the number of benefited SMEs
increases and consequently, sustainable development is established in their production
processes.

By integrating Real Options in the analysis methodology, as shown before, it also
allows close monitoring of projects whose characteristics, given their nature, can be
modified throughout their life and, in case of existing financial obligations, during the
tenor of the loans. This tool is particularly useful tomaximize profits andminimize losses
and risks associated with the project, without having to leave aside the non-quantitative
elements of the project.
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Additionally, the cost-effectiveness evaluation allows the incorporation of qualitative
variables, whose result allows the decision maker to carry out a comprehensive review
of the impacts of the projects to determine whether, in addition to being financially
profitable, it is environmentally viable and positive for society.

Some countries are taking significant action to mitigate Climate Change and its
effects, but it’s not only up to governments, but professionals as well to help create ways
to contribute to the economic systemandprovide sustainability and clean energymethods
to be used in the overall economic infrastructure. This guide provides one perspective that
provides reliable qualitative information for decision makers to determine the viability
of a sustainable project in an SME and overall, the country.
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Abstract. This paper focuses on the supplier selection in a humanitarian relief
chain. Considering the negative impact that natural disasters have in society and
their environment, the procurement costs could be a challenging issue for human-
itarian organizations (HO). Post-disaster procurement and pre-positioning inven-
tory usually carry large costs due to the haste of the situation in the first or the
extensive administration in the latter. This work analyzes supplier selection tools
proposed in the literature and focuses primarily on the final decision stage where
an organization optimizes the purchase of items from a supplier base.

We propose a scenario-based two-stage stochastic programming model for a
statutory agency; it considers a limited budget and the procurement from a higher-
level source like the federal government. We also consider framework agreements
(FA’s)where the buyer commits to purchase some reserved capacity from suppliers
during a given period of time (also called horizon) so that better prices could be
negotiated and help the organization lower their procurement costs.

The proposed model delivers an optimal solution for a statutory agency and
helps in the decision-making process as towhat candidate suppliers are desirable to
establish a framework agreement with. The solution shows important information
as to what percentage of demand is covered from the selected suppliers.

Limited funding in HO’s is a very important factor for decision-making. The
model incorporates a budget constraint and delivers information about the amount
of relief items to procure form a different source other than the supplier base.

Keywords: Humanitarian logistics · Supplier selection · Stochastic
programming

1 Introduction

Natural disaster like hurricanes, earthquakes, volcano eruptions, and others, represent
great logistical challenges because of their unpredictability. Every time a catastrophic
event occurs in a community, it leaves behind dozens of victims, damaged infrastructure,
a polluted environment, and disruptions in services like water and electricity. Human-
itarian organizations (among many other actors) make great efforts to coordinate the
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procurement of relief items; they recruit volunteers, perform search and rescue activi-
ties; they purchasemachinery, or any item needed by the first responders, andmany other
plans are executed. If the procurement of these items is done after the disaster, humani-
tarian organizations may find scarce or overpriced products that make the procurement
costs very high. Considering that many of these organizations do not sell products or
make profits, it could be very difficult to fund the procurement of such items; indeed,
they expect to receive donations from the community or have a budget allocated by the
local government.

It is known that when a disaster or an emergency occurs, there are many people
involved willing to help such as mass media, local and international governments, vol-
unteers, Non-governmental organizations (NGO) and a long list of donors who form the
humanitarian supply chain. However, the great number of people involved could make
the logistics very complex and difficult. On top of that, the time plays an important role
in humanitarian logistics since the victims need immediate assistance and cannot wait
long for help. It becomes a matter of life and death.

One of the strategies that has been addressed regarding the post-disaster procure-
ment is the pre-positioned inventory. Some organizations have the capability of storing
large quantities of items as prevention when a disaster arises, nevertheless, as it may be
expected, this strategy carries out large administrative and inventory costs. As explained
before, some (or many) humanitarian organizations have limited funds and many do not
have a warehouse to store items, tools and machinery, or the resources to hire personnel
to administrate it. This is relevant due to the importance of considering the available
budget of an organization.

In 2001, the International Federation of Red Cross and Red Crescent Society (IFRC)
adopted Framework agreements as part of their strategy to procure humanitarian relief
items. These agreements seek to reduce costs and delivery lead times when a disaster
occurs. In a Framework Agreement, the supplier reserves an agreed capacity for the
buyer who commits to purchase the number of items established in a given period
of time (also called ‘horizon’). The agreements are usually placed for standard items
or high-volume items. This strategy turns out to be beneficial for both, suppliers and
humanitarian organizations. On the one hand, the humanitarian organization, secures the
supply of such items given and sudden-onset disaster; prior to settling the agreement,
the organization is able to negotiate pricing according to the volume of purchase. On the
other hand, the supplier is able to sell volume and could negotiate penalty fees in case
of a breach between the reserved capacity and the actual purchase.

One important aspect of establishing contracts is the price negotiation that comes
with it. Many suppliers offer price discounts depending of the volume of the purchase.
This is beneficial for humanitarian organizations given their limited funds and the large
volumes that are required for some items.

Some HO’s that are directly linked to their local governments are given, by law, the
responsibility to plan out strategies in order to assist during and after a disaster. These
statutory agencies may receive annual funds that could be use in case of emergencies and
the resource ought to be used wisely if the organization wants to fulfill the unpredicted
demand.
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We have to emphasize that at this point that the decision about what supplier the
organization must procure from, already considers a set of suppliers approved to supply
the products that are going to be needed in terms of quality, supplier coverage, price and
quantity. This implicates that the organizations ought to run a previous assessment and
advise the suppliers that were approved by the agency, nevertheless, the final decision
will be made after the optimization presented in this work.

We address the supplier selection decision of a statutory agencywith a limited budget
but with the possibility of being assisted by the federal government; we propose a two-
stage stochastic programming model given the nature of disasters and emergencies.
The organization is willing to establish framework agreements with approved suppliers
that are able to supply different relief items. Given the uncertainty of the demand, we
build scenarios based on historical data from a specific region and denote the scenario
formulation. The organization will commit to purchase the reserved capacity established
in the agreement. However, we do not consider penalty costs given the fact that in the
regional context of our case study, the government cannot be penalized by a civilian or
a company for the breach of contract.

In Sect. 2 we address supplier selection tools and in Sect. 3 we do a general review
of humanitarian logistics. In Sect. 4 a literature review is shown. Section 5 explains the
methodology followed for this work. Section 6 explains the experimentation and the
case instance. In Sect. 7 we comment on the results of the instance, and in Sect. 8 we
make conclusions to this work.

2 Supplier Selection

Procurement refers to the different activities such as transportation, purchasing, tracking
and traceability of the merchandise; supplier development and supplier selection. Pro-
curement could translate in a great competitive advantage for an organization depending
on the criteria chosen to carry out the supplier selection. This selection must be aligned
to the objectives and strategies of the company as their performance also depends on
their commercial partners [1].

The globalization has expanded the supply worldwide. Suppliers are located farther
away making supply chains more complex and delivery lead times longer [2]. Thus,
it is important to develop strategies that simplify the procurement of products through
the appropriate selection of commercial partners that help ensure on-time deliveries and
product availability [3].

Nevertheless, supplier selection is normally a complex activity given the qualitative
criteria involved. Some authors have proposed multi-criteria tools as a first stage on the
selection and optimization tools in a later stage.

The use of quantitative approaches has been broadly studied by different authors.
[2] and [1] present state-of-the-art supplier selection tools that have been addressed.
Throughout the purchasing process, they identify the pre-qualification methods that are
useful to shorten the supplier base, and the final decision methods that help optimize the
final purchase of items from an approved base of reliable suppliers.
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Pre-qualification methods include and are not limited to:

• Categorical methods.
• Fuzzy set theory.
• Data envelopment analysis.
• Case-based reasoning.
• Analytical hierarchy process.

Final decision methods include and are not limited to:

• Linear and non-linear mathematical programming.
• Mixed integer programming.
• Meta-programming.
• Multi-objective programming.

In a competitive environment where multiple suppliers offer similar quality and
performance, decisions are likely to be made based on pricing. In some cases, these
decisions are based on quality or lead time, depending on the nature of the company.

Procurement from different sources occurs when a single supplier cannot meet the
demand, thus, the buyer must allocate the demand to multiple suppliers.

Organizations also have to make decisions as to how many candidates will be part
of their selected pool of suppliers. Allocating full demand to a single supplier could
carry important risks of interruption of flow throughout the chain if any unpredicted
event arises. On the other hand, having multiple sources may increase administration
costs and establishing strong relationships becomes hard to manage. It is important for
organizations to maintain a robust yet adequately small supplier base so that costs are
kept low and performance remains high.

3 Humanitarian Logistics

Humanitarian logistics is defined as the process of planning, implementing and con-
trolling the cost-efficient and effective flow and storing of goods and materials, and the
related information, from the point of origin to the point of consumption to ease the
suffering of vulnerable people [4, 5].

A disaster is an event that has great negative impact in the society and its environment.
It could be natural-made such as hurricanes, earthquakes and volcanic eruptions; or man-
made like air crashes, nuclear accidents or wars. Natural disasters, in particular, represent
great logistical challenges due to the on-sudden event and the uncertainty that it holds.

In the last decades, through the opening of mass media, people all over the world
has been aware of the catastrophic consequences of natural disasters on large and small
populations, and the great economic impacts that they carry.

[4] identifies four stages in the humanitarian chains, two before and two after the
disaster.

In the mitigation stage, the community runs risk assessments on infrastructure and
roads, and if necessary, construction of systems to reduce the damage of a disaster like
the anti-tsunami systems that Japan put in place.
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In the preparedness stage, the community carries out activities such as the recruitment
of volunteers, education of the society in regards of emergencies, acquisition of vehicles
and emergency tools; storing of relief items and the development of emergency plans to
be executed in case of a crisis.

After the disasters, the response stage is immediately triggered. Some of the activities
in this stage include, search and rescue of people, data collection regarding the disaster
zone, establishment of shelters, and transportation of humanitarian relief items.

Lastly, the rehabilitation stage begins usuallyweeks after de disaster and the activities
performed in this stage target the re-establishment of normality within the community.

Many organizations use to procure the relief items after the disaster, also called post-
disaster procurement. Nevertheless, due to the high demand of relief items, prices are
usually expensive or and products are scarce. If the HO is able to procure these items,
the delivery lead times are usually long which is not aligned to the objective of the
humanitarian logistics. Some authors have proposed to keep a pre-positioned inventory
[3, 6, 7], this is, to store relief items in the preparedness stage so that the humanitarian
organization is able to start shipping to the affected zones immediately after a disaster
strike. This, of course, would be ideal if humanitarian organizations had enough funds,
staff, space and budget to keep a large warehouse operating. Unfortunately, this is not
the case for most of HO’s. Keeping pre-positioned inventory means high storing costs,
complex administration and risk of obsolescence, since many of the relief items may be
perishable. [6] have proposed the use of framework agreements. By settling an agreement
or contract with commercial partners, the integration of the humanitarian chain becomes
stronger, since terms such as pricing, quality, packaging and lead time are established
before the actual purchase.

Humanitarian relief items are usually believed to be first-aid items like bottled water,
food, or medicines. Nevertheless, items such as peak axes, shovels, gloves and other
materials use to carry out the actual rescue activities during the response stage can also
be considered as relief items. Depending on their objectives and internal administration,
HO’s may procure first-aid items or tools necessary for perform such activities.

3.1 Differences Between Commercial Logistics and Humanitarian Logistics

Commercial logistics have been broadly studied. The main objective is to maximize the
profit of products, services and information moved along the supply chain. Although,
humanitarian logistics move, not only products, but also people, the main objective is to
ease the suffering of vulnerable people.

Whereas in commercial chain, we speak about a relatively stable demand, humani-
tarian logistics stands before a very irregular and unexpected demand; the time, place or
quantity remain unknownbut until the disaster has ocurred. Some authors have developed
scenario-based stochastic programming models to normalize demand. This is, they col-
lect information from past events to somehow determine patterns, means, and statistics
to structure possible scenarios [6, 8].

Another great difference is the people that are involved. Common parties in commer-
cial chains are suppliers and/or service providers, distributors, warehouses, third-party
logistics, customs, and others; an interdependency along the chain exists and all par-
ties seek to maximize their benefits and be effective and cost-efficient. In humanitarian
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logistics we observe parties like donors, HO’s, churches, governments, volunteers, ware-
houses, suppliers, transportation providers, among others, seeking to bring help all at
the same time (many of these with their own agendas and interests); some of these par-
ties even take advantage of the mass media to advertise their products as a marketing
strategy. At the same time, even the local citizens, toss away unnecessary items that they
no longer need.

Commercial logistics have a broad performance validation based on international
standards of the supply chain. A clear example of this is the six-sigma methodology,
the SCORE model, and others. In the humanitarian fields, a performance indicator is
usually the response time, fill rate, percentage of demand satisfied and the expectations
of donors [9]. See Table 1.

Table 1. Differences between commercial logistics and humanitarian logistics.

Commercial logistics Humanitarian logistics

Objective Maximize profit Save lives and ease suffering

Demand Generally stable Irregular

Human resources Professional careers High rotation of volunteers

Resource flow Commercial products People, food, shelter, etc.

Stakeholder Shareholders, customers Donors, governments, NGO’s, etc.

Inventory control Safety stocks in place Difficult to control

Performance validation Standard to the supply chain Response time, % of demand covered

4 Literature Review

Supplier selection has a large list of scientific and academic papers. For this literature
review, we used: “supplier selection”, “supplier evaluation”, and “humanitarian logis-
tics”. In the most recent papers from the last five years from the National Consortium for
Scientific and Technological Information Resources (CONRICYT) data base, we find
the ones from [3] and [10] who develop a two-stage stochastic programming model to
analyze the pre-positioned inventory at the supplier’s expense. [11] propose a stochastic
programming model to resolve the optimal stock quantity reducing costs of transporta-
tion, penalty and inventory; similarly, [12] integrate carrier and supplier selection for
developing contractual agreements, they use a scenario-based two-stage stochastic pro-
gramming model for the establishment of joint decision-making and help minimize the
fixed contract costs, commodity and vehicle reservation costs, commodity purchasing
costs, vehicle rental costs, transportation costs, and others. The work of [13] proposes a
bi-objective mixed possibilistic, two-stage stochastic programming model to strengthen
the decision-making process considering risks of disruptions in the chain as well as the
suppliers profiles based on the action plans in case of a major disruption. [14] propose a
multi-stage programming model to minimize the expected costs of having an agreement
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in place and procuring relief items from the suppliers. They consider commitment quan-
tities of the relief agency, reserve capacity of suppliers, and discount rates. [6] considers
framework agreements with suppliers establishing a fixed agreement fee and reserved
capacity. [8] also propose a two-stage stochastic programming model based in scenarios
and then compare itwith a chance-constrained programming (CCP)model that assumes a
probability distribution and restricts the probability of not covering the demand. Despite
the work of [15] and [16] is not in humanitarian logistics, they use the analytics hier-
archy process (AHP) and the technique for order of preference by similarity to ideal
solution (TOPSIS) respectively, to later combine it with Mixed Integer Programming
(MIP) by inserting the data obtained from the previous methods in order to optimize it.
[17] develop a supply partner framework for continuous-aid procurement using fuzzy
AHP and fuzzy TOPSIS to rank different supplier alternatives. They identify 6 attributes
and 24 sub-criteria that consider relevant for themulti-criteria decision-making problem.

[18] use a multi-criteria decision-making tool, TOPSIS, to help on the supplier
selection problem for the blood-bag industry and take into consideration attributes such
as product quality, delivery performance, financial status, purchasing costs, personnel
and facilities.

We have identified that literature in humanitarian logistics is not as extensive as in
commercial chains, nevertheless, we have found important works on the field. Stochastic
programming is the tool found in most works for supplier selection.

We see that only the work of [16] considered a budget despite it is an important
factor for many HO given the limited funds. We believe that it’s important to address
budget constraints in the humanitarian field for the final decision methods that have been
previously addressed by other authors (Table 2).

Table 2. Literature review.

Humanitarian

Logistics

Supplier Selection Item procurement Budget Pre-positioned

inventory

Solution Tool

[10] x x x x Optimal Stochastic

programming

[3] x x x x Optimal Stochastic

programming

[11] x x x x Optimal Stochastic

programming

[13] x x x x Optimal Stochastic

programming

[6] x x x Optimal Stochastic

programming

[8] x x Optimal Stochastic

programming/CCP

[15] x x Approximate AHP/MIP

(continued)
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Table 2. (continued)

Humanitarian

Logistics

Supplier Selection Item procurement Budget Pre-positioned

inventory

Solution Tool

[16] x x x Optimal Fuzzy TOPSIS/MIP

[12] x x x Optimal Stochastic

programming

[14] x x x x Optimal Stochastic

programming

[17] x x Approximate Fuzzy AHP and

fuzzy TOPSIS

[18] x x Approximate TOPSIS

5 Methodology

Given the literature review, we have followed the methodology proposed in [19] for the
formulation of mathematical models:

1. Formulate the problem.
2. Observe the system.
3. Formulate a mathematical problem for the problem.
4. Verify the model.
5. Select a suitable alternative.

5.1 Problem Description

A statutory agency seeks to make decisions as to what suppliers must they purchase from
when a sudden-onset disaster occurs. The organization receives an annual budget from
the federal government that is available for emergencies only. For 2020 the budget was
$21million pesos. The organization procures first need items andmachinery through the
Procurement Office. These purchases are made in different ways; however, it is known
that tender processes can be done and that the organization can establish framework
agreements with suppliers.

A list of suppliers already approved by the organization exists, however, there are
many suppliers that are candidates to use. Only the suppliers in the list can be selected in
case of an emergency. The suppliersmay have different characteristics and offer different
deals. The reserved capacity, the unit price and the coveragemay differ from one another.

Another important information is that in case of a high-impact disaster that exceeds
the capacity of the organization to help the population, the organization can procure the
items needs from the federal government. The procurement of this items is not monetary
which means that the organizations has specific quantities to request to the federation.

The suppliers offer discounts depending on the volume of the purchase. The price
will also depend on the shipping destination and the requested lead time. The suppliers
may offer different pricing schedule for each region depending on their coverage. We
assume that these prices will always be better or lower enough to buying the items in
the spot market (post-disaster procurement).
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The organization has to define the minimum and maximum number of suppliers to
be selected. It is important to pinpoint that the more suppliers available for selection,
the higher the costs of procuring. On the other hand, if the organization was to pick only
one supplier, there is a high risk of falling short on demand coverage if a medium or
high-impact disaster occurs.

5.2 Regional Context

For the case study we take the Mexican state of Nuevo Leon. It holds a population
of 5.13 million habitants and 80% inhabit the metropolitan area. Historically, the state
has been impacted every year for severe storms and hurricanes. Between 2000 and
2015, eleven storms were categorized as natural disaster. In more recent years, the storm
“Fernand” in 2019 and “Hanna” in 2020 were also categorized as natural disasters.

Storms that form in the Atlantic Ocean are common to pass through the Gulf ofMex-
ico and hit theMexican coasts every year. Studies ran by several government institutions
determine that Nuevo Leon is likely to be struck by Tropical Storms, and Hurricanes
categories II and III in the scale of Saffir-Simpson. See Table 3.

Table 3. Saffir-Simpson hurricane wind scale.

Category Winds Damages

I 119–153 km/h Minimum
damage

II 154–177 km/h Moderate
damage

III 178–208 km/h Important
damage

IV 209–251 km/h Severe damage

V Above 252 km/h Catastrophic
damage

The State capital, Monterrey, is the third largest city in Mexico and given the fact
that it holds eighty percent of the population, storms cause great damages to the pop-
ulation and the infrastructure of the city and its metropolitan area. Annually, the state
accumulates 650 mm with rains that are mostly seen in the summer.
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5.3 Model Formulation

We use the following notation for the supplier selection problem:

Sets

I : Set of candidate suppliers

K : Set of items

L: Set of delivery lead time intervals

M: Set of quantity intervals offered by supplier i for item k

R: Set of demand regions

S: Set of scenarios

Parameters

ps: Probability of scenario s

ηmin: Minimum number of suppliers to select

ηmax: Maximum number of suppliers to select

dskr : Demand of product k for region in scenario s

zskl : Portion of demand to be satisfied in interval l for product k in scenario s

vmaxik : Maximum capacity reserved for item k from supplier i

fi : Fixed agreement costs supplier i

αs
iklmr : Lower breakpoint associated with quantity interval m offered by supplier i, for

item k, serving region r, within the lead time interval l in scenario s

βs
iklmr : Upper breakpoint associated with quantity interval m offered by supplier I, for

item k, serving region r, within the lead time interval l in scenario s

uiklmr : Unit price offered by supplier i for delivering purchased item k at quantity
interval m, to serve region r, within the lead time interval l, in scenario s

ωkr : Unit price offered by the external source at quantity interval m, to serve region r,
within the lead time interval l, in scenario s

�: Budget allocated by the agency for the procurement of k

Variables

Qs
iklmr : Amount purchased of item k from supplier i at quantity interval m, to serve

region r, within the lead time interval l, in scenario s

Es
kr : Amount purchased of item k from the external source at quantity interval m, to

serve region r, within the lead time interval l, in scenario s

Yi = 1, if the supplier i is selected for the agreement; 0, otherwise

X s
iklmr = 1, if the agreement with supplier i is executed by purchasing item k at quantity

interval m, to serve region r, within the lead time interval l in scenario s

The problem is formulated as follows:

min
∑

i∈I

∑

k∈K
fiYi
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+
∑

s∈S
ps

[
∑

i∈I

∑

k∈K

∑

l∈L

∑

m∈M

∑

r∈R
uiklmrQ

s
kilmr +

∑

k∈K

∑

r∈R
ωiklmrE

s
kr

]
(1)

Subject to:
∑

i∈I

∑

k∈K
Yik ≥ ηmin ∀i ∈ I (2)

∑

i∈I

∑

k∈K
Yik ≤ ηmáx ∀ i ∈ I (3)

∑

i∀I

∑

l∀L

∑

m∈M
Qs
iklmr + Es

kr ≥ dskr ∀ k ∈ K, r ∈ R, s ∈ S (4)

∑

i∈I

∑

l∈L

∑

m∈M

∑

r∈R
Qs
iklmr ≥ dskr10% ∀ k ∈ K, s ∈ S (5)

∑

l∈L

∑

m∈M
Qs
kilmr ≤ vmáx

ik Yik ∀ i ∈ I, k ∈ K, r ∈ R, s ∈ S (6)

∑

i∈I

∑

m∈M
Qs
iklmr ≥ zskld

s
kr ∀ i ∈ I, k ∈ K, l ∈ L, r ∈ R, s ∈ S (7)

Qs
kilmr ≥ Xs

kilmrαiklmr ∀i ∈ I , k ∈ K, l ∈ L,m ∈ M , r ∈ R, s ∈ S (8)

Qs
kilmr ≥ Xs

kilmrβiklmr ∀i ∈ I , k ∈ K, l ∈ L,m ∈ M , r ∈ R, s ∈ S (9)

∑

m∈M
Xs
kilmr ≤ Yi ∀i ∈ I , k ∈ K, l ∈ L, r ∈ R, s ∈ S (10)

∑

i∈I

∑

k∈K

∑

l∈L

∑

m∈M

∑

r∈R
uiklmrQ

s
iklmr +

∑

i∈I
fiYi ≤ � (11)

Qs
iklmr ∈ Z

+
0 ∀i ∈ I , k ∈ K, l ∈ L,m ∈ M , r ∈ R, s ∈ S (12)

Es
kr ∈ Z

+
0 ∀k ∈ K, r ∈ R, s ∈ S (13)

X s
iklmr ∈ {1, 0} ∀i ∈ I , k ∈ K, l ∈ L,m ∈ M , r ∈ R, s ∈ S (14)

Yi ∈ {1, 0} ∀i ∈ I (15)

Where the objective function (1) seeks to reduce procurement and agreement costs.
In a first stage, it makes the decision as to what suppliers are selected; in stage two, it
reduces the procurement costs associated to those suppliers and the procurement from
a higher-level source (federal government). Constraint (2) and (3) are the minimum and
maximum number of candidate suppliers to use. (4) ensures that the demand is covered
by sourcing from the selected suppliers and from the higher-level source. (5) ensures that
at least 10% of the demand is covered by the suppliers for each item. (6) ensures that the
reserved capacity is not exceeded. (7) indicates the level of service, which indicates the
portion of the demand to be satisfied in a determined delivery lead time interval. (8) and
(9) ensure that the items are procured within the lead time and quantity intervals. (10)
ensures that the items are only procured from the selected suppliers. (11) is the budget
constraint. (12) and (13) are the integer variables, and (14) and (15) are binary variables.
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6 Experimentation

6.1 Scenario Formulation

The parameter ps of the mathematical model represents the probability of occurrence
of a determined scenario. To formulate the scenarios, we have looked into the possible
development of a disaster in the region. Particularly, this region is hit by tropical storms,
and hurricanes categories II and III, which are considered to be low, medium and high
impact phenomena respectively. These commonly land by the coast of theGulf ofMexico
and make their path to the state of Nuevo Leon.

The State evaluates the risk in the territory and divide it in 5 regions: north, south,
west, citrus, and metro. Specifically, the citrus and west regions are considered to be
always hit by these phenomena due to their geographical position and given the track of
hydrometeorological disasters.

By making possible combinations of regions affected, we identify six possible
combinations shown in Table 4.

Table 4. Combination of affected regions.

Combination Fixed regions Region

1 Citrus – West North

2 South

3 Metro

4 Metro – North

5 Metro – South

6 Metro – North – South

We discard the combination where regions are impacted except the metro region
(Citrus–West–North–South) as we believe it is very unlikely that a storm affects both,
the north and the south regions but not the metro that is located between these two.

6.2 Probability of Occurrence

For each disaster impact we would consider each of the six combinations given before,
which makes a total of 18 possible scenarios. The sum of the probability of occurrence
must be equal to 1, this is

∑
s∈S

ps = 1. For that, we estimate it as follows:

1. A random number is generated for each scenario, ps. Depending on the disaster
impact a randomnumberwith normal distribution is generated, U[80,100], U[20,40],
and U[0,20] for tropical storms, hurricane category II and hurricane category III,
respectively.

2. Each number ps is divided by the sum of all random numbers. ps = ps/
∑
s∈S

ps.
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The tree of scenarios can be observed in Fig. 1 where the 18 scenarios are shown and
their probability of occurrence which was estimated using the steps described above.We
observe that the probability of occurrence in scenarios where the regions are affected by
tropical storms have a higher probability than those scenarios where hurricanes category
III strike.

Fig. 1. Tree of scenarios – probability of occurrence

6.3 Demand Scenarios

For each disaster impact we generate a possible demand which represents the number
of people affected by the storm. The demand will be low, medium and high for tropical
storms, hurricanes category II and hurricanes category III respectively. The unit of mea-
sure for items k will be calculated based on the result of this demand. We followed the
steps below to calculate demand:

1. We generate a random number with uniform distribution for each region that is
affected in a determined scenario with exemption of those that are not.

2. Wemultiply the demand by the percentage of population concentrated in that region.
North, west, south and citrus hold 5%, and the metro region holds 80% of the
population.

3. We obtain the total demand per scenario.

The minimum and maximum of victims in point 1 is to be determined based on
historical data for the region of case study. According to the history of Nuevo León,
we generate numbers as follows: 100 – 5,000 victims in case of tropical storms; 5,000
– 15,000 in case of hurricane category II; and 15,000 – 50,000 in case of hurricane
category III. The total victims per scenario is shown in Table 5.
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Table 5. Number of victims per scenario.

Scenario# Impact Probability Total
victims

1 Low 12.48% 501

2 Low 12.75% 183

3 Low 11.83% 3,556

4 Low 12.22% 2,812

5 Low 12.75% 2,300

6 Low 10.78% 994

7 Medium 2.63% 1,993

8 Medium 3.15% 1,318

9 Medium 5.12% 12,974

10 Medium 5.12% 7,578

11 Medium 3.55% 10,275

12 Medium 3.55% 6,555

13 High 0.26% 4,727

14 High 0.13% 4,683

15 High 1.31% 33,427

16 High 0.26% 37,239

17 High 1.18% 20,218

18 High 0.92% 38,782

6.4 Case Instance

For the experimentation, we considered two items: bottled water and blankets.
Water is vital for humans. For the demand generation of bottled water, we estimated

a 2 L consumption per person per seven days. This means that each victim will require
14 L ofwater. The standard presentation of bottledwater is a 24 pack of bottles of 500ml,
or packs with 12 L.

Blankets are required by victims that had to be reallocated to a community shelter.
For the case instance, we considered that only 30% of the victims require shelter, thus,
they will need a blanket. No further specifications for blankets were considered.

The demand of each items is presented in Table 6, where the demand for water was
calculated multiplying the total victims in each scenario by 14, and by 0.30 for blankets.

We also consider a supplier base of 10 candidates, 5 for each item and a fixed cost
for singing an agreement with any of the candidates. The cost is $1,000.
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Table 6. Demand scenarios per item.

Scenario# Scaled
Prob.

Bottled water Blankets

West Citrus North South Metro West Citrus North South Metro

1 12.48% 275 46 264 0 0 71 12 68 0 0

2 12.75% 17 85 0 112 0 4 22 0 29 0

3 11.83% 127 108 0 0 3914 33 28 0 0 1007

4 12.22% 281 257 187 0 2555 72 66 48 0 657

5 12.75% 35 153 0 157 2337 9 39 0 40 601

6 10.78% 117 243 121 153 525 30 62 31 39 135

7 2.63% 822 728 776 0 0 211 187 200 0 0

8 3.15% 337 772 0 429 0 87 198 0 110 0

9 5.12% 408 855 0 0 13874 105 220 0 0 3568

10 5.12% 480 468 781 0 7112 123 120 201 0 1829

11 3.55% 318 386 0 621 10662 82 99 0 160 2742

12 3.55% 617 406 808 506 5310 159 104 208 130 1365

13 0.26% 2849 175 891 0 0 733 456 229 0 0

14 0.13% 2067 196 0 1460 0 532 498 0 375 0

15 1.31% 2746 1187 0 0 35064 706 305 0 0 9017

16 0.26% 1117 1302 2519 0 38507 287 335 648 0 9902

17 1.18% 1313 2783 0 1084 18408 338 716 0 279 4734

18 0.92% 1701 1500 2733 2402 36910 437 386 703 618 9491

The minimum purchase of each item is 100 units. Nevertheless, suppliers offer a
5% discount in purchases over 1,000 units of bottled water, or 500 blankets. Prices, and
quantity and lead time intervals are shown in Table 7.

As per the costs of procuring from the federal government (ωkrEs
kr) we establish a

price large enough to not be selected as a first choice but until the reserved capacity or
the budget is used up.

It is also assumed that the agency established the first lead time interval to be from
5–7 days, and the second lead time to be 8–10 days; and wishes a to supply at least
30% of the demand within the first lead time interval. This means that the selected
candidate suppliers must deliver the item(s) within 5 to 7 days. Lastly, the agency holds
an annual budget of 21 million pesos for 2020. We assume that the agency wishes to
allocate 1.5 million to the procurement of these two items. According to the formulated
mathematicalmodel, the associated costs to the procurement of bottledwater and blanked
must not exceed the assigned budget.

This model was run using the General Algebraic Modeling System (GAMS) using
the solver CPLEX. An equipment with processor AMD A6–3620 APU 2.20 GHz and
6 GB RAM was used.
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Table 7. Prices offered by suppliers.

Supplier Price < 100 units Price within 2nd

quantity interval
Price within 2nd

delivery lead time
interval

Bottled water 1 $ 81.00 $ 76.95 $ 73.10

2 $ 90.00 $ 85.50 $ 81.23

3 $ 93.00 $ 88.35 $ 83.93

4 $ 80.00 $ 75.00 $ 72.20

5 $ 83.00 $ 78.85 $ 74.91

Blankets 6 $ 133.00 $ 126.35 $ 120.03

7 $ 129.00 $ 122.55 $ 116.42

8 $ 120.00 $ 144.00 $ 108.30

9 $ 135.00 $ 128.25 $ 121.84

10 $ 122.00 $ 115.90 $ 110.11

7 Results

The instance was solved in 0.171 min for 14,591 variables and the results are presented
in Table 8.

Table 8. Results.

Results

Selected suppliers 3

Suppliers of bottled water 2

Suppliers of blankets 1

Procurement costs (thousands) $ 1,496.95

Fixed costs (thousands) $ 3.00

Total costs (thousands) $ 1,499.95

Demand satisfied by selected suppliers 56%

Demand satisfied by the federal government 44%

Observation 1. From the 10-supplier base, only 3 candidates were selected, two sup-
pliers of water bottled and 1 of supplier of blankets. Given the prices listed on Table 6, the
results show to be aligned as the selected candidates were the ones with the lower price
offer.

Observation 2. The budget is used up at 100% without surpassing it. This indicates
that the budget constraint has been honored in the execution. With this solution we can
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cover up 100% of the demand in scenarios from 1 to 14; and up until 56% in for the rest.
The uncovered demand must be covered by the federal government.

Observation 3. It is observed that the relief items to procure in the first lead time
interval is 60% for bottled water and 76% for blankets which indicate that the service
level of 30% at the first lead time interval was honored.

Observation 4. We observe a small surplus of 0.48%. This is due to the minimum
purchases established by the suppliers that had to be procured even when the demand
was lower than the minimum, mostly in the scenarios under tropical storms.

7.1 Budget Analysis

Observation 5.We adjusted the budget parameter to see the performance and the behavior
of our model. If the parameter � is set under 1.5 million pesos, the stochastic model
will be infeasible, as it is not possible to meet the demand of at least 10% indicated in
constraint 5. Nevertheless, by increasing the budget, the agency is able to select even
more suppliers and satisfy the demand. By reaching up to 4.75 million pesos in budget,
the agency is able to satisfy the demandwith the allocated resourcewithout going through
the process of sourcing from the federal government. See Table 9.

Table 9. Budget allocation analysis.

Budget ($) Suppliers selected Request aid from federal government?

Less than 1.5 million Infeasible Yes

1.5 million 3 Yes

2 million 4 Yes

2.5 million 5 Yes

2.75 million 5 Yes

3 million 6 Yes

4 million 7 Yes

4.75 million 7 No

As mentioned above, monetary resources are very important for HO’s. This brief
analysis could be of help to a statutory agency in the decision-making process as to how
much budget must be allocated for certain relief items or tooling. At the same time, it
helps the agency to understand the range of minimum and maximum budget allocation;
on the one hand it is important to cover at least 10% of the demand generated for
bottled water and blankets, nevertheless, it would not be possible by allocating Less
than 1.5 million pesos. On the other hand, the agency could make a decision as to how
much more resources allocate to these relief items; by allocating the maximum budget,
4.75 million, the state government would not be in need to request aid from the federal
government and would meet the demand from their own resources, saving time and of
course, lives, since it may take more waiting time to transport federal resources to the
disaster zone.
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7.2 Deterministic Solutions

The GAMS code of the presented model was built in such fashion that it also provides
deterministic solutions for each scenario taking the random demand as a known param-
eter. In this way, we are able to compare the solution provided by the stochastic model
versus eighteen solutions of the deterministic version of the model. We can observe the
results in Tables 9, 10 and 11.

Table 10. Deterministic solutions I.

Deterministic model (tropical storm)

Stochastic model S1 S2 S3 S4 S5 S6

Candidate
suppliers
selected

3 3 2 2 2 2 2

Bottled water 2 2 1 1 1 1 1

Blankets 1 1 1 1 1 1 1

Procurement
costs (thousands)

$1,496.95 $87.12 $60.96 $441.77 $357.17 $309.85 $156.92

Fixed costs
(thousands)

$3.00 $3.00 $2.00 $2.00 $2.00 $2.00 $2.00

Total (thousands) $1,499.95 $90.12 $62.96 $443.77 $359.17 $311.85 $158.92

Budget used 100% 6% 4% 30% 24% 21% 11%

Table 11. Deterministic solutions II.

Deterministic model (hurricane category II)

Stochastic
model

S7 S8 S9 S10 S11 S12

Candidate
suppliers
selected

3 2 2 3 2 3 2

Bottled water 2 1 1 2 1 2 1

Blankets 1 1 1 1 1 1 1

Procurement
costs
(thousands)

$1,496.95 $257.84 $172.00 $149.70 $914.41 $1,233.70 $799.20

Fixed costs
(thousands)

$3.00 $2.00 $2.00 $3.00 $2.00 $3.00 $2.00

Total
(thousands)

$1,499.95 $259.84 $174.00 $152.70 $916.41 $1,236.70 $801.20

Budget used 100% 17% 12% 10% 61% 82% 53%
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Observation 6.We observe that the organization can satisfy the demand with 1.5 mil-
lion pesos in 80% of the scenarios. This is important for decision-making as to howmuch
budget to allocate and what suppliers are the best candidates (Table 12).

Table 12. Deterministic solutions III.

Deterministic model (hurricane category III)

Stochastic
model

S13 S14 S15 S16 S17 S18

Candidate
suppliers
selected

3 2 2 3 3 3 3

Bottled
water

2 1 1 2 2 2 2

Blankets 1 1 1 1 1 1 1

Procurement
costs
(thousands)

$1,496.95 $577.25 $568.94 $1,496.67 $1,496.99 $1,496.97 $1,496.95

Fixed costs
(thousands)

$3.00 $2.00 $2.00 $3.00 $3.00 $3.00 $3.00

Total
(thousands)

$1,499.95 $579.25 $570.94 $1,499.67 $1,499.99 $1,499.97 $1,499.95

Budget used 100% 39% 38% 100% 100% 100% 100%

After the observations previously made, we determine that the model delivers a
logical solution. It is important to keep in mind that the procurement costs are those of
uiklmrQs

iklmr , and that the costs ofE
s
kr , are auxiliary costs for themathematical compilation

purpose. Binary variables X s
iklmr and Yi are also coherent to the solution delivered for

Qs
iklmr , this is, the contracts and the suppliers that are selected correspond to the suppliers

to procure the items from.

8 Conclusions

Humanitarian logistics are of special attention for many societies. Its main importance
relies on the ease of suffering caused by natural (or man-made) disasters that have
happened and will, probably, continue to happen.

Logistics per se, is a detailed plan which in humanitarian logistics takes place in
the preparedness stage. HO’s and the actors involved in humanitarian chains are able
to improve their performance significantly through the planning and development of
strategies that will be implemented in any of the stages of humanitarian logistics.

Given the important differences between commercial and humanitarian chains it’s
important to bring different approaches to help communities be better prepared for a
humanitarian crisis.
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This work seeks to help integrate the humanitarian chain by strengthening the
relationships between suppliers and HO’s by establishing framework agreements.

This research provides a quantitative approach for decision-making in humanitarian
logistics. Results indicate that it is possible to minimize the costs associated to the
procurement of humanitarian relief items by using stochastic programming as a supplier
selections tool. Despite the use of mathematical programming in other papers, the main
contribution of this work is based on the budget constraint given the limited funds
of many humanitarian organizations and the possibility of estimating the procurement
amounts of a higher-level source like the federal government in our case study. The
model is able to provide information useful for the decision-making process within a
humanitarian organization regarding budget allocation. The proposed model shows an
optimal solution given the type of scenarios and its distribution of probability delivering
a 100% of demand satisfied in fourteen scenarios and up to 58% of demand satisfied
in scenarios where the it spikes considerably as a consequence of an important natural
phenomenon.

The proposed model is not limited to the type of items nor to the type of disasters so
we believed this could be adapted to different HO’s that hold a limited budget.
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Abstract. In the shoe production workshops, animal leather is used as the main
raw material. Generally, an operator manually checks the surface of the leather,
making sure that it does not present defects that compromise the quality of the
final product.

This type of inspection is subject to human error and uncontrollable factors,
which represents an opportunity for the automation of the process through a system
of artificial vision.

A data set was developed consisting of images of animal leather, in good
coordination and with defects.

The digitized samples were subjected to image processing using OpenCV and
Scikit-Learn, and then used in a convolutional neural network interfacing, using
TensorFlow’s Keras library in Python.

Finally, the trained model is capable of classifying new images into two
possible groups: “Defective Leather” and “Defect-free Leather”.

The trained model offers 80% predictive accuracy and 85% reliability.
Although the result can be considered satisfactory, it is expected to raise the
mentioned percentage with amore robust data set than the one used for the project.

Keywords: Image classification · Artificial vision · Convolutional neural
network · Smart manufacturing · Footwear industry · Keras · Tensorflow

1 Introduction

TheMexican footwear production industry has faced different challenges in recent years,
derived from the competitiveness that has resulted from the opening of borders and
the introduction of manufactured products in countries with the necessary resources
to produce greater volumes with reduced production costs [1]. Therefore the need to
develop and implement technologies focused on the optimization and automation of
processes arises, which pose a better competitive scenario for Mexican companies.
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The relevance of this industry in Mexico is undeniable, since it represents 1.7%
of the total manufacturing industries, contributing 2.4% of the total employment in this
area. Likewise, the municipality of Leon, Guanajuato contributes with 57.8% of the total
production value, being the municipality with the greatest participation. This makes it
an ideal candidate for the application of technology-based projects focused on process
optimization [2].

It is equally important to define the global situation ofMexico in footwear production,
since in 2019 it reached the ninth place in the list of main producers, with a contribution
of 268 million pairs during this year. The list is headed by China, with a contribution of
13,478 million pairs in the same period of time, according to the portal Statista [3].

In a shoe production workshop, animal leather is the main raw material. The quality
of the final product is directly related to the quality of the leather used. This is susceptible
to present diverse defects in its surface, among which we can find fissures, wrinles, scars
and holes.

These defects will cause important quality failures in the final product, so it will be
necessary to reprocess the product or directly discard it.

Defects are easily detectedwith proper lighting and training. Inspection of the leather
surface is commonly performed by an operator, who checks and validates the condition
of the material. Operator involvement adds complications related to low productivity,
fatigue and subjectivity to the procedure [4].

It is possible to automate the inspection process by using an artificial vision system
[5] that consists of processing and classifying images of animal leather, determining
whether they have surface defects. For this purpose, it is necessary to develop an image
classification system based on neuronal networks, which have been used before for the
detection of defects in several areas, such as in the 3D impregnation process [6], in the
automotive sector [7], in the agro-food industry [8] and, like this work, in the footwear
industry [9].

Throughout this paper we present the process carried out for an image processing
and classification system whose objective is to detect superficial defects in the leather
used in the production of footwear and which can be easily integrated into an automated
artificial vision system that informs by means of an alarm when anomalies are found.

1.1 Objective

Train a convolutional neural network which is capable of classifying an image (pho-
toraph) of the leather surface into two possible categories: “with defects” or “without
defects.

2 Fundamentals

Image classification based on neural networks has proven to be a powerful tool in the area
of quality control, allowing an artificial vision system to be able to distinguish defective
pieces, automating the inspection process with positive results in the area of footwear,
specifically in animal leather [9, 10].
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For an image classification system, it is convenient to train a convolutional neural
network. These are a type of neuronal network thatworkswith two-dimensionalmatrices,
so it is frequently applied in the area of artificial vision [11]. In Fig. 1, it is illustrated
the operation of such a network.

Fig. 1. Illustrated convolutional neural network. Example of vehicle image classification. Source:
Towards Data Science.

The construction of the network will be done using the Keras library, which belongs
to Tensorflow. This library facilitates the user’s process of training deep learningmodels,
as it contains a variety of previously validated “Deep learning frameworks” [12]. One of
the advantages of this library is its ability to build robust models from relatively small
datasets (less than 1000 samples per class).

Some useful features of Keras are the following:

• Fit_generator. It performs neural network training. It depends on the next parameters:
epoch, steps per epoch, batches and batch size. Although they are modifiable, the most
relevant are not those mentioned, but the learning rate and the error and validation
training, which define the quality of the model.

• ImageDataGenerator. This module generates more images using the original input
images. To achieve this, it performs zooming, re-cutting, brightness alteration and
other modifications in order to expand our original dataset and provide robustness to
the model. All image transformation paramters are controllable, allowing to set a ratio
in which the module will randomlymodify the image. For example, you can configure
the rotation range within which the image will be randomly rotated (see Fig. 2).

Fig. 2. This is what our data augmentation strategy looks like. Source: The Keras Blog.
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Finally, you must set the number of classes in which you want to classify the image
in keras. Each class must have three sets of images: training, validation and test. It is
important that these 3 sets are mutually exclusive. In the training set are the data that
will train the model. The validation set is used to prevent overfitting. The test set is used
only to verify the validity of the model.

In the industrial field, the image classification is intended to be incorporated into a
complete machine vision system, which contains the following components:

a) Object
b) Image sensor (camera)
c) Lighting
d) Image processing module
e) Decision module (software)

The list of components of such a systemmay vary depending on the source consulted.
This is an adaptation without omission of other proposed systems [13].

Figure 3 successfully illustrates an example of a machine vision system.

Fig. 3. Diagram of a machine vision system. Source: Innomiles International.

Image processing consists of 3 stages: smoothed, edge detection, enhancement.

Smoothed. At this stage the “Median Blur” filter from the OpenCV library is used.
This filter is classified as a smoothed filter and its purpose is to reduce the noise in the
images, which is useful to facilitate the conservation and edge detection [14]. The filter
acts on the entire image and replaces the value of each pixel with the average value of the
surrounding pixels within a defined radius. The only parameter that can be manipulated
is the radius of the filter.

Edge Detection. The combination of the Sobel and Laplace operators, both of which
are designed for edge detection, has been used before and has proven to be efficient
and compatible with each other [15], allowing sharp changes in the original image to be
successfully highlighted. Using a combination of two different edge detection filters is
an unpopular technique, although very detailed results can be achieved.

One of the recognized edge detection operators is the so-called “Sobel Filter”, which
produces an image that emphasizes the edges of the original. The use of this filter has
become widespread in image processing and machine vision [16].

The Laplace Operator is the second operator in the combination.
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Enhancement. The last stage of digital image processing is an image enhancement
using the Pillow library, available in Python. The “Contour” filter is used, which gives
us a negative of the input image and improves the contours of the input image.

This image processing is sufficient to be used in the training of the neural network,
since the result is a binary image that highlights only the relevant contours (edges of the
piece and defects within it).

3 Dataset

In order to obtain a sample of significant size for later analysis, a footwear production
workshop located in the city of León, Guanajuato, was contacted.

Theworkshopwas asked for awide variety of leather samples, composed of elements
in good condition and elements with defects.

The sample consists of 92 different sheets of leather, among which the defects are
predominant, which will be described below.

3.1 Defects

It is important to define what is considered a defect and what is not, in addition to
the possible repercussions of these. Figure 4 shows two examples of leather in good
condition, suitable for use in the production of footwear.

Fig. 4. Samples of leather without defects.

This leather has the characteristic of not containing wrinkles, folds, scars or holes
on its surface. The absence of these defects allows its proper handling in the production
process of footwear.

In Fig. 5, we find examples of the different defects present in the sample. In this
case, no more types of defects were present, which presents an opportunity to expand
the sample in order to obtain a more robust model.

It is important to remember that the presence of these defects may or may not be
harmful depending on the type of product beingmanufactured. For the footwear industry
in particular, the absence of these defects over a wide area is of great importance, since
the leather will be subjected to processes of tension that the material will probably not
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Fig. 5. Common defects in leather: a) Scars b) Creases.

be able to withstand if any of the defects are present. It may happen that the matte leather
will resist the whole procedure, although this is even worse, since the final product will
have a poor quality and a life span notably less than the expected.

3.2 Obtaining Samples

As mentioned, the leather samples were provided by a shoe workshop located in the
city of Leon, Guanajuato. The digitalization process consisted in taking pictures using
a Samsung S5KGM1 sensor with 48-megapixel resolution.

The capture of photographs was done in a clean space, so that the sensor captured
only the leather sheet. An LED lamp (or any other direct light source) is needed to
continuously illuminate the leather samples, so that the picture is clear and easy to
process.

4 Procedure

Once the dataset is built, the next step is the digital processing of images.
For this, the OpenCV and scikit-learn libraries, both available in Python, were used.

In comparison to other researches, a combination of different filters was used, so that
they could highlight the information related to the defects and at the same time reduce
the information that is not useful for the analysis of the images.

With the processed images the next step is to build a convolutional neural network.
For this purpose, the Keras library, which belongs to Tensorflow.

4.1 Image Processing

Figure 6 shows an image processing results, allowing to buy between the original and
the processed image, as well as the sample of leather with defects and without defects.

The Median Blur filter, available in the OpenCV library, was used. The only modi-
fiable parameter is the radius of pixels used for averaging. The larger this radius is, the
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Fig. 6. Leather without defects: a) Original image, c) Edge Detection, e) Contour enhancement.
Leather with defects: b) Original image, d) Edge Detection, f) Contour enhancement.

less sharp the image is. This filter allows us to get rid of noise and irrelevant information
present in the image.

Later, we used the combination of operators “Sobel Filter” and “Laplace Operator”,
belonging to the Scikit-learn and OpenCV libraries, respectively. The benefits of this
combination were described previously and the result can be seen in Fig. 6(c and d).

Finally, we applied the “Contour” filter from the Pillow library, which gives us a
negative of the image and an enhancement in the contours, as shown in Fig. 6(e and f).
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4.2 Neural Network Training

To develop the image classification system, a convolutional neural network was trained
using TensorFlow’s “Keras” library, whose operation and validity were developed in the
“Fundamentals” section.

The network was configured so that the training consists of 20 epochs, with a learn-
ing rate of 0.0004 and a minimum accuracy of 75%. Raising any of these parameters
(reducing in the case of the learning rate) offers a better-quality training, although this
requires a computer with better performance than that available (especially on the GPU)
and long waiting times, so it was decided to keep this.

5 Results

The Keras library provides us with information on the result of the training, which was
80% accurate. To measure the validity and check the reliability of the model built, the
data set called test set is used, which consists of 20 images, 10 of them of leather in
good condition and 10 of leather with defects, in order to check if the model is able to
classify them correctly. It is important to clarify that the test images cannot be the same
ones used to train the network. The results of this test are focused on Table 1.

Table 1. Results of model predictions.

Image description Test samples Correct
predictions

Flawless leather 10 7

Flawed leather 10 10

Total 20 17

Themodel works well in detecting errors, as it successfully sorts out images showing
defective leather parts. However, only 7 out of 10 images made an accurate prediction.
This means that the system would potentially reject 30% of the samples that are in good
condition. However, it would be able to identify an error 100% of the time. Overall, the
system seems to make predictions with an 85% effectiveness.

6 Future Work

At least 3 next steps are easily identifiable after the completion of this paper.

Improvement. The first step is to improve the model. To do this, it is strictly necessary
to extend the data set used, to perform a strict sampling of at least 2000 samples and
with a greater variety of defects. In addition, the image processing can also be optimized
compared to that used in other projects of a similar nature.
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Artificial Vision System. The second step consists of adding the code to a complete
artificial vision system. Since it is written in Python and can be quickly co-written in
the cloud, a Raspberry Pi would be ideal to reduce implementation costs. It would also
require the placement of a conveyor belt, direct lighting and RGB LED lights or speaker
for an alarm to notify that an error was detected.

Implementation. The last step is the implementation of the system in a shoe production
workshop, provided that the model has proved useful. A demonstration would be made
to the managers to allow them to verify that the system works with reduced margins of
error, so that they feel confident to automate the inspection process.

7 Conclusion

Image processing and neural network training using Keras and Tensorlow with a small
data set is a potentially useful tool in the area of quality control and machine vision.

Although the trainedmodel presents weaknesses in the identification of parts without
defects, the percentage is high enough to consider it a useful option, highlighting that
it is obviously subject to improvement and making it clear that as further work the data
set to be processed must be greatly expanded.

The processing of the images is also subject to improvement, different combinations
of filters could offer better results.

The image processing, the convolutional neural network training and the prediction
system were executed in the cloud using the Google Colab platform, which supports
Python. Also, Python is the most widely used language in the Raspberry Pi ordinances,
frequently used in the Internet of Things. These facts give a better perspective to systems
like this, since the inclusion in a production line using Raspberry Pi andwireless network
modules, as well as the ability to work in the cloud, imply a large area of implementation
opportunity at low cost, provided that it is done with the necessary knowledge.
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Abstract. Having good suppliers not only means having quality supplies, it also
means having low costs. Suppliers play a fundamental role in the production pro-
cess from the acquisition of rawmaterials and even in the design and innovation of
products. After an analysis of the literature related to the objective of the research,
this article proposes a methodology for the analysis and selection of suppliers
in order to improve the performance of the supply chain and also to be able to
face the diversity and complexity of the situations that may arise in the purchas-
ing process. The article provides professionals with flexibility and effectiveness
in the selection of suppliers and their selection process, and with a better under-
standing of their future purchasing strategies. The fundamental findings of this
research focus specifically on the determination and analysis of the main methods
quantitative used in the selection of the supplier. The proposed methodology is
applied in a company in the automotive sector and there is a good expectation of
the methodology since in the preliminary investigations satisfactory results have
been obtained.

Keywords: Suppliers · Supply chain · Selection process · Quantitative methods

1 Introduction

Nowadays, internationally successful companies are supplying theworld’s best competi-
tive advantages [1],making it vitally important for them to develop competitive strategies
based on value aggregation and simultaneous cost reduction [2]. As well as integrated
management of supply-manufacturing-distribution tertiary and effective integration into
international marketing networks [3]. For that reason, suppliers and customers must
be partners in supply chains and not be faced with isolated authorities. Having good
suppliers can not only mean having quality inputs and, therefore, being able to offer
quality products, but also these give companies the possibility of having low costs, or
the security of always having the same products whenever they are required [4]. In the
case of the automotive sector, suppliers play a fundamental role in the process from the
acquisition of raw materials to even the design and innovation of products.
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According to the analyzed literature, within the common problems, as a result of the
poor selection of suppliers in the automotive sector, approximately 43% are associated
with supply problems, therefore, our study will focus on this problem. The deficiency
in supply in a factor that negatively affects the production process by increasing its
variability and increasing the risks of obtaining a product without the spices requested
by the customer [5]. Inadequate supplier selection could also have a negative impact
by bringing with it increased costs, late deliveries of products, incomplete deliveries
and elongation of cycles [6]. The objective of this article is to propose a methodology
for the analysis and selection of suppliers within the automotive sector to improve the
performance of the supply chain. In order to comply with our objective, it is essential
to investigate about the processes for the selection of suppliers, which methodology has
been used in the literature, as well as what criteria have been managed and which tools
have been developed.

Supplier selection should have as its main criterion the ability of the supplier to
improve and work under collaborative policies, without neglecting the characteristics
traditionally valued such as price, quality, delivery time and payment plans [7]. Supplier
selection is a multi-criteria problem, which includes quantitative and qualitative factors
[8], so to select the best supplier it is necessary to make compensation between several
factors. It is not easy to make the decision about which is the best supplier and therefore
methodologies have been developed to help in this process.

For the supplier selection process, [9] proposes that firstly, the problems and objec-
tives pursued by the companymust be identified. Then, to determine the selection criteria
according to the entity’s own needs and later to select and apply a selection method.

There are multiple criteria to consider for the selection of the right suppliers for
the logistics process of companies. They range from presenting attractive prices of the
products, raw materials, or services they provide, delivery at the necessary time and to
providing a quick response to some inconvenience. In a complex decision environment
such as that surrounding supply chain management, cost- and price decisions proposed
by the supplier are somewhat dangerous if they are not based on a comprehensive analysis
of the economic context, existing restrictions and dominant business practices such as
thorough market research [10]. For this reason, the complexity of a supply process
should consider a set of variables related to transport, market fluctuations, costs, quality
requirements, negotiation processes and inspection procedures.

Once the criteria are identified, the next step is to choose the suppliers by applying a
certainmethod. The selectionmethodmust be consistent with the analysis of the context,
the realities of the supply chain the selected criteria. Depending on the method selected,
the efficiency of the purchase decision can be increased by enabling faster and more
automated processing of data, eliminating redundant criteria and alternatives in decision-
making processes, and facilitating more effective communication [11]. In the literature
we can find referenced several methods that have been used for the selection of suppliers.
These can be classified or grouped into Mathematical Methods, Statistical Methods,
Artificial Intelligence Methods, and Integrated Methods which is the combination of 2
or more methods from the above classifications [12].

This article is organized as follows. The next section will discuss the background
of the investigation where it will be presented, among other things, what methodologies
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they have used for the selection of suppliers, the main selection criteria, as well as
the tools used. Subsequently as a conclusion we will analyze the methodology that we
propose in this article.

2 Background

Within this field of supplier management, a significant number of contributions are in the
specialized literature that are oriented to the development of three fundamental topics:
(1) supplier management as part of supply chain management, (2) suppliers selection
as a strategic decision and (3) techniques and methods to support the decision to select
suppliers [7].

The management of an efficient supplier system as a link in the supply chain is
considered one of the most impact and complex logistical tools in sourcing operations
in companies. Supplier management is a key element in the modern administration of
organizations, especially when the quality of what enters the process is considered to
affect the quality of the outputs, which is a potential when it comes to improving the
purchasing system associated with efficient supply chains [11]. For this reason, it is
essential that companies have a process of selection of suppliers that analyze different
aspects that result in the selection of the best partner.

2.1 Methodologies for Supplier Selection Processes

For decades, researchers and professionals from various branches have paid close atten-
tion to the selection of suppliers and the methods to be able to select them properly.
Supplier selection is a multi-crime problem, which includes quantitative and qualitative
factors. To select the best supplier, it is necessary to make a compensation between these
tangible and intangible factors between which there may be conflict [11]. It is not easy
to make the decision about which is the best supplier and therefore methodologies have
been developed to help in this process.

In the case of Vírseda, 2011 [9], it proposes a supplier selection process comprising 4
fundamental steps: Assessing needs and defining objectives; Gather a group of suppliers;
Interview with suppliers; Select and apply a method.

In the first step in assessing the company’s needs and the corresponding requirements
for contacting the appropriate suppliers, it proposes that a list should be created with
the selection criterias that are taken to evaluate suppliers. The second step of bringing
together a group of suppliers is to be done through a “request for information” (RFI) to
learn more about these companies, as well as through previous market research. Once
all the proposals are received from the suppliers, the company makes a technical and
commercial evaluation. Each company uses a different way of evaluating and selecting
suppliers through different methods. Finally, a supplier is selected, and the terms of
delivery and service are negotiated.

On the other hand, [13] emphasizes that the vendor selection process can include
several stages such as the following:

1. Recognize the need for supplier selection, i.e. determine what factors have been
presented in companies that have led to problems in the entity.
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2. Identifying key requirements of those depends on business objectives.
3. Determine sources of supply or supplier selection criteria.
4. Limit suppliers in selection group or what is the same, determine a portfolio of

suppliers.
5. Determine the method of evaluation and selection of the supplier.
6. Select vendor and make an agreement.

The methodology proposed by [14] is also robust, because it defines different steps
for the supplier selection process that take into account the diversity and complexity of
the situations that may arise in the purchasing process and the importance of taking it in
bill.

The four stages defined by Boer [14] are as follows:

a) Defining the problem
b) Determination of the attributes to be evaluated
c) Evaluation of suppliers using a technique and
d) Final selection of the supplier.

As for the definition of the problem, the author argues that it is necessary to under-
stand the problem through certain questions such as:What is the life cycle of the product
or component? Why is there a need to select a new provider? What have been the prob-
lems you have had with previous suppliers? To determine the attributes to be evaluated
the author proposes that they can be classified into quantitative attributes (which can be
measured by a previously established scale), or qualitative attributes (cannot be expressed
by a unit or measurement scale so evaluation and experience of people who know the
problem is required). These attributes or criteria must be selected according to the needs
of the company. Once the criteria are defined, the next step is to choose suppliers by
applying a certain method that must be consistent with the analysis of the context, the
realities of the supply chain and the selected criteria.

2.2 Supplier Selection Criteria

As discussed in the previous section and in the examples above, one of the main aspects
of the vendor selection process is the selection criteria.

The selection of suppliers constitutes a strategic decision with a high impact on the
performance of the organization, for this reason it is considered necessary to select the
right supplier, in favor of strategic development and according to the specific needs of
the company [15]. Resources are directed only to working with those suppliers with
whom we can obtain significant and valuable value [4].

There are multiple criteria to be able to select the right suppliers for the logistics
process of companies. They range from presenting attractive prices of the products, raw
materials, or services they provide, to providing a quick response to some inconvenience.
In a complex decision-making environment, decisions based only on the price proposed
by the supplier and costs are somewhat dangerous if they are not based on a compre-
hensive analysis of the economic context, existing restrictions and dominant business
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practices [7]. An important point to note is that some criteria are often in conflict with
each other, as the increase of one characteristic may mean the decrease of another [11].

Each of these aspectsmust be selected according to the needs of the business, i.e. they
are inherent to each product supplied and are of great importance within the selection
model. In literature and in practice, the most used criterias for supplier selection are
quality, sales price, and delivery times, however, there are many other criteria within
these criteria we cite the following:

• Certified quality management system: The supplier must demonstrate its ability to
establish, document and implement an effective quality management system.

• Administrative capacity: The main thing is that suppliers have administrative matu-
rity that allows them to establish a cooperative and society relationship based on
maintaining optimal levels of quality, costs and services.

• Business performance: The company requires a supplier that is profitable for it,
in terms of discounts and payment terms. This aspect, typical of each supplier,
demonstrates its commercial stability and provides a confidence support in economic
terms.

• Financial stability: Suppliers have a stable and sound financial position, which is a
good indicator when making long-term negotiations.

• Treatment of complaints and complaints: The supplier must develop effective strate-
gies to resolve complaints and concerns, investigate their causes and therefore improve
the service provided to the company on an ongoing basis.

• Geographical positioning, distribution centers and technical support: The entity must
have efficient suppliers, considering that geographical positioning can influence
delivery times, cost in freight-insurance and legal documentation.

• Processing of information in online order handling: Suppliers must have a reliable
information handling system to observe the compliance status of purchase orders,
shipments and inventory system. You need to select suppliers that are related to the
research and development of your products and services.

• Installed production capacity: Knowing capacity is essential for businessmanagement
as it allows to analyze the degree of use of each of the resources in the organization
and thus can optimize them.

• Technical Product Specifications: The supplier must ensure that the product you pro-
vide meets all specifications included in the purchase order. Material certifications
containing the results measured during production are required.

• Sales price: Suppliers are required to have stable behavior in relation to the fluctuation
in the price of the products offered and in addition that the prices provided by the
supplier are competitive according to the market.

• Logistics performance: Each suppliermust ensure that logistics development activities
are planned and carried out during the stages of the product lifecycle, thus ensuring
the satisfaction of the specifications requested by the company in all aspects [7, 11].

On the other hand, supplier selection should have as its main criterion the ability of
the supplier to improve and work under collaboration policies, without regard to the
characteristics assessed above, among others. Logically, not all attributes are equally
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important to all companies. As mentioned above, each company is a special case that
presents its own needs and that can face different problems (Molamohamadi et al. [16]).

3 Quantitative Methods Used for Supplier Selection

Another fundamental aspect of the supplier selection process is to choose them by
applying a method. This, once the criteria are identified. The selection method must
be consistent with the analysis of the context, the realities of the supply chain and the
selected criteria.

It is recurring then to know some of the tools or methods that have been used in this
regard. The techniques used for vendor selection in general can be classified or grouped
into Mathematical Methods, Statistical Methods, Artificial Intelligence Methods, and
Integrated Methods which is the combination of two or more methods from the above
classifications. Will be analyzed some of these methods below.

3.1 Mathematical Methods

For a long time, the methods that have been used most for the selection of suppliers
are mathematical methods, since the main objective of numerical analysis is to find
“approximate” solutions to complex problems using only arithmetic operations. In this
section we introduce some of these techniques.

Analytic Hierarchy Process (AHP)
Within Mathematical Methods, the Analytical Hierarchy Process or AHP is one of the
most widely discussed methods in both supplier selection and general. It was introduced
by [17],and is a measurement theory that provides the ability to incorporate both qual-
itative and quantitative factors into the decision-making process. It therefore facilitates
decision-making by organizing criteria or judgments into a hierarchicalmulti-level struc-
ture that exhibits the forces influencing a decision [18]. [19] define AHP as a decision-
making method for prioritizing alternatives when multiple criteria should be used. In
addition, we can say that the AHP generates numerical priorities based on subjective
criteria and organizes them into paired comparison matrices. His greatest strength lies in
his ability to hierarchically structure a complex, multi-goal problem and then investigate
each level of hierarchy separately [7]. From the analyzed literature, it can be said that
this is the most used quantitative tool for the suppliers’ selection.

Linear Programming (LP)
Linear programming has also been used in this field. It is a widely used methodology
based on mathematical models and sometimes complex systems of equations. It was
created to give a practical and resource optimization sense in the quest to obtain a
better and more concrete solution, as is the case in the allocation and distribution of
resources when these are limited [20]. We can also say that Linear Programming is
a technique that is used to optimize a function subject to constraints, this with the
aim of identifying possible results or combinations for the best decision [21]. In other
words, Linear Programming is an optimization method in the sense of reaching a more
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appropriate result. It then aims to solve problems and determine the best combination of
activities to optimize resources and use only what is necessary, this technique is designed
to support managers in planning and decision-making [22].

Goal Programming (GP)
Goal Programming is in a linear programming extension to deal with problems with
multiple, usually conflicting targets. It allows decision makers to set their suction levels
for each target [23]. It is also the most widely used approach in the field of decision-
making with multiple criteria that allows the decision-maker to incorporate numerous
variations of constraints and objectives and aims to minimize the deviation between the
achievement of the objectives and their aspiration. It can be said that GP has been, the
most widely used multi-goal technique in management science due to its inherent flex-
ibility in managing decision-making problems with various objectives to be addressed
[24].

Data Envelopment Analysis (DEA)
Data Envelopment Analysis is another mathematical method used for supplier selection,
it is a mathematical linear programming technique that calculates the relative efficiency
ofmultiple decision-makingunits, based onmultiple inputs andmultiple outputs,without
needing to know any functional relationship between them. DEA is based on the concept
of efficiency of a decision alternative. Alternatives are evaluated in terms of cost-benefit
ratio [11]. According toDeBoer [14], efficiency ismeasured from the value ranging from
the average sum of profits to the values of the cost criteria. This method allows suppliers
to be classified into two initial categories: efficient suppliers or inefficient vendors. This
tool can be applied in multipurpose troubleshooting.

Simulation
Simulation is another mathematical method used for supplier selection, which to a lesser
extent. Simulation is a tool whereby both new and existing processes can be projected,
evaluated and contemplatedwithout risk, associatedwith experiences carried out in a real
system. In other words, it allows organizations to study their processes from a systematic
perspective by seeking a better understanding of the cause and effect between them in
addition to allowing a better prediction of certain situations [25]. Simulation models
can be classified into Static, Dynamic, Deterministic, Stochastic, Discrete, Continuous,
Physical, Analog, or Symbolic [14, 26]. For supply chain optimization professionals, a
major difficulty is the uncertainty and dynamics that occur along supply chain, therefore
simulation, due to its ability to handle variability, is a very popular tool for these systems.
Discrete event simulation is one of the most widely used and accepted tools in supply
chain analysis [27].

Preference Ranking Organization Method for Enrichment Evaluation
(PROMETHEE)
PROMETHEE is a method for evaluating alternatives to decision-making with multiple
criteria. It is characterized by many types of preference functions that are used to assign
differences between alternatives in trials [28]. We can also say that PROMETHEE is a
classification method that is considered simple in conception and calculation compared
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to many other multicriteria decisions methods. It is well adapted to decision problems
where a finite set of alternatives must be exceeded subject to multiple criteria [29] and
is based on peer comparisons of alternatives with respect to each criterion. It is also
a method that can be applied to real-life planning problems such as business, govern-
ment institutions, transportation, health care and education [28]. In short, PROMETHEE
helps decision makers find the alternative that best suits their goal and understanding of
the problem. It provides an integral and rational framework for structuring a decision
problem, identifying and quantifying its conflicts and associations, working groups, and
highlighting the main alternatives with structured reasoning [30].

3.2 Statistical Methods

Cluster Analysis
In this respectwe shouldpoint outClusterAnalysis,which is a very important technology.
Its primary goal is to divide a large amount of unprocessed data into multiple groups
according to evaluation rules so managers can use split groups for decision making. The
purpose is to differentiate the grouped data by calculating similarities between data or
following other evaluation rules so that differentiated data can formmultiple groups that
are characterized by high similarity of data in the same group. Supplier cluster analysis is
an important procedure in building a supply chain system as selecting the right supplier
group could strengthen operational capacity and reduce business risks [31].

3.3 Artificial Intelligence Methods

Artificial Intelligence (AI) is one of the branches of computer science that has aroused the
most interest today, due to its huge field of application. The search for mechanisms that
help us understand intelligence and make models and simulations of them, is something
that has motivated many scientists to choose this area of research.

Artificial Neural Networks
Among the Artificial Intelligence methods used in the literature for the suppliers’ selec-
tion is Artificial Neural Network. These are but an artificial and simplified model of
the human brain, which is the best example that we have for a system that is able to
acquire knowledge through experience, that is to reproduce certain characteristics typi-
cal of humans, such as the ability to memorize and associate facts. A neural network is
a new system for the treatment of information, whose basic processing unit is inspired
by the fundamental cell of the human nervous system: the neuron [32]. Therefore, Neu-
ral Networks consist of processing units that exchange data or information, are used to
recognize patterns, including images, manuscripts, and time sequences (e.g. financial
trends). They can learn and improve their functioning [33].

Analytic Network Process (ANP)
Another mathematical method that has been used in the literature for supplier selection
is the Analytic Network Process, which is a generalization of the AHP and can be used to
treat more sophisticated decision problems than AHP [11]. The ANP provides a general
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framework for handling decisions without assuming about the independence of the top-
level elements of the lower-level elements and on the independence of elements within a
level. Therefore, ANP is represented by a network without the need to specify levels as
in a hierarchy [19]. The elements of the network influence each other, which the decider
values by paired comparisons whose intensity is measured on Saaty’s 1–9 scale. [11].
In other words, by using the ANP, we can model dependencies and feedback between
decision-making elements, and calculate more accurate criteria weights and local and
global alternative priorities [17].

Fuzzy Set Theory (FST)
In the literaturewe can also find amethod called FuzzySet Theory (FST),which allows to
represent common knowledge, which is mostly of the qualitative linguistic type and not
necessarily quantitative, in a mathematical language [11]. This method should be used to
process inaccurate data and inaccurate information obtained fromcomplex situations that
cannot reasonably be described in conventional quantitative expressions [34]. Therefore,
FSTallows a generalization of the concept of classic set formodeling complex and poorly
defined systems. The main concepts associated with FST, as applied to membership
functions, linguistic variable, natural language computing; arithmetic operations of fuzzy
sets and fuzzy weighted average, among others [35].

Case Based Reasoning (CBR)
Another method is Case Based Reasoning. This is an administrative software system
by a database that collects relevant information from decision-making processes and
evaluation of previously occurred situations or cases. In this way the decision maker can
rely on useful information and experiences of known situations. The CBR allows for
successful procurement management, as it has the advantage that by taking into account
the progress made in previous processes, it does not give room for the same mistakes
to be made again, especially because it reuses relevant information in evaluations that
suppliers have made previously [11]. In other words, a CBR system is a software-based
database that provides useful information and experiences from previous decision-maker
situations like a decision maker [14].

Expert System (ES)
Expert System is one of the successful fields of application in Artificial Intelligence. It is
a knowledge-based system that uses an inference procedure to solve problems that would
otherwise require human competence or experience. The power of expert systems comes
primarily from specific knowledge about a narrow domain stored in the knowledge base.
Therefore, expert systems use human knowledge to simulate expert performance, and
present a human facade to users. Expert systems can advise, instruct and assist humans
in decision-making, justify a conclusion and suggest alternatives to a problem [36].

As mentioned above, these are some of the methods that have been used for vendor
selection. The integration of several methods discussed above has also been used for
this. A summary of these is referenced in the Table 1.

On the other hand, it is important to point out some problems that have arisen within
organizations due to the inadequate supplier’s selection. Such as the financial problems,
operation of the logistics system, deficiency in the supply of raw materials and supplies
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Table 1. Methods used for supplier selection

Methods Authors

Mathematical Analytic Hierarchy Process (AHP) Yadav & Sharma (2014)

Linear Programming (LP) Talluri et al. (2005)

Goal Programming (GP) Azmi, & Tamiz (2014)

Data Envelopment Analysis (DEA) Garfamy (2006)

PROMETEE Abdullah et al. (2018)

Simulation Salmasnia et al. (2018)

Statistical Cluster Analysis Che & Wang (2009)

Artificial intelligence Artificial neural networks (ANN) Fernández et al. (2009)

Case Based Reasoning (CBR) Zhao & Yu (2011)

Expert System (ES) Chen et al. (2006)

Fuzzy set Theory (FST) Florez-Lopez (2007)

Analytic Network Process (ANP) Sarkis et al. (2002)

Integrated AHP, DEA Ramanathan (2007)

AHP, GP Kull et al. (2008)

FUZZY, AHP Kumar & Garg (2016)

Simulation, DEA Azadeh & Zarrin (2014)

Artificial neural networks, AHP, DEA Ha et al. (2008)

for production, delivery of defective and incomplete products or inadequate services and
loss of customers by not following up on claims, among others that may arise.

Within the analyzed literature that deals with the topic of provider analysis and selec-
tion, the most used method is AHP, however, other methods such as ANP, Neural Net-
works and integrated methods have also been recently used by authors and researchers.
Although in the coming years it is to be expected the use of many more tools for the
development of investigations

In order to argue the above, in the Table 2 has been drawn up with some of the
researchers who have addressed the topic of supplier selection, the problems that have
been developed, the methods used for the solution of the same, as well as the benefits
they provided.
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Table 2. Relationship of some problems derived from the inadequate selection of suppliers in the
automotive sector, some authors and the methods used.

Authors Methods Problems Advantage

Galankashi, MR et al.
(2016)

AHP, FUZZY Finance Flexibility for attribute
selection and weighted
judgment on the
importance of criteria

Gómez, J. C. et al.
(2008)

AHP Deficiencies in the
operation of the
logistics system

Weight scoring method
is used to select critical
criteria and suppliers

Tafernaberri Franzão,
E. (2018)

ANP Late delivery of
contracted products
or services

The article has
proposed a
multi-perspective
approach framework
for provider selection

Yadav. V & Sharma.
M (2015)

AHP Product delivery
defective and/or
incomplete or
inadequate services

The proposed model
can handle many
suppliers. Furthermore,
it does not require any
special programming or
complex computational
efforts

Perçin, S. (2006) AHP, LP Deficiencies in the
supply of raw
materials and inputs
for production

To consider quantitative
and qualitative factors
in selecting the best
suppliers and assigning
optimal order quantities
among them

Kar, A (2015) AHP, FUZZY, ANN Loss of customers by
not following up on
claims

To determine the
optimal order of
quantities to be
allocated to multiple
suppliers under
consideration of
additional restrictions.
Models can be used to
automate workflow, to
maintain supplier
records, and to
standardize evaluation
and order allocation
processes
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4 Discussion

Procurementmanagement to be considered a true source of competitive advantagewithin
the supply chain requiresmore efficient logistics processes. Its strategy should be aligned
with the business strategy and with the overall objectives of competitiveness; therefore,
procurement targets should be set based on a set of criteria, such as cost, quality, delivery
time, service, among others. In many cases these criteria make the selection of supplier’s
complex, because most cases these criteria are of an eminent nature. Because the sup-
plier’s selection of in business management is so important, it is essential to find ways
to try to eliminate subjectivity in the supplier selection process using specific tools. To
achieve this, it is important to have a well-defined process or methodology that allows
us to select the best supplier.

According to the different examples presented above, this article proposes a method-
ology for supplier selection with which we could appropriately select suppliers. The
proposed methodology has four steps and its represented in the Fig. 1:

Determina on 
of the general 
objec ves of 
the company

Determina on 
of the 

a ributes to be 
evaluated

Suppliers 
evalua on 

using a method

Final selec on 
of a supplier

Fig. 1. Representation of the methodology

1. Determination of the general objectives of the company: At this stage youmust carry
out a trace of all those suppliers that can or present influence in the market that is
located the company and for this purpose the managers of the purchasing department
and the general management of the company must perform a series of questions and
their respective analyses that will lead to greater clarity of the problem.

2. Determination of the attributes to be evaluated: These criteria or attributes must be
chosen by the decision group or group of choice of the company. As well as through
direct observations to the process consult the criteria that are used in the literature,
which have already been analyzed in previous chapters. each company is a special
case that presents its own needs and that can face different problems, the criteria
must be selected according to these problems.

3. Evaluation of suppliers using a method: Once the selection criteria are defined, the
next step is to select suppliers by applying a certain method. The selection method
must be consistent with the analysis of the context, the realities of the supply chain
and the selected criteria. As shown in the previous chapter, you can use an individual
method or built-in methods, it all depends on what you want to get.

4. Final selection of a supplier: At this stage it is advisable that the decision group that
has made the selection process, inform the senior management or senior managers
of the company, in relation to the supplier that has been chosen, since it is they who
must observe the attachment that this may have with the objectives and strategic
plans that the company has.
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5 Preliminary Results

The application of the proposed methodology will be carried out in the process of
purchasing the Resin as one of the main raw materials used in the production of plastic
products in a company that supplies these products to the automotive industry.

5.1 Determination of the General Objectives of the Company and Determination
of the Attributes to Be Evaluated

The problem in this case study lies in the need to select the appropriate suppliers that
can improve the performance of the procurement process of that company, cause the
automotive sector is a very demanding one that requires there are not had any delays or
product quality deficiencies because it can lead to very serious penalties.

To determine the critical indicators for the problem that concerns us and as part of
the second step of the methodology, the Delphi Method was applied. This tool aims
to obtain the most reliable consensus of opinions from a group of experts regarding a
specific topic [37]. For the application of this method, the main opinions of the literature
regarding the main attributes, criterias or indicators for the selection of suppliers in the
automotive sector are taken.

From the research carried out, 45 criteria or fundamental indicators were obtained.
For which a qualification of each one of the authors is provided according to exposed in
their articles, using the scale with scores between 1 and 5. The results of the application
of the method are shown in the tables where E1, E2, E3, E4, E5, E6, E7, E8, E9 and E10
represent the experts.

After analyzing the results of the application of the Delphi Method and using the
Pareto Principle or also known as the 80/20 Rule, which establishes that the 80% of the
consequences are derived from 20% of the causes; it can say that of the 45 criteria or
indicators mentioned by the experts, the most important or critical criteria that represent
approximately 20% of the total score are the following, in order of importance according
to the percent they represent:

• Adequate quality of the supplies,
• certified Quality Management Systems,
• Adequate sale price,
• Minimum delivery times,
• Technological Capacity.

On the other hand, to check if there is agreement between the judgments of the
experts regarding their selection in order to continue with the research, we will use a
statistical tool called Kendall’s Concordance Coefficient (W) (Table 3).

Kendall’s coefficient of concordance (W)measures the degree of agreement between
a group of elements (K) and a group of characteristics (n). It is commonly used in
attribute agreement analysis. Kendall’s coefficient values can range from 0 to 1. [38].
This statistician follows a Chi-square Distribution. For the development of this test two
hypotheses are used:
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Table 3. Result of the application of the Delphi Method

Delphi method

Criterias E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 %

Quality of the supplies 5 5 5 5 5 5 5 5 5 5 0.0544

Certified quality
management systems

5 4 5 4 4 5 4 4 4 4 0.0468

Sale price 4 4 5 3 5 5 4 5 1 5 0.0446

Minimum delivery
times

4 4 5 4 4 1 1 5 5 5 0.0413

Technological
capacity

1 5 5 3 5 5 4 4 5 1 0,0413

Total 0,2285

• Null hypothesis or H0: There is no agreement among the experts. W = 0 p > α

• Alternative hypothesis or H1: There is agreement among the experts. W > 0 p < α.

The Table 4 shows the value of the coefficient W with a significance level α = 0.05
and n = 5 and degrees of freedom.

Table 4. Kendall’s coefficient of concordance (W)

Kendal’s coefficient

W Chi-square DF P

0,311940 12,4776 4 0,0141

Given that W = 0.31194 > 0 and p = 0.0141 < 0.05, H0 is rejected and H1 is
accepted, therefore we can conclude that there is agreement between the experts. We
will use the criterias: quality of the supplies, quality management systems, adequate
sale price, minimum delivery times and technological capacity for the next steps of the
proposed methodology.

5.2 Evaluation of Suppliers Using an Integrated Quantitative Method

After obtaining the criteria or indicators to evaluate, it proceeds to develop quantitative
methods to select the appropriate supplier. For this case study, themanagers and theHead
of Purchasing have selected 5 suppliers, who have supplied the resin in the last year, a
prior evaluation has been carried out on each supplier through a market investigation.
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Analytic Hierarchy Process (AHP) Application
Firstly, for the supplier’s evaluation, the Analytical Hierarchy Process or AHP will
be developed. As previously mentioned, the AHP helps to make decisions in a more
rational and understandable way. The AHP methodology for the development of this
case is represented in Fig. 2.

Fig. 2. AHP methodology

The inputs can be actual measurements, but also subjective opinions. Priorities or
weightings and a consistency relationship will be calculated [21]. For the application of
this method, the 5 criteria that were selected when applying the Delphi Method and the
Kendall’s Coefficient of Concordance and 5 alternatives or suppliers (S1, S2, S3, S4,
S5).

As a first step in the application of the APH method, the paired comparison matrix
should be made between the selected criteria A = [aij], where 1 ≤ i, j ≤ n, for this, the
experts or judges assign weights for each criterion with respect to the others using the
Saaty Scale (1–9) (Table 5).



Suppliers Analysis and Selection 77

Table 5. Escala de Saaty

Intensity of importance aij Definition Explanation

1 Equal importance between i
and j

The two criteria contribute the
same to the objective

3 Little importance of element i
over element j

Experience and judgment
slightly favor one criterion
over the other

5 Strong importance of element i
over element j

Experience and judgment
strongly favor one criterion
over the other

7 Much stronger the importance
of element i over element j

One criterion is favored very
strongly over the other. In
practice you can demonstrate
your mastery

9 Absolute importance of
element i over element j

The evidence favors one factor
over the other to the highest
degree

The paired comparison matrix between the selected criteria is shown in Table 6.

Table 6. Paired comparison matrix between criterias

Paired comparison matrix

C1 C2 C3 C4 C5 Normalized matrix Average vector

C1 1 5 5 1 5 0,38 0,66 0,41 0,29 0,24 0,40

C2 1/5 1 3 1 5 0,08 0,13 0,24 0,29 0,24 0,20

C3 1/5 1/3 1 1/3 3 0,08 0,04 0,08 0,10 0,14 0,09

C4 1 1 3 1 7 0,38 0,13 0,24 0,29 0,33 0,28

C5 1/5 1/5 1/3 1/7 1 0,08 0,03 0,03 0,04 0,05 0,04

SUM 2,60 7,53 12,33 3,48 21,00

Subsequently, the alternatives are compared, that is, the 5 providers with respect
to each of the 5 criteria. Therefore, comparison matrices of the alternatives are built
according to each criterion and the proper or average vectors of eachmatrix are calculated
(Table 7)

As our objective is to make a decision based on the 5 criteria and their importance,
we proceed to multiply the matrices, one of them is composed of each of the weights of
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Table 7. Average vectors of each supplier with respect to each criteria

C1 C2 C3 C4 C5

S1 0,45 0,26 0,15 0,24 0,11

S2 0,15 0,22 0,11 0,17 0,22

S3 0,16 0,09 0,40 0,18 0,26

S4 0,07 0,09 0,10 0,19 0,12

S5 0,17 0,34 0,23 0,22 0,29

the alternatives based on each of the criteria and the other is the weighting of the criteria.
⎡
⎢⎢⎢⎢⎢⎣

0, 45 0, 26 0, 15 0, 24 0, 11
0, 15 0, 22 0, 11 0, 17 0, 22
0, 16 0, 09 0, 40 0, 18 0, 26
0, 07 0, 09 0, 10 0, 19 0, 12
0, 17 0, 34 0, 23 0, 22 0, 29

⎤
⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎣

0, 40
0, 20
0, 09
0, 28
0, 04

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0, 31
0, 17
0, 18
0, 11
0, 23

⎤
⎥⎥⎥⎥⎥⎦

The final average vector indicates the weight of each alternative and therefore allows
us to choose the best option. Based on the 5 criteria and their importance, the best
alternative is Supplier 1 because it has the highest weight (0.31) followed by Supplier 5
(0.23), Supplier 3 (0.18), Supplier 2 (0.17) and finally the Supplier 4 (0.11).

Several analyzes can be carried out based on this result, from the need to make a
systematic evaluation of the providers based on the criteria that were selected. Encourage
and work together with the supplier 5 so that it can improve its performance in terms
of a certified quality management system and that it complies to a greater extent with
the quality specifications that are requested (since these are the highest criteria weight
for decision makers in the company). To complement our decision, a model of artificial
neural networks will be applied.

Artificial Neural Networks (ANN) Application
In this particular case study, another important element for which this neural network
tool will be used is that our research is developed in the automotive industry and this
industry is currently very demanding in terms of delivery, quality, logistics performance,
provisioning, etc. As previously mentioned, artificial neural networks are used for pre-
diction tasks and lead to an intelligent system that can successfully perform complex
tasks. They can create patterns, recognize information, or solve complex problems.

The methodology to be followed for the development of neural networks in our case
study is represented in the Fig. 3
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Fig. 3. ANN methodology

There are four aspects that characterize a neural network: its topology, type of asso-
ciation between the input and output information, the learning mechanism, and the form
of representation of this information.

Particularly for our case study, which is a classification problem where there is input
and output information, it will use the Feedforward Backpropagation network type,
because a supervised learning mechanism is needed and this type of network is the most
recommended for this kind of problems. Backpropagation networks have demonstrated
their ability to work successfully in a wide range of applications including classification.

Particularly in our case study, the input data correspond to the evaluation of 5 suppli-
ers for each of the 5 criteria in specifically 8 different stages that are the representative
scenarios of our problem (40 suppliers) for a total of 200 input data, with a scale of
1–5 as follows, by the coordinating group of the company where the investigation was
carried out:

1. Not at all satisfied with the supplier’s performance
2. Not very satisfied with the supplier’s performance
3. Neutral
4. Very satisfied with the supplier’s performance
5. Totally satisfied with the supplier’s performance (Table 8).
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Table 8. Input data

St1 St2 St3 St4 St5 St6 St7 St8 
S1 5 5 3 4 5 2 3 5 
S2 3 4 3 4 5 2 2 3 
S3 4 1 2 3 5 2 4 2 
S4 1 1 2 1 5 4 4 1 
S5 1 1 1 1 3 5 4 4 
S1 3 1 1 1 2 4 5 4 
S2 3 3 4 5 1 3 5 4 
S3 3 2 4 5 1 3 1 5 
S4 4 4 4 5 5 5 1 2 
S5 2 5 5 5 4 5 5 1 
S1 1 1 1 4 4 4 5 3 
S2 3 2 1 2 1 2 2 5 
S3 3 4 1 2 2 1 3 5 
S4 1 4 2 1 2 1 4 5 
S5 2 5 3 2 3 1 4 4 
S1 3 5 4 3 4 3 5 1 
S2 2 5 4 3 5 3 5 2 
S3 2 2 4 3 1 5 3 4 
S4 2 1 5 1 1 5 4 5 
S5 1 1 1 5 2 4 1 1 
S1 3 2 2 5 4 2 2 5 
S2 1 3 4 5 5 1 5 3 
S3 2 4 5 5 3 1 5 2 
S4 3 4 2 2 1 1 5 1 
S5 5 5 2 2 1 5 5 5 

The output data will correspond to the result of the application of the AHP for the 5
alternatives with respect to the 5 criteria, in the same stages (Table 9).

Table 9. Output data

AH
P S1 S2 S3 S4 S5 S6 S7 S8 
S1 0,305 0,269 0,294 0,185 0,215 0,249 0,182 0,192 
S2 0,168 0,217 0,183 0,189 0,175 0,144 0,182 0,187 
S3 0,170 0,205 0,190 0,216 0,185 0,232 0,237 0,259 
S4 0,120 0,121 0,163 0,237 0,255 0,197 0,233 0,190 
S5 0,237 0,188 0,169 0,173 0,170 0,178 0,165 0,172 
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Another fundamental aspect are the network learning and training. Learning is the
process by which a neural network modifies its weights in response to input informa-
tion. The changes that occur during the learning stage are reduced to the destruction,
modification and creation of connections between neurons.

For our trainingwas used the Levenberg-Marquardt training function. This algorithm
was developed in the early 1960s to solve online least squares problems. Least squares
problems arise in the context of fitting a parameterized function to a set of measured data
points by minimizing the sum of squares of the errors between the data points and the
function n. The Levenberg-Marquardt algorithm combines two minimization methods:
Gradient descent and the Gauss-Newton [39].

Two layers were also used to train our network, one of them hidden with 10 neurons
in the hidden layer. As a performance function, the Mean Squared Error was used, and
the Sigmoidal Function was used as the propagation function.

The software used for the training and simulation of the neural network was Matlab
R2015a. After entering all the information mentioned above in the nntool tool ofMatlab,
we proceed to train the network, obtaining as a prototype of the neural network the one
shown in Fig. 4.

Fig. 4. Neural network’s prototype

There are two fundamental aspects that the measurement gives us if the network is
correctly trained or not. One of these is the Regression value (R), this value for both
training, testing, validation and in general must be very close to 1, the closer to 1 that
value is because the network will be better trained o in other terms good fitting. The
resulting value of the regression is shown in Fig. 5 where it show that the value R =
0.99463, so that means that the network is good fitting.

Another aspect to consider is the accumulated error, in this case the algorithm must
adjust the parameters of the network to minimize the mean square error. In this case the
accumulated error was 1.25 e−9 which represents a minimal error.

After the network is properly trained, it is simulated by entering the data that will
be used for this purpose. In this case, 25 data were entered representing the evaluation
of the five suppliers (analyzed for the AHP application) for each of the five criterias.

With all this information it proceeds to simulate the network. The output of the
network corresponds to the weighting for each of the 5 suppliers (Table 10).

Through the network output, it shows that the supplier with the highest score is
Supplier 1 (0.24305), so it is the selected provider. It is important to note that the output
of the neural network corresponds to the result derived from the application of the AHP.
For that reason, it means that the application of neural networks gives us more reliability
to the result that it can obtain from the application of the AHP.
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Fig. 5. Regression results

Table 10. Neural Network outputs

Suppliers Weighting

1 0.24305

2 0.1673

3 0.171

4 0.12055

5 0.2311

5.3 Final Selection of a Supplier

Once the group of providers has been evaluated using the integrated AHP-ANNmethod,
the next activity to perform is the final selection of the provider. At this stage it is
convenient for the decision-making group that has carried out the selection process to
inform the senior management or senior executives of the company, in relation to the
supplier that has been chosen, since they are the ones who must observe the attachment
that could have it with the objectives and strategic plans that the company has. It is
possible that a decision made from an analytical point of view and based on a decision
technique such as the previous ones, will be eliminated because it does not align with
the strategic practices and plans of the company.
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For this case the Supplier 1 complies in this aspect, which is why it was finally the
selected supplier for providing the resin in the agreed period.

6 Conclusions

This study presents a procedure to analyze and select suppliers from an exhaustive
search and the analysis of the academic literature related tomethodologies or processes to
properly select suppliers, selection criteria and even someof the quantitativemethods that
have been used. This article contributes to the supplier selection process and highlights
the importance of supplier selection to improve the performance of the supply chain.

As part of the methodology, it can be concluded that the method choice phase is
often the most visible phase of the process, however, the quality of this phase largely
depends on the quality of the steps prior to that phase (Determination of the objectives
of the company and determination of the attributes or criteria to evaluate). If buyers or
decision makers strive to make sound decisions, they should also pay close attention to
these first steps.

Also, our analysis showed that there are several criteria for selecting providers
which can be objective or subjective. These criteria must be selected according to
the environment and objectives of the company, in addition to the strategy that it has
designed.

In addition, several of the methods that have been applied and that are useful for
dealing with this problem were analyzed in this investigation. The allocation of meth-
ods must also be independent for each situation, since they all have different specific
characteristics and purposes. The application of the correct method depends largely on
the quality of the supplier selection process.

The proposedmethodologywas applied in a case studywith the objective of selecting
the appropriate supplier to supply resin for a company within the automotive sector. As
important data, an integrated AHP-ANN method was used as a quantitative method to
select the supplier, concluding that if a supplier can be obtained objectively, according
to the needs of the company using said method.
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Feasibility Analysis of a Supply Chain for Castor
Oil Biodiesel Distribution in Central Mexico
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Abstract. The aim of this paper is to analyze the feasibility of establishing a
supply chain for castor oil biodiesel distribution in Central Mexico, based on the
distributionof landwith the highest castor oil seedyield potential. The supply chain
analysis is focused onmeeting the biodiesel demand for the region, assuming aB20
mix usage, from the proposed plantation sites to refineries and gas stations, using
Network Optimization, and defining the required biodiesel production increase to
achieve this.

Keywords: Supply chain · Biofuel · Biodiesel · Castor oil · Mexico · Dynamic
systems · Optimization

1 Introduction

Currently, Mexico imports around 262 thousand barrels of diesel daily, which represent
approximately 66.8% of the 392 thousand daily barrels that conform the average national
demand. This means that only 130 thousand daily barrels of diesel are produced locally
[1].

The current government campaignedwith an agenda highly focused on sustainability
and clean energies, however, the actual policies are oriented towards the exploration and
exploitation of oil fields, together with investments in PEMEX,Mexico’s state-owned oil
company [2]. These policies seek to reduce Mexico’s reliance on oil products imports,
like gasoline and diesel.

Considering this objective, the production of biodiesel is presented as a sustainable
aid to meet the diesel demand, with the added benefit of supporting the development of
the agricultural sector.

In previous studies, it has been presented that the mass production of biodiesel based
on commercially cultivated edible plants is not considered economically feasible given
the shortage of food it would trigger with a subsequent rise of food prices. Taking this
into account, other plants that meet the requirements must be considered as sources, as
long as they do not cannibalize or endanger current food production capabilities. One
such plant is the castor oil plant (Ricinus communis), which has a relatively high yield
of biodiesel and whose byproducts can be used to create compost [3].
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Research into biofuels as an alternative to traditional fossil fuels is not new. There
are several studies, from the private as well as public sectors, that analyze the issue from
an energy potential point of view [4], as well as the production processes based on used
vegetable oils [5] and the production costs [6].

There are studies that analyze the supply anddemandof gasoline inMexico, like“The
demand for gasoline in Mexico: Effects and alternatives considering climate change”
(“La demanda de gasolinas en México: Efectos y alternativas ante el cambio climático”)
by Reyes, Escalante andMatas or “Demand for gasoline and heterogeneity in household
income in Mexico” (“Demanda de gasolina y la heterogeneidad en los ingresos de los
hogares en México”) by Sanchez, Islas and Sheinbaum.

Some other studies have focused on biodiesel and biofuels, such as “Study on the
Feasibility of the Use of Biodiesel in the Public Transport System of the Metropolitan
Area of Guadalajara” (“Estudio sobre la Viabilidad de la Utilización de Biodiesel en el
Servicio Público de Transporte Colectivo del ÁreaMetropolitana de Guadalajara”) from
2014 by Alcocer and Uriarte, which focused on the feasibility of using palm oil biodiesel
for the public transport systemofGuadalajara. There is also a study from2017,“Analysis
of the supply chains of bioethanol and biodiesel in Mexico: Case studies” (“Análisis de
las cadenas de suministro de bioetanol y biodiésel enMéxico: Estudios de caso”), which
focuses on the current production of bioethanol and biodiesel in Mexico, including a
section on the production of biodiesel based on castor oil.

However, there are few studies that analyze the risks and performance of supply
chains, and their technical feasibility, specially focused on the current socio-economic
environment in Mexico. These studies would help promote the use of renewable energy
sources in Mexico in a practical, sustainable, and responsible way.

2 Castor Oil

2.1 Castor Oil Production in Mexico

During the second semester of 2010, the National Institute for Forestry, Agricultural
and Fishing Research (INIFAP, for its initials in Spanish, Instituto Nacional de Investi-
gaciones Forestales, Agricolas y Pecuaria), concluded the project “Study of Raw Mate-
rials for obtaining Biofuels in Mexico” (“Estudio de Insumos para la Obtención de
Biocombustibles en México”) where they were able to obtain the following informa-
tion: identification of the genetic potential for the creation of varieties with outstanding
agro-industrial characteristics in pine nut (Jatropha curcas), castor (Ricinus communis)
and sweet sorghum (Sorghum bicolor), and identification of the agroecological condi-
tions for the cultivation of the Mexican pine nut, castor, sweet sorghum and beet (Beta
vulgaris) [7].

Castor oil seed sales slumped for a time, when each kilogram of ground seed went
for $3.00MXN in Oaxaca, for example. However, in recent years, it’s price has gone up
following the discovery of different applications for castor oil, to a point where it has
become more profitable for some farmers to cultivate castor plants, at $8.00MXN per
kilo, rather than their traditional crops of tomato, at $2.00MXN per kilo [8]. In some
other instances, farmers grow castor plants as a side crop, for additional income, given
that it can be grown alongside maize and beans [9, 10] (Table 1).
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Table 1. Unit nomenclature used in the Mexican energy sector

Volume (liquids)

Unit Description

b barrels

bd barrels per day

Mb thousands of barrels

Mbd thousands of barrels per day

MMb millions of barrels

MMbd millions of barrels per day

m3 cubic meters

m3d cubic meters per day

Mm3 thousands of cubic meters

Mm3d thousands of cubic meters per day

MMm3 millions of cubic meters

l liters

gal gallons

2.2 National Diesel Supply in Mexico

Between December 2018 and December 2019 (Fig. 1), the daily national average supply
of diesel was 392 thousand barrels, of which, on average, 264 thousand barrels were
imported daily, an equivalent of 67.35% of the total daily supply, leaving 32.65% to
national diesel production [1].
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Fig. 1. National diesel supply, December 2018 to December 2019 (Mbd) [1]
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3 Supply Chain Model Analysis

To evaluate different supply chain models based on meeting the demand of diesel and
minimizing transportation costs, the selected analysis method is Network Optimization
using AnyLogistix [11], a software tool for designing supply chains and managing them
with a digital twin, which integrates supply chain design, optimization, and simulation
with operations data.

Fig. 2. National petroleum infrastructure [12]

Based on the productionmodel presented in“Biodiesel supply chain analysis inMex-
ico: case studies regarding biodiesel and castor oil plants as an alternative to imported
diesel” [3], in order to proceed with the analysis, the following initial assumptions were
made:

• The creation of castor cultivation areas to meet the demand in biodiesel production
must be considered.

• The storage and distribution centers (TARs for its initials in Spanish, Terminales de
Almacenamiento y Reparto) of the national petroleum infrastructure (Fig. 2) will be
used for storage, mixing at B20 and distribution of biodiesel.

• The transport of castor and biodiesel will be carried out using 31,000 kg tank trucks
• Biodiesel reserves, defined in the production model, will be distributed among the
different TARs considered in the supply chain.

3.1 Castor Production Distribution

Because there is no access to the original data from which the map of suitable regions
for the cultivation of castor (Fig. 3) was drawn, and their calculated yields, to carry out
the distribution of the production capacity, a histogram analysis of the map was made in
order to estimate this items. The regions considered for this analysis were Cerritos, in
San Luis Potosí, and Tierra Blanca, in Veracruz. The yields used for the analysis were
850 kg/ha, for the light green/yellow areas, and 1.35 t/ha, for the dark green areas.
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Fig. 3. Suitable regions for the cultivation of castor [13] (Color figure online)

Cerritos, San Luis Potosí
Based on the image for the region of Cerritos in San Luis Potosí (Fig. 4), which presents
the largest concentration of soil with high yield of castor production, the histogram
analysis is done by applying color filters in order to isolate the pixels corresponding to
each yield level.

100 km

30 px
∗ 197 px = 656.67 km (1)

100 km

30 px
∗ 157 px = 523.33 km (2)

656.67 km ∗ 523.33 km = 343, 655.56 km2 = 34, 365, 555.56 ha (3)

Considering that the map scale shown in the image indicates there are 100 km per
each 30 px, and that the image measure 197 px by 157 px, the surface presented in the
map is approximately 34.365 million hectares.

Fig. 4. Histogram analysis for Cerritos, San Luis Potosí – (own elaboration)
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After applying the color filters, 13.72% of the image corresponds to high yield areas
and 5.48% to medium/low yield areas.

13.72% ∗ 34, 365, 555.56 ha = 4, 714, 954.22 ha (4)

5.48% ∗ 34, 365, 555.56 ha = 1, 883, 232.44 ha (5)

This equals to around 4.714 million hectares of high yield soil and 1.883 million
hectares of medium/low yield soil, which in total represents around 66% of the total
national castor production capacity [14].

Considering a yield of 1.35 t/ha, for the high yield areas, and 0.85 t/ha, for
medium/low yield areas, the amount of castor produced in the area can be calculated.

1.35
t

ha
∗ 4, 714, 954.22 ha = 6, 365, 188.20 t (6)

0.85
t

ha
∗ 1, 883, 232.44 ha = 4, 600, 747.58 t (7)

These calculations show that the region of Cerritos can produced around 10.966 mil-
lion tons of castor per harvest.

Tierra Blanca, Veracruz
The second largest concentration of high yield castor production potential is in Tierra
Blanca in Veracruz (Fig. 5), which is selected as the second region for the analysis.

195 km

31 px
∗ 78 px = 490.65 km (8)

195 km

31 px
∗ 62 px = 390 km (9)

490.65 km ∗ 390 km = 191, 351.6129 km2 = 19, 135, 161.29 ha (10)

Taking the border with Guatemala as a reference, the scale used on themap is 195 km
for each 31 px, and the image measure 78 px by 62 px, which amounts to an approximate
area of 19.135 million hectares.

After applying the color filters, the area of high yield equates to around 1.2% of the
image and 5.96% correspond to medium/low yield soil.

1.2% ∗ 19, 135, 161.29 ha = 229, 621.94 ha (11)

Fig. 5. Histogram analysis for Tierra Blanca, Veracruz – (own elaboration)
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5.96% ∗ 19, 135, 161.29 ha = 1, 140, 455, 61 ha (12)

Considering the area covered by the image, the percentages represent around
229,621 ha of high yield soil and 1.140 million hectares of medium/low yield soil,
around 13.69% of the total national castor production capacity [14].

Considering a yield of 1.35 t/ha, for the high yield areas, and 0.85 t/ha, for
medium/low yield areas, the amount of castor produced in the area can be calculated.

1.35
t

ha
∗ 229, 621.94 ha = 309, 989.61 t (13)

0.85
t

ha
∗ 1, 140, 455, 61 ha = 969, 387.27 t (14)

Tierra Blanca can produce around 1.279 million tons of castor per harvest.

Ejido Yogana, Oaxaca
Given that there already exists a biodiesel refinery in Oaxaca, with a production capacity
of 3 million litres of biodiesel per month, and that it acquires its castor from the Ejido
Yogana, it was included in the model and its production surface estimated, considering
a yield of 0.85 t/ha.

(15)

18, 000, 000l(cbd)
/
cosecha

232.05l(cbd)
/
ha

= 77, 569.49 ha/cosecha ≈ 77, 570 ha/cosecha (16)

Considering this, the Ejido Yogana has around 77,570 ha of castor per harvest.

3.2 Demand Distribution Within Central Mexico

There are 2,964 service stations in Central Mexico, according to the Listing of Service
Stations of 2017 [15], distributed among the 7 states that conform the region. The states
considered for the region are the following:

• Hidalgo
• Mexico City
• Morelos
• Puebla
• Queretaro
• State of Mexico
• Tlaxcala

Given the limitations of the educational license of AnyLogistix, which restricts the
maximum number of customers to 100, an adjustment was made by calculating the
percentage of service stations each state has, in relation to the total number of stations
in the region, and a random selection was made based on this distribution (Table 2).
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Table 2. Service stations in Central Mexico

States Number of
stations

Percentage Sample size

Hidalgo 302 10% 10

Mexico City 376 13% 13

Morelos 172 6% 6

Puebla 576 19% 19

Queretaro 314 11% 11

State of Mexico 1,103 37% 37

Tlaxcala 121 4% 4

Total 2,964 100% 100

As the scope of this study is the analysis of the supply chain for the entire demand
of castor biodiesel in a B20 mixture for Central Mexico, the total demand of each state
was distributed among the number service stations that were taken as sample of each
one in relation to the percentage they represent within the region (Table 3). For example,
each one of the 10 stations selected to represent the state of Hidalgo, which has a daily
demand of 1,799.67 barrels, is modeled as having a daily demand of 179.97 barrels.

Table 3. Daily demand per sampled station

States Sampled service
stations

Daily biodiesel
consumption by state
(barrels)

Daily biodiesel
consumption by station
(barrels)

Hidalgo 10 1,799.67 179.97

Mexico City 13 2,240.65 172.36

Morelos 6 1,024.98 170.83

Puebla 19 3,432.49 180.66

Queretaro 11 1,871.18 170.11

State of Mexico 37 6,572.98 177.65

Tlaxcala 4 721.06 180.27

3.3 Simulation and Analysis of the Supply Chain for Central Mexico

As was mentioned previously, this study will be using the existing TARs from the
national petroleum infrastructure for the storage and distribution of biodiesel between
the refineries and the service stations.
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Given the analysis was done using an academic license of AnyLogistix, only 7 TARs
in Central Mexico were selected and the other 3 available slots were used for the 3
refineries considered in this model (Fig. 6).

Two of these refineries are already in operation: Dertek, in the State of Mexico, with
a monthly production capacity of 2,000,000 L of biodiesel, and Ricinomex, in Oaxaca,
with a monthly production capacity of 3,000,000 L of biodiesel.

The third refinery is configured as a virtual source of biodiesel, in Poza Rica, which
will help cover any deficit of biodiesel andwill help to determine the amount of additional
production of biodiesel required to fulfill the entire demand of Central Mexico.

Fig. 6. Distribution of each member of the supply chain

To align the supply chainmodel to the productionmodel, the supply chain simulation
was broken up into blocks of 15 days with a maximum duration of 600 days (Table 4).

During the first 225 days, according to the productionmodel, there is no consumption
of biodiesel as production starts and stocks are created.Given this, the demand coefficient
for these periods is set to zero.

Following these 225 days, the consumption start ramping up during the next 180 days
until reaching the full biodiesel requirement for the region. This maximum consumption
is represented in the demand coefficient as 1, which will be maintained until the end of
the simulation, on day 600.

As the transportation medium for the raw materials and biodiesel, 31,000 kg tank
trucks are being used at a cost of $1.08MXN per ton per kilometer [16], to establish the
distribution routes and costs.

Using these parameters and restrictions, the network optimization was done to
generate the supply chain represented in the following figures.

As seen on Fig. 7 and Fig. 8, out of the three proposed castor cultivation areas only
two are used, Cerritos, in San Luis Potosi and Yogana, in Oaxaca.

Themodel considers the use of the three refineries, considering that the third refinery,
the virtual one in Poza Rica, must produce around 33.4 million of liters each month,
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Table 4. Simulation periods and demand coefficient

Period Start date End date Demand coefficient

S1-S15 2020–01-01 2020–08-12 0

C1 2020–08-13 2020–08-27 0.077

C2 2020–08-28 2020–09-11 0.154

C3 2020–09-12 2020–09-26 0.231

C4 2020–09-27 2020–10-11 0.308

C5 2020–10-12 2020–10-26 0.385

C6 2020–10-27 2020–11-10 0.462

C7 2020–11-11 2020–11-25 0.538

C8 2020–11-26 2020–12-10 0.615

C9 2020–12-11 2020–12-25 0.692

C10 2020–12-26 2021–01-09 0.769

C11 2021–01-10 2021–01-24 0.846

C12 2021–01-25 2021–02-08 0.923

C13–C25 2021–02-09 2021–08-22 1

Fig. 7. Proposed supply chain map

approximately 87% of the total production, in order to fulfill the entire castor biodiesel
demand (Table 5). This means that, to fulfill the production requirement, it is necessary
to consider the construction of at least 12 refineries with the same capacity as Ricinomex.
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Fig. 8. Proposed supply chain structure

Table 5. Biodiesel production distribution

Refinery Monthly Production (liters) Percentage

Dertek 2,000,000 5.2%

Ricinomex 3,000,000 7.8%

Poza Rica (virtual) 33,400,000 87.0%

Total 38,400,000 100%

Out of the sevenTARs thatwere programmed into themodel, the simulation considers
that the TAR in Toluca can go unused, and that the main storage and distribution will be
done via the TAR located in Tula, Hidalgo.

The total cost of transportation, of castor and biodiesel, using 31,000 kg tank trunks
was $4,367,022,707.026 MXN, as can be seen in Table 6.

Table 6. Breakdown of transportation cost

Product Transportation cost (MXN) Percentage

Castor $3,575,808,800.254 82%

Biodiesel $791,213,906.772 18%

TOTAL $4,367,022,707.026 100%
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4 Conclusions

Using a Network Optimization analysis, the results of the simulation of the supply chain
model show that it is technically feasible to establish a supply chain that can completely
meet the demand of castor biodiesel for Central Mexico, using a B20 mix. This is done
using 6 TARs, 3 refineries and 2 cultivation areas.

As the simulation showed, there are enough lands with the potential to produce
castor to meet the demand of castor biodiesel based on a B20 mix for Central Mexico,
without exhausting them. This could potentially allow other regions of the country to
take advantage of castor biodiesel to transition towards more sustainable and cleaner
sources of energy.

Even though technically feasible, and considering that the virtual refinery produced
the same amount of biodiesel as 12 refineries the size of Ricinomex, it would require an
important investment to build the required refineries and establish the castor cultivation
regions required to meet the demand of biodiesel.

A future study, using a commercial license of AnyLogistix, could use the supply
chainmodel presented here and expand upon it, considering the entire universe of service
stations andTARs that exist forCentralMexico, aswell as the production capacity of each
castor cultivation region, the storage capacities of each TAR, as well as the evaluation
of possible risks.

Refining biodiesel from other types of raw materials, like used oils, also show great
promise, however they face similar obstacles as castor biodiesel; mainly the logistics of
collecting and transporting the rawmaterials to the refineries [17], as well as the policies
toward renewable energy sources established by the current government in Mexico.
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Abstract. Thinking about the logistics of an organization means grouping
together all the processes of loading, routing, and distribution of the finished
product to the end customer. The project proposes to study the automation of
storage and distribution terminals: The case of the logistic operators of the depart-
ment of Atlantico for the improvement of the decision making in the distribution
activities in relation to the logistic operators of the department of Atlantico -
Colombia for the improvement of the business effectiveness. Therefore, in the
present investigation, a research is made, which uses a defined methodology and
which leads to observe some results and conclusions framed in the categories:
Intralogistics, Automation, Technologies 4.0, Business efficiency, which seeks to
validate through the statistical application the importance of these as a resource to
the insufficiencies that are represented in the environment of the logistics operators
of the Department of Atlantico.

Keywords: Intralogistics · Automation · Technologies 4.0 · Business efficiency

1 Introduction

Humanity, as recorded in our history, has needed products in its living, which are gener-
ally not accessible, nor are they found or produced in the place of origin or in the place
you want to consume. Foods and other essential products of coexistence are widely
dispersed and only accessible in abundance at specific times and places. The ancient
civilizations managed to consume only the most immediate food to their environment,
for the time still did not have transportation andmethods of In the case ofmodern storage,
the movement of food or goods was limited to the capacity that a group of people could
mobilize personally, and therefore, the storage of perishable food was only available for
a short period time, forcing individuals to settle close to the sources of production in
order to use the food and goods that could be produced in the environment or granted by
nature. One can still see striking models of developing nations in Asia, South America,
Australia, and Africa, where a group of their inhabitants lives in small, self-sufficient
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villages, where a large proportion of the goods needed by the people are produced or
purchased in the immediate vicinity. By the above, it is evident that logistics is vital
for the daily development of an individual or a community, which is why companies
today are exploring various options in the area of logistics and supply chain manage-
ment as a representation of a context of multiple concepts, rules, and theories, from
the most conservative disciplines of marketing, production, accounting, purchasing, and
transportation, to the areas of applied mathematics, organizational behavior, and eco-
nomics, to provide solutions to the consumption needs of human beings on a global
scale, according to modern paradigms.

Therefore, the logistic activities that take place inside the cities are of great impor-
tance for the economic and social growth of the communities, in particular, the Logistics
Operators and their supply chain. For the specific case of the Colombian Caribbean
region, specifically in the Department of Atlantico and in its capital city, Barranquilla,
which is the object of this research project, where organizations respond to the con-
tinuous operation of the different economic and industrialized movements. Therefore,
adopting the definition of the supply chain as: “The Supply Chain, or simply Supply
Chain, is a chain of suppliers, factories, warehouses, distribution centers, and retailers
through which raw materials are acquired, transformed and sent to the customer” [1].
The intralogistics processes of logistics operators account for almost 30% of the logis-
tics costs of organizations in Colombia, which, according to the Colombian National
Planning Department, represent approximately 15% of an organization’s sales [2]. In
Colombia, the intervention in logistics and especially the area of intralogistics continues
in debt, and those modest processes within the organization, but of great organizational
relevance increase the costs of all the products that must be transported on the domestic
market [3]. Following Crespo [4] “The logistical cost in the country is several percentage
points from the evidence of other nations in America and Europe. This shows that in
comparison with the USA it represents only 8,7% of the sales achieved, in Europe, it
increases to 11,9% and in Latin America, the estimate is around 14,7%”.

Among the elements, the costs, in the intralogistics is a preponderant factor in all the
economies of the world. In Colombia, we do not have the data on how much represents
this value over the total of the logistic distribution and the supply chain, but for example
for Brazil, it constitutes on average 28% of the costs, that is to say, that a good part of the
value of a product towards the final consumer [5]. Therefore, in order to find tools that
tend to improve decision-making that impact the indicators and in turn, the factors that
determine the index of organizational efficiency in logistics operators. These require-
ments are delimited by three main scenarios: The First Scenario called Operational: The
objective of this one focuses on the improvement of the processes in the intralogistic
activities regarding the loading and unloading of the warehouse, emphasizing the point
of view of the suppliers, to influence the synergy that must be developed as a pillar of the
logistic operators and the performance of their human capital in the role of adaptation or
non-adaptation of the new technologies in the framework of the industry 4.0. The second
scenario described as Structural: It is defined as a valuable component for the execution
of the activities of the logistics operators from the evaluation of the objectivity of the
organization, according to the use of spaces for the intralogistic processes of rawmateri-
als and finished products. The third scenario is the Results: Which develops the items in
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the decision making process for the improvement of the organizational efficiency using
the same based on the implementation of a simulation model via optimization, meeting
the demands of the internal and external client of the logistics operators under study in
this project. From the above, the problems presented by the organizations within their
intralogistics processes are determined, defined in the aspects the non-existent value
chain, unmanaged storage, low technological investment, lack of human talent, and the
lack of cost vs. Income structure, which derives from aspects such as high costs in urban
centers, increased lab our costs, low productivity, the non-adoption of new technologies
and organizational efficiency rates below the region’s standard, as shown in Fig. 1.

Fig. 1. Trend and state of logistics in Colombia, 2018

1.1 Needs of Logistics Operators in the Caribbean Region

According to the proposed problem, the objective of this research is focused on: Improve
the organizational efficiency index by implementing 4.0 technologies using simulation
as a tool for decision making in the intralogistics processes of the Logistics Operators
of the Atlantico department. As key points of this investigation, we will be looking
to meet the following specific aspects: i) Performing a diagnosis of intralogistics pro-
cesses and 4.0 technologies in the logistics operators of the Department of Atlantico. ii)
Design the simulation model where the scenarios for the decision making on whether
to implement industry 4.0 technologies in the intralogistic processes of logistics oper-
ators. iii) Evidencing by means of statistics the relevance of the object of study of the
present project as a reference framework in the implementation of 4.0 technologies in
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intralogistic processes. iv) To evaluate the scenarios proposed for the improvement of
intralogistic processes and the significant improvement of the organizational efficiency
of the population studied.

This article establishes the premise that such a scenario assessment will provide
greater certainty in decision-making for the implementation of 4.0 technologies in a
general comparative framework of the organization’s needs and will open the door to
a global approach that contemplates the development, implementation and research
in other industry sectors in their intralogistic processes. It is possible to measure the
organizational efficiency indexes in the factors that impact the decisionmaking, bymeans
of the implementation of simulation in intralogistic processes of the logistic operators
of the department of Atlantico. The prospect of growth in the logistics sector generates
the need to include new technologies, which understand and address the challenges of
achieving permanence in the market through the application of continuous improvement
of efficiency organizational, from the vision of the dynamics and international standards,
main aspects that frame an intelligent decision making [6].

1.2 The Logistics Sector and the Chain of Supply

A great number of authors emphasize the beginning of logistics to the military devel-
opment Philippe-Pierre [7], Jordi [8], Roux [9], Ballou [10], Carranza [11]. This is
primarily because the term logistics took on its current meaning from the appearance of
the first theories on military logistics at the end of the First World War and obtained its
maximum expression in the so-called most complex and best planned logistical opera-
tion of that time: the invasion of Europe during the Second World War [10]. However,
the interaction of logistics with the military is not new; towards the last third of the
fourth century, it contemplates in one of its parts a treaty on logistics in this military
development. Although, history shows other great moments of non-military examples
in logistic techniques such as the construction of the Pyramids of Egypt [12], which
demystify its exclusive origin in the militia and place logistics as a discipline that is born
the with man himself and his social origin [13].

Then, in the business field, the concept dates back to 1844 by of the French engineer
Jules Dupuit who supported the idea of exchanging (Trade-off) a cost for other (trans-
portation costs for storage costs) and the selection between land and water transport
based on cost criteria [10]. The first documents dedicated to business logistics appeared
in 1961 [14]. They define the benefits of organized logistics management. At the same
time, Drucker [15], emphasized the concept of logistics as one of the last frontiers with
real possibilities to improve business efficiency and described it as “the dark conti-
nent of the economy” [12]. The National Council of Physical Distribution Management
(NCPDM), created in 1963, officially defined the concept of logistics as follows “A set
of activities that are responsible for the efficient movement of finished products from the
end of the production line to the consumer and that, in some cases, includes the move-
ment of raw materials from the source to the line” [16]. Thus, even in these times, the
definition of logistics was limited only to the activity of physical distribution. However,
throughout the 1970s, special attention began to be paid to purchasing and handling
of inputs at the beginning of the production chain. Consequently, the MRP (Materials
Resource Planning) model was born as a solution to the problem of minimizing costs
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and providing some flexibility to the company, because the management and supply of
inputs had been developed under the subordination to the function of the production
process [17]. However, the management of the supply chain, in synthesis is defined as
the planning, organization and control of the activities of the supply chain; defined in
a wider way by the CSCMP: “The strategic and systematic combination in the compe-
tences of the traditional business and the tactics used inside the different companies of
a supply chain, to improve the long term performance of the organizations individually
as well as in the whole supply chain”.

1.3 The Simulation in the Intralogistic Processes and Its Relation in the Industry
4.0

The continuous changes and advances in logistics and production systemsmake improve-
ments and decision making necessary. Simulation is a good support tool for this type
of action. Based on “what if” analysis, simulation allows us to reproduce processes and
study their behavior, to analyze the impact of possible changes, or to compare different
design alternatives without the high cost of full-scale experiments. Three basic compo-
nents in the decision process that must be determined to formulate a simulation model,
which are: i) The decision variables, ii) Problem constraints and, iii) Determine the
objective function to be optimized.

Usually, the word simulation is related to computer tools such as video games or
virtual reality, and in the case of the Air Force, to the word “war games” or “flight simu-
lator”. But in the design and optimization of logistics processes, simulation is defined as
the process by which constructs, executes, and analyzes a process or case, following the
variables and restrictions of real life. However, many models, due to their complexity,
require time to design and execute them: also, the model validation process is usually
complex as the system becomes more complex. The achievement of organizational effi-
ciency must be referred to the corresponding business plan, which sets out the vision,
mission, objectives, and corporate strategies based on a situational diagnosis. The use
of management factors and indicators become the vital signs of the organization and
are defined as useful tools in the procedure of making a decision, primarily when there
are accurate data and enough time available to make the respective analysis. At its most
basic level, analysis implies, fundamentally, looking for relationships between organized
data, which can lead to: i) Identify correlations and cause-effect relationships between
indicators, ii) Determining trends and building projections for an indicator and, iii) Carry
out comparisons for the performance of an indicator.

Taking into account the above, it is necessary to establish evaluation methods that
allow the capture of both quantitative andqualitative information [18], defines: “Logistics
Performance Indicators as measures of quantifiable performance applied to logistics
management that allow to evaluating the performance and the result in each process of
reception, storage, inventories, dispatch, distribution, delivery, invoicing and information
flow between the parts of the logistic chain. It is essential that every company develops
skills around the management of logistics management indicators, to be able to use the
resulting information on time manner”.
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1.4 Importance of Improving Business Efficiency

The organizations that are making their way into the third decade of the 21st century are
self-directed in achieving and evidencing a higher performance in their processes, by
controlling the negative impact that today generates the intralogistics within the supply
chain and the adoption of technologies of the industry 4.0, which allows us to observe
that organizations are in the development of adapting and structuring their processes
to international requirements and standards. The collaborative integration of the sup-
ply chain is based on establishing multiple planning activities and defines the various
information changes. Colombia, its departments and cities suffer from this scourge in
intralogistics, especially the Caribbean Region which observe a significant impact on
the levels of productivity and competitiveness concerning to other regions of the country
and Latin America; the current administration of President Ivan Duque framed in the
NationalDevelopment Plan 2018–2022. TheFutureBelongs toAll and the strategicwork
of the Department of Atlantico of Governor Elsa Noguera Atlantico is the people, added
to the district strategic plans of the mayors of the cities of the department, include an
item especially and of rigorous compliance for logistical. Studies conducted worldwide,
according to Both of [19], determine that logistics costs as a percentage of GDP in Latin
American and Caribbean countries are set to be between 50% and 100% higher than in
the member countries of the Organization for Economic Cooperation and Development
(OECD). In Colombia in particular, the lack of progress in road infrastructure has led to
less efficient land-based freight transport, problems with port capacity and competition,
and a small increase in other internal modes of transport such as rail (used only for coal
transport) or river transport, which also harms on logistics operators. Likewise, The BDI
[20], states that the sector of logistics operators presents a great opportunity for small
businesses, considering that logistics management is part of the most strategic processes
of organizations, where the costs that this generates represent 19% of the Gross Domes-
tic Product (GDP) in Latin American countries like Colombia, justified mainly by the
complexity of the customs processes among other factors. State, business and academia
agree that technologies of industry 4.0 will play a decisive role in the efficiency levels
at superlative degrees causing all organizations to establish a synopsis of continuous
improvement, high productivity and competitiveness in their activities [20]. The grow-
ing business innovation in technological aspects emanating from industry 4.0 that we
are experiencing today indicates that the organizations that adapt to these demands will
be prepared to know, develop and apply the solutions that provide this technological
boom, where simulation via optimization will be highly linked to decision-making in
the operations and activities of the organizations, especially to the intralogistic aspects of
the logistics operators. Accordingly, the Private Competitiveness Council (CPC) agreed
with the World Bank’s Logistics Performance Index for the period 2018–2019. In 2018
Colombia obtained the highest rating in its history in the logistics performance index,
where it advanced 36 positions compared to 2016 (it went from 94th to 58th place) and
today it is fifth in Latin America [21], as shown in Fig. 2. However, there are still chal-
lenges in: efficiency and effectiveness of customs, quality of infrastructure, competition
and quality of logistics services [20]. Freight transport in the country concentrated in
road mode, of the 2400 registered transport companies, around 2000 are informal and
only 25% of drivers are formalized [20].
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Fig. 2. Logistics Performance Index. Colombia and reference countries, 2018.

The result of the Logistics Performance Index Fig. 2 of the World Bank is ratified
by the DNP national logistics survey, in which users of the in addition to insufficient
infrastructure, logistics bottlenecks are caused by the high cost of storing, loading and
unloading goods, inefficient information systems, inefficient procedures, lack of areas
for loading and unloading goods, and a shortage of human capital and logistics areas,
among other factors. The country, then, is not unaware of the existence of a higher level
of competitiveness in the field. Therefore, one of the major advances the country’s most
important event was the preparation of the CONPES document [27], called the National
Logistics Plan, whichwas approved in 2018 and established the policy guidelines, infras-
tructure needs and inclusion of 4.0 technologies, and financing for the development of
actions to increase competitiveness through the adoption of better logistics practices.
The development plan Atlantic Departmental Territorial Development Vision 2020: The
route for development (2025) lays down the guidelines in which it should focus its
efforts on the growth of competitiveness and economic strengthening. In the same way,
the development plan of the current district administrations is articulated to the same
guidelines [22]. Table 1 shows the current level of penetration of ICT applied to the
logistics industry and in particular its availability in the country’s logistics operators.
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Table 1. ICTs in the logistics operators of the Department of Atlantico

ICTs in logistics operators Available Not available

Optimization, planning and control of transport 57% 43%

Distribution Center Management (WMS) 28% 72%

Distribution Management System (DMS) 28% 72%

Business Transaction Management/Orders 28% 72%

Integrated WMS TMS 15% 85%

Demand management and planning software 24% 76%

ERP Interfaces 33% 67%

Fleet Management Software 45% 55%

Barcode system 24% 76%

Radiofrequency System 15% 85%

System for Invoicing/Auditor’s 49% 51%

Real-time tracking and tracing system 73% 27%

Internet access for the client 63% 37%

Electronic Data Interchange System (EDI) 24% 76%

Picking Optimization System 15% 85%

The results show a degree of use of ICTs that is not very high since according to the
trends of the sector at an international level it would be desirable to have penetration
levels above 80%, however, none of the categories of ICTs analyzed reach that level
of availability. In this way, it can be seen that although Colombia has made progress
in modernizing the provision of logistics operations services, especially in activities
linked to intralogistics processes, where there are still lags in terms of infrastructure,
and performance indicators.

2 Methodology

The project method is part of the Operations Management research line regarding the
study of the thematic axis of supply chains from the perspective of intralogistics oper-
ations. From a process of direct observation and analysis to determine the factors that
influence decision-making according to the scenarios in the implementation or not of
4.0 technologies in the case of logistics operators in the department of Atlantico. From
the above, a three-phase research process is proposed:

i) It begins with a general characterization of the companies studied taking as a refer-
ence to analysis of the vertical and horizontal integration systems within the frame-
work of industry 4.0. This is a photograph of the current reality that is presented in
the logistics operators according to the factors under study.
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ii) Next, using the computer package and the use of the statistical tool, the possible
scenarios are established for the factors under study in this project.

iii) It continues with establishing quantitatively which are the factors that allow the
evaluation of the scenarios and the impact of implementing or not the technologies
of Industry 4.0 and which significantly impact intralogistics processes in the search
for improvement in organizational efficiency, through simulation via optimization
evaluated in the computational tool.

2.1 General Characterization of the Company

This section consists of evaluating the entire system of operations of the logistic opera-
tors, for which the procedure defined by Perez [23] was used, in which three consider-
ations stand out in the characterization process: integration On vertical, horizontal and,
as the last point, the use of Industry 4.0 technologies, Table 2 describes them.

Table 2. Mapping the organizational structure

Consideration Description

Vertical integration It is based on the socio-technical system and the value creation modules

Horizontal integration It is based on operations management requirements

Technologies 4.0 It contains the tools studied in the literature analysis

The mapping delimited in Table 2 allows us to know the organization in general, that
is, it shows the outstanding elements and activities, deficient situations and critical points
of the process, consequently the ordered form of the instrument used to characterize the
logistic operators as a function of its vertical and horizontal integration systems within
the framework of Industry 4.0 technologies. From the above, we can see in Fig. 3 the
diagnostic result of the vertical and horizontal integration systems within the framework
of the technologies of Industry 4.0, of the company which is the object of this research,
which allows us to deduce the degree of absorption which is presented in the intralogistic
activities of the logistics operators and to delimit the roadmap towards the continuous
improvement of the indicators of organizational efficiency.

However, in the characteristics of horizontal integration,morework needs to be done.
In this case, the diagnosis shows that the external perception shows 59% adaptability
and the internal vision only reaches 53%, which generates interesting opportunities.
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x

Name of the organization:
Quantity

Position held: Customer 4 Micro Small Medium   Large
Provider 4 x Manufacturing x
Operational 2 Technologies
Director 1 Services

Vertical integration 65% 64% noitargetnilatnoziroH 59% 53%
Dif

 Human 63% 62% -1% Supply Dif. 64% 60%
 Human Integration 59% 51% -8% Relationship Management -5% 66% 61%
 Administrative staff 63% 64% 1% Information flow -2% 60% 58%
 Operational personnel 66% 70% 4% Vendor evaluation -7% 67% 61%
 Organization 67% 68% Comprehensive decisions -2% 61% 59%
 Development and interrelations 70% 72% 2% Planning and administration 52% 47%
 Information Management 63% 63% 0% Administration -6% 63% 57%
 Team Programming -7% 41% 34%
 Cyber-physical interaction 59% 58% -1% Simulation -2% 53% 50%
 Processes 64% 64% Customer Service 60% 58%
 Development of operations 57% 55% -2% Order Management -1% 45% 44%
 Lean Manufacturing 67% 70% 3% Inventory Management 0% 63% 64%
 Implementation of Core Tools 69% 67% -1% Warehouse Management -5% 70% 64%
 Product 67% 64% Materials management -5% 64% 59%
 Research and Development 62% 59% -2% Transportation Management -4% 59% 54%
 Technology 60% 58% -2% Customer Service -1% 61% 60%
 Sustainability 79% 75% -4%

61% 59%
Big data and analysis 61% 59% 3D manufacturing 63% 64%
 Autonomous robots 62% 61%   Augmented reality 53% 48%
 Simulation 54% 52%   The Cloud 61% 59%

 Integration systems 62% 60%   Advanced materials 79% 75%
 Industrial Internet of Things 61% 59%   Virtual Reality 62% 61%

 Cybersecurity 
60% 58%

* External perception is excluded from internal processes 

System evaluation 

External 
perception
Difference

Tools 4.0

Smooth 
perception 
(internal, 

Evaluators Logycem - Logistica al Día
Size of the organization People- Income Type of organization:

Diagnostic results

Vertical and horizontal integration systems in the framework of industry 4.0: Evaluation and development

General Information

Type of evaluation Diagnosis Responsible
Follow up Carlos Regalao Noriega

Fig. 3. Vertical and horizontal integration systems in the framework of industry 4.0: Evaluation
and development

2.2 Scenarios Understudy

There are different ways to approach the future, to foresee the needs of an organiza-
tion and to strive for its continuous improvement; In the case of the present study, the
methodological aim is to build scenarios through the implementation of simulation as
a tool that allows analyzing the impact on the inclusion of the technologies of Industry
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4.0 and defining implementation proposals for the analysis of the different options for
solutions to the problem studied. To see Fig. 4.

Fig. 4. Current scenario of the company understudy

In awarehouse, themain objective of the improvement is focused on the optimization
of space and on providing means of handling loads normally at high heights and with
medium volumes of work. While in a Distribution Center the optimization focuses on a
rapid flow of materials and the optimization of labor, especially in Picking tasks.

Table 3. Optimization characteristics in the study setting

Warehouse Distribution center

Principal function Storage management and
inventory layout

Flow management products

“Cost driver” Principal Space and facilities Transport, Hand working

Order cycle Months, weeks Days, hours

Activities of value-added Punctual, in rotation cyclical They are an intrinsic part of
process

Expeditions On customer demand and
Vendors

According to orders

Rotation of inventory 3, 6, 9, 12 12, 24, 48, 96, 120
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The above is visualized and studied in the present scenario, where concepts of plant
distribution, process optimization and reorganization of functions are involved to solve
the problem. Thus, as Jung [24] put it, “the new world scenario of globalization has
made organizations transform, adapt and play new roles”. Therefore, governments and
international organizations have proposed to generate strategies to counteract negative
impacts, such as the Millennium Project, [25].

3 Analysis of the Results Obtained

In this section, the results of the applied instrument are presented and, based on that, the
solutions according to the simulation model via optimization to the logistic operators of
the present project, emphasizing the reference organization study. The application style
to obtain the results studied in this section is directed at themethodology developed in the
previous section, in which a criterion of fixation proportional. However, compliancewith
statistical assumptions in the analyzes is vital for the usefulness of the study’s inferences.
In the first subsection, an overview is established of how the logistic operator chosen as
the object of study is found above the components evaluated in the research instruments,
the results are considered in the following sections:

i) Instrument: The instrument used in this research work is an adaptation of the instru-
ment developed in the investigation of vertical and horizontal integration systems
within the framework of Industry 4.0: Evaluation and development [23]:, where it is
exposed all of the items included for obtaining information in specific areas related
to vertical and horizontal integration systems, as well as the development and use of
technology. It is the level at which an instrument produces consistent and coherent
results [26]. Cronbach’s alpha has been used in the research to measure internal
consistency, locating the results from variances or through correlations between
reagents, in this case, the following formula is used

∝ =
[

k

k − 1

]
[1 −

∑k

i=1

S2i
S2t

] (1)

Where: k is the number of reagents.
Reliability testing is carried out through the supply of measurement instruments, to
prove their effectiveness in the logistics operators’ sector. To this end, an evaluation
was carried out in which various organizations were included A total of 44 agents
took part in a critical review of which the organization under study was selected as
adopting the main characteristics and adaptable to other organizations in the sector.
This test was carried out by mean of cronbach alpha resulting in α = 0.98; It can be
stated that the structure of the measuring instrument based on the reliability criterion
is in the range of excellent.

ii) Scenarios: Scenarios are defined as the events that can occur or dissipate in the pos-
sibility of applying or not applying the simulation model by means of optimization,
the Flexsim software is applied as a simulation tool and develops the problem situ-
ation studied with its distinctive results which can be seen in Table 4, determined in
the result of the analysis of the vertical and horizontal integration systems.



Automation of Storage and Distribution Terminals: The Case of Logistics Operators 111

Table 4. Table of analysis of the projected scenarios

Factors Indicators Scenarios

Current Different
distribution or
layout

Technology 4.0

Information
management

Volume of
purchases

32.12% 30.59% 34.55%

Inventory time 28.56% 36.45% 50.61%

Strategic planning Perfect delivery
received

36.54% 30.29% 44.37%

Inventory time 28.78% 50.18% 58.85%

Types of transport 22.54% 82.62% 59.93%

Punctuality of the
offices

30.23% 42.51% 73.17%

Subcontracting Perfect delivery
received

8.71% 14.63% 44.77%

Business model Certificate of
suppliers

54.38% 74.48% 84.49%

Logistic barriers Quality of
infrastructure

64.81% 80.07% 90.45%

Cost Order quality 70.23% 58.15% 68.38%

Perfect delivery
received

36.19% 30.74% 44.02%

Inventory time 28.70% 36.52% 38.27%

Risk Volume of
purchases

22.76% 38.38% 28.68%

Efficiency in the
offices customs
officers

82.94% 86.17% 84.48%

Distribution
strategy

Types of transport 8.67% 6.05% 11.33%

Punctuality of the
offices

40.42% 30.72% 44.57%

i) Supplier aspect: This item defines the capabilities, relationship, communication and
integration that the company under study has with organizations that provide you
with the inputs for your operation.

ii) Organization aspect: It defines the aspects inherent to intralogistics within the com-
pany, synthesizes the object of study of this research project; it is defined as the
item that contains the aspects of improvement in and adaptation of the different
scenarios that can be designed.
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iii) Customer aspect: It develops the dependent and independent variables according to
the requirements of the product and the needs of the client; it allows themeasurement
of the organizational efficiency indicator and the parameters for it.

iv) Evaluation: It consists of the results of the tests of objectivity, validation and reliabil-
ity of the simulation model. Table 4, presents the comparison of results between the
Factors in accordance with the indicators that interact and how these vary accord-
ing to the scenario in which they are used, with which we can determine that the
inclusion of technologies of the industry 4.0.
The previous table shows the results obtained by simulating the established scenar-
ios using the Flexsim tool and parameterized in the statistical and control assump-
tions in accordance with the results derived from the instrument applied in this
research and the aspects developed with the applied diagnosis of the vertical and
horizontal integration systems in the framework of industry 4.0.

v) Research Analysis: Shows the analysis of the organization object of study of the
logistics operators of the department of the Atlantic pertaining to the results of
the diagnosis, the analysis of the model of simulation and recommendations for its
evolution to industry 4.0 technologies. Itwas alsodefined that the analysis factors are
those identified as InformationManagement, BusinessModel andLogistic Barriers,
the latter being the which benefits most from the adoption of 4.0 technologies in
the intralogistics activities of logistics operators, and which represents an increase
in infrastructure quality of 90.45%.

4 Conclusions and Discussions of Information Analysis

In this work, a quantitative research was carried out, framed in a positivist epistemo-
logical approach, that is, it is based on the analysis of real facts that are validated by
experience, seeking to find themain factors that intervene in a simulation process through
the optimization for the inclusion of technologies of the Industry 4.0 in the intralogistics
activities, that allow to improve the organizational efficiency. The results of the research
identify trends related to establishing that there is an association between the predomi-
nant factors and indicators in the logistics sector, specifically in the logistics operators,
primarily in relation to the scenarios studied.

Consequently, it is necessary to build decision models that receive these results as
input and provide solutions to intralogistic processes using Industry 4.0 technologies
in strategic and operational spaces, not only for decision making but also to provide
coordination mechanisms between the different variables involved in relation to the
supply chain. In this sense, the literature proposes to explore relationship alternatives
based on operating costs in intralogistics processes and the supply chain. The research
carried out in the present study, as mentioned above, has determined that the logistics
operators of the department of Atlantico object of study of this project, the factors
that influence are the costs as a dependent variable, the Planning factors strategic and
Subcontracting. For this reason, it is recommended to replicate the present research work
and its methodology for the study of the sectors in which cargo loading and unloading
tasks are carried out regarding various types of logistics, in order to identify opportunities
for improvement. In the aspects studied in this project. In terms of theBusiness efficiency,
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the organizations under study have a dynamic system in the way that they operationalize
their processes in relation to intralogistic processes. The need for flexibility in industry
4.0 technologies is prioritized in order to be more efficient, consistently impacting the
costs of supply chain operations or activities in intralogistics of the logistic operators.
The first reflection of the present study and of the logistics operating organizations is
to consider the importance of assuming a commitment to the articulation of strategies
that promote the reduction of costs in terms of the implementation of Industry 4.0
technologies in intralogistic processes, generate better mechanisms and contribute to
improving decision-making. In other words, building a collaborative policy that allows
working on the opportunity that intralogistics provides for the supply chain and the
logistics operators sector. However, onemust work on the simulationmodel optimization
that addresses the right strategies for each of the actors and takes into account It takes
into account the variables studied in the present project, the future windows of study and
the complexities that may arise as the topic addressed is deepened. In another thematic
line, it is highlighted that the government must seek a way to regulate the tax positions of
the cities that make life in the department of Atlantico, because it has been found that the
economic environment tends to vary according to the fleet of the company that circulates
through cities of the metropolitan area from Barranquilla. For this reason, companies
choose conservative investment strategies that slow down the expansion of businesses
and it is necessary to establish for this study an analysis unit that guarantees the type
of additional information that logistics operators require. For decision making and the
continuous search for the improvement of organizational efficiency.
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Abstract. This paper presents a proposal for the Hub location for med-
ical care during epidemic outbreaks. A problem of coverage of medical
services that offers a radius of medical attention to the population is ana-
lyzed. Two criteria are shown for the location of health services. Finally,
based on public health policy recommendations, the solution is proposed
for a hypothetical case.

Keywords: Facility location · Health systems · Supply chain

1 Literature Review

In the case of a Health system such as that of Mexico that has structural prob-
lems and a 70% full supply of medicines, facing a public health challenge such as
the COVID-19 pandemic implies making value-added proposals that allow face
contingencies like the current one. The design of a resilient medicine supply chain
that can serve as a response to unexpected risks in the health system requires
the participation of the different agents involved in the supply chain, in addition
to the stewardship of the health department that allows the integration of wills
and joint actions.

In the framework of an epidemic, it is necessary to guarantee medical sup-
plies (medicines, vaccines, supplies, etc.) in addition to basic products (food,
water, etc.). To guarantee the supply and supply of these products, it is neces-
sary to have strategic storage and distribution centers that communicate with
the expected demand points in the event of a contingency. It is precisely a prob-
lem of designing an emerging logistics network in the face of disruptive events.
For this, it is necessary to define the number and location of distribution and
collection centers, unloading places and the location of demand centers, and the
selection of optimal distribution algorithms that guarantee the best performance
of the network. As well as the definition of the required optimal inventory levels,
replacement policies, transportation, and distribution according to the health
contingency that is being faced.
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For the proper design of a network of this nature, it is necessary to have pre-
cise estimates of the demand required according to the contingency. Studies have
been carried out combining demand estimation models related to epidemiologi-
cal models of disease progression. Authors such as [5] propose a multi-objective
programming model for the selection of emergency centers and the quantities
of drugs to be transported from the supply sources to the demand points. In
[14], they extend the vision of multi-objective programming towards a stochas-
tic model using genetic algorithms for its solution. In [6], they integrate the
analysis of system dynamics to model the dynamic behavior of the refueling,
reception, and dispensing sources in the case of an anthrax attack. In [9], they
propose a dynamic optimization model with variable replacement and transport
times using heuristic methods for its solution. Other approaches consider logistics
network designs with one-time supply and replenishment points [17]. Similarly,
there are different versions of the modeling depending on the objective of the
network, which can be to minimize inventory and transport costs or to minimize
response time as a priority [15] and [19].

Various studies use the hybrid approach where they combine disease mod-
eling through simulation and supply chain design through optimization models,
[7] applies this approach to an anti-bioterrorism system. In [18], they analyze
the distribution of medical supplies in affected areas considering a desirable
minimum level of supply as well as maximum response times in addition to the
associated costs. Similarly, vehicle routing problems are integrated into a context
of epidemic control, works such as [4,8] and [12] have addressed this problem in
their logistics designs.

In [2], they show the development of a coordinated supply chain for the dis-
tribution of the influenza vaccine. Taking into account the non-linear demand
given the behavior of the disease and the most effective immunization strate-
gies, combining the epidemiological model with the supply chain. In addition to
the necessary coordination between the government and the vaccine provider,
through shared risk schemes.

The study shows in [13] presents a systematic review of the health and disas-
ter supply chain literature, especially in the case of natural disasters. They high-
light the development of methodologies to abort the problem, based on opera-
tional management, information technology, inventory and control management,
strategic management, and service management. As well as the application of
new technologies for inventory management such as the use of RFID.

In [1], they develop a systematic review of relief distribution networks. High-
lighting the contributions made about three stages defined in an emergency: a)
preparedness and mitigation, b) response, and c) recovery. To attend to each
stage, methodological contributions focused on location and network design,
transportation (relief distribution and casualty transportation), and location and
transportation are distinguished. Through exact and heuristic methods.

In [3], they present a literature review focused on epidemic control and logis-
tics operations. Highlighting as a necessary attribute in the face of a health
contingency the need for a quick response and coordination between the sec-
tors involved to guarantee the supply of medical supplies, human and financial
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resources. Highlighting the time horizon in which you intervene, pre-event, or
post-event. Bioterrorism, natural outbreaks, and disaster aftermath are consid-
ered as possible catastrophic events. The intervention considers as basic stages:
1) Preparedness, 2) Outbreak, 3) investigation, 4) Response, and 5) Evaluation.
Table 1 shows the main logistical operations and decisions during the phases of
an epidemic outbreak. The main methods used to analyze the problems asso-
ciated with the health supply chain are simulation, game theory, mathematical
modeling, economic analysis, cost-effectiveness analysis, optimization, and anal-
ysis of multi-criteria decisions.

Table 1. Most important logistics operations and decisions during the phases of the
outbreak

Phase Most important logistic operations

Preparedness Identification of sources

Contract management

Inventory management

Periodical review and updating of medical supplies

Facility location of stockpiling centers

Network design transportation/distribution

Selection of facilities/health

Availability of funds

Outbreak investigation Provision of appropriate materials

Training of clinical workers

Provision of commodities and resources to the outbreak response

Collection, transportation, and storage of specimens

Procurement, handling, storing and distribution of laboratory commodities

Response Selection of facilities (PODs)

Review and updating of supplies

Transportation/distribution of supplies and commodities

Procurement of supplies once depleted

Dispensing of medical supplies, supplementary materials, and commodities to

the public

Establishment of a cold supply chain for essential medical supplies

Management of human resources

Scheduling available vehicles

Adjustments to the capacity of health care facilities to hospitalize infected

people

Management of patients in triage centers

Evaluation Identification and assessments of possible bottlenecks of delays

Evaluation of timelines that should have been respected

Follow-up and monitoring of patients for the effectiveness of treatments

Identification of patients requiring dose modification of alternative treatment

Development of indicators to evaluate the performance of logistics control oper-

ations

Assessment coordination issues

Establishment and operation of rehabilitation procedures

A recent study by [16] analyzes a reverse logistics network design for the
treatment of medical waste, in the framework of the COVID-19 pandemic in
Wuhan (China). The study is of great importance due to the identification of a
high rate of contagion as well as the residence time of the virus in objects that
had contact with infected patients. Rapid response to the management of these
wastes represents an opportunity to contain the spread of the epidemic. A multi-
objective and multi-period model of mixed-integer programming is proposed for
the design of the reverse logistics network.
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The challenge is not less considering the complexity in the prediction of epi-
demic outbreaks, however, based on historical data, it has been possible to ade-
quately model the probability of occurrence and possible scenarios of the mag-
nitude of the problem. Stochastic variables and different simulation approaches
must necessarily be included to obtain robust models. From a technical point of
view, it is necessary to integrate innovative elements in supply chain manage-
ment, such as the integration of:

– Multi-paradigm simulation schemes
– Discreet simulation
– Dynamic simulation
– Agent-based simulation
– Optimization algorithms
– Disruption event modeling
– Risk analysis in the supply chain

The use of data science tools, simulation, and optimization methodologies will
allow efficient and timely management of the supply chain for medicines and
supplies in a contingency. Currently, there is a specialized software that allows
integrating different paradigms into hybrid models that allow generating tech-
nical evidence for public health decision-making.

2 Resilient Supply Chain Model

In this section, we develop the supply chain design model for a resilient supply
network. We consider the model into a generalized network. The model is a
mixed-integer linear problem.

Let K be the set of manufacturing plants. An element k ∈ K identifies a
specific plant of the company. Let I be the set of the potential cross-docking
warehouses. An element i ∈ I is a specific cross-docking warehouse. Finally, let
J be the set of distribution centers, a specific distribution center is any j ∈ J .
Let Z denote the set of integers {0,1}.

2.1 Parameters

Qk = Capacity of plant k.
βi= Capacity of cross-docking warehouse i.
Fi = Fixed cost of opening cross-docking warehouse in location i.
Gki = Transportation cost per unit of the product from the plant k to the cross-
docking warehouse i.
Cij = Cost of shipping the product from the cross-dock i to the distribution
center (CeDis) j.
dj = Demand of the distribution center j.
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2.2 Decision Variables

We have the following sets of binary variables to make the decisions about
the opening of the cross-docking warehouse, and the distribution for the cross-
docking warehouse to the distribution center.

Yi =
{

1 If location i is used as a cross-docking warehouse,
0 otherwise,

Xij =
{

1 If cross-dock i supplies the demand of CeDis j,
0 otherwise,

Wki = The amount of product sent from plant k to the cross-dock i is repre-
sented by continuous variables
We can now state the mathematical model as a (P) problem. See [10].

min
Wki,Yi,Xij

Z =
∑
k∈K

∑
i∈I

GkiWki +
∑
i∈I

FiYi +
∑
i∈I

∑
j∈J

CijdjXij (1)

Subject to constraints:

Capacity of the plant ∑
i∈I

Wki ≤ Qk, ∀k ∈ K (2)

Balance of product ∑
j∈J

djXij =
∑
k∈K

Wki, ∀i ∈ I (3)

Single Cross-docking warehouse to distribution center
∑
i∈I

Xij = 1, ∀j ∈ J (4)

Cross-docking warehouse capacity
∑
j∈J

djXij ≤ βiYi, ∀i ∈ I (5)

Demand of items
pYi ≤

∑
k∈K

Wki, ∀i ∈ I (6)

p = min{dj} (7)

Wki ≥ 0, ∀i ∈ I,∀k ∈ K (8)

Yi ∈ Z, ∀i ∈ I (9)

Xij ∈ Z, ∀i ∈ I,∀j ∈ J (10)
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The objective function (1) considers in the first term the cost of shipping
the product from the plant k to the cross-docking warehouse i. The second term
contains the fix cost to open and operate the cross-docking warehouse i. The last
term incorporates the cost of fulfilling the demand of the distribution center j.
Constraint (2) implies that the output of plant k does not violate the capacity of
plant k. Balance constraint (3) ensures that the amount of products that arrive
to a distribution center j is the same as the products sent from the plant k. The
demand of each distribution center j will be satisfied by a single cross-docking
warehouse i, this is achieved by constraint (4). Constraint (5) bounds the amount
of products that can be sent to a distribution center j from an opened cross-
docking warehouse i. Constraint (6) guarantees that any opened cross-docking
warehouse i receives at least the minimum amount of demand requested by a
given distribution center j. Constraint (7) ensures that the minimum demand
of each distribution center j is considered. Finally, constraints (8), (9) and (10)
are the non-negative and integrality conditions.

3 Case Study

In this section, we describe the case study. In particular, we consider the phar-
maceutical supply chain in Mexico. The supply chain is made up of four echelons:
two factories, one central-distribution center, three regional-distribution centers
and thirty-two wholesale drug distributors. These facilities and clients are scat-
tered throughout the country. Figs. 1 and 2 represent the current structure of
the supply chain.

The case study consists of finding a resilient solution that allows the supply
chain to react efficiently to a disruption. The distribution centers will be the
facilities subjected to hypothetical scenarios of disruption.

Table 2 shows the disruption scenarios considered.
All network diagrams were implemented in cytoscape software, see [11].

Fig. 1. CDC-Factory links.
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Fig. 2. CDC-RDC-CUSTOMER.

Table 2. Scenarios addressed in the case study

Scenario Disruption Breakdown time

I One factory is closed due to health contingency 45 days

II One DC is closed 30 days

III All facilities are closed 15 days

3.1 Solution Methodology

The solution methodology used in this research is based on simulation-
optimization. The anylogistix software was used to develop the “what if”
methodology. This software uses CPLEX as an optimization engine to find the
best solutions within a set of possible solutions. First, the current situation of the
pharmaceutical company’s supply chain is modeled. Subsequently, the elements
or facilities that make up the supply network are optimized. Several operating
policies of the chosen supply network are simulated. Finally, disruptive events
are generated to test the resilience of the proposals to the previously defined
disruption scenarios, see Fig. 3.

Fig. 3. Inventory policies and demand

3.2 Computational Results

Considering the three different scenarios, it was found that scenarios I and II
are those that cause the greatest negative impact on the operation of the supply
chain. For this, and for reasons of extension of the document, analysis of results
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shows the performance indicators for scenario I and scenario II. After running
the optimization and simulation routines, the results obtained are as follows.

In the first instance, performance indicators for the current structure of the
company were analyzed without disruption. Afterwards, the various scenarios
were simulated. The variation experiment function, incorporated in ALX, was
used to compare various key performance indicators. Figure 5 shows the current
supply chain network structure.

For scenario I, the service level by product, the available inventory of all the
facilities and the average delivery time are shown in Figs. 7, 8 and 9, respectively.

Scenario II, see Fig. 2, as mentioned above, was the one with the great-
est disruptive effects and it is the scenario that generates less profits. As seen
in Fig. 10, the level of service deteriorated to levels of 60% and 40% for each
product. Figures 11 and 12, shows the available inventory and lead-time.

Once scenario II has been optimized, see Fig. 4, the results of the key perfor-
mance indicators are reflected in Table 3. In this scenario, the highest profits are
generated with a service level above 95%, see Fig. 13. The available inventory
and lead time are shown in Figs. 14 and 15. Finally, the proposal to optimize
scenario II is shown in Fig. 6.

Table 3. Key performance indicators of proposal solution

Available inventory 682342.6764 pcs

Demand (Products backlog) 0 pcs

Demand placed (Products) by customer 1061896.722 pcs

Demand received (Products) 2483056.467 pcs

Fulfillment received (Products On-time) 1050395.745 pcs

Fulfillment received (Products) 1421159.745 pcs

Fulfillment shipped (Orders) 393 Order

Peak capacity 989528 pcs

Products produced 1545502.421 pcs

Profit 3.52E+08 USD

Service level by products 0.989169401 Ratio

Total cost 3715253.767 USD

Transportation cost 3715253.767 USD

Traveled distance 41252.88728 km
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Fig. 4. Several CDCs.

Fig. 5. Current supply chain network.

Fig. 6. Supply chain network proposal.

Fig. 7. Service level of Scenario I.
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Fig. 8. Available inventory of Scenario I.

Fig. 9. Lead-time of Scenario I.

Fig. 10. Service level of Scenario II.

Fig. 11. Available inventory of Scenario II.

Fig. 12. Lead-time of Scenario II.
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Fig. 13. Service level of Scenario II optimized.

Fig. 14. Available inventory of Scenario II optimized.

Fig. 15. Lead-time of Scenario II optimized.

4 Conclusions

According to the scenarios outlined for the company, the epidemic outbreak of
COVID-19 in Mexico caused several disruptions in the supply chain of medicines.

The solution methodology based on a simulation-optimization approach,
allows analyzing the impacts of the different recovery strategies for a subsequent
epidemiological outbreak. Additionally, the proposed approach allows enable a
comprehensive view of the supply network, as well as fast and efficient responses
to risky situations and changing.

Mexico has great health challenges, it is going through a demographic and
epidemiological transition where chronic degenerative diseases predominate. The
public sector medicine supply chain in Mexico has several structural problems
related to the characteristics of the Health System. In 2018, the percentage of a
full supply of medications represented 70%, historically maintaining a percentage
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of prescriptions not filled, which implies that the patient must expend out-of-
pocket expenses to acquire their medications or not take treatment.

Starting from this deficient structure of the medicine supply chain in the
public sector, facing an epidemic such as the case of COVID-19 represents a
very important challenge for the Mexican health system. The present pandemic
has represented a significant increase in the demand for public health services.
As of April 28, 2020, a total of 77 thousand probable cases were registered
in the epidemiological surveillance system, of which 16,752 cases were positive
with COVID-19. The crude mortality rate represented 93.3 deaths per 1000
inhabitants, and adults and older adults with some chronic disease are mainly
affected.

In this context, the need for a supply chain for medicines and supplies that
allows dealing with external events such as a pandemic is evident. For this, it
is necessary to take into account innovative concepts of supply chain manage-
ment, simulation, risk analysis, and optimization. Being able to have robust and
efficient designs will allow us to react quickly to a contingency.
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Abstract. The recent COVID-19 pandemic has represented a great challenge for
health systems around the world. That is why it is necessary to propose strategies
for prioritizing care and containing the pandemic. This work proposes the use
of spectral clustering to characterize high-priority areas of care based on key
information on the performance of the pandemic aswell as health systemvariables.
The result shows the generation of high priority areas not only due to the deaths
observed but also due to the clinical, demographic and health system variables.

Keywords: Unsupervised models · Spectral cluster · COVID-19 · Priorization ·
Mexico

1 Introduction

The COVID-19 pandemic that we are currently experiencing has generated multiple
effects at the health and economic level. In most countries, contingency plans were
developed in the health systems to meet the growing demand for health services for
pandemic care. The need for more resources in the health sector is evident and therefore
also requires strategic planning of the allocation of these resources. The challenges have
arisen in various dimensions, from being able to guarantee access to inputs and human
resources to defining strategies to contain the wave of infections. At a technical level in
various countries, various studies have emerged that allow evaluating both the impact
and possible strategies for solving the contingencies observed in health systems. An
essential point in these studies is the prioritization of the susceptible population and
the infected population at the regional level in the countries. It is important to focus
resources on those priority areas that make it possible to avoid an increase in infections
as well as guarantee access to medical care for patients who require second and third
level care.

The research carried out during the pandemic are grouped into strategies for the
containment of the pandemic. The World Health Organization issued in June 2020
the document entitled “Maintaining essential health services: operational guidance for
the COVID-19 context”, where it addresses strategic aspects and recommendations for
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nations to overcome the current health crisis, among the main aspects The maintenance
of the essential operations of the health services is highlighted, through the coordina-
tion of the different actors, as well as the prioritization of essential services that allow
adaptation to each context and needs. Guaranteeing essential drugs, equipment and sup-
plies is a fundamental element, as well as establishing emerging financing mechanisms
that guarantee the availability of resources. Strengthen monitoring, communication as
well as the use of digital platforms to support essential health service delivery [1]. [2]
proposes a strategy for the containment of the pandemic based on four main axes, stop-
ping the international and national flow of passengers, creating administrative zones
per million people, stopping unnecessary flow between non-emergency zones except
for the transport of goods, as well as establishing an information-driven value chain of
services to control the spread of the pandemic within an area. [3] analyze demand sce-
narios for hospital beds, as well as assisted ventilation equipment, according to different
scenarios for the Brazilian health system. The results show a saturation of the Brazilian
health system, due to the fact that various health microregions and macro regions would
operate beyond their capacity. The construction of field hospitals is important, both in
places where there are historically healthcare gaps, as well as in those where there is
already pressure from demand. The third message refers to the regional organization of
health services that, despite being adequate in situations of habitual demand, in times of
pandemic, this design implies additional challenges, especially if the distance that the
patient had to travel was very far. To inform Canada’s response to COVID-19, a rapid-
cycle priority identification process was conducted. Seven COVID-19 priorities were
identified for health services and policy research: adaptation of the system and organi-
zation of care; decision making and ethics on resource allocation; rapid synthesis and
comparative policy analysis of COVID-19 response and outcomes; sanitary workforce;
virtual care; long-term consequences of the pandemic; and public and patient partic-
ipation. Three additional cross-cutting themes were identified: supporting the health
of indigenous peoples and vulnerable populations, digital and data infrastructure, and
learning from health systems and knowledge platforms [4].

Clinical studies focused on the analysis of the pandemic aswell as possible treatments
and the subsequent development of a vaccine. [5] analyze the main clinical treatments
used so far to treat the disease through a systematic literature review. [6] raises the need to
establish a set of public health interventions tomitigate the spread of the epidemic, taking
the Italian case as a reference, establishingpossible scenarios of the pandemic forCanada.
On the other hand, issues related to the economic and social impacts due to the pandemic
are addressed, a part of these studies focus on the analysis of supply chains for supplies
and medicines, as well as different sectors economically affected by the pandemic. [7]
Analyze at drug supply networks facing shortage challenges in many situations, such
as current outbreaks like COVID-19. Drug shortages can occur due to manufacturing
problems, lack of infrastructure, and immediate reaction mechanisms. A hypothetical
case study is presented using optimization and simulation algorithms to observe the
impact of COVID-19 on a regional supply network. [8] evaluates the main implications
of COVID-19 on drug shortages, emphasizing the need for international and regional
collaboration, as well as communication and flexibility within health systems. The risks
that the current pandemic represents for timely access to medicines not only related to
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the pandemic are of great relevance for the correct management of the pandemic as well
as for the correct management of future health crises. [9] addresses the potential benefits
of using artificial intelligence and internet of things methods to prevent the spread of
COVID-19 through a systematic review of the main applications and scope that artificial
intelligence could have in the prevention and control of the pandemic. [10] propose the
planning and operation of alternative care centers in disaster response situations should
include the participation of pharmacists in key decision-making processes in the early
planning stages. [11] show the potential application of simulation models to reduce the
impact of COVID-19, highlighting the management of resources within specific regions,
considering in an integral way the clinical care process as well as the timely access to
the necessary resources to face the pandemic.

In the case of Mexico, there is a fragmented health system, linked to the patient’s
employment situation. There are three major public health systems: the IMSS (Mexican
Institute of Social Security) linked to the population that works in the private sector, the
ISSSTE (Institute of Social Security and Services of State Workers, for its acronym in
Spanish) and INSABI (Institute of Health forWellbeing, for its acronym in Spanish) that
serves the rest of the open population and that replaced the Seguro Popular. In addition
to having a fragmented health system, Mexico has an extensive and dispersed territory,
which complicates logistics operations to guarantee timely access to medicines and
supplies in a health context like the current one. The Mexican territory is characterized
by its diversity and population dispersion, there are remote communities in themountains
of difficult access. Historically, health strategies have been defined to be able to access
these remote communities, but in the framework of the COVID-19 pandemic, these
operations are seen as an important challenge for the Mexican health system, which is
why a prioritization mechanism is proposed region of high priority areas for pandemic
care.

The health ministry has defined health jurisdictions that allow it to plan resources
as well as access to health services. The Sanitary Jurisdiction is a regional administra-
tive unit constituted based on demographic, epidemiological, geographical, political and
social criteria. It brings together rural and urban municipalities and has health centers,
specialized medical units, hospitals and other organizations to develop prevention and
health protection programs and services. In the context of the current pandemic, it is
necessary to structure the organization and allocation of resources based on the charac-
teristics of each region affected by the pandemic, which requires the use of care areas
that may not be organized within the framework of a jurisdiction sanitary. However, it is
necessary to define these priority areas, albeit temporarily, in order to focus efforts and
resources to contain the pandemic and guarantee access to medical care in a timely man-
ner for the affected population, as well as establish strategies to contain the pandemic.
The objective of this research is to propose the use of an unsupervised machine learning
model for the prioritization of areas of attention for COVID-19, considering fundamen-
tal elements such as the availability of human resources and infrastructure, as well as
the behavior of the pandemic throughout the Mexican territory. The work is structured
as follows, in the first section the status of the pandemic in Mexico is addressed using
statistics issued by the Ministry of Health, about tests carried out, number of infections
and deaths, as well as mortality rates by groups old. The next section addresses the
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methodology to be used and the main sources of information. Finally, the results are
presented as well as the main conclusions and recommendations of the study.

2 COVID-19 Pandemic in Mexico

The impact of the pandemic in Mexico has been differentiated according to the health
conditions of the patients as well as regional aspects. The information available as of
October 2020 published by the Ministry of Health shows a total of one million possible
cases, of which 52% were confirmed as positive. The proportion of men with respect to
women has a higher incidence, in the same way two categories are integrated in addition
to positive and non-positive cases, which are inappropriate results (referring to problems
with the tests) as well as cases outside the sample (Fig. 1). The increase in the number
of cases and deaths has been consistent since the beginning of the pandemic, in recent
months no evidence has been identified that indicates that the pandemic has happened
in Mexico.

2,60,240

1,85,367

17,593

55,493

2,86,723

1,66,262

19,209

57,688

Posi ve  SARS-COV-2 No Posi ve SARS-COV-2 Not adequate result Not applicable (case
without sample)

Women Men

Fig. 1. Total cases registered as of October 2020. Source: Ministry of Health of Mexico.

When analyzing the distribution by federal entity, a higher incidence of confirmed
cases is observed in Mexico City, the State of Mexico, Guanajuato, Nuevo León and
Veracruz as the states with the highest number of confirmed cases. These five states
account for 44% of the total confirmed cases throughout the country. For their part, the
states with the lowest number of cases are Colima, Nayarit, Morelos, Zacatecas and
Campeche with only 4% of the total confirmed cases (Fig. 2).
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Fig. 2. Total cases registered as of October 2020 by state. Source: Ministry of Health of Mexico.

The distribution of cases by age group shows a concentration of a greater number of
cases in people between 25 and 54 years of age, concentrating 63% of the total confirmed
cases. The lowest incidence of cases is observed in ages 0 to 19 years with less with a
participation of 4% of all confirmed cases (Fig. 3).
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Fig. 3. Total confirmed as of October 2020, cases per five-year age. Source: Ministry of Health
of Mexico.

Mortality by age groups is more vulnerable to age groups over 60 years of age, with
an average rate of 407 deaths per thousand inhabitants. The lowest mortality rates are
found in young population groups aged 0 to 34 years with an average of 14 deaths per
thousand inhabitants (Fig. 4). It is important to identify the populations at risk by age
and based on this information to be able to focus efforts by the health system.

It is clear that the pandemic in Mexico has not reached its peak and is far from
having been overcome. For this reason, it is important to analyze possible scenarios and
action strategies using technically robust tools to be able to solve in the best possible
way this great challenge for the Mexican health system. It is important to emphasize that
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Fig. 4. Mortality rate per thousand inhabitants per five-year age. Source: Ministry of Health of
Mexico.

the information used is the available information published by the Ministry of Health,
which could be modified due to the constant registration and validation activities. In
addition to the incidence of cases, it is important to take into account the severity of
these and their demand for specialized health services, according to the information
from the Ministry of Health of the total of confirmed patients as of October 2020, 74%
correspond to outpatient cases and 26% to cases that required hospitalization. Of the
total number of hospitalized patients, 9% required the use of intensive care units and
19% required to be intubated.

3 Materials and Methods

The objective of the work is to identify high priority areas of attention for the COVID-19
pandemic throughout the Mexican territory, it seeks to integrate information regarding
the evolution of the pandemic as well as variables related to the state of the health system
of each federative entity, taking into account the availability of infrastructure, human
and financial resources, as well as epidemiological aspects of the populations served.

3.1 Description of the Data

The information used corresponds to the last available cut-off regarding resources and
infrastructure, there is a lag in the availability of information on the health sector, so the
latest information available on these items corresponds to the year 2019. Additionally,
corresponding variables were integrated to the evolution of the pandemic, for which
there are records from January to October 2020. Table 1 shows the variables consid-
ered according to each item of analysis, four essential items are considered: 1) health
resources, 2) services provided, 3) health spending and 4) evolution of the pandemic.
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Table 1. Variables considered in five dimensions of analysis.

Variable Description

TPS Total public spending on health

DN Doctors and nurses in contact with the patient

MU Medical units

BDS Beds in the hospitalization area

ICU Intensive care units

HD Hospital discharges

NDD Noncommunicable disease discharges

CPC COVID-19 positive cases

CDTH COVID-19 deaths

The information considered is key for estimating the groups to be served with higher
priority according to their structural characteristics, in addition to the incidence and
deaths of patients from COVID-19. The disaggregation of information is only available
at the state level for all variables, itwould be ideal to havemore disaggregated information
at the municipality level, but this proposal can be a reference for future studies that allow
a higher level of disaggregation.

3.2 Spectral Cluster Analysis

The use of an unsupervised machine learning model is proposed, because there is no
previous antecedent of a classification of this nature. The objective is to identify specific
patterns according to the profiles of the states in relation to the severity of the pandemic
in those states. Within the available cluster analysis methodologies, the spectral cluster
was considered as a classification method given its methodological characteristics that
allow the identification of a data structure that does not necessarily present groupings
with no conventional boundaries. One of the advantages of the spectral cluster is that it
uses a similarity measure which is less restrictive than a distance measure, this allows
generating more flexible clusters.

The spectral grouping method uses the information from the data similarity matrix
to perform the dimensionality reduction. Using the similarity matrix as input, each pair
of points in the data set is evaluated. This methodology considers that the points to be
grouped are not part of a space vector. The variables to consider or the attributes are
incorporated in a single dimension, the similarity, which takes a numerical value for
each pair of points (i, j). Given a set of data, the similarity matrix can be defined as a
symmetricmatrixA,whereAij ≥ 0 represents ameasure of similarity betweendata points
(i, j). The general approach for spectral clustering is to use a standard clustering method
(usually K-means or K-medoids) on relevant eigenvectors of a Laplacian matrix of A.
There are several ways to define a Laplacian with different mathematical interpretations,
so spectral groupings will also have different interpretations. Relevant eigenvectors are
those that correspond to several smaller Laplacian eigenvalues. Themain goal of spectral
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clustering is to find the global clustering of the data set that emerges from the pairwise
interactions of its points. Namely, we want to put points that are similar to each other in
the same cluster, dissimilar points in different clusters [12].

The concepts based on graph theory is generally used for the spectral cluster. Let
the points to be grouped be V = (1, . . . , n) nodes of a graph G, and the graph edges be
represented by the pairs (i, j) with Aij ≥ 0. Similarity is the weight of edge ij.

G = (V ,E),E = {
(i, j),Aij > 0

} ⊆ V x V (1)

G is an undirected and weighted graph. A partition of nodes of the graph in K
participles or clusters was known as (K-way) graph cut. Therefore, the spectral clustering
can be seen as the search for slices in the graph G. In addition to the similarity matrix,
there is a set of derived matrices that are a fundamental part of the spectrum cluster
methodology. One of the main matrices used is the Normalized Laplacian matrix, which
is defined as follows.

L(n×n) = I − D−1/2AD−1/2 (2)

Where, A is a similarity matrix, D = diag(d1, . . . , dn) is a diagonal matrix for the
node degrees and I is the unit matrix and P = D−1A is a random walk matrix. Based on
the information captured by the similarity matrix and the Laplacian matrix, the objective
of the spectral cluster is to project the information in a space of less dimension where the
segmentation of the groups is natural and allows groups to be adjusted to unconventional
forms.Ageneralized version of the spectral clustering algorithm is shownbelow [13, 14].

Algorithm Spectral Clustering
Input Similarity matrix A, number of clusters K

1. Transform A
Calculate

From the transition matrix with

2. Eigen-decomposition
Compute the largest K eigenvalues and ei-
genvectors

3. Embed the data in principal subspace
Let

4. Run the K-means algorithm of the data 
Output the clustering obtained in step 4. 

Among the main applications of the spectral cluster methodology are image recog-
nition [15], image segmentation [16], urban land use [17], network community detection
[18], speech separation [19], and demand response applications [20].
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4 Results

4.1 Priorization of States for COVID-19 Attention

When estimating the similarity matrix and the Laplacian matrix of these, it is possible
to extract the eigenvectors that represent the projection of the data in a smaller dimen-
sion, in this case it is observed that with the first two eigenvectors the greater amount of
information of the dimension is represented original, it is decided to keep the first two
dimensions of the spectral decomposition. Figure 5 shows the eigenvalues of each eigen-
vector of the Laplacian graph. In this case, the largest gap is between the eigenvectors 2
and 3, so a K = 4 would correspond. But nevertheless, in this case, three partitions were
selected to be able to consider a pandemic monitoring semaphore in terms of select-
ing those states that represent the highest priority, entities on alert and entities without
significant risks.

The first three dimensional eigenvectors of the spectral decomposition will be used
to run the K-means algorithmwith three partitions. With the information generated from
the spectral cluster, three partitions were generated using a K-means algorithm, and
the t-SNE 3D algorithm (t-Distributed Stochastic Neighbor Embedding) was applied to
observe the separation in the projected space through spectral decomposition, we can
observe that the three groups sought are clearly segmented in a three-dimensional space
(Fig. 6).

Fig. 5. Eigenvalues of each eigenvector of the Laplacian graph.

Fig. 6. t-SNE 3D graph for the three partitions.
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Table 2. Profile of the clusters generated (average values for each variable)

Cluster States TPS* DN MU BDS ICU HD NDD CPC CDTH

I AS,
BS,
CC,
CM,
DG,
MS,
NT,
QT,
QR,
TL, ZS

7,117,448 6,466 298 912 5 69,879 27,985 5,336 5,356

II BC,
CS,
CH,
DF,
GT,
JC,
MC,
MN,
NL,
PL,
SR,
TS, VZ

34,386,594 28,307 981 4,849 23 288,100 134,068 28,428 28,744

III CL,
GR,
HG,
OC,
SP, SL,
TC,
YN

14,060,391 13,413 810 2,062 11 143,021 57,138 14,838 14,869

* Thousands of pesos.

According to the three groups generated, it can be seen that they meet the objective,
states with the highest incidence and mortality in COVID-19 are grouped, which present
problems of resource availability as well as high values in associated diseases as a risk
factor. Table 2 shows the profiles identified for each generated group, group I contains
11 states, group I is made up of 13 states, and group III contains 8 states. Group I
corresponds to the states with lower risk, these are states with low health resources
but also with low incidence and deaths from COVID-19, an interesting aspect of this
group is the low incidence in discharges related to chronic diseases non-transmissible, in
addition to being relatively small states in size and population, so the risk of contagion
due to high population density is lower. Group II corresponds to the largest entities that
in turn concentrate greater resources in health and greater risks related to chronic non-
communicable diseases, in addition to presenting the highest incidence and deaths from
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COVID-19, in this case a particular characteristic in Mexico is since the flow of patients
is generally concentrated in the largest cities, the data corresponding to confirmed cases
and deaths from COVID-19 correspond to the entity where the medical unit where the
patient was treated is located and not to their state of origin. Group III corresponds to
entities with lower risk with moderate health resources as well as confirmed patients and
deaths from COVID-19.

It is important to note that the results generated are based on the information available
on the pandemic so far, so they are subject to the quality of the information available.
However, themethodological structure is applicable for detailed and reliable information
that may not be public at the moment.

5 Conclusions

The pandemic that we are currently experiencing has generated the need to propose and
implement innovative ideas for its management and attention to the problems related
to the attention of COVID-19. Mexico is no exception since the rate of infections and
deaths has been increasing since the first months. A fundamental element for the correct
management and overcoming of this crisis is the efficient and timely allocation of health
resources that allow to face this crisis.

Various studies have been developed worldwide in relation to the care of the health
crisis, from different perspectives, most of them focused on the clinical care of the
pandemic, but a significant proportion seeks to solve the problems directly and indirectly
linked to the health crisis, such as streamlining logistics processes to ensure timely access
to health resources, the development of simulation models and artificial intelligence that
allow defining the most efficient and effective strategies to contain contagions as well as
to avoid saturation of health services. It is precisely in this sense that the present work
seeks to provide technical evidence for decision-making, integrating an unsupervised
support model based on spectral clustering.

The application of a spectral clusteringmodel makes it possible to address the group-
ing of states in the Mexican republic, allowing the integration of structures with uncon-
ventional borders, by projecting an n-dimensional space in a low-dimensional space
through the use of the similarity matrix and the Laplace matrix. The results generated
show congruence, three groups are identified based on the availability of health resources
as well as the risk due to the growing demand for medical care and deaths from COVID-
19, identifying the priority states will allow a more efficient and targeted allocation of
resources to be able to act strategically in the face of the current contingency. In the
same way, the results generated can serve as antecedent for a much more disaggregated
grouping and with a greater number of variables that allow the allocation of resources to
be focused even more. However, it is necessary to have detailed information in a timely
manner to achieve this goal.
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Annex

See Table 3.

Table 3. Catalog of federative entities of the Mexican Republic.

State Abbreviation

AGUASCALIENTES AS

BAJA CALIFORNIA BC

BAJA CALIFORNIA SUR BS

CAMPECHE CC

COAHUILA DE ZARAGOZA CL

COLIMA CM

CHIAPAS CS

CHIHUAHUA CH

CIUDAD DE MÉXICO DF

DURANGO DG

GUANAJUATO GT

GUERRERO GR

HIDALGO HG

JALISCO JC

MÉXICO MC

MICHOACÁN DE OCAMPO MN

MORELOS MS

NAYARIT NT

NUEVO LEÓN NL

OAXACA OC

PUEBLA PL

QUERÉTARO QT

QUINTANA ROO QR

SAN LUIS POTOSÍ SP

SINALOA SL

SONORA SR

TABASCO TC

TAMAULIPAS TS

TLAXCALA TL

VERACRUZ VZ

YUCATÁN YN

ZACATECAS ZS
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Abstract. This project leads through the implementation of Lean Six Sigma
(LSS) at two Surgical Units (SU) of the National Rehabilitation Institute (INR),
a public high specialty Mexican hospital, to analyze and identify the main causes
that produce failures in Medical Devices (MDs) during surgery. We applied the
first three stages DMAIC methodology and LSS tools to achieve it. In the Define
stage, the problematic was described. In the following stage, Measure, waste was
identified on the work routine of the Biomedical Engineer (BE), who is part of the
Biomedical Engineering Department (BED), with a Value StreamMap (VSM). In
the final stage, Analyze, the causes of the principal ideas provided in the previous
steps were determined.We identified the strongest factors that affect the processes
involved in the elimination of mistakes or failures with MDs and waste. We stud-
ied these factors to understand their principal causes, to analyze them. Finally, we
identified the main causes that produce MD failures during routine surgeries in
the two SUs.

Keywords: Lean Six Sigma · Healthcare system · Quality improvement ·
Surgical unit · Biomedical engineering ·Medical devices

1 Introduction

Mexican healthcare system is established by two sectors: public and private. The private
sector provides services to the population with the ability to pay. The public sector
includes social security institutions that provide services to workers, and institutions
that protect or provide services to the population without social security [1]. The public
sector has three levels of hospitals in health services.

The first level carries out actions to promote and protect the health, disease pre-
vention, early diagnosis of damage, and outpatient care for the most frequent morbidity
provided by general practitioners and nursing personnel. The second level provides basic
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specialties in general or specialty hospitals and has diagnostic imaging and laboratory
support services. The third level provides specialized attention to greater complexity and
combined with clinical and basic research activities. Teaching and research studies are
also carried out here [2].

National Rehabilitation Institute Luis Guillermo Ibarra Ibarra (INR) is a third public
hospital,whose scopeof action includes the entire national territory and itsmainobjective
is scientific research in the field of health, the education and training of qualified human
resources, and the provision of medical care services for a high specialty. The INR has
three Surgical Unit (SU): Human Communication: Ophthalmology with three Operating
Room (OR), Otolaryngology with three OR, Orthopedics with ten OR and CENIAQ
(Center for National Specialization and Intervention for Attention to Burns) with two
OR.

1.1 Literature Review

Quality in healthcare is a direct correlation between the level of improved health services
and the desired health outcomes of individuals and populations. Quality improvement
(QI) consists of systematic and continuous actions that lead to measurable improvement
in health care services and the health status of targeted patient groups [3]. TolgaTaner and
others have mentioned the criticism to a healthcare organization of patient satisfaction
in long-term, to improve it, healthcare providers must focus on six attributes for a QI:
security, efficiency, efficacy, focus on the person, equity and accessibility, opportunity,
and affordability [4]. Professionals who work in healthcare must demonstrate these
attributes with organizational culture and monitor these attributes as a crucial element
of organization philosophy.

Lean. Looks for a way to improve and optimize the production system, trying to
eliminate or reduce all activities that do not add value to the production process (waste
or Muda). The waste is everything that consumes resources but does not create value
[5]. Categories of waste include: Transportation, Inventory, Motion, Underrated skills,
Waiting, Overproduction, Over-processing, and Defects. Lean framework means: Use
the necessary resources and the minimum time to do just what needs to be done and
when it needs to be done [5].

Six Sigma. Aims to improve by finding and eliminating the causes of mistakes and
defects in business processes [6]. “Six Sigma quality” is a term generally used to indicate
that a process iswell controlled [7].Afive-step define-measure- analyze-improve-control
(DMAIC) methodology is used where each step outlines distinct and key activities.

Lean Six Sigma. The basic strategy of Lean Six Sigma (LSS) is to use the Lean
strategy first to eliminate waste and make processes profitable. The DMAIC strategy
is used to reduce errors/defects in Lean optimized processes, either by improving or
replacing them [8]. LSS is a fact-based improvement philosophy that values defect/error
prevention over defect/error detection [7]. The integration of the LSS as a methodology
of improving the process performance provides several benefits to the organizations [9].
Six Sigma has the power to save millions of dollars in healthcare by combining its key
components with themajor principles of Lean [8]. Programs like LSS provide healthcare
organizations with a viable approach to not only reduce costs but also improve quality
[10].
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Barberato Henrique and Godinho Filho, analyzed three databases where they filtered
search criteria related to the terms: Lean, Six Sigma, LSS and medical care, hospital,
research. The researchers eliminated redundancies keeping 118 and obtaining important
conclusions: LSS represents the 22.0% of the studies analyzed; The most widely area
explored in healthcare is Emergency Department with 13.6%, Operating Theatre have
just a 6.8%; Only 21 countries published 100% of the researchers analyzed in this paper
[11], where Mexico was not found.

Healthcare system is not modeled as an industry system that analyzes and studies
the processes for the creation of a product, it does not plan the inventories of parts
in a factory, it does not create transportation networks for pieces supply. Health care
service is a human task where a client/patient flows by a process where quality service
is provided and is expected to be the best possible quality, and if it’s possible, upgrade
to a quality improvement above time. For this reason, it must be modeled in a systemic
and detailed way, analyzing, and studying every detail. There are many studies about
LSS in healthcare systems in different departments for QI but Black explored LSS and
showed that these studies do not fully consider the complex social interactions that make
processes to form in organizations like hospitals [12].

Medical Devices (MD) are used in the daily work of physicians, they use these tech-
nologies to generate a better diagnosis, give the greatest treatment, help successfully
with patient’s recovery, etc. Shah and Robinson mentioned that medical device tech-
nology has become a touchstone of enlightened practice [13], and the World Health
Organization explained that is an important issue because users are the ultimate benefi-
ciaries of developments [14]. A Biomedical Engineering team in a hospital oversees the
safety and maintenance of MD in all its areas. But what happens if the MD fails? In the
industry, when a machine does not work in the right way in a process where a product
flow to a client, we have consequences as loss of client satisfaction, defects, delay time,
waiting time, money loss, etc. Any failure could be solved and avoiding this represents
a good point to inquire. But we must remember that healthcare systems are complex,
that means we are taking care of people, so we work with the flow of a patient, a human
living being, through his recovery or health keeping process. So, let us reflect which is
one of the areas where would be more important or of extreme emergency to prevent
failures in MD? In surgical Units, at OR physicians do procedures of extreme care and
eliminate MD failures would be a great opportunity to help the satisfactory result of
surgical procedures. So, we decided to look for the causes that produce MD failures
at the different OR while surgery implementing LSS tools and methodologies looking
forward to quality improvement.

Research done in developing countries is significantly small and the lack of evidence
about LSS initiatives in Latin American countries is two important points exposed by
Henrique and Filho. A group ofMexican researchers looked for the state of LSS practices
and their implementation at Mexican hospitals even if they are not published in the
literature. They applied a survey to 30 Mexican hospitals across six states, using 258
participants, from top managers down to front-line staff, selected by a random process.
They found the penetration of LSS in the Mexican health system is represented by 16%
of respondent’s participation, being equally used in public versus private hospitals [15].
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With the above, we are allowed to highlight the importance of research and devel-
opment of research the implementation of LSS in quality improvement in healthcare
systems and I quote Barberato Henrique and Godinho Filho: “There is an immediate
need for research in this field that not only describes what tools were applied and what
were the results obtained … there are still some dark and unexplored issues” [11].

The implementation of LSS in SU in Mexico is an area of study opportunity that
will generate an important contribution to quality research in the complex Mexican
healthcare system, leading us to innovative and improved studies and this research field
in our country. Additionally, the academic impact of these investigation projects, in a
countrywhere is not developed yet and there is practically no existence of literature, is the
fact that it is being developed and at the time it is published. Start to create Mexican LSS
implementation bibliography, where the actual state is shown, barriers are explained,
methodologies are exposed and conclusions are shared, we begin to open a way to grow
not just in the number of articles, also in the quality improvement in our country. So, this
type of researchwill start to be considered inMexico, and all of LatinAmerica, leading to
new findings, and concrete conclusions, that would help us improving and encouraging
these investigations. The objective of this research project is to implement LSS to identify
and analyze the causes which produce failures in MD while surgery procedure in OR
using the optimum tools, looking for quality improvement and applying three quality
approaches: efficiency, efficacy, and security; and generate concrete conclusions about
the analyzed and observed while the investigation project.

2 Methodology

QI process in the health field involves very important aspects: consider the healthcare
organization as a system within a system of processes related to the guarantee of the
quality of healthcare, understand and respect the expectations andquality requirements of
the clinical efficacy of the patient/client, ensure that all staff in the healthcare organization
work as a team to QI and collection and analysis of qualitative and quantitative data to
monitor the quality of clinical effectiveness throughout the healthcare organization.

The regulatory framework of the NRI dictates that when an MD requires a service
must be channeled throughBiomedical EngineeringDepartment (BED) and every action
carried out on a medical device is recorded in a Biomedical Equipment Service Order
(BESO), signed by the Department and the user area. The BESO must be registered
in the SIAEM (Medical Equipment Administration Computer System). The BED has
a calendar for preventive maintenance which is renovated every year. The activities
of the Biomedical Engineer (BE) refer to any of the following activities, depending
on the schedules or needs presented: Corrective maintenance, preventive maintenance,
electrical safety tests, carry out service orders, training, andworkwith External Providers
(EP).

We implemented the first three steps of the LSS using different tools to reach the
eliminationofwaste andmistakes in theprocesses of preparationofMDin theOrthopedic
and Human Communication SU. The tools used through the project development are
shown in Table 1.



Identifying the Main Causes of Medical Devices Failures 147

Table 1. LSS tools used in the project.

Step Tool Purpose

Define 5 s diagnosis Measure quality performance and control with 5 s:
Sort, Set in order, Shine, Standardize, Sustain

Thread diagram Identify waste in the engineer’s work routine

Interviews Obtain information to generate a brainstorm. (surgeons,
nursery team, BED team, and EP)

Brainstorm Identify the most commons problems with the MD

Problem selection Group the ideas of the brainstorm in the main ideas and
obtained their frequency

Pareto Chart I: Brainstorm Calculate the cumulative frequency to build a Pareto
Chart, identify the 20% vitals, and 80% trivial

Pareto Chart II: SIAEM Collect data from 2018 to March 2020 services done to
the MD to build a Pareto Chart and identify the 20%
vitals and 80% trivial

Measure Value Stream Map (VSM) Identify the flow of the patient through the process and
to determine the Kaizen Outburst (KO), which shows
waste

Analyze Why? – Why? Determine the causes of a problem, at each level of the
diagram, the question why? is answered, until we reach
the root of the problem

3 Analysis Proposal

3.1 Orthopedic Surgical Unit

Define
With all the tools before mentioned implemented, we selected the most significant data
due to get closer to a real diagnosis, these ideas are exposed as follows.

5 s Diagnosis. The SU obtained “Formal Achievement” with a score of 63/120 which
means 76%, like the point are not close to 90, the SU has not implemented yet the first
4 s.

Pareto Chart I: Brainstorm. In the Fig. 1 we can see that in the vital 20 are “Mistakes
using MD” and with the same percentage “Damages to the MDwhile using it”. The first
one refers to the failures due to not knowing how does the MD works, therefore, not
knowing how to use it properly, and the second refers to the existing carelessness when
using it such as: dragging, hitting, throw cables, or parts, mistreating.

Pareto Chart II: SIAEM. The vital few reside in the “Steam Sterilizers”, these are shel-
tered in the Sterilization Center and this does not affect directly while surgery, so we
move on to the following percentage “Vital Sign Monitor”, which has been replaced by
new ones. So, the 20% range is discarded to decrease bias. Let’s remember, the best tool
is which provides us with the required information.
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Fig. 1. The percentages obtained in the Pareto Chart I are: Mistakes using MD (28%), Damage
using MD (28%), Damages nor Reported (22%), Deficient Collaboration between departments
(9%), EP Absence (6%) and MD is old (6%).

Measure
From the last mains ideas, we connected them with the KO to realize a better
interpretation of the problematic.

VSM. Considering the purpose of the project (identify the failures of MD in SU) we
analyzed the processes carried out by the BE. There are 3 KO shown in Fig. 2: MD
damages not reported to the BED, BE realizes this, it produces a delay in the preparation
of the MD the next surgery, and sometimes these damages are not visible, consequently,
the magnitude of the damage increases too; Frequent absence of the EP, MD is under a
contract, which stipulates that an engineer from the supplier company will prepare this
equipment before surgery. If EP is absent, the BE will have extra workload; Corrective
Maintenance, If MD failure while surgery, Pareto Chart I show the causes of it.

Fig. 2. At the beginning of the VSM, we can see the patient flow through the healthcare process.
It is focused on the surgery process; it shows the flow of the BE through this process and the
relation between the BE and MD.
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Analyze
To finally define the problem and get to the exactly main causes of it, we dig into the
resolutions given by the previous steps.

Why? -Why? The main cause provided by this technique is the non-attendance by the
user to training and its consequences: from quality decrease to an economic point of
view: expenditure in repairs. We analyzed a step behind, Lack of training, digging in
this because it is important to explain the INR regulatory framework, which stipulates:
Annually, a survey will be done to detect training needs, BED will establish with the
Department Head the training needed and if a department of the hospital needs training,
it must be solicited to the DEB, as soon as the need arises. So, the training service exists
but it is not required, so the responsibility lies on the User (Fig. 3).
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Fig. 3. Shows the main causes which are Non-attendance by the user to training.

3.2 Human Communication Surgical Unit

Define
The most significant data due to getting closer to a real diagnosis were given by the
threading diagram and Pareto Charts.

5 s Diagnosis. The SU obtained “Formal Achievement” with a score of 67/120 which
means 80%.

Thread Diagram. We found transportation waste because of the planning of the SU.

Pareto Chart I: Brainstorm.The vital problem is the “Area Planning”, which is discarded
so, the next category is the “Mistakes while using MD”, this is analyzed further. We can
see this result in Fig. 4.
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Fig. 4. The percentages obtained in the Pareto Chart I are: Area Planning (30%), Mistakes using
MD (23.3%), Damages using MD (16.7%), EP Absence (16.7%), and Deficient Collaboration
between departments (13.3%).

Pareto Chart II: SIAEM.The Otorhinolaryngology OR 20% vitals are represented by the
“Electrosurgery Unit” and the “Vital Signs Monitor”, the last ones have been replaced
in December 2019, therefore, were discarded.

The Ophthalmology OR 20% of failures are caused by “Steam Sterilizers”. For both
areas, theMD is found in OR, so the biomedical engineer can incorporate into his routine
checking it before surgery, preventing them from failing.

Measure
We connected the last main ideas with the KO to obtain a bigger interpretation of the
problematic, especially transportation waste.

VSM. We find 5 KO: MD damages not reported to the BED, EP Absence and MD
Failures haven been described; Delay of the EP (EP Absence) in charge of preparing
the microscope and the transportation produces too a workload to BE; Transport Waste,
produced by the planning of the area (Fig. 5).
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Fig. 5. The percentages obtained in the Pareto Chart II (Otorhinolaryngology SU) are Electro-
surgery unit (13.5%), Vital Sign Monitor (12.6%), Double surgery lamp (11.01%), Microscope
(10.38%), Surgical instruments (8.81%), Steam Sterilizer (8.49%) and Others (35.53%).

Analyze
We dig and compare the main ideas reached to finally define the problem and to know
exactly the main causes of the problem. It must be considered that the poor planning and
design of the area and its resolution is not included in the project limitations (Fig. 6).
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Fig. 6. The percentages obtained in the Pareto Chart II (Ophthalmology OR) are: Steam Sterilizer
(20.98%), Microscope (20.33%), Vital Signal Monitor (20.00%), Phacoemulsifier (10.16%), and
Others (28.52%).

Why? -Why? Considering that the problem to be analyzed is “Mistakes while using
MD”, the causes converge to the same root cause in the first Why? - Why? diagram.

4 Results

During the project development, we identified the mistakes and wastes that cause MD
failures while surgery procedures at the INR’s SU. The main cause is the lack of training
by the user, and this main cause was analyzed. The analysis leads us to identify the real
main cause which is the non-assistance to training and that this training are also not
required by the user. The failures of the MD in Orthopedics and Human Communication
SU, would be solved with the increase in the number of training provided with the
complete assistance of the user (Fig. 7).

Fig. 7. At the beginning of the VSM, we can see the patient flow through the healthcare process.
It is focused on the surgery process; it shows the flow of the BE through this process and the
relation between the BE and MD. It shows 6 KO.

The absence of the EP should be deal with by the provider to set and re-structure the
contract and avoid the work overload to the BE. Transportation waste, like it has been
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already said, does not take part in the project limitations. The results obtained in Pareto
Charts II at Human Communication Surgical Unit recommend including in the work
routine the supervision of the MD on the 20% vitals, as Steam Sterilizer, Electrosurgery
unit, and Vital Sign Monitor. The Pareto Chart of Orthopedic SU does not give a strong
recommendation. The problems mentioned above do not impact as the main cause but
the elimination of these will contribute to the QI in the SU at the NRI.

We propose to implement LSS tools and techniques to remedy this problem and to
reach QI in the hospital. We also recommend to strength the training given: explaining
the care importance; showing how does the MDwork to help the user area to understand
the operating principle basis, so they would manipulate it in the right way; motivate
users to be part of this training. If the previous recommendations are taken, the INR will
eliminate MD failures at SU and get a QI achievement.

5 Conclusions

As the first three stages of DMAIC have been implemented, and the real main cause that
produces MD failures at SU of the INR has been identifying, the lack of training, and
the non-participation of the user on it. Once we conclude it, we checked the regulations
from the hospital, where we realized two crucial points: the capacitance that is requested
has a low number of participants and the lack of more training it’s because the user area
does not request them. We strongly recommend starting participating in training and
understanding the importance of knowing the function of MD to avoid its failures while
surgery, prevent it malfunction and decreasing the number of corrective maintenances.

Above its essential to understand the economic impact, we are studying a public
hospital, in avoidingMD failures attacking their main cause. If the situation continues in
the same way, the hospital will continue paying for maintenance from EP and the BED
will keep wasting time repairing MD. But, If the BED continues teaching the function
and use of MD in capacitances and the user start to participate in these training, there is
no extra expenditure cause BED is fulfilling their duty included in their work routine,
so in their respective payment. So, the expenditure of this public hospital in external
maintenance will plunge.

Major of studies, inf first world countries, that have implemented LSS in OR reached
like major improvement was the reduction in the length of stay [16], another applica-
tion focused on reducing costs [17], improvements were identified relating to reducing
transportation and movement waste for hospital staff [18]. So, with this project, we can
give a new perspective to analyze and improve quality methodologies on SU.

Further, we can focus in solve the problem by continuing with the following stages of
DMAIC methodology: Implementation and Control. It should be considered the inves-
tigation and data reordered on this field in Mexican healthcare system is poor, so it must
be registered every step and detail of the research, project, or investigation done. Then,
the work registrations could be used in other research as a starting point or comparative
way.

So, for a further project, we can work with Implementation by applying the solutions
to the problem that has been identified. We should consider the limitations and the
situations that could occur while this: opposition to change the way it has been worked
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through the years, close minds, the lack of evidence (we must remember that in Mexico
all the healthcare work is done basis on evidence), change resistance, etc. It would
be essential to compare the situation before and after the performance of this stage,
and from this comparison determined the benefits and results of implementing quality
methodologies.

For the Control stage, we can perform other investigation projects. After the imple-
mentation stage, we should look for keeping the achievements that have been acquired.
In the final DMAIC stage, we want to standardize the new work routines as the natural
way of performing the duties. We can speculate that it would be harder this stage (Con-
trol) than the previous one (Implementation). This is predicted because it is easier to
perform new routines for a given time than integrate a new way to do something like the
usual routine (longer period). When you propose to someone to work in a different way
than the person has always done, it will always bring resistance, and with more reason,
if it is a permanent change.

The following projects of this investigation would be registered in the right way to
bring new data and conclusions in this field. We expect this new research to help and
promote the investigation about QI in Mexican healthcare system, and lead to concrete
the fundaments of it.

The National Association of Faculties and Schools of Engineering suggested the
design of a society that meets new needs in the field of health and highlighted the
requirements of engineering to face it, so medical technology develops holistic and
complex intervention systems, in which engineering will surely also play an important
role [19]. So as Mexican quality healthcare investigations, we contribute helping with
the beginning of the writing literature about LSS implementation inMexican Healthcare
Systems andLatin-American countries. The given conclusionswill help another research
as a pillar or argument in their new investigation projects, this continuous practice would
lead to improving the number of research, implementation, literature butmore important,
quality in Mexican healthcare system.

Acknowledgment. This research was supported by National Autonomous University of Mexico
(UNAM), PAPIIT IA105220 Optimización en la Logística Hospitalaria.

References

1. Gómez Dantés, O., Sesma, S., Becerril, V., Knaul, F., Arreola, H., Frenk, J.: Sistema de salud
de México. Salud Pública de México (58) (2011)

2. Rea Ruanova, B.: Los tres niveles de salud. https://www.meditips.com/los-tres-niveles-ate
ncion-salud/

3. U. S. Department of Health and Human Services Health Resources and Services Administra-
tion: Quality Improvement (2011). https://www.hrsa.gov/sites/default/files/quality/toolbox/
508pdfs/qualityimprovement.pdf

4. Tolga-Taner, M., Sezen, B., Antony, J.: An overview of six sigma applications in healthcare
industry. Int. J. Health Care Qual. Assur. 20(4), 329–340 (2007)

5. Womack, J.P., Roos, D., Jones, D.: The Machine That Changed the World/Lean Thinking.
Free Press, NY (2007)

https://www.meditips.com/los-tres-niveles-atencion-salud/
https://www.hrsa.gov/sites/default/files/quality/toolbox/508pdfs/qualityimprovement.pdf


154 A. P. Yañez-Brand et al.

6. Ramu, G.: The Certified Six Sigma Yellow Belt Handbook, 1st edn. American Society for
Quality, Milwaukee (2017)

7. American Society of Quality:What is Six Sigma? https://asq.org/quality-resources/six-sigma
8. Wickramasinghe, N., Al-Hakim, L., Gonzalez, Ch., Tan, J.: Lean Thinking for Healthcare.

Springer, Chicago (2014)
9. de Freitas, J., Costa, H.: Impacts of Lean Six Sigma over organizational sustainability. Int. J.

Lean Six Sigma (8), 89–108 (2017)
10. Foster, T.J.: Does Six Sigma improve performance? Qual. Manage. J. 14(4), 7–20 (2007)
11. Barberato Henrique, D., Godinho Filho, M.: A systematic literature review of empirical

research in Lean and Six Sigma in healthcare. Total Qual. Manage. Bus. Excellence 31,
1–21 (2018)

12. Black, J.: Transforming the patient care environment with Lean Six Sigma and realistic
evaluation. J. Healthc. Qual. 31(3), 29–35 (2009)

13. Shah, S., Robinson, I.: User involvement in medical device technology development and
assessment: a structured literature review. Int. J. Health Care Qual. Assur. 6(19), 500–515
(2006)

14. Organization, W.H.: Medical Device Regulations: Global Overview and Guiding Principles.
de World Health Organization, Geneva (2003)

15. Peimbert-García, R.E., et al.: Assessing the state of lean and six sigma practices in healthcare
in Mexico. Emerald Publishing Limited 32(4), 664–662 (2019)

16. Honda, A.C., Bernardo, M.: How Lean Six Sigma principles improve hospital performance.
Qual. Manage. J. 25(2), 70–82 (2018)

17. Gayed, B., Black, J.S., Daggy, I., Munshi, A.: Redesigning a joint replacement program using
Lean Six Sigma in a Veterans affairs hospital. JAMA Surg. 148(11), 1050–1056 (2013)

18. Aakre, K.T., Valley, T.B., O’Connor, M.K.: Quality initiatives: improving patient flow
for a bone densitometry practice: results from a Mayo Clinic radiology quality initiative.
Radiographics 30(2), 309–315 (2010)

19. National Association of Faculties and Schools of Engineering (ANFEI), Engineering Mexico
2030: Future Scenarios. ANFEI, pp. 115–137. Mexico. ANFEI (2003)

20. Glasgow, J., Scott-Caziewell, J., Kaboli, P.: Guiding inpatient quality improvement: a sys-
tematic review of Lean and Six Sigma. Joint Comm. J. Qual. Patient Saf. 36(12), 533-AP5
(2010)

https://asq.org/quality-resources/six-sigma


Applied Optimization



MTGWA: A Multithreaded Gray Wolf
Algorithm with Strategies Based

on Simulated Annealing and Genetic
Algorithms

Felix Martinez-Rios1(B) , Alfonso Murillo-Suarez1 ,
Cesar Raul Garcia-Jacas2 , and Juan Manuel Guerrero-Valadez1
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Abstract. In this paper, we present an improvement of the Gray Wolf
algorithm (GWO) based on a multi-threaded implementation of the orig-
inal algorithm. The paper demonstrates how to combine the solutions
obtained in each of the threads to achieve a final solution closer to the
absolute minimum or even equal to it. To properly combine the solutions
of each of the threads of execution, we use strategies based on simulated
annealing and genetic algorithms. Also, we show the results obtained
for twenty-nine functions: unimodal, multimodal, fixed dimension and
composite functions. Experiments show that our proposed improves the
results of the original algorithm.

Keywords: Nature-inspired algorithm · Optimization ·
Multi-threaded execution · Optimization techniques · Metaheuristics ·
Gray Wolf algorithm

1 Introduction

Metaheuristic optimization algorithms have developed impressively in the last
two decades. Some of these, such as Artificial Bee Colony (ABC) [9,10,31], Ant
Colony Optimization (ACO) [4,24,25], Bat-Inspired Algorithm (BAT) [1,19,29],
Particle Swarm Optimization (PSO) [5,8,22], have had great repercussions
among scientists from different fields. Metaheuristics have become popular meth-
ods for solving problems for four main reasons: simplicity, flexibility, derivation-
free mechanism and optimal local avoidance [12].

The metaheuristics are quite simple and have been mostly inspired by con-
cepts related to physical phenomena, natural phenomena or animal behaviors in
nature. This simplicity allows metaheuristics to be applied to different problems
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without special changes in the structure of the algorithm. Also, most meta-
heuristics are free of derivation because, unlike gradient-based optimization
approaches, metaheuristics optimizes the problems stochastically, the process
begins with random solutions which are modified with the metaheuristic in the
search space to find the optimum. Finally, metaheuristics have superior capabil-
ities to avoid local optimum. Compared to conventional optimization techniques
because due to the stochastic nature of metaheuristics, it allows them to avoid
local solutions [16,30].

The metaheuristic algorithms can be divided into two main classes: those
based on a single solution (for example, Simulated Annealing [6,11,13]) and those
based on populations (for example, Firefly algorithm [3,17,26]). In the single
solution based search process, start with a candidate solution. This unique can-
didate solution then improves throughout the iterations. The population-based
metaheuristics use a set of random initial solutions called population, and are
improved for the iterations. Population-based metaheuristics have some advan-
tages over single solution metaheuristics. Multiple candidate solutions share
information about the search space that provokes in sudden leaps towards more
promising values; these multiple candidate solutions mutually cooperate to avoid
optimal solutions locally. Finally, population-based metaheuristics generally have
a higher and better search space exploration compared to algorithms based on
individual solutions [2,7,30].

One of the most exciting branches of population-based metaheuristics is
swarm intelligence (SI). SI algorithms are easy to implement. A common feature
is the division of the search process into two phases: exploration and exploita-
tion. The exploration phase refers to the research process of the promising areas
of the search space. Exploitation refers to the search capacity in the promis-
ing regions obtained in the exploration phase. Find a proper balance between
these two phases is considered a difficult task due to the stochastic nature of
metaheuristics [15,21].

2 Gray Wolf Algorithm

Gray wolves are considered top predators of the food chain. Gray wolves mostly
prefer to live in a herd of size with 5 to 12 wolves on average. These herds have a rig-
orous dominant social hierarchy. The leaders are male and female called alphas and
are responsible for making decisions about hunting, resting places, etc. The pack
obeys the decisions of the alpha wolf. The second level in the gray wolf hierarchy
is beta. The betas are subordinate wolves that help the alpha in decision making
or other activities. The beta wolf respects the alpha but gives orders to the lower
level. The lesser gray wolf is omega. It may seem that omega is not an important
individual in the group, but it has been observed that they maintain the structure
of domination and care of the young. If a wolf is not alpha, neither beta nor omega,
it is called delta, and they have functions of scouts and sentries.
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Fig. 1. Typical behaviors of wolf hunting in Yellowstone National Park. (A) Approach,
track, and persecution of the prey. (B - D) Persecution, harassment and surrounding
maneuver. (E) Wolves at the end of the hunt in the last configuration that approximates
a regular polygon [20].

In addition to the social hierarchy of wolves mentioned above, group hunting
is another interesting social behavior of gray wolves. According to Muro et al.
[20], the main phases of the gray wolf hunt are:

1. Tracking, chasing, and approaching the dam.
2. Pursue, surround, and harass the dam until it stops.
3. The movement to surround it.
4. Attack on the prey.

GWO algorithm [18,27,28] models this technique of hunting and social hier-
archy to perform the optimization. In Fig. 1, we can see real examples of these
stages.

To model the social hierarchy of wolves, we consider that the alpha wolf (Xα)
is the one in the position with the lowest value of the function to optimize in
each iteration of the algorithm. Equally, the second and third-best solutions are
named beta wolf (Xβ) and delta wolf (Xα), respectively. As mentioned earlier,
gray wolves surround their prey during hunting and to model this behavior the
following equations are proposed:
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−→
A = 2−→a −→r1 − −→a (4)

−→a = 2 − 2
iteration

MaxIterations
(5)

−→
C = 2−→r2 (6)

where iter indicates the current iteration,
−→
Xp is the position vector of the

prey (position of the alpha wolf), and
−→
Xi indicates the position of each gray wolf

in the group. The vectors
−→
A and

−→
D are calculated with the following equations:

In Eq. 5 it can be seen how the components of −→a are linearly reduced from
2 to 0 in the course of the iterations. On the other hand −→r1 and −→r2 are random
vectors in the interval [0, 1).

Gray wolves can recognize the location of the prey and surround it, the alpha
wolf guides this process and the beta wolf and delta have a better idea of the
position of the prey than the rest of the group. To simulate the above, we keep
the three best positions (alpha, beta and, delta wolves respectively) regarding
the value of the function we are optimizing. The remaining wolves update their
positions using the following equations:
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3
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The pseudocode of the GWO algorithm is presented in Algorithm1. Random
parameters

−→
A and

−→
C help the candidate solutions to have hyper-spheres with

different random radii for the search space exploration process. The balance
between exploration and exploitation is guaranteed by the values of −→a and−→
A , which allow the algorithm a smooth transition between smooth exploration
exploitation.

The multi-threaded implementation of the Gray Wolf Algorithm shown in
Algorithm 1 starts initializing six parameters:

1. N GW number of Gray Wolf by each thread τ in P.
2. P value that indicates how many iterations of each thread τ will execute

before the implementation of the selected crossover technique.
3. Maxlter indicates the total number of iterations of the Gray Wolf Algorithm

that each thread is going to execute.
4. Sbest is the best solution obtained.
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Algorithm 1: Pseudocode of the Gray Wolf Algorithm (GWO).
Data: n,MaxIterations
Result: Function fitness and position

1 begin
2 Initialize the Gray Wolf population W = wi(i = 1, 2, ..., n)

3 Calculate
−→
A , −→a , and

−→
C using Eqs. 4, 5, and 6

4 Calculate the fitness for each wolf wi

5 Xα = the best wolf agent
6 Xβ = the second best wolf agent
7 Xδ = the third best wolf agent
8 iter = 1
9 while iter ≤ MaxIterations do

10 foreach wolf wi from W population do
11 Update Xi position of wi using Eq. 8
12 end

13 Update
−→
A , −→a , and

−→
C using Eqs. 4, 5, and 6

14 Calculate the fitness for each wolf wi

15 Update Xα = the best wolf agent
16 Update Xβ = the second best wolf agent
17 Update Xδ = the third best wolf agent

18 end
19 Return the best solution Xα and function fitness

20 end

The multithreaded implementation of GWA executes independent versions
of Algorithm 1 on each thread, as shown in Algorithm2 on line 7, until the
number of iterations in each thread reaches the cut-off value P . Once the cutoff
value is reached, all threads return the solution reached Sbest

τ , and the best of
all solutions Sbest is obtained (lines 9 to 11 Algorithm2), once this is done,
the crossover techniques are executed. In the experiments for this work, four
crossover techniques were implemented.

– To the best(TB): This cross method takes the thread with the best solution
Sbest and copies the values obtained for all other threads.

– Annealing to the best (ATB): Similar to the simulated Annealing algo-
rithm [6], in this ease, the best solution obtained Sbest is copied to the rest
of the threads when the following condition is met: [9]:

rand [0, 1) ≤ exp

(

− 1
log

(
MaxIter

t

)

)

(9)

foreach τ in P

if τ �= τbest

for i = 1 to pos

Sτ (i) = Sbest(i)

(10)



162 F. Martinez-Rios et al.

– Genetic with the best (GTB): This method is inspired by the procedures
of the genetic algorithm [13]. A random number pos = rand(1, dimension) is
selected and, the first pos values of the best solution are combined with the
results of each of the remaining threads as:

– Annealing genetic with the best (AGTB): This method combines the
previous two (Annealing to best and Genetic whit the best) if Eq. 9 is true,
we execute the combination of the best solution Sbest(i) with the remaining
threads using the Eq. 10.

Algorithm 2: MTGWA: Multi-threaded implementation of Gray Wolf
Algorithm.
Data: N GW , P , MaxIter, Sbest

Result: Sbest

1 begin
2 foreach τ in Γ do
3 Initialize τ with n = N GW , MaxIterations = P
4 end
5 t ← 0
6 while t ≤ MaxIter do
7 foreach τ in Γ do
8 Execute GWA (Algorith 1) in τ for P iterations

9 Sbest
τ ← best solution obtained in τ

10 if Sbest
τ is better than Sbest then

11 Sbest ← Sbest
τ

12 end

13 end
14 foreach τ in Γ do
15 Execute thread-crossover technique
16 end
17 t ← t + P

18 end

19 Return Sbest

20 end

In Fig. 2 we see how Algorithm 2 works. K threads of the GWO algorithm are
executed; each one improves its solution Si. When the threads reach iteration P ,
and each one returns its best solution. For example, in iteration P , suppose that
the best solution was obtained by thread 3 (box red), then in generation P + 1
all the wires continue to run based on the initial solution obtained by thread 3
and it is constructed using one of the four crossover methods explained above.

As seen in Fig. 2, the execution of the threads continues until the generations
reach the next 2P value cut, and for example in this case, the best result is
reached by thread 2. Then the process of the solution combination is repeated
and the algorithm continues until the last generation M .
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Fig. 2. Operation of the multithreaded implementation of the Gray Wolves algorithm.
k is the number og threads, M is the maximum number of iterations and P is the cutoff
value. (Color figure online)

3 Experiments

In this section, different experiments are carried out to tune the parameters
used in Algorithm 2. The parameters we need to tune are the value of the cut
generation P and the number of threads that will be used. We will use the same
functions as Mirjalili et al. to compare our results with those previously obtained
[18]. The benchmark function used for the experiments is shown in Tables 3, 4, 5,
and 6 obtained from [14]. For all the experiments, we used a swarm with 30 gray
wolves. All experiments were executed in a Dell Inspiron 7472 laptop, with Intel
Core i7-8550U, with Microsoft’s Windows 10 Home OS, and 16 GB of RAM.
The algorithm was developed in C#.

To tune the algorithm parameters, we will execute it 30 times with each
of the 13 selected multimodal and unimodal functions. In Table 1, we can see
the results of the algorithm for different cut-off values P . With these results
and taking into account the cut-off value with which our algorithm obtained the
lowest value of the objective function, we can select P = 100 (making an average
weighted of the P values for which the lowest optimization value was obtained).

Now with the value of P = 100, we will execute the algorithm modifying
the number of threads that are used. Table 2 shows the results of the algorithm
executions with 2 threads up to 10 threads.
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With the results obtained and shown in Table 2, we performed a check with
the Wilcoxon test [23] between the results obtained with the original algorithm
and each of the results obtained with our MTGWA algorithm. This analysis
showed that from 6 threads, our algorithm achieved better results than the
original. We also observed that the average execution time was 5 s for each of
the functions, but from 9 threads the execution time increased by 20%. With
the previous results, we will execute the four crossover variants for 6, 7, and 8
threads.

Table 1. Results of experiments to tune the cut-off value P. The best value obtained
for each function appears in bold.

Id GWO 50 100 150 200 250 300 350 400 450

f1 6.59E-28 9.93E-29 1.06E-28 1.62E-28 1.86E-28 3.93E-28 5.04E-28 2.08E-28 6.28E-28 6.04E-28

f2 7.18E-17 2.40E-17 3.19E-17 5.06E-17 5.73E-17 3.87E-17 4.13E-17 5.01E-17 5.73E-17 3.96E-17

f3 3.29E-06 1.10E-26 5.15E-26 3.83E-26 3.96E-26 2.75E-26 5.37E-26 1.90E-26 7.67E-26 6.74E-26

f4 5.61E-07 1.16E-08 1.52E-08 1.90E-08 2.80E-08 2.35E-08 3.14E-08 2.58E-08 2.95E-08 2.51E-08

f5 26.81 26.48 26.61 26.26 26.77175 26.33 26.67 26.76 26.60 26.47

f6 0.816 0 0 0 0 0 0 0 0 0

f7 0.00221 0.00103 0.00102 0.00145 0.00148 0.00158 0.00113 0.00127 0.00140 0.00179

f8 −6123 −3341 −3955 −4339 −4542 −5028 −5066 −5196 −5281 −5201

f9 0.310 0.480 0.342 1.33 0.432 0.225 0.794 0.704 0.552 0.799

f10 1.06E-13 1.07E-14 7.39E-14 7.96E-14 7.36E-14 7.39E-14 8.39E-14 8.25E-14 7.93E-14 2.28E-14

f11 0.00448 0.00115 0.00270 0.00122 0.00121 0 0 0 0 0

f12 0.0534 0.0418 0.0402 0.0244 0.0280 0.0334 0.0356 0.0415 0.0286 0.0266

f13 0.654464 0.430 0.431 0.480 0.429 0.421 0.557 0.440 0.480 0.606

Table 2. Results of executions with P = 100 and the number of threads between 2
and 10.

Id GWO 2 3 4 5 6 7 8 9 10

f1 6.59E-28 1.08E-28 5.67E-29 2.56E-29 5.46E-29 2.62E-29 1.97E-29 1.76E-29 1.08E-29 1.02E-29

f2 7.18E-17 3.21E-17 1.68E-17 1.86E-17 1.67E-17 8.87E-18 1.08E-17 1.41E-17 1.25E-17 9.77E-18

f3 3.29E-06 1.53E-26 1.48E-26 9.59E-27 5.28E-27 4.68E-27 2.94E-27 1.37E-27 2.13E-27 1.68E-27

f4 5.61E-07 2.34E-08 1.68E-08 1.38E-08 6.76E-09 5.66E-09 4.63E-09 4.31E-09 4.34E-09 3.38E-09

f5 26.81 26.87 26.57 26.40 26.62 26.13 26.34 26.08 26.09 26.51

f6 0.81658 0 0 0 0 0 0 0 0 0

f7 0.00221 0.00154 0.00064 0 0 0 0 0 0 0

f8 −6123 −3837 −4376 −4293 −4381 −4423 −4394 −4543 −4521 −4444

f9 3.11E-01 5.06E-01 6.04E-15 4.26E-15 3.55E-16 0 0 0 0 3.55E-16

f10 1.06E-13 5.48E-14 6.26E-14 6.05E-14 4.31E-14 4.49E-14 2.50E-14 4.81E-14 4.13E-14 2.82E-14

f11 0.00449 0.00088 0 0 0 0 0 0 0 0

f12 0.05344 0.03485 0.01971 0.02850 0.02111 0.01842 0.02185 0.01538 0.01905 0.01377

f13 0.65446 0.45689 0.47354 0.46292 0.37474 0.32217 0.31358 0.34517 0.21400 0.30800
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Table 3. Unimodal benchmark functions.

f Function Mathematical Equation Dimensions Search space Minimum

f1 Sphere f(x) =
d∑

i=1

x2
i 30 xiε [−100, 100] f(x) = 0

f2 Schwefel 2.22 f(x) =
d∑

i=1

|xi| +
d∏

i=1

|xi| 30 xiε [−10, 10] f(x) = 0

f3 Rotated Hyperellipsoid f(x) =
d∑

i=1

(
i∑

j=1

xj

)2

30 xiε [−100, 100] f(x) = 0

f4 Schwefel 2.21 f(x) = max
i=1,...,d

|xi| 30 xiε [−10, 10] f(x) = 0

f5 Rosenbrock f(x) =
d∑

i=1

[
100
(
xi+1 − x2

i

)2
+ (xi − 1)2

]
30 xiε [−30, 30] f(x) = 0

f6 Step 2 f(x) =
d∑

i=1

�xi + 0.5�2 30 xiε [−100, 100] ∞ and f(x) = 0

f7 Quartic with noise f(x) =
d∑

i=1

ix2
i + random [0, 1] 30 xiε [−1.28, 1.28] f(x) = 0 + random [0, 1]

Table 4. Multimodal benchmark functions.

f Function Mathematical Equation Dimensions Search space Minimum

f8 Schwefel f(x) = 418.9829d −
d∑

i=1

xi sin
(√|xi|

)
30 xiε [−500, 500] f(x) = 0

f9 Rastrigin f(x) =
d∑

i=1

[
x2

i − 10 cos (2πxi) + 10
]

30 xiε [−5.12, 5.12] f(x) = 0

f10 Ackley 1 f(x) = −20 exp

(

−0.2

√

1
d

d∑

i=1

x2
i

)

− exp

(
1
d

d∑

i=1

cos (2πxi)

)

+ 20 + exp (1) 30 xiε [−32, 32] f(x) = 0

f11 Griewank f(x) =
d∑

i=1

x2
i

4000
−

d∏

i=1

cos
(

xi√
i

)
+ 1 30 xiε [−600, 600] f(x) = 0

f12 Generalized Penalized 1

F (x) = π
d

{

10 sin2 (πy1) +
d−1∑

i=1

(yi − 1)2
[
1 + 10 sin2 (πyi+1)

]
+ (yn − 1)2

}

+
d∑

i=1

u (xi, a, k, m) , where

yi = 1 + 1
4

(xi + 1) , u (xi, a, k, m) =

⎧
⎪⎨

⎪⎩

K (xi − a)m xi > a

0 −a ≤ xi ≤ a

k (−xi − a)m xi < −a

a = 10, k = 100, m = 4

30 xiε [−50, 50] f(x) = 0

f13 Generalized Penalized 2

f(x) = 0.1

{

sin2 (3πx1) +
d−1∑

i=1

(xi − 1)2
[
1 + sin2 (3πxi+1)

]
+ (xd − 1)2

[
1 + sin2 (2πxd)

]
}

+
d∑

i=1

u (xi, a, k, m) , where

u (xi, a, k, m) =

⎧
⎪⎨

⎪⎩

K (xi − a)m xi > a

0 −a ≤ xi ≤ a

k (−xi − a)m xi < −a

a = 5, k = 100, m = 4

30 xiε [−50, 50] f(x) = 0

Tables 4 shows the results of the final experiments of our algorithm. For
unimodal functions, we see that better results were obtained in all functions,
even in functions f6 and f7, the exact minimum 0 was obtained. Experiments
with multimodal functions also showed better results for our algorithm, although
the expected minimum value was not reached in function f8. For multimodal
functions of fixed dimension, the results reached the minimum expected values
except in three functions f20, f21 and f23. The executions with the composite
functions showed that our algorithm was better in 4 functions of the 6 tested
(Tables 7, 8 and 9).
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Table 5. Multimodal fixed-dimension benchmark functions.

f Function Mathematical Equation Dimensions Search space Minimum

f14 Shekel’s Foxhole

f(x) =

⎡

⎣ 1
500

+
25∑

j=1

1

j+
2∑

i=1
(xi−ai,j)

6

⎤

⎦

−1

, where

ai,j =

[
−32 −16 0 16 32 −32 0 16 32

−32 −32 −32 −32 −32 −16 ... 32 32 32

] 2 xiε [−65.536, 65.536] f(x) = 0.9980038377

f15 Kowalik

f(x) =
10∑

i=1

[

ai − x1(b2i+bix2)
b2i+bix3+x4

]2
, where

a = [0.1957, 0.1947, 0.1735, 0.16, 0.0844, 0.0627, 0.0456, 0.0342, 0.0323, 0.0235, 0.0246]

b = [4, 2, 1, 0.5, 0.25, 1/6, 0.125, 0.1, 1/12, 1/14, 0.0625]

4 xiε [−5, 5] f(x) = 0.00030748610

f16 Six Hump Camel f(x) =
(
4 − 2.1x2

1 +
x4
1
3

)
x2
1 + x1x2 +

(−4 + 4x2
2

)
x2
2 2 xiε [−5, 5] f(x) = −1.0316285

f17 Branin No. 1 f(x) =
(
x2 − 5.1x2

1
4π2 + 5x1

π
− 6
)2

+ 10
(
1 − 1

8π

)
cos (x1) + 10 2 xiε [−5, 5] f(x) = 0.397887

f18 Goldstein Price
f(x) =

[
1 + (x1 + x2 + 1)2

(
19 − 14x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2

)]

[
30 + (2x1 − 3x2)

2 (18 − 32x1 + 12x2
1 + 48x2 − 36x1x2 + 27x2

2

)] 2 xiε [−2, 2] f(x) = 3

f19 Hartmann 3D

f(x) = −
4∑

i=1

αi exp

(

−
3∑

j=1

Aij (xj − Pij)
2

)

, where

α = (1.0, 1.2, 3.0, 3.2)T

A =

⎛

⎜
⎜
⎜
⎜
⎝

3.0 10 30

0.1 10 35

3.0 10 30

0.1 10 35

⎞

⎟
⎟
⎟
⎟
⎠

P = 10−4

⎛

⎜
⎜
⎜
⎜
⎝

3689 1170 2673

4699 4387 7470

1091 8732 5547

381 5743 8828

⎞

⎟
⎟
⎟
⎟
⎠

3 xiε [0, 1] f(x) = −3.86

f20 Hartmann 6D

f(x) = −
4∑

i=1

αi exp

(

−
6∑

j=1

Aij (xj − Pij)
2

)

, where

α = (1.0, 1.2, 3.0, 3.2)T

A =

⎛

⎜
⎜
⎜
⎜
⎝

10 3 17 3.50 1.7 8

0.05 10 17 0.1 8 14

3 3.5 1.7 10 17 8

17 8 0.05 10 0.1 14

⎞

⎟
⎟
⎟
⎟
⎠

P = 10−4

⎛

⎜
⎜
⎜
⎜
⎝

1312 1696 5569 124 8283 5886

2329 4135 8307 3736 1004 9991

2348 1451 3522 2883 3047 6650

4047 8828 8732 5743 1091 381

⎞

⎟
⎟
⎟
⎟
⎠

6 xiε [0, 1] f(x) = −3.32

f21 Shekel 4.5

f(x) = −
5∑

i=1

(
4∑

j=1

(xj − Cji)
2 + βi

)−1

, where

β = 1
10

(1, 2, 2, 4, 4, 6, 3, 7, 5, 5)T

C =

⎛

⎜
⎜
⎜
⎜
⎝

4.0 1.0 8.0 6.0 3.0 2.0 5.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 5.0 1.0 2.0 3.6

4.0 1.0 8.0 6.0 3.0 2.0 3.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 3.0 1.0 2.0 3.6

⎞

⎟
⎟
⎟
⎟
⎠

4 xiε [0, 10] f(x) = −10.1532

f22 Shekel 4.7

f(x) = −
7∑

i=1

(
4∑

j=1

(xj − Cji)
2 + βi

)−1

, where

β = 1
10

(1, 2, 2, 4, 4, 6, 3, 7, 5, 5)T

C =

⎛

⎜
⎜
⎜
⎜
⎝

4.0 1.0 8.0 6.0 3.0 2.0 5.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 5.0 1.0 2.0 3.6

4.0 1.0 8.0 6.0 3.0 2.0 3.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 3.0 1.0 2.0 3.6

⎞

⎟
⎟
⎟
⎟
⎠

4 xiε [0, 10] f(x) = −10.403

f23 Shekel 4.10

f(x) = −
10∑

i=1

(
4∑

j=1

(xj − Cji)
2 + βi

)−1

, where

β = 1
10

(1, 2, 2, 4, 4, 6, 3, 7, 5, 5)T

C =

⎛

⎜
⎜
⎜
⎜
⎝

4.0 1.0 8.0 6.0 3.0 2.0 5.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 5.0 1.0 2.0 3.6

4.0 1.0 8.0 6.0 3.0 2.0 3.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 3.0 1.0 2.0 3.6

⎞

⎟
⎟
⎟
⎟
⎠

4 xiε [0, 10] f(x) = −10.5364

Table 6. Composite benchmark functions.

f Function Mathematical Equation Dimensions Search space Minimum

f24 CF1

f1, f2, ..., f10 = Sphere Function

[δ1, δ2, ..., δ10] = [1, 1, 1, ..., 1]

[λ1, λ2, ..., λ10] = [5/100, 5/100, ..., 5/100]

30 xiε [−5, 5] 0

f25 CF2

f1, f2, ..., f10 = Griewank Function

[δ1, δ2, ..., δ10] = [1, 1, 1, ..., 1]

[λ1, λ2, ..., λ10] = [5/100, 5/100, ..., 5/100]

30 xiε [−5, 5] 0

(continued)
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Table 6. (continued)

f Function Mathematical Equation Dimensions Search space Minimum

f26 CF3

f1, f2, ..., f10 = Griewank Function

[δ1, δ2, ..., δ10] = [1, 1, 1, ..., 1]

[λ1, λ2, ..., λ10] = [1, 1, 1, ..., 1]

30 xiε [−5, 5] 0

f27 CF4

f1, f2 = Ackley Function

f3, f4 = Rastrigin Function

f5, f6 = Weierstrass Function

f7, f8 = Griewank Function

f9, f10 = Sphere Function

[δ1, δ2, ..., δ10] = [1, 1, 1, ..., 1]

[λ1, λ2, ..., λ10] = [5/32, 5/32, 1, 1, 5/0.5, 5/0.5, 5/100, 5/100, 5/100, 5/100]

30 xiε [−5, 5] 0

f28 CF5

f1, f2 = Rastrigin Function

f3, f4 = Weierstrass Function

f5, f6 = Griewank Function

f7, f8 = Ackley Function

f9, f10 = Sphere Function

[δ1, δ2, ..., δ10] = [1, 1, 1, ..., 1]

[λ1, λ2, ..., λ10] = [5/32, 5/32, 1, 1, 5/0.5, 5/0.5, 5/100, 5/100, 5/100, 5/100]

30 xiε [−5, 5] 0

f29 CF6

f1, f2 = Rastrigin Function

f3, f4 = Weierstrass Function

f5, f6 = Griewank Function

f7, f8 = Ackley Function

f9, f10 = Sphere Function

[δ1, δ2, ..., δ10] = [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1]

[λ1, λ2, ..., λ10] = [0.1 ∗ 1/5, 0.2 ∗ 1/5, 0.3 ∗ 5/0.5, 0.4 ∗ 5/0.5,

0.5 ∗ 5/100, 0.6 ∗ 5/100, 0.7 ∗ 5/32, 0.8 ∗ 5/32, 0.9 ∗ 5/100, 1 ∗ 5/100]

30 xiε [−5, 5] 0

4 Conclusion

In this paper, we show a multi-threaded implementation of the gray wolf algo-
rithm. Several threads of gray wolf algorithms are executed in this new algorithm
and the results are combined with four different strategies every 100 generations.
The experiments with twenty-nine benchmark functions showed that our pro-
posal was better in 17 functions and in 6 of the functions the same results were
obtained as the original algorithm that is equal to the minimum reported.

Table 7. MTGWA with six threads final experiments.

Id GWO TB ATB GTB AGTB

f1 6.590E-28 2.991E-29 6.827E-29 6.151E-29 1.041E-28

f2 7.180E-17 1.240E-17 2.326E-17 2.170E-17 2.665E-17

f3 3.290E-06 4.847E-27 1.033E-26 9.350E-27 1.287E-26

f4 5.610E-07 4.866E-09 9.915E-09 7.925E-09 1.176E-08

f5 26.8126 26.5574 26.4353 26.0196 26.2580

f6 8.1658E-01 0 0 0 0

f7 2.2130E-03 1.9221E-05 0 0 0

(continued)
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Table 7. (continued)

Id GWO TB ATB GTB AGTB

f8 −6123 −8199 −7217 −7955 −8201

f9 3.105E-01 8.882E-16 5.921E-17 2.961E-16 1.066E-15

f10 1.060E-13 4.296E-14 5.504E-14 3.147E-14 5.930E-14

f11 4.4850E-03 0 0 0 0

f12 5.3438E-02 2.5081E-02 2.3753E-02 1.8494E-02 2.3009E-02

f13 6.5446E-01 3.3783E-01 3.1999E-01 2.2355E-01 2.7501E-01

f14 4.0425 1.3948 1.2297 1.0973 1.3952

f15 3.3700E-05 3.0750E-04 3.0764E-04 3.0783E-04 3.0890E-04

f16 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316

f17 0.3979 0.3979 0.3979 0.3979 0.3979

f18 3 3 3 3 3

f19 −3.8626 −3.8628 −3.8628 −3.8628 −3.8628

f20 −3.2865 −3.3224 −3.3224 −3.3224 −3.3224

f21 −10.1514 −10.1531 −10.1531 −10.1531 −10.1531

f22 −10.4015 −10.4028 −10.4028 −10.4028 −10.4028

f23 −10.5343 −10.5363 −10.5363 −10.5363 −10.5363

f24 4.384E+01 1.759E-31 4.902E-31 4.652E-31 1.277E-30

f25 9.180E+01 1.528E-15 6.200E-16 4.248E-16 4.847E-16

f26 6.144E+01 6.300E-15 2.866E-15 2.558E-15 1.598E-15

f27 123.124 432.319 335.355 483.908 559.494

f28 1.0214E+02 9.092E-17 6.666E-17 3.052E-17 5.828E-17

f29 43.143 821.745 860.151 811.769 837.791

Table 8. MTGWA with seven threads final experiments.

Id GWO TB ATB GTB AGTB

f1 6.590E-28 1.557E-29 4.644E-29 5.045E-29 7.605E-29

f2 7.180E-17 1.135E-17 2.131E-17 1.892E-17 2.837E-17

f3 3.290E-06 3.952E-27 8.333E-27 5.157E-27 1.658E-26

f4 5.610E-07 5.252E-09 9.2246E-09 8.558E-09 1.183E-08

f5 26.8126 26.5158 26.2442 26.5281 26.1631

f6 8.1658E-01 0 0 0 0

f7 2.2130E-03 4.8910E-06 0 0 0

f8 −6123 −8150 −7125 −7851 −8190

f9 3.105E-01 1.184E-16 7.224E-15 0 2.901E-15

(continued)
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Table 8. (continued)

Id GWO TB ATB GTB AGTB

f10 1.060E-13 4.343E-14 4.923E-14 2.839E-14 5.267E-14

f11 4.4850E-03 0 0 0 0

f12 5.3438E-02 1.8182E-02 2.4452E-02 1.7096E-02 2.4125E-02

f13 6.5446E-01 2.8916E-01 2.9516E-01 2.3428E-01 3.6272E-01

f14 4.0425 1.1624 1.0641 1.0641 1.4285

f15 3.3700E-05 3.0749E-04 3.0769E-04 3.0751E-04 3.0808E-04

f16 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316

f17 0.3979 0.3979 0.3979 0.3979 0.3979

f18 3 3 3 3 3

f19 −3.8626 −3.8628 −3.8628 −3.8628 −3.8628

f20 −3.2865 −3.3224 −3.3224 −3.3224 −3.3224

f21 −10.1514 −0.9832 −10.1531 −10.1531 −10.1531

f22 −10.4015 −10.4028 −10.4028 −10.4028 −10.4028

f23 −10.5343 −10.5363 −10.5363 −10.5363 −10.5363

f24 4.384E+01 1.182E-31 3.268E-31 4.351E-31 1.053E-30

f25 9.180E+01 1.783E-15 5.091E-16 2.509E-16 8.106E-17

f26 6.144E+01 6.196E-15 1.296E-15 1.550E-15 6.232E-16

f27 123.124 527.919 348.933 439.759 385.945

f28 1.0214E+02 9.29E-17 8.356E-17 2.134E-17 7.274E-17

f29 43.143 909.596 770.303 821.229 859.656

Table 9. MTGWA with eight threads final experiments.

Id GWO TB ATB GTB AGTB

f1 6.590E-28 1.849E-29 4.920E-29 3.111E-29 7.364E-29

f2 7.180E-17 1.085E-17 1.833E-17 1.770E-17 2.670E-17

f3 3.290E-06 2.215E-27 5.244E-27 8.742E-27 1.367E-26

f4 5.610E-07 4.316E-09 7.917E-09 7.891E-09 9.706E-09

f5 26.8126 26.4452 26.3718 26.2147 26.1552

f6 8.1658E-01 0 0 0 0

f7 2.2130E-03 1.8666E-05 0 0 0

f8 −6123 −7918 −6878 −7810 −8079

f9 3.105E-01 5.921E-17 5.921E-17 3.553E-16 4.145E-16

f10 1.060E-13 4.047E-14 3.869E-14 2.792E-14 5.835E-14

f11 4.4850E-03 0 0 0 0

(continued)
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Table 9. (continued)

Id GWO TB ATB GTB AGTB

f12 5.3438E-02 1.8677E-02 1.9437E-02 1.2636E-02 1.8983E-02

f13 6.5446E-01 2.6864E-01 2.8205E-01 2.3913E-01 3.1093E-01

f14 4.0425 1.0643 1.0973 0.9980 1.2297

f15 3.3700E-05 3.1171E-04 3.0753E-04 3.0750E-04 3.0764E-04

f16 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316

f17 0.3979 0.3979 0.3979 0.3979 0.3979

f18 3 3 3 3 3

f19 −3.8626 −3.8628 −3.8628 −3.8628 −3.8628

f20 −3.2865 −3.3224 −3.3224 −3.3224 −3.3224

f21 −10.1514 −10.1531 −10.1531 −10.1531 −10.1531

f22 −10.4015 −10.4028 −10.4028 −10.4028 −10.4028

f23 −10.5343 −10.5363 −10.5363 −10.5363 −10.5363

f24 4.384E+01 1.256E-31 3.870E-31 3.026E-31 1.013E-30

f25 9.180E+01 7.095E-16 5.730E-16 1.674E-16 8.484E-17

f26 6.144E+01 6.320E-15 9.230E-16 1.317E-15 6.220E-16

f27 123.124 445.452 297.489 542.278 476.529

f28 1.0214E+02 1.323E-16 6.588E-17 1.589E-17 5.394E-17

f29 43.143 859.377 878.409 796.441 815.896
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Abstract. This paper explores the usability of the Ripley’s K function
and the nearest neighbor distance, in the detection of clustered graphical
passwords in the graphical authentication stage. For it, both tests were
applied to two bases of data of 10, 000 clustered graphical passwords
each, the first with graphical passwords clustered in an area lesser than
the fourth part of the original image, the second clustered in an area
lesser than eighth part of the image. The results show that none of these
tests is effective in the detection of clustered graphical passwords, the
reason of such failure is due to the short size of the spatial pattern in
question, only the 5 points of the graphical password analyzed.

Keywords: Point pattern · Graphical password · Ripley’s K
function · Nearest neighbor distance · Passpoint

1 Introduction

Nowadays, graphical passwords are an important alternative to traditional
alphanumeric passwords. The main reason for this is due to the fact that
humans have a better ability to remember images than text [10,17]. Therefore,
with graphical authentication there is no need to remember long and difficult
sequences. Instead, a user can authenticate by recognizing images or parts of
them. Among the graphical authentication techniques, the Passpoint [18,20,21]
is of special interest. During the registration phase while using Passpoint, the
user must select 5 points (pixels) on an image as their graphical password, each
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time that user wishes to authenticate they must select 5 points located in a
neighborhood of the 5 points selected during registration [18,21]. The points
selected as a graphical password must follow a random pattern, otherwise, they
are considered weak passwords, since they can be obtained by an attacker using
different techniques [6,14,17,19]. It is therefore of great importance to have a
tool that warns the user during the registration phase about a possible graphical
password with poor randomness.

On the other hand, we have the analysis of spatial point patterns, which
is the area of spatial statistics that is dedicated to studying the characteristics
of events that can be represented in a specific way in space, as well as their
spatial distribution [1,8,9]. Two of the tests most used in this area to check spa-
tial randomness are Ripley’s K function test [1–3,5,8,11,13,16] and the nearest
neighbor distance test [1,3,8].

Graphical passwords can be interpreted as a 5-point pattern and studied by
the various techniques of the theory of spatial randomness to determine their
behavior. It happens that a pattern with only 5 points seems to be a sample
way too small for these techniques to work. In the literature, the smallest point
pattern for which it is concluded that both tests are effective consists of 36 points
[15].

In this work the effectiveness of Ripley’s K function and the nearest neighbor
distance technique is studied, two of the most used tests in the theory of spa-
tial point patterns, in the scenario of graphical authentication with Passpoint,
to validate whether or not a graphical password belongs to a random pattern.
For the experiments, two databases of 10000 graphical passwords clustered on a
1920×1080 image were generated. The results obtained show that both Ripley’s
K function and nearest neighbor distance, are not effective tests in this scenario,
due to the small sample (only 5 points); i.e., they are not able to differenti-
ate between sets of 5 points clustered and random. All the point patterns and
experiments were generated in MATLAB R2018a.

2 Preliminaries

2.1 Spatial Point Patterns

To study the distribution and behavior of phenomena that occur in specific
regions of space, such as earthquakes, animal or plant populations, epidemiolog-
ical information, data on human settlements, etc., its representation by means
of spatial coordinates (x, y) is essential. The data set generated by these coor-
dinates is called the spatial pattern of points [4,7–9,12]. From the study of the
spatial pattern, the existence of interactions between the individuals of each
population can be inferred.

A pattern that has special importance, in theory, is the random or Poisson
pattern, which is one in which any region of the area of study has the same
probability of containing a point, a definition that is equivalent to that of the
distribution of Poisson. The other characteristic patterns are regular patterns,
where the probability of finding a point in the vicinity of another is less than
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that of a random pattern; and clustered patterns, in which the probability is
greater. Examples of these three traditional patterns are shown in Fig. 1.

 

(a)

 

(b)

 

(c)

Fig. 1. Random (a), clustered (b) and regular (c) point patterns, generated in MAT-
LAB.

In point pattern analysis, it is generally assumed as a null hypothesis that
the pattern of points presents a random distribution, the alternative hypotheses
being that the distribution might be regular [1,3,8]. Spatial point patterns have
two fundamental properties: homogeneity (the pattern is translation invariant)
and isotropism (the pattern is rotation invariant) [3,12]. Under these circum-
stances, the main characteristics of point patterns can be summarized by their
first-order property, intensity: the expected number of points per unit area at any
location, and by their second-order property, which describes the relationships
between pairs of points.

2.2 Ripley’s K Function

Ripley’s K function is one of the most popular tests for spatial point pattern
analysis. It is a distance-based method that measures the average number of
points within a circle of radius r around any point in the pattern. It is defined
as:

K(r) =
A

n2

n∑

i=1

n∑

j=1

ki,j(r)ei,j(r), for i �= j,

where n is the number of points in the pattern, A the area of the study region,
ki,j(r) an indicator function that takes values of 1 if the Euclidean distance
between points i and j is less than r and 0 otherwise, and ei,j(r) is the edge
correction method. Although the function K(r) can be estimated without taking
into account the factor ei,j(r), in [8] it was shown how the use of K(r) without
the edge correction effects lead to imprecise estimates of the pattern. However,
since these methods are not perfect, it is recommended to calculate K(r) for
values of r < 1/3 of the length of the shortest side of the area of study when it
has a rectangular shape [3]. A detailed review of these methods can be found in
[3,8,9].
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Taking into account that, in the case of regular patterns, the probability of
finding a point in the vicinity of another point is lower than that of a random
pattern, while in clustered patterns the probability is higher, then the interpre-
tation of the results of K(r) would be made by the comparison with the random
(or Poisson) pattern πr2 [5,8,16]. For this reason, values of K(r) > πr2 indicate
clustering, and values of K(r) < πr2 indicate regularity, to the scale r considered.
In Fig. 2 the value is represented by Ripley’s K function of the three prototype
patterns of Fig. 1, together with the Poisson pattern. The figure shows how the
function clearly differentiates between the three patterns.

 

Fig. 2. Comparison of the values of Ripley’s K function for the three prototypical
patterns.

To facilitate the visual and numerical interpretation of the results of Ripley’s
K function for a given pattern, the following transformation is usually performed:

L̂(r) =

√
K(r)

π
,

which aims to linearize the function and stabilize the variance [3,8]. Finally,
the transformation L(r) = L̂(r) − r, sets the Poisson pattern to the value 0.
Consequently, a clustered pattern occurs when L(r) > 0 and a regular pattern
occurs when L(r) < 0.

To perform a hypothesis test with the function K(r) (or the function L(r)),
it is necessary to estimate the critical values, we do this through Monte Carlo
simulations [1,5,8,11]. We simulate a large number of random patterns with
the same intensity and in the same area as the pattern under study, the value
of the function is calculated for each of them and the maximum and minimum
value is represented for each r reached. The null hypothesis, which would be that
of complete spatial randomness (CSR), is rejected if the value of the observed
function for some r falls outside the limits of the confidence interval. In some
cases, it is not necessary to carry out the Monte Carlo simulation, since the
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critical limits of the distribution of the statistic are approximated. Ripley showed
[2,3] that for L(r), in rectangular study areas, the approximate critical value with
a significance level of α = 0.01 is ±1.68

√
A/n.

In Fig. 3, the function L(r) is represented for each of the patterns in Fig. 1,
the continuous curve represents the value of the function L(r) for the pattern in
question, the solid line at L(r) = 0 represents the theoretical value of the null
hypothesis of CSR, the dashed lines represent the confidence intervals for α =
0.01 of the test according to Ripley’s approximation: ±1.68

√
A/n, the dashed

lines represent the critical values obtained by 100 Monte Carlo simulations. As
can be seen, for the random pattern (a), the function is within the confidence
intervals, therefore the null hypothesis is accepted. For the clustered pattern
(b), the function exceeds the upper limit of the confidence interval for r > 2.5
so the null hypothesis is rejected with a significance level of α = 0.01 in favor of
clustering for distances greater than 2.5. For the regular pattern (c), the function
L(r) has values less than the lower limit of the confidence interval for r ∈ [2, 11],
so the null hypothesis is also rejected in favor of grouping between the points at
that scale.

(a) (b) (c)

Fig. 3. Function L(r) of the random (a), clustered (b), and regular (c) patterns of
Fig. 1

2.3 Nearest Neighbor Distance

Another effective method to describe the behavior of a pattern of spatial points is
the analysis of the nearest neighbor distance. If n points are randomly distributed
over an area A, the expected cumulative distribution function for the nearest
neighbor distances will be given by the Poisson distribution G(d) = 1 − e−λπd2

,
where d is the distance from any point of the pattern to the closest point, and
λ = n/A its intensity. The function G(d) represents the theoretical distribution
of the pattern under the CSR hypothesis. To compare it with the distribution
of the observed pattern, the function [1,8] is defined as

Ĝ(d) =
∑n

i=1 Ii(d)
n

,

where n is the number of points in the pattern and Ii(d) the indicator function
that takes the value of 1 if the Euclidean distance between point i and its closest
neighbor is less than d, and 0 otherwise.
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If the point pattern is clustered, many of the distances will be small; in the
same way, if it is a regular pattern, a few distances will be small. So, values of
Ĝ(d) greater than the theoretical value G(d) indicate clustering, while values of
Ĝ(d) less than the theoretical value G(d) indicate regularity [1,3,8].

As for Ripley’s K function, by means of Monte Carlo simulations, the critical
values of the test that allow accepting or rejecting the null hypothesis of CSR
are calculated. In Fig. 4, the values of the function Ĝ are observed for each of
the patterns in Fig. 1, the critical values of the test were obtained through 500
Monte Carlo simulations. The test rejects the null hypothesis for the case of the
clustered and regular patterns as they are above and below the estimated critical
values, respectively.

 

(a)

 

(b)

Fig. 4. Comparison of the values of the function Ĝ(d) for the three prototypical pat-
terns, using as a reference the theoretical distribution G(d) that represents the null
hypothesis. It looks like the difference function between the three patterns.

3 Passpoint Scenario

As can be seen from the formulas of Ripley’s K function and the nearest neighbor
distance, their precision is directly proportional to n, but what is the minimum
value of n for both tests to be considered accurate? We have not found this data
in the literature consulted. In [15] both tests are applied to a 22-point pattern, the
smallest pattern we have a reference for which both tests are applied; however,
they did not conclude the result of said experiment or whether any of the tests
were effective or not. In [15] they also experimented with a 36-point pattern for
which they concluded that both tests were effective. So what will happen in the
Passpoint scenario where patterns with only 5 points are available?

3.1 Design of the Experiment

In this work, the detection of clustering is analyzed, for which both tests were
applied to two databases of clustered graphic passwords.
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Database 1 (BD.1): Consists of 10000 graphical passwords generated ran-
domly within a rectangle of 1920×1080 that satisfy that the area covered by the
5 points of each password is less than the quarter of the area of the rectangle.
These passwords will be considered clustered.

Database 2 (BD.2): Also out of 10000 randomly generated graphical pass-
words within the 1920×1080 rectangle, each graphical password delimits an area
smaller than one-eighth of the original rectangle. To discern the points BD.2 from
the ones from BD.1, the aforementioned will be considered as strongly clustered.

For each of the tests, the critical values were estimated by 5000 Monte Carlo
simulations of sets of 5 random points on a rectangle of size 1920 × 1080, in
addition to Ripley’s K function the confidence intervals were estimated according
to Ripley’s approximation ±1.68

√
A/n, where A = 1920∗1080 and n = 5. These

values for Ripley’s K function can be seen in Fig. 5, the solid line at L(r) = 0
represents the theoretical value of the null hypothesis, the dashed lines represent
the intervals of confidence for α = 0.01 of the test according to the Ripley
approximation and the dashed lines represent the critical values of the function
L(r) in 5000 random pattern simulations.

Fig. 5. Confidence intervals and critical values of Ripley’s K function test for 5-point
patterns.

3.2 Results

Ripley’s K Test Effectiveness. Ripley’s K function test applied to BD.1
shows that only 22 of the 10000 sets exceed the critical values estimated for the
Monte Carlo simulation test, which represents 0.22% of all the cases analyzed,
and only 1 of these sets of 5 points is above the confidence interval estimated
by Ripley’s approximation, which represents 0.01% of the cases analyzed. Some
particular cases are shown in Fig. 6, in the first two cases it is observed how the
K function is contained within the critical values, in the third, the function is
above the critical values in the interval [156, 241] but below the Ripley confidence
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interval, the fourth case is the only one in which values of the K function were
obtained above the confidence interval according to Ripley’s approximation for
r ∈ [145, 245].

 

(a)

 

(b)

 

(c)

 

(d)

Fig. 6. Result of Ripley’s K function test for 4 of the 10000 sets analyzed.

For BD.2 of the 10000 sets of strongly clustered points, 590 of them exceed the
critical values obtained by Monte Carlo simulation for the test, which represents
5.9% of the total number of cases analyzed; and 24 report values of the K function
greater than the confidence intervals estimated by Ripley’s approximation, which
represents 0.24% of the cases analyzed.

Effectiveness of the Test of the Nearest Neighbor Distance. The results
obtained by the nearest neighbor distance test for BD.1 show that only 14 of
the 10000 sets of 5 clustered points exceed the critical values estimated for the
test by Monte Carlo simulation, which represents the 0.14% of all cases.

In the experiment with the 10000 sets of 5 strongly clustered points from
BD.2, only 72 sets exceed the critical values obtained by Monte Carlo simulation,
which represents 0.72% of the cases analyzed. Two particular cases are shown in
the Fig. 7, in the first graph it is observed how the function Ĝ falls within the
confidence intervals, therefore the CSR hypothesis is accepted; in the second,
the function exceeds the value of the upper confidence interval for d ∈ [16, 26]
so the null hypothesis is rejected.
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(a)

 

(b)

Fig. 7. Result of the nearest neighbor test for 2 of the 20000 sets analyzed.

3.3 Discussion of the Results

Both Ripley’s K test and the nearest neighbor distance test were ineffective in
detecting BD.1 sets as clustered. The best results were offered by Ripley’s K
test, which detected only 0.22% of the cases. Of these 22 sets in which the null
hypothesis is rejected in the experiment, 11 of them correspond to sets of points
that cover an area less than one-eighth of the image. Taking into account that,
since they were not generated in a uniform way, only 194 of the 10000 sets of
points of the BD.1 are in an area smaller than one-eighth of the image, then
only 1.94% of cases have 50% of successes. Therefore, the function is expected to
have a better success rate for the tightly clustered sets in the second database.
Although these patterns of strongly clustered points are unlikely to be found in
practice since it would mean selecting the 5 points in an area equivalent to one-
eighth of the image area, something unlikely that a responsible user will perform,
without a doubt, a graphic password with these characteristics it would offer
very low security. However, experiments with BD.2 confirm the ineffectiveness
of both tests in detecting clustering in 5-point patterns. Once again, the best
results were obtained by Ripley’s K function test, which detected 5.9% of the
cases, a considerable improvement compared to the 0.22% obtained for BD.1,
but still a very discreet value to be considered effective as it fails in more than
94% of the cases analyzed. These results are summarized in Table 1.

Table 1. Percentage of clustered graphical passwords detected by each test for BD.1
and BD.2

BD.1 BD.2

Ripley’s K function 0.22% 5.9%

Nearest neighbor distance 0.14% 0.72%
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4 Conclusions

The experiments carried out show that both Ripley’s K test and the nearest
neighbor distance test, despite being some of the most used tests in the detec-
tion of clustering in finite patterns of spatial points, are not effective in detecting
graphical passwords clustered in the Passpoint scenario, in which these pass-
words only consist of 5 points. The first experiment carried out for the 10000
sets of 5 points, which delimit an area smaller than a quarter of the original image
area, shows that Ripley’s K function test only detects 22 out of the 10000 sets of
points as clustered, which represents 0.22% of the cases. The nearest neighbor
distance test detected only 14 sets, for 0.14% of the cases. The second experi-
ment, despite being with much more clustered points, since they cover an area
smaller than one-eighth of the image, and yielding detection values significantly
higher than those obtained for the clustered points, also shows the inefficiency
of both tests in the Passpoint scenario since of the 10000 strongly clustered sets
simulated Ripley’s K function test only detects 590, which represents 5.9% of
the cases; while the closest neighbor detected 72, for 0.72% of the cases.

Since these two spatial pattern analysis techniques are not effective in detect-
ing clustering in the graphical authentication scenario with Passpoint, it is nec-
essary to develop methods to detect clustering in graphical passwords of only
5 points, which it would allow users to warn about a possible weak graphical
password. The use of some of the improved variants of these tests could be
explored, but taking into account the small sample size, our future research will
be directed in another direction, the development of new methods that allow
detecting clustering in the said scenario with high reliability.
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Abstract. The probabilistic distribution of the characteristics of
Voronoi polygons has been extensively studied due to its many areas of
application. In various works that differ in the number of polygons gen-
erated and in the size of their regions, it is concluded that the expected
value of the characteristic number of sides of Voronoi polygons is equal
to 6. In this work, this characteristic in the polygons generated by the
graphical passwords of the graphical authentication system PassPoint is
studied. Its distribution is estimated and it is shown that the expected
value of the number of sides of the Voronoi polygons in this scenario
differs from previous works. The effectiveness of this feature is evaluated
to detect weak graphical passwords made up of grouped dots. They are
to be detected by estimating the entropy of the number of sides and by
the expected value of the number of sides. It is concluded that the distri-
bution of the number of sides in this scenario does not the 3-parameter
gamma distribution reported in previous work or any of 61 distribu-
tions that were tested, and that the entropy and the expected value of
the number of sides are not efficient for the detection of weak graphical
passwords of PassPoint formed by 5 grouped points.

Keywords: Passpoint · Voronoi polygons · Entropy

1 Introduction

The antecedents of the Voronoi diagrams date back to the 17th century, when
the French mathematician Rene Descartes, in his work Principia Philosophiae
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published in 1644, describes a partition of the universe’s discs into ‘vortices’.
Although he does not explicitly define his vortexes in the manner of Voronoi cells
(regions), his work is conceptually very similar [2,36]. The first references on the
subject were known in 2003, because his idea did not coincide with that of the
mathematicians of that time. In the 19th century, the Voronoi diagram was con-
ceptually formalized by the German mathematician Johann Peter Gustav Leje-
une Dirichlet for the 2D and 3D cases, and extended at the beginning of the next
century by the Russian mathematician Georges Voronoi for the n–dimensional
case [36]. These diagrams are nothing more than a geometric structure studied in
computational geometry, which represents approximate information about a set
of points called sites or generators. Voronoi (or Thiessen) diagrams or polygons
(as they are also often called) are known in different ways due to their immense
applications in various branches of science, including computation, meteorology,
physics, geology, crystallography, anthropology, among others [2,36]. Recently,
in [26] and [39] they have been used in graphical authentication and robotics
respectively.

The dual of a 2D Voronoi diagram is a Delaunay triangulation (or Delaunay
mosaic), and was exposed before 1872 by the French mathematician Charles
Delaunay [36]. These diagrams and their dual, present a set of characteristics
determined by the properties of randomness or dependence of the initial set
of points. Polygons where their points follow a random distribution are called
Voronoi Poisson polygons [8–11,16,17,20].

One of the main applications of Voronoi polygons using their characteristics
is to evaluate randomness or detect the existence of patterns in the initial set of
points [37]. According to on the behavior of the points distributed in the plane,
the spatial point patterns are classified as random (homogeneous Poisson point
process), regular (uniform or an inhibiting pattern) or grouped (aggregated), see
[3,11,18,32,37,47].

In [11], a set of these characteristics was investigated for the existence of pat-
terns, however the exclusion of the number of sides of the Voronoi polygons from
the set of investigated characteristics is not argued. On the other hand, in [22] it
was shown that the K-Ripley function and the distance to the nearest neighbor,
two of the most used tests in spatial randomness, are inefficient to detect cluster-
ing in graphical passwords in the system PassPoint (which is based on the user
remembering 5 dot patterns on an image selected as their password) [29,41,48].
In this system, a password is considered weak if the 5 points selected by the
user do not follow a random distribution. The main types of non-randomness
that may be present between the points in that case are: grouping, regularity,
smoothness, and symmetry. By the results of [11] and [22] the efficiency of the
characteristic number of sides of Voronoi polygons, to detect graphical passwords
with points grouped in PassPoint is investigated in this work.

The numerous applications of the Voronoi polygons in different areas of
knowledge have generated a great variety of studies on their characteristics and
their proballistic distribution. These distributions, as well as those of the charac-
teristics of the Delaunay triangulations in the two-dimensional case, are unknown
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in many cases, and it is necessary to apply simulation techniques to estimate
them [7,8,11,13,14,23,24,28,38,46].

In [10,20,21], some theoretical results associated with the distribution of the
number of sides of the Voronoi polygons. In [7,8,11,13,14,23,24,28,46] the dis-
tribution of the number of sides of the Voronoi Poisson polygons is estimated by
simulation. Despite being generated in these studies between 200 and 208,969,210
of Voronoi Poisson polygons in a given region of the plane, the expected value
does not vary, it is always 6 [7,8,11,13,14,23,24,28,46]. In [6], to measure the
level of uniformity of the obtained polygons, the probability PN is defined as the
proportion of polygons with N sides and to this distribution {PN |ΣNPN = 1}
of the number of sides, the Voronoi entropy Svor = H(PN ) = −ΣPN log PN is
calculated, which allows quantify the ordering of the set of points in the plane
or the cells around these points.

On the other hand, in graphical authentication, entropy is used as a measure
of complexity, the amount of information in an image, or the security of a pass-
word. This is especially useful when estimating whether an image is useful for
the authentication process using the PassPoint system. In [27], it is concluded
that image passwords with high entropy are easy to forget, or what is the same
difficult to remember the password.

In this work a state of the art distribution of the characteristics of Voronoi
polygons is presented, in particular on the characteristic number of sides. It is
investigated, for the first time as far as we know, in a very peculiar scenario: the
polygons generated by the graphical passwords used in the PassPoint graphical
authentication system, where it is only possible to generate 5 polygons on a
rectangular area of the flat. The distribution of this characteristic in this scenario
is estimated and its effectiveness in detecting weak graphical passwords formed
by grouped points is evaluated.

The work is structured in 6 sections: Section 1 shows the Introduction; Section
2 is composed by Voronoi polygons and PassPoint ; Section 3 shows the back-
ground of the distribution of some characteristics of the Voronoi polygons and
specifically the background of the distribution of the number of sides of the
Voronoi Poisson polygons; Section 4 presents our main contribution: Analysis
of the number of sides of Voronoi polygons in PassPoint ; Section 5 show the
comparison with previous works; and finally in Section 6 the conclusions are
presented.

2 Preliminaries

2.1 Voronoi Polygons

Voronoi diagrams are a geometric construct that, given a set P = {p1, p2, . . . , pn}
of n points, called sites, allows to build a partition of the Euclidean plane in a
set of n disjoint regions, so that each region V (pi) corresponds to a single site
pi. The points q belonging to a given region V (pi) fulfill the property of being
at a lower (Euclidean) distance from the site pi corresponding to that region
than to any other site pj ; i.e., d(q, pi) ≤ d(q, pj), ∀pi �= pj , 1 ≤ i, j ≤ n. In
Voronoi diagrams not all regions are bounded, the bounded ones are known as
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closed Voronoi polygons (V.P.) or convex polygons, and the unbounded ones as
unbounded regions or open Voronoi polygons. The boundaries of the Voronoi
regions are defined by bisectors joining each pair of sites, and the point of inter-
section between the bisectors is called the Voronoi vertex. In [5,15,19,30,38,45],
the Voronoi regions are also often referred to as Voronoi cells, the boundaries
as edges, the sites by generating points, and the set formed by these points is
called the generator set.

 

Fig. 1. Representation of a Voronoi diagram and its dual.

The dual of a two-dimensional Voronoi diagram is a Delaunay triangulation
(D.T.), see Fig. 1. This triangulation is performed by connecting to the closest
vertices, satisfying that all circumscribed circles in the network of triangles are
empty, this restriction is known as the Delaunay condition. If P is a randomly
generated set of the plane, then the Voronoi polygons and Delaunay triangula-
tions are random, called Voronoi polygons and Delaunay Poisson triangulations
[7,8,11,13,14,23,24,28,38,46].

Voronoi polygons and their Delaunay triangulations have a set of character-
istics determined by the properties of randomness or dependence on the initial
set of points. In the two-dimensional case, these characteristics are the following
[11,38]:

– N number of sides (edges or vertices) of the polygons
– Length LV of a side of a Voronoi polygon
– Length LD of a side of a Delaunay triangle
– Distance R between a site and a vertex of its Voronoi polygon (R radius of a

circle circumscribed in a Delaunay triangle)
– Area AD and perimeter PD of a Delaunay triangle
– Area AV and perimeter PV of a Voronoi polygon
– Interior angle αint of a Delaunay triangle
– Minimum angle αmin, mean angle αmed and maximum angle αmax of a Delau-

nay triangle

In [11] the characteristics were analyzed, αmax, αmed, αint, LV , R, AD, PD,
LD and αmin, given an initial set of 100 clustered or regular patterns in a square
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unit, concluding that the first eight characteristics are more competent to detect
clustering and the last regularity [11].

2.2 PassPoint

The PassPoint [29,41,48] system is one of the most advantageous techniques of
the cued-recall type in graphical authentication, due to its security and usability.
This technique requires the user to select an ordered set of 5 pixels in an image
as their password in the registration phase, and in the authentication phase they
must select “approximately” the same pixels, and in the same order in which
they were selected in the registration phase.

In graphical authentication with PassPoint, if the set of points (pixels)
selected by the user as their graphical password do not follow a random pat-
tern, then said graphical password is considered weak, as it can be compromised
by so-called attacks from dictionaries [40,41]. For this reason, it is necessary
to detect user selection of weak passwords. For this reason, it would be useful
to evaluate the effectiveness of the Voronoi polygon characteristics in detecting
patterns in PassPoint.

3 Background of the Distribution of Some Characteristics
of the Voronoi Polygons

For many features of Voronoi polygons and Delaunay Poisson triangulations,
their distributions are unknown and have been approximated by simulation, but
in some cases theoretical results are already known. In [16] and [35], they report
the estimated probability density functions for the minimum angle αmin and

the edge length LD of a Delaunay Poisson triangle with intensity λ =
N(A)
| A | ,

(N(A) number of points distributed in the study area A) [18] respectively. In
[23] and [46], they obtained the first four moments of N , AV , PV and αint from
a Voronoi polygon and later adapted their histograms to a Gamma general-
ized three-parameter distribution; to estimate the parameters of the generalized
Gamma distribution of three parameters in [46] they used the maximum likeli-
hood estimator. A summary of various previous works, before the year 2000, on
the study of some of the characteristics of Voronoi Poisson polygons by simula-
tion is found in Table 5.4.1 of [38]. For the number of sides, Hayen and Quine
in [20,21] presented an integral formula for p̂3 (probability associated with the
number of side 3), obtaining in [20] a value of 7 decimal places and soon in [21]
the improved value for 10 decimal places, p̂3 = 0.0112400129. In 2002, Calka [10]
using a technique based on the famous formula given by Slivnyak in [34], proved
an explicit expression (an integral formula) for the distribution function of the
number of sides of a polygon of Voronoi Poisson, where the value of p̂3 in [20,21]
matches the value of [10].
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3.1 Background of the Distribution of the Number of Sides of the
Voronoi Poisson Polygons

In previous works that estimate the distribution of the number of sides of Voronoi
Poisson polygons through simulation, two fundamental variants of estimating the
number of sides of Voronoi polygons are observed:

– The first variant consists of the simulation of n polygons in n iterations,
generating in each of the iterations a set of m random points in a given rect-
angular region, in which only the number of sides of the polygon is extracted
Voronoi associated to the point closest to the center of the region to avoid
the edge effect.

– In the second variant, n polygons are generated in a set of the plane, with
n relatively “big” neglecting the polygons that are partially bounded by an
edge of the study area, calling said edge cause effect [33].

Despite their different estimation methods, their probabilities roughly cor-
respond to the theoretical distribution of the number of sides of the Voronoi
polygons found in [10].

Variant 1. In [14], Crain generated a total of 46,000 Voronoi Poisson polygons,
to which he added the results of the generation of 11,000 polygons that he had
previously published in [13], conducting a study of the number of sides of the
57,000 Voronoi Poisson polygons associated with the points closest to the center.
For the simulation of these polygons, he generated a set of 35 random points
in a square unit because it was the maximum number of points that could be
generated when compiling. Hinde and Miles in [23], to estimate with better
precision the properties of the distribution of the number of sides, simulated
in n iterations, 2,000,000 Voronoi Poisson polygons associated to the points
closest to the center of the rectangle, in each one of them they generated over a
rectangular region of the plane Voronoi polygons with intensity λ = 100. In [24],
they simulated 100 Voronoi Poisson polygons in a square of dimensions 25 × 25,
with units of arbitrary length and intensity λ = 0.16. To do this, they subdivided
the initial square into squares of 5×5, and in each one they generated 4 sites such
that the minimum distance to any other site of the square of 25×25 was greater
than a set value, in the case of random points they established the parameter
from δ = 0.0 up to δ = 0.1. Kumar and Kurtz [28] reported a simulation of
650,000 Voronoi Poisson polygons in 650,000 iterations, for this they defined a
square region in which they generated 100 random points with one of the points
in the center of the square, then they calculated the properties of the Voronoi
polygons associated with the center point. Tanemura [46] performed basically
the same procedure as Hinde and Miles [23], but unlike them, he generated
10,000,000 Voronoi Poisson polygons, for an intensity λ = 200, in a given region
of the plane simulated a number of Voronoi Poisson polygons by estimating only
the number of sides of the polygons corresponding to the center point.
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Variant 2. In [8], the antecedent with the highest number of simulated polygons
is reported, Brakke reports a simulation of 208,969,210 Voronoi Poisson poly-
gons in the plane. In a square unit he generated 88 polygons per second, for
a total of approximately 3,801,600 polygons per day, simulating the number of
polygons estimated in 55 days. Schmid and Leitner in [44], simulated 100,000
in 100,000 Voronoi Poisson polygons in a rectangular area of approximately
33 × 17, sampling up to 1,000,000 Voronoi polygons. To estimate the number
of sides of the observed Voronoi polygons, the edges of the study area were not
taken into account, the open polygons being discarded by the edge effect. In [7],
Bormashenko, Legchenkova, and Frenkel generated a set of 200 random points
in a circle of a given diameter, obtaining a Voronoi entropy equal to 1.65.

The studies carried out in [7,8] and [44] of the number of sides of the Voronoi
Poisson polygons, unlike the rest of the antecedents, generate in the same iter-
ation a relatively “large quantity” of polygons. However, their probabilities cor-
respond approximately to the previous ones and the expected value associated
with this characteristic is always 6, (see Table 1).

Table 1. Distribution and expected value of the number of sides the Voronoi polygons
of the antecedents, except those obtained in [7,44] because they do not explicitly give
their exact values, and those of [24] are not known.

N p̂N (Crain,

1978)

p̂N (Hinde &

Miles, 1980)

p̂N (Kumar &

Kurtz, 1993)

p̂N (Calka,

2002)

p̂N

(Tanemura,

2003)

p̂N (Brakke,

2005)

3 0.011000 0.01131 0.01100 0.011240 0.01125 0.01125

4 0.107800 0.10710 0.10710 0.106838 0.10685 0.10683

5 0.259400 0.25910 0.26000 0.259460 0.25941 0.25945

6 0.295200 0.29440 0.29400 0.294730 0.29479 0.29471

7 0.198400 0.19910 0.19900 0.198770 0.19884 0.19880

8 0.089600 0.09020 0.09000 0.089700 0.09003 0.09012

9 0.029600 0.02950 0.03000 0.029500 0.02963 0.02964

10 0.007510 0.00743 0.00700 0.000000 0.00743 0.00745

11 0.001420 0.00149 0.00150 0.000000 0.00149 0.00148

12 0.000175 0.00025 0.00023 0.000000 0.00025 0.00024

13 0.000053 0.00003 0.00004 0.000000 0.00003 0.00003

E[N ] 6 6 6 6 6 6

Regarding its distribution, as early as in 1980, Hinde and Miles shown that
the distribution of the number of sides adjusts to a generalized three parameter
Gamma (3P) distribution. Later, in 2003, Tanemura [46] estimated the param-
eters of said distribution, where â = 0.96853, b̂ = 3.80078 and ĉ = 20.86016.
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4 Analysis of the Number of Sides of Voronoi Polygons
in PassPoint

In the aforementioned previous works, the different scenarios of each study are
reflected to estimate the number of sides of the Voronoi polygons, avoiding the
edge effect [33] in each one. In [25] they analyzed the relationship between
the proportion of points that must be excluded and the number of points in
a given area using Monte-Carlo simulation, turning out to be very few points
not excluded if the number of points is less than 25.

4.1 Differences of the Polygons of This Scenario with Previous
Studies

In this work, the study area will be rectangular images, which can only be
partitioned into 5 polygons, corresponding to the 5 points of the password of
PassPoint. For this reason, at least 4 of these Voronoi polygons can remain
open, but if the open polygons are neglected to avoid the edge effect, only one
polygon at most should remain, and if the number of sides of the closest Voronoi
polygons were estimated, the center would be the risk of being an open polygon.
Therefore, the edges of the images will be taken into account when estimating
the number of sides to obtain closed Voronoi polygons.

4.2 Design of the Experiment

The analyzes are performed for two image sizes, 800×480 and 1366×768 pixels,
as they are the most common on mobile phones and computers, respectively. For
each image, two databases of 300 random graphic passwords (R.G.P.) each were
generated in PassPoint, with intensity λ = 1.3021×10−5 and λ = 4.7660×10−6,
respectively, for a total of 1,500 closed Voronoi-Poisson polygons in each case.
The estimation of the distribution of the number of sides of the Voronoi polygons
was done without taking into account the order in which the pixels are selected
by the user. The experiments carried out were developed in the R2018a version
of Matlab. For each password in each database, the image was divided into the
5 Voronoi polygons, corresponding to the password points, and the number of
sides, N , of each of the 1,500 polygons obtained in the 300 passwords of the 5
points each. The results are shown below.

4.3 Expected Value of the Number of Sides of the Voronoi Polygons
in the Graphical Passwords of PassPoint

By partitioning the selected images into Voronoi polygons, with their correspond-
ing random database, and counting the number of sides N of the Voronoi polygons
associated with each of the pixels in the password, Table 2 is presented. The first
database (DB.1) belongs to the image with size 800× 480 pixels and to the second
database (DB.2) the most frequent dimension in computers. These table is orga-
nized by the numbers of sides from highest to lowest absolute frequency to show
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the numbers of sides that are more (4 and 5), less (6 and 3) and not (7) significant,
which can be observed in Fig. 2. Using said table and figure, it is also possible to
perceive the fit between the estimated distributions, due to the overlap between
both databases provided by the accumulated frequency and the Fig. 2.

Table 2. Observed frequencies of the occurrence of the number of sides in the DB. 1
and 2 respectively.

N Frequencies
DB.1

Frequencies
DB.2

Relative
F.(R.F.)
DB.2

1-Cum.R.F
DB.2

4 648 660 0.44000 0.56000

5 595 605 0.40333 0.15667

6 148 131 0.08733 0.06934

3 100 96 0.06400 0.00534

7 9 8 0.00534 0.00000

Total 1500 1500 1 –

The expected values and the variances associated with the random variable
(number of sides) for DB.1 and DB.2 are, E[N ] = 4.5453 and E[N ] = 4.53,
and V [N ] = 0.6147 and V [N ] = 0.5838 respectively. Note that both expected
values are approximately 4.5 and the variances approximately 0.6 despite the
differences between the intensities.

4.4 Evaluation of the Effectiveness of the Number of Sides of
the Voronoi Polygons to Detect Clustering in the Graphical
Passwords of PassPoint

In this subsection, a test based on the number of sides of the Voronoi polygons is
proposed to detect grouping of points in the graphical passwords of PassPoint.

 

Fig. 2. Pareto diagram of the most and least significant numbers of sides observed in
DB.1 and DB.2 respectively.
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4.4.1 Proposal of a Randomness Test Based on the Number of Sides
of the Voronoi Polygons in PassPoint

The following hypotheses are proposed: H0: The password points have been
selected at random and H1: Otherwise, with test statistic given by the number
of sides of the Voronoi polygons generated by the password selected by the user.
The critical region defined from the numbers of sides that appear less frequently
in graphical passwords whose points are random. There are 3 possible options:
CR.1: {N > 6}, CR.2: {N = 3} ∪ {N > 6}, CR.3: {N = 3} ∪ {N > 5}.

4.4.2 Evaluation of the Effectiveness of the Test
To evaluate the effectiveness of the proposed test, type I and type II errors were
measured.

Table 3. Probability estimated in DB.2.1, that the side number belongs to the critical
region (CR.) under the hypothesis of randomness.

Acceptance
region

H0 rejection region
(CR.)

p̂(N ∈ CR. | H0)
DB.2.1

3 ≤ N ≤ 6 {N > 6} 0.00667

4 ≤ N ≤ 6 {N = 3} ∪ {N > 6} 0.07934

4 ≤ N ≤ 5 {N = 3} ∪ {N > 5} 0.18267

In Table 3, due to the adjustment of the distribution of the number of sides
between DB.1 and DB.2, only a new database (DB.2.1) of 300 random graphical
passwords was generated in an image with a size of 1366×768 pixels to estimate
the type I error.

Note that since each graphical password is made up of 5 Voronoi polygons,
it may be the case that a graphical password contains 0, 1, or more than 2 or
more polygons whose number of sides belongs to the reject region.

As for the decision criteria, the graphical password selected by the user does
not follow a random pattern if in the Voronoi polygons generated by it, there is
at least a polygon with the number of sides that belongs to the rejection region.
The graphical password follows a random pattern if all the side numbers of the
Voronoi polygons generated do not belong to the rejection region, or they all
belong to the acceptance region.

A new database (DB.3) of 300 grouped graphical passwords (G.G.P.) was
generated in one sixteenth of the image of size 1366×768 pixels, and the proposed
test was applied to each of the passwords, results shown in Table 4.

As can be seen in Table 4, for each of the 3 rejection regions, the proportion
of passwords with grouped points that are rejected by the proposed test is very
small. The highest effectiveness is obtained for CR.3, with a 53% rejection, which
is still insufficient.
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Table 4. Number of rejected graphical passwords (G.G.P.) observed in DB.3.

Rejection region of H0 Number and proportion of G.G.P.
detected in DB. 3

{N > 6} 8/300 = 0.0266

{N = 3} ∪ {N > 6} 85/300 = 0.2833

{N = 3} ∪ {N > 5} 159/300 = 0.5300

Comparison of the Histograms of the Number of Sides for DB.2 and
DB.3

The low effectiveness of the proposed test is also explained by the overlap of both
distributions (by means of the green) illustrated in the following graph (Fig. 3).

4.5 Distribution and Evaluation of the Entropy of the Number of
Sides of the Voronoi Polygons in the Graphical Passwords of
PassPoint

In this subsection the fit between the estimated probabilities of the number of
sides of the Voronoi polygons is measured for the random databases (Table 2) and
the 54 theoretical distributions which supports the EasyFit 5.6 program [42,43],
with some of them for various parameter sets for a total of 61 distributions. This
program allows you to automatically fit the distributions to the sample data and
select the best model in a few seconds.

For the distribution of the number of sides of the polygons of the graphical
passwords formed by 5 random points and contained in DB.1 and DB.2, sets
of parameters other than those of Tanemura are obtained in [46] for a gener-
alized gamma function of 3P, α̂1 = 55.219, β̂1 = 0.10566, γ̂1 = −1.2878 and
α̂2 = 59.359, β̂2 = 0.09934, γ̂2 = −1.3664, respectively. When the Kolmogorov-
Smirnov, Anderson-Darling and χ2 tests are performed, they are rejected with

Fig. 3. Histograms of the observed frequencies of the number of sides of the Voronoi
polygons in the random (DB.2) and clustered (DB.3) graphical passwords. (Color figure
online)
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significance levels α = {0.2, 0.1, 0.05, 0.02, 0.01} and a p − value = 0. The test
statistics obtained for DB.1 were 0.24819, 103.22 and 720.95, respectively, and
those of DB.2, 0.25289, 108.88 and 710.42, respectively. This result differs from
those obtained in [23] and [46]. Even these distributions did not fit any of the
60 remaining distributions that this software brings by default.

4.5.1 Estimation of Entropy
In graphical authentication, entropy is used to measure the security of the pass-
word. In [4,29] they use the formula for the calculation: H(x) = Nlog2(| L ||
O || C |), where N is the number of runs, L the Locus alphabet, O the target
alphabet and C the alphabet color. For this they assume equiprobable passwords
and maximum entropy and illustrate in [4] a comparison between some graphical
authentication systems, including the Passpoint. But, dictionary attacks on these
systems do not traverse the equally likely (randomly distributed) passwords, as
they restrict their search space by selecting the most probable passwords. There-
fore, their approach does not measure resistance against dictionary attacks with
non-equiprobable password traversing.

To measure the level of uncertainty of this characteristic in random and
grouped graphical passwords in PassPoint, the entropy will depend on the prob-
abilities of the estimated number of sides. The entropy of said characteristic was
estimated using parametric, non-parametric and semi-parametric estimators. A
description and comparison of these estimators can be seen in [12]. In the back-
ground, when they calculate the entropy associated with the number of sides
they only use the maximum likelihood estimator (ML) [6,7,31], although it is
known to be a biased estimator. Also in [6,7] they call it Voronoi entropy, but
this name is not correct because the entropy they used to measure the informa-
tion is known as Shannon entropy. In this work, other estimators are used for a
better estimation, the parametrics calculated were the Bayesian estimators Jef-
freys, Laplace, Schürman-Grassberger, Minimax and finally the semi-parametric
Shrink estimator [1].

To find the entropy estimators in a sample of 300 graphical, random and
grouped passwords, these estimators were calculated for each of the passwords
in the size image, 1366 × 768 pixels. The 5 different probability distributions
associated with the side numbers that appear in the 300 passwords for the two
databases coincide, and therefore their entropies. Although only the probabil-
ity distributions shown in the Table 5 appeared, this does not mean that the
following probabilities [0; 1; 0; 0; 0] and [1/5; 1/5; 1/5; 1/5; 1/5] might not be
possible.
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Table 5. Frequencies of appearance (F.A) of the distributions in each type of database
(random (DB.2) and clustered (DB.3)) and the entropy estimators (calculated in bits)
associated with the number of sides of the 300 graphical passwords in each DB.

p̂N F.(R.G.P ) F.(G.G.P ) ĤML Ĥ
Bayes
JEF

Ĥ
Bayes
LAP

Ĥ
Bayes
SG

Ĥ
Bayes
Minimax

Ĥ
Bayes
Shrink

[1/5; 4/5; 0; 0; 0] 0.1033 0.0767 0.7219 1.6879 1.9610 1.3153 1.6407 1.1409

[2/5; 3/5; 0; 0; 0] 0.4533 0.4300 0.9710 1.8228 2.0464 1.5051 1.7832 1.3521

[2/5; 2/5; 1/5; 0; 0] 0.1100 0.0933 1.5219 2.0419 2.1710 1.8530 2.0187 1.7600

[1/5; 1/5; 3/5; 0; 0] 0.1500 0.2333 0.9503 1.9628 2.1219 1.7396 1.9348 1.6331

[1/5; 1/5; 1/5; 2/5; 0] 0.1833 0.1667 1.3710 2.1819 2.2906 2.0875 2.1703 2.0409

Total 1.0000 1.0000 – – – – – –

Ĥmax 2.2906 2.2906 1.5219 2.1819 2.2906 2.0875 2.1703 2.0409

Ĥmin 0.7219 0.7219 0.7219 1.6879 1.9610 1.3153 1.6407 1.1409

Ĥmax − Ĥmin 1.5687 1.5687 0.8000 0.4940 0.3296 0.7722 0.5296 0.9000

Ĥmax−Ĥmin
2 1.5063 1.5063 1.1219 1.9349 2.1258 1.7014 1.9055 1.5909

Table 5 allows us to visualize that in general, the maximum estimated value
is obtained for the Laplace estimator, ĤBayes

LAP = 2.2906, this value being close
to the maximum value of the entropy Hmax = 2.3219, for k = 5 categories.
Also in this table there are values corresponding to the ML estimator that are
“close” relatively to the values 1.65 and 1.71 respectively, but these values were
calculated for points randomly distributed in [7] and [31] using the estimator
ML, H(PN ) = −ΣPN ln PN .

 

Fig. 4. Pareto diagram of the probability distributions of the number of sides of the
Voronoi polygons that appear in the graphical random (DB.2) and clustered (DB.3)
passwords.

The probabilities with which these estimators appear only differ significantly
in the number of sides with probability [1/5; 1/5; 3/5; 0; 0], since this configura-
tion is more frequent in grouped passwords. Therefore, due to the small sample
and because they correspond to approximate probabilities to the entropy esti-
mators, associated with the number of sides of the random graphical passwords
and grouped with equal probability, it is not possible to distinguish whether the
points are grouped or randomly distributed in said image, as shown in Fig. 4 by
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the overlap between the probability distributions of the number of sides, which
coincides with the result of [6], where they used the maximum plausible estima-
tor to detect symmetry and not it worked. However, in [6] they later used the ML
estimator associated with the length of the sides and it was able to distinguish
symmetry.

5 Analysis of Results

An important result in this section is that the expected value continues to be
approximately 5, regardless of the fact that the points are grouped in a certain
region of the study area. Therefore, it is concluded that the characteristic “num-
ber of sides of Voronoi polygons” is not able to detect clustering in the graphical
passwords of PassPoint, on criteria based on expected value and entropy, due
to the similarity between the distributions of the number of sides in graphical
passwords. Randomized and grouped in PassPoint, and due to having a small
sample size, since only 5 observations are required (5 polygons in each password).

In our scenario, 300 sets of 5 Voronoi Poisson polygons were simulated in two
images of sizes 800 × 480 and 1366 × 768 pixels, for an intensity λ = 1.3021 ×
10−5 and λ = 4.7660 × 10−6 respectively. Previous works were generated in
a set of the plane 100, 200 and in several iterations of 100,000 to 1,000,000
Voronoi Poisson polygons, with densities λ = 0.16, unknown and from λ = 178
until λ = 1, 782 respectively. The known antecedent with the highest number
of polygons generated was 208,969,210, but its intensity is unknown. Unlike in
previous works, the expected value of the number of sides of the Voronoi polygons
in PassPoint is 5. In PassPoint the number of estimated sides varies in a range
from 3 to 7, while its range in previous works is from 3 to 13 by simulation
and from 3 to 9 according to the explicit expression of Calka in 2002 [10]. The
estimated distribution associated with the number of sides (or vertices) of the
Voronoi polygons in previous works was approximated to a generalized three-
parameter Gamma distribution, while its distribution in PassPoint has not been
able to fit any known distribution. The value of the ML estimator associated with
the probability distribution of the number of sides of Voronoi Poisson polygons
for 200 points in a set of the plane is relatively close to some of the values in
PassPoint ; however, the calculation of the estimators differ on the basis of the
logarithms.

6 Conclusions

In this work, the behavior of the number of sides of the Voronoi polygons gen-
erated by the graphical passwords of the PassPoint graphical authentication
system was investigated. Its distribution was estimated, which could not be
adjusted to any of the known distributions that the EasyFit program brings
by default, including the generalized three-parameter gamma. It was obtained
that the expected value of the number of sides of the Voronoi polygons was 5,
regardless of the sizes studied. Therefore, the expected value of the number of
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sides of the Voronoi polygons depends on the number of polygons generated in
a study region, and therefore on the intensity, said result differs from that of
the antecedents. In the studied scenario, the number of estimated sides varies
between 3 and 7, not coinciding with the simulations of the antecedents, in which
it varies from 3 to 13. Based on this distribution, a test was proposed, based on
the expected value of the number of sides of the polygons, to detect weak graph-
ical passwords formed by grouped points. The effectiveness of the proposed test
was evaluated and it was concluded that it is not efficient for the detection of
weak graphical passwords of PassPoint formed by 5 grouped points. The entropy
of the distributions of the number of sides of the Voronoi polygons in random
graphical passwords and in weak graphical passwords formed by grouped points
was estimated. No significant differences were detected in the value of both
entropies. It is concluded that the characteristic number of sides is not effective
for the detection of weak graphical passwords of PassPoint formed by 5 grouped
points. Future work will evaluate the ability of other features of Voronoi poly-
gons, such as the perimeter of a Delaunay triangle and the length of one side of
a Voronoi polygon (using the Voronoi entropy associated with this feature) to
detect a clustering pattern in PassPoint.
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sucesiones aleatorias cortas de bytes y bits, Tesis presentada en opción del t́ıtulo
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Abstract. In this work mathematical models of 3D representative volume ele-
ments (RVE) with systems of nanoinclusions are developed. Ellipsoidal and
conical nanoinclusions of different sizes are considered in a cuboidal matrix of
nanocomposites. Optimized packing is used for computational modeling of filling
a givenmatrixwith ellipsoidal and conical nanoinclusions. The proposed approach
permits designing different nanoscale structures with desired properties.

Keywords: Ellipsoidal and conical nanoinclusions · Representative volume
element · Packing · Phi-function technique

1 Introduction

Solid-type nanocomposites have remarkable mechanical properties and are widely used
in practice in many engineering structures and systems. Taking into account diversity of
material components and distribution of particles, variety of shapes and arrangements
of nanoinclusions, developing new models and methods to study nanocomposites is
extremely important.

Computational experiment permits a unified parameterization of elastic properties
of nanocomposites in a wide spectrum of their material characteristics, geometric and
surface features. Moreover, numerical simulation can replace the expensive field work
and essentially reduce the scope, cost and time for experiments.

In contrast to broad experimental studies of nanocomposites and metamaterials
[1–3], only a limited number of works on their static and dynamic behavior is known
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[4–7]. The reason is complexity of mathematical models used to describe adequately
elastic properties of involved structures. Inmanycases thesemodels are basedonmerging
basic theoretical principles of continuum mechanics with molecular level descriptions.
Computational nanotechnology focuses on numerical simulation in the area [4] and the
results are basically related to two-dimensional configurations of the objects [8, 9].

Concerning three-dimensional configurations, they have been analyzed mainly with
the assumptions of canonical single spherical particles in the nanocomposite or spheri-
cal inclusions in the periodically structured nanomaterial. In this study we consider 3D
nanocomposites. Under linear elasticity assumptions, elastic and mechanical properties
of composite materials and nanocomposites are considered. The non-classical boundary
conditions on the interfaces are addressed to the problems [10–12]. Boundary element
methods are applied to numerical solutions of the problems under consideration. The
effective algorithmbased onGauss formula is proposed for the singular integrals [13, 14].
A numerical solution of the boundary integral equations is proposed with unknowns dis-
tributed on the interface surfaces only. To study size influences at micro-and-nanoscale,
the Gurtin-Murdoch theory is applied for the description of nanoscale contacts between
the matrix and inclusions. This results in non-classical boundary conditions at the inter-
face surface. This surface is considered as an elastic membrane under a given surface
tension and with its own elastic characteristics such as the Lame coefficients [3, 15].
The three-dimensional isotropic elasticity equations are used for Somigliana’s identity
[1, 16].

In what follows a cube matrix with inhomogeneity inclusions is considered. The
inhomogeneitiesmay have the formof an ellipsoid or a (truncated) cone.A representative
volume element (RVE) defined by the cube matrix containing non-homogenic elements
can be used to study mechanical properties of composites and nano-composites [11, 17].

In [11] expressions for integral operators were obtained, while in [13] and [3] the
effective methods were elaborated for numerical integration of corresponding equa-
tions. In [3] an effective procedure was presented for estimating the effective mod-
ules of nanocomposites. Different types of inclusions were considered resulting in new
nanomaterials.

Mathematical and computational models for estimating the effective modulus of
nanocomposites usingRVEwith differentmechanical and geometrical characteristics are
presented in this paper. To analyze interactions of nanoinclusions in compositematerials,
3D optimized packing models are used (see, e.g. [18–27]).

In the current research the phi-function technique (see, e.g. [28–34]) is used to
describe placement conditions in mathematical models of filling a given volume with
ellipsoidal and conical shaped nanoinclusions.

The structure of the paper is as follows. An optimized packing problem for 3D
nanoinclusions and its mathematical model are presented in Sect. 2 together with mod-
eling geometric tools. Solution strategy and computational results are given in Sect. 3,
while Sect. 4 presents concluding remarks.
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2 Problem Formulation

The following notations are used to formulate the packing problem. Let � be a cuboid
of having length l, width w and height h, which are considered as variable parameters.

Let a set of nanoinclusions {Ti, i ∈ In = {1, 2, . . . , n}} has to be placed completely
inside the cuboid � without overlaps. Each nanoinclusion Ti can take the shape of an
ellipsoid or a truncated cone.

The size of each nanoinclusion Ti is assumed to be fixed. Each nanoinclusion Ti is
described in a local coordinate system while a fixed coordinate system is used for the
domain �.

The arrangement and orientation of Ti are represented by a vector (vi, θi). Here the
translation is defined by vi = (xi, yi, zi) and rotation is represented by the vector θi,
where θi = (θ1i , θ

2
i , θ

3
i ), θ

1
i , θ

2
i , θ

3
i are Euler angles. The nanoinclusion Ti, translated by

the vector vi and rotated by θi, is stated as

Ti(ui) = {p ∈ R3 : p = vi + M (θi) · p0,∀p0 ∈ T 0
i },

where T 0
i is the nanoinclusion Ti without translation and rotation, M (θi) is a standart

rotation matrix.
The problem of filling nanoinclusions into the volume can be stated as the following

optimization problem:
Pack all 3D objects Ti(ui), i ∈ In fully inside the cuboid � of minimal volume.
The following constraints have to be met in the problem:

non-overlapping nanoinclusions

int Ti(ui) ∩ int Tj(uj) = ∅ for j > i ∈ In, (1)

containment of nanoinclusions into the cuboid �

Ti(ui) ⊂ � ⇔ int Ti(ui) ∩ int �∗ = ∅ for i ∈ In, (2)

where �∗ = R3\int�.
To describe placement constraints (1)–(2) the phi-functions and quasi-phi-functions

are used.
A quasi phi-function for two 3D objects Ti(ui) and Tj(uj) is used to present the

non-overlapping conditions (1).
Let P(uP) = {(x, y, z): ψP = α · x + β · y + γ · z + μP ≤ 0} be a half-space, where

α = sin θyP, β = − sin θxP · cos θyP, γ = cos θxP · cos θyP and uP = (θxP, θyP,μP).
A continuous function defined by

�′
ij(ui, uj, uP) = min{�TiP(ui, uP),�TjP∗

(uj, uP)}, (3)

is a quasi-phi-function for Ti(ui) and Tj(uj), where
�TiP (ui, uP) is the normalized phi-function forTi(ui) andP(uP) is a half-space,while

�TjP∗
(uj, uP) is the normalized phi-function for Tj(uj) and P∗(uP) = R3\int P(uP).
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As follows from the definition of a quasi-phi-function max
uP

�′
ij(ui, uj, uP) is a

phi-functions of Ti(ui) and Tj(uj) and hence (1) holds if max
uP

�′
ij(ui, uj, uP) ≥ 0.

It follows from the properties of a quasi-phi-function that if �′
ij(ui, uj, uP) ≥ 0 for

some uP , then int Ti(ui) ∩ int Tj(uj) = ∅.
To describe containment constraints (2) a phi-function for the objects Ti(ui) and �∗

is constructed. This phi-function may be defined in the following form

�Ti�∗
(l,w, h, ui) = min{ϕki(l,w, h, ui), k = 1, . . . , 6}, (4)

where ϕki(l,w, h, ui) is a phi-function for Ti(ui) and a half-space Pk = {(x, y, z): ϕk ≤
0}, while ϕk = 0 for k = 1, . . . , 6 are equations of sides of the cuboid �.

Quasi-phi-Function to Assure Non-overlapping Ellipsoids
Let Ti(ui) and Tj(uj) be two ellipsoids defined by corresponding semi-axes ai, bi, ci = bi
and aj, bj, cj = bj.

To describe the non-overlapping condition int Ti(ui) ∩ int Tj(uj) = ∅ in (1), a new
quasi-phi-function is introduced for ellipsoids Ti(ui) and Tj(uj) in the form

�′
ij(ui, uj, u

′
ij) = nij · (vTi − vTj ) −

∥
∥
∥Q−1(θj) · τj · nTij

∥
∥
∥ −

∥
∥
∥Q−1(θi) · τi · nTij

∥
∥
∥,

where τi =
⎛

⎝

ai 0 0
0 bi 0
0 0 bi

⎞

⎠, τj =
⎛

⎝

aj 0 0
0 bj 0
0 0 bj

⎞

⎠,

vi = (xi, yi, zi), vj = (xj, yj, zj), u′
ij = (θ1ij, θ

2
ij).

Values nij and θ1ij, θ
2
ij are defined in the following way. A plane Lij = {(x, y, z) : αij ·

x + βij · y + γij · z + ζij = 0} is constructed for each pair of ellipsoids. The normal
vector of the plane Lij is denoted by nij = (αij, βij) = Q(θij)(1, 0, 0)T , where Q(θij) =
Q2(θ

2
ij) · Q1(θ

1
ij), αij = cos θ1ij · cos θ2ij, βij = cos θ1ij · sin θ2ij, γij = − sin θ1ij and θ1ij, θ

2
ij

are angles of rotation around the OY and OZ for the plane. Thus, Lij(θ1ij, θ
2
ij, ζij) = {p =

(x, y, z) : nij · pT + ζij = 0}. Detailed description of the quasi-phi-functions is presented
in [30, 33].

Quasi-phi-Function for Non-overlapping Truncated Cones
Each truncated cone is defined by three vectors pi1 = (xi1, yi1, zi1), pi2 = (xi2, yi2, zi2)
and ni = (nxi , n

y
i , n

z
i ), as well as a pair of parameters ri1 and ri2. Here the bottom and

top bases of Ti are centred at pi1, pi2 and have radii ri1, ri2 correspondingly, ni denotes
the unit vector normal to the bottom (top) base of Ti. For each circular truncated cone
ri1 �= ri2 and ri1 > 0, ri2 > 0. The height of Ti is denoted by hi.

A quasi phi-function for truncated cones Ti(ui) and Tj(uj) is defined in the form

�′
ij(uq, ug, u

′
ij) = min{�i(ui, u

′
ij),�

∗
j (uj, u

′
ij)},

where�i(ui, u′
ij) is a phi-function corresponding to the object Ti(ui) and the semi-space

P̃ij, �
∗
j (uj, u

′
ij) is a phi-function corresponding to the object Tj(ui) and the semi-space
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P̃∗
ij = R3\int P̃ij. Here the vector u′

ij = (θ1ij, θ
2
ij,μij) contains all auxiliary variables of

the quasi phi-function �
prime
ij (see [30] for details).

The phi-function corresponding to the object Tj(ui) and a semi-space P̃∗
ij has the

form

�∗
j (ui, u

′
ij) = min{f1(ui, u′

ij), f2(ui, u
′
ij)},

f1(ui, u
′
ij) = −ñij · p̃j1 − μij − rj1

√

1 − (ñij · ñi)2

f2(uj, u
′
ij) = −ñij · p̃j2 − μij − rj2

√

1 − (ñij · ñqi )2

The non-overlapping condition (1) can be represented by the inequality
�′

ij(ui, uj, u
′
ij) ≥ 0.

All variables of the problem can be grouped in the following vector: u =
(l,w, h, u1, u2, . . . , un, τ) ∈ Rσ , where (l,w, h) is the vector of the dimensions of
the container �; ui = (vi, θi) = (xi, yi, zi, θ1i , θ

2
i , θ

3
i ) represents placement parameters

for the object Ti, i ∈ In; τ denotes the vector of auxiliary variables u′
ij for j > i ∈ In.

The optimized packing problem may be formulated in the form

min ( )u s.t. u W , (5)

W = {u ∈ Rσ: �′
ij(ui, uj, u

′
ij) ≥ 0, j > i ∈ In,�i(l,w, h, ui) ≥ 0, i ∈ In}, (6)

where , �′
ij(ui, uj, u

′
ij) is the quasi phi-function (3)

defined for the pair of the 3D objects Ti and Tj (describing the non-intersection con-
straint (1)), �i(l,w, h, ui) is the phi-function (4) for the 3D object Ti(ui) and the object
�∗ = R3\int Ω (enforcing the containment constraint (2)).

Each inequality in (6) contains the phi-function and in fact is a system of inequalities
involving differentiable functions. The model (5)–(6) is a continuous nonlinear non-
convex programming problem. The formulation (5)–(6) is exact in the sense that it
contains all solutions for the original packing problem.

3 Solution Strategy and Computational Results

The solution approach is proposed involving the main stages as follows:

Stage 1. Generating starting points feasible to (5)–(6). The homothetic transformations
of objects are used to construct feasible solutions as follows. First, construct a sufficiently
large container and circumscribe each nanoinclusion (3D object) by the sphere. Then
randomly generate in the large container n centers for the spheres. Scale all the spheres to
the full size by solving an auxiliary nonlinear programming subproblem. Forma vector of
feasible translation for all nanoinclusions (3D objects). Randomly generate parameters
of rotation for all 3D objects. Construct a point feasible to the problem (5)–(6) (see, e.g.
[32–34] for details).
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Stage 2. Minimize (locally) in the problem (5)–(6) starting from the feasible points gen-
erated at Stage 1. Here the optimization procedure described in [35] for large-scale pack-
ing problems is used. This algorithm substitutes the original problem (5)–(6) with O(n2)
constraints for a sequential solution of nonlinear subproblems with (O(n)) nonlinear
constraints and variables (see [32, 33] for more details).

Stage 3. The best local minimum obtained at Stage 2 is considered as a solution to the
original problem (5)–(6) .

Two problem instances below illustrate thework of the proposedmultistart approach.
The algorithms were implemented and executed on an AMD Athlon 64 X2 5200+
computer. For NLP subproblems the IPOPT solver (https://github.com/coin-or/Ipopt)
was used [36]. The sizes of the objects were defined similar to [17].

Example 1. Packing conical nanoinclusions (truncated cones):

a) n = 35 including 10 items with h = 3 nm, r1 = 1.2 nm, r2 = 1 nm and 25 items with
h = 2, r1 = 0.6, r2 = 0.5.

The best objective function value obtained for 962.43 s. (10 starting points) is

b) n = 40 including 10 items with h = 3 nm, r1 = 1.5 nm, r2 = 1 nm and 30 items with
h = 2, r1 = 0.8, r2 = 0.5.

The best objective function value found for 1187.06 s. (10 starting points) is

The local optimal solutions corresponding to Example 1 are shown in Fig. 1.

Example 2. Packing n = 100 ellipsoidal nanoinclusions (spheroids) with semi axes a
= 5 nm, b = 3 nm and c = 3 nm.

The best objective function value found for 35548.86 s. (25 starting points) is

The local optimal solution for Example 2 is presented in Fig. 2.

https://github.com/coin-or/Ipopt
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Fig. 1. Local optimal packings for conical nanoinclusions: a) n = 35; b) n = 40.

Fig. 2. Local optimal packing for n = 100 elliptical nanoinclusions.
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4 Concluding Remarks

In this work novel mathematical models of representative volume elements with dif-
ferent mechanical and geometrical characteristics are proposed. To represent mutual
interactions of nanoinclusions in composite materials, 3D optimized packing models
are developed. Numerical experiment was conducted to illustrate the approach. Using
numerical modeling instead of expensive full-scale experiments facilitates synthesis of
nanocomposites with desired properties.

Simple convex (regular) shapes (ellipsoids and truncated cones) were used in this
work to represent the composite matrix and nanoincusions in packing models. However,
in many practical cases nanoinclusions may have irregular shapes [37–41] or can be
represented as a composition of regular shapes [37]. An alternative research direction
is covering complex objects by more simple shapes [42, 43] or applying other ideas
for placement conditions [44]. Large dimension of the problem (5)-(6) may complicate
its direct solution. Using aggregation approach [45] or decomposition [46] may help
constructing low-dimensional models to get reasonable suboptimal solutions.
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and José Mario Valadez Cedillo1,2

1 Universidad Autónoma de Nuevo León,
San Nicolás de los Garza, Nuevo León, Mexico

mariadelctoledo92@gmail.com, lucero.cavazos@uanl.mx,

mario.valadez@gmail.com
2 ABC Institute, Rupert-Karls-University Heidelberg, Heidelberg, Germany

Abstract. The University Educational Institutions are currently per-
ceiving an increase in the demand for their services, which forces them
to seek strategies that allow them to have well identified the activities
to be carried out at each stage of their processes. This study seeks to
identify the strategies, methods, and tools that allow the design of the
University Educational Supply Chain, based on a systemic review of the
literature. Following as a working method the classification of documents
by topic of interest, then the characteristics of the university educational
supply chain are analyzed, supply chain design tools applied in different
environments are analyzed and the most suitable methods are selected
based on established criteria. Feasible to apply in the university educa-
tional environment. It is obtained as a result of this work that the Sup-
ply Chain Operations Reference Model, the Value Stream Mapping, and
Simulation, are supply chain design strategies that are adjusted to the
university educational environment and that serve as, help to redesign
processes, measure the performance and effectiveness of the services and
products offered to students, the labor market and society in general
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1 Introduction

The study of the supply chain currently represents of interest to managers, leaders,
and stakeholders of University Educational Institutions [1,2] who seek to meet the
expectations of the labor market and students entering these institutions.

Universities represent the basis for the development of society [3], but they
are currently facing phenomena such as the massive increase in the demand for
their services, lack of communication between the university education sector
and the labor market [4,5] and the scarce funding available to universities to
develop their curricula [5,6].
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This situation demands an improvement in the administrative processes and
operations of the university education sector [5,7], which leads these institutions
to incorporate supply chain approaches in their work strategies [8,9].

This work aims to analyze supply chain strategies, methods, and tools that
can be integrated to the university education sector and that contribute to meet
the increase in demand for university services, strengthen the communication
flow between the labor market and university education institutions and serve
as sustainability alternatives for the University Education Supply Chain. The
structure of this document is as follows: first, a summary of the articles and
journals analyzed is made, according to keywords used in the search system, then
the supply chain for university educational institutions is defined, the existing
strategies and methodologies for the design of the supply chain are analyzed and
finally, the best methods are selected to increase the efficiency and effectiveness
in the university educational processes.

2 Literature Review

Understanding the background of studies related to the Supply Chain is an
important step that allows you to have a vision of the evolution of these concepts
over time. Researchers such as [8] show a timeline, which allows us to visualize
how supply chain management has transcended and how its applicability has
been both in the manufacturing, service, and education areas. The evolution of
the concepts can be seen in Fig. 1.

Fig. 1. Evolutionary line of supply chain management. Source: own elaboration with
information from [8].

During the1940s and 1950s, logistics was related to the need of the military to
acquire, maintain, and transport all its materials and personnel from one facility
to another [8]. Then, in the 1960s and 1970s, studies related to physical distribu-
tion and logistics began, incorporating in the 1980s the concept of Supply Chain
Management due to the need that manufacturing companies saw to incorporate
new organizational functions [10,11]. [8] emphasize that the supply chain is char-
acterized by being seen as a unique entity, where strategic decision making at
the top level is necessary to manage the chain in its original formulation.
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One of the first authors that proposes to apply supply chain tools in Univer-
sity Educational Institutions is [12], who seeks to join theory with practice and
proposes a contingency model, which is achieved by applying a questionnaire
to employers and students and which allows establishing improvement strate-
gies for the integration between companies, suppliers and clients of University
Educational Institutions.

On the other hand, [13] create a model of supply chain management based
on strategies that are implemented in the service and manufacturing industry
where the structure of the university educational supply chain is defined.

[11] proposes the first largescale empirical study where he defines that the
educational supply chain, the research supply chain and educational management
are the necessary elements to apply an Integrated University Educational Supply
Chain Management Model.

3 Methodology

The methodology proposed in this study consists of a systemic review of the liter-
ature that allows to establish criteria for the selection of one or more supply chain
design tools that can be adapted to the characteristics of the university educa-
tional supply chain and that also allow establish the configuration of the supply
chain processes, determine the level of integration between the processes and
that contributes to establishing continuous improvement strategies that allow
them to be efficient and able to compete in the increasingly global market.

The methodology for selecting the tools consists of three stages which are
shown in Fig. 2 and explained below.

Stage I: This stage begins with a planned review of the documents required for
the development of this study, which allows for the selection of studies related
to the university educational supply chain and supply chain design strategies.

Stage II: Once the different supply chain design strategies have been identified
and the peculiarities of the university educational supply chain have been ana-
lyzed, selection criteria are established to identify which of the strategies is best
adapted to the type of chain to be designed. At this stage, the different scenar-
ios in which the selected design strategies were implemented, the peculiarity of
each supply chain studied, as well as the objectives pursued in each study are
considered in order to identify those factors that were most repeated and thus
determine a common criterion that allows the selection of one or more tools that
best fit the case study.

Stage III: In this stage, an analysis of the results obtained from the previous
stage is made, where the selected tool is described, based on the coincidence
that exists between the criteria selected in the previous stage, thus establishing a
frame of reference from the analysis of case studies that allows the understanding
of the applicability of the selected tool in the studied environment.
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Fig. 2. Methodology for the selection of supply chain design tool criteria. Source: own
elaboration.

3.1 Stage I: Planning and Document Review

For the selection of the documents, the following databases were used: Scopus,
EBSCO, Web of Science, Elseiver, MIAR, Research Gate, Scielo and Google
Scholar. The categories for the search and selection of the documents estab-
lished were: University Educational Institutions, Supply Chain, Supply Chain
in University Educational Institutions, Supply Chain Design and Supply Chain
Design Methods and Tools.
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A total of 132 articles were selected of which 59 were related to University
Educational Institutions, 26 analyzed the general supply chain, 132 analyzed
the University Educational Supply Chain, 14 were oriented to the design of the
supply chain and 20 of them provided the tools that help in the design of the
supply chain. The publication date of these studies is between 2010 and 2018.

The main magazines consulted were Industrial Management and Data Sys-
tems; Iberoamerican Business Journal; European Journal of Business and Man-
agement; Computers and Industrial Engineering; Competitiveness Review. An
International Business Journal; Science, Academic Research and Development;
Advances in Decision Sciences; International Journal of Production Research;
Industrial Engineering; Management, Technology and Social; Revista Iberoamer-
icana para la Educación; Journal Manufacturing Technology Management; Jour-
nal Of Computational Science; International Conference on Industrial Engineer-
ing and Operations Management Dhaka; International Journal of Supply Chain
Management; Supply Chain Management: An International Journal; Engineering
and Development; International Conference on Smart Technologies for Mechan-
ical Engineering; Engineering and Technology; International Journal of Manu-
facturing Engineering.

From this analysis, it stands out that most of the studies are directed to
the analysis of the management and design of the manufacturing supply chain
[9,11], only a few analyze this problem in the service industry, where the work of
[2,5,8,14] related to the design and management of the supply chain in University
Educational Institutions.

Supply Chain in University Educational Institutions. Ensuring devel-
opment in an increasingly competitive national and international environment
implies, for the UIS, considering quality in the teaching and learning processes
[3]. For this purpose, the UIS need to adopt supply chain concepts in their own
institutions, which contribute to the improvement of productive and service pro-
cesses, satisfying with quality the expectations of the demanders [2].

The concept of the educational supply chain is a topic that is of interest to
many authors [15], since like other supply chains they require the coordination
of all their nodes to achieve an aligned flow of information, production and
distribution [2].

The University Education Supply Chain is the integrated set of the education
supply chain and the research supply chain [8], as shown in Fig. 3. This holistic
view of the University Education Supply Chain concept given by [8], shows in
a simplified way the twoway sense in which information and service flows, at a
single level of supply chain management for universities.

[2], consider that the Educational Supply Chain is characterized by two types
of services, one dedicated to teaching, which establishes the direct and indirect
services to process inputs; and secondly we have the research services or research
projects, considered more expensive and prolonged, requiring a personalized,
proactive and reactive supply chain to satisfy the demanders.
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Fig. 3. Holistic view of a University Education Supply Chain. Source: Own elaboration
with information of [8].

[16], highlights that the University Education Supply Chain involves schools,
colleges of higher education, current students, university staff and employers,
who in collaboration with the University Institutions, multilevel and service
providers who allow the development of curricula that satisfy the final consumer.
Figure 4 shows the twoway flow of the University Education Supply Chain that
is achieved through integration between providers, University Institutions and
customers.

[2,15] classify the suppliers of the supply chain, according to their entries,
considering among them suppliers of teaching services, who become colleges or
high schools, universities, faculties within the same university educational insti-
tutions, students, family members, organizations that provide scholarships and
financial support, suppliers of assets, equipment, and of educational materials
such as stationery, technologies, among others [2,15].

[1,11], also establish that project and research providers within the supply
chain are selffinanced by the university’s own educational institutions and exter-
nal project providers who provide financial support to universities and research
centers.

[9] point out that one of the main objectives of an educational supply chain
is to improve the welfare of the final customer, who according to [11] become the
students themselves who provide their bodies, minds, belongings, as raw mate-
rials needed to obtain graduates and quality research results [11]. On the other
hand, [16] considers the labor market, as a client of the University Education
Supply Chain, who expect as a result graduates to have the knowledge and skills
necessary to perform the work for which they were employed.

To be able to meet market needs and meet customer expectations, University
Educational Institutionsmust have a certain degree of knowledge about the param-
eters in their supply chains, including suppliers, customers and consumers [9].

The University Educational Institutions must seek the improvement and inte-
gration of their processes and services that meet the quality requirements and
satisfy the expectations of the demanders, implementing design strategies that
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Fig. 4. Integration of information and service flows at each level of the University
Education Supply Chain. Source: Own elaboration with information of [16].

allow the university educational institutions to have a much more dynamic and
competitive supply chain [2,17].

Through an empirical study conducted at 10 universities in Malaysia, [18]
found that CS practices have a high impact on university performance, especially
information sharing practices.

Supply Chain Design. Supply chain design is defined as the process of devel-
oping, implementing and managing resources, processes and information, which
seeks to make the strategic objectives of any institution, company or enterprise
achievable over time .

The supply chain design process has been oriented to solve problems related
to the location of the facilities, the installed capacity, the current market situa-
tion, and the selection of suppliers, among others [20].

The complexity that is perceived in the process of supply chain design is given
by the hesitation in selecting the best improvement strategies, the attention of
management and the accuracy of cost estimation [20].

[19] suggest that design strategies employed in one supply chain do not gen-
erate the same result when applied in another in a different environment. Thus,
in the face of the diversity of environments, multiple responses have occurred
that contribute to supply chain design techniques and tools [21].
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During the development of this work, a total of 14 articles are analyzed that
are closely related to supply chain design in different environments. The analysis
of these works consisted in identifying the objectives pursued by each study and
the supply chain design tools used in each case. Table 1 presents the following
analysis.

3.2 Stage II: Establish Selection Criteria

The correct design of the university educational supply chain depends to a great
extent on the type of design strategy that is selected for its modeling, so it is nec-
essary to have well established criteria that allow the decision to be made [22].

In the analyzed literature, criteria that different authors have considered for
the application of SC design tools can be detected, which are shown in Table 2.

Taking into consideration the criteria that measure the application of CS
design tools set out above and considering the need presented by the UESC, the
following selection variables are established (Table 3), which allow determining
a chain chain design strategy supply for the UEI.

The selected tool is an alternative with flexible characteristics and adaptable
to the educational environment, which allows the design of UESC processes, and
makes it possible to measure the performance and financial sustainability of the
chain, as well as to establish continuous improvement strategies in the whole
chain.

3.3 Stage III: Discussion of Results

During the development of this research, CS design methods and tools are iden-
tified that can be applied in the EUI due to their flexibility and applicability in
different sectors, and that help to redesign the processes in the chain to meet
the growing demand for services educational institutions, as well as establish-
ing indicators to measure the performance and quality of the services offered to
students, the labor market and society in general.

Among the supply chain design methods that best fit the evaluation criteria
established above are the SCOR model, the Value Chain Mapping, and the use
of integrated simulation of these two models. Each of these supply chain design
tools is described below.

SCOR Model. The Supply Chain Operations Reference Model, or SCOR
model, was developed in 1996 by the Supply Chain Council (SCC) to create
a standard that enables companies to improve their supply chain operations
[23,24].

SCOR can be used to describe anything from simple to complex supply
chains, using a common language to describe processes, process performance
indicators, improvement practices and technologies [21,25] (Wang, Chan, and
Pauleen, 2010; Rashid, and Weston, 2012). Good supply chain management exe-
cuted under SCOR enables the parties involved to manage, improve their meth-
ods and communicate more efficiently and effectively, achieving excellence in the
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Table 1. Summary of Supply Chain Design studies and methods. Source: Own Elab-
oration

Authors Research objective Instrument

Rashid Weston (2012) Create and implement an integrated

methodology for the design of

complex supply chains

Business model Causal

Loop Diagram Simulation

Carvalho et al. (2012) Improve the resilience of interrupted

supply chains by studying alternative

scenarios

Simulation

Pardillo-Baez &

Gómez-Acosta (2013)

Provide a node design model that

contributes to integrated

management among the chain’s node

actors, guaranteeing the required

levels of efficiency and effectiveness

Simulation

VSM

SCOR Model

Prasad, Subbaiah, Rao

(2014)

Achieve an integration between

competitive and supply chain

strategies, based on a supply chain

design methodology

Quality function

deployment (QFD)

López Manzano et al.

(2014)

Improve communication processes

and channels in a telecommunications

company, based on a redesign of its

internal supply chain

Ciclo Deming Modelo

DAFO SCOR

Orjuela Castro (2018) Assess the impact of the type of

design of the perishable food supply

chain on the balance of logistics flows

Optimization Simulation

Fajardo (2018) Reduce the delivery time of a

company dedicated to the

transformation of coated steel sheets

in order to meet the delivery

deadlines agreed with the client

DMAIC methodology

Carvalho et al. (2010) Meet the requirements established

between the auto parts industry and

the automaker, based on a supply

chain redesign case study

Data collection and

analysis

Hilletofth (2012) Develop a framework for supply chain

design to demonstrate the key

benefits and requirements of a

differentiated supply chain

Market information

gathering

Melnyk et al. (2014) Understand the three key levels to

consider in supply chain design

Case study analysis

Authors Objectives of the study Instruments

Masoumik et al. (2014) Develop a conceptual framework that

can shape the components of a

sustainable supply chain

Data review and analysis

Pashaei 6 Olhager (2015) Identify gaps and opportunities for

improvement, based on a review of

the literature, on the relationship

between product architecture and

supply chain design

Bibliographic review and

analysis

Ivanov et al. (2015) Analyze recent research on supply

chain design with disruption

considerations in terms of domino

effects

Analyze the literature

Asmussen et al. (2018) Determine the factors that affect the

supply chain design decision making

process

Case study analysis
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Table 2. Selection criteria of supply chain design instruments. Source: Own Elabora-
tion

Instruments Selection criteria Authors

Business model –It is mainly applicable to complex sup-

ply chains

–Allows the modeling of the supply

chain structure

Rashid, Weston (2012)

Causal loop diagram –It allows visualizing the behavior of

the indicators in the supply chain

Rashid Weston (2012)

Simulation –Allows you to visualize the behavior of

different scenarios in the supply chain

–Allows the design of the supply chain

network

–Contributes to decision-making on

improvement strategies

–It is flexible and can be applied to all

kinds of supply chains

Rashid Weston (2012)

Carvalho et al. (2012)

Pardillo-Baez & Gómez-

Acosta (2013)

Orjuela Castro (2018)

Value stream mapping –Allows the redesign of processes in the

supply chain

–Allows determining limiting operations

–Allows establishing improvement

strategies

–Flexible and adaptable to any type of

supply chain

Pardillo-Baez &

Gómez-Acosta (2013)

SCOR model –Process reengineering

–Benchmarking

–Measurement of processes

–Adaptable to any type of supply chain

Pardillo-Baez & Gómez-

Acosta (2013)

López Manzano et al.

(2014)

Quality function

deployment (QFD)

–Allows determining competitive strate-

gies in the supply chain

–Allows you to define performance

within the supply chain

Prasad Subbaiah, Rao

(2014)

Deming cycle –Allows the establishment of

continuous improvement strategies

based on the analysis of indicators in

the supply chain

López Manzano et al.

(2014)

Deming cycle –Allows the establishment of

continuous improvement strategies

based on the analysis of indicators in

the supply chain

López Manzano et al.

(2014)

DAFO analysis –Analyzes the internal and external

environment of the supply chain

–Allows the establishment improvement

strategies in the supply chain

–It is flexible and can be applied to all

types supply chains

López Manzano et al.

(2014)

Optimization –Optimizes the development and selec-

tion of product, process, services in the

supply chain

–Allows the alignment of strategy

within the supply chain

It is flexible and can be applied to all

types of supply chains

Orjuela Castro (2018)

DMAIC methodology –Allows the definition of indicators in

the processes of the supply chain

–Analyzes and establishes improvement

strategy

Fajardo (2018)
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Table 3. Selection criteria of supply chain design Instruments. Source: Own elabora-
tion.

Evaluation criteria

Instruments Flexible Process design Measurable Improvement

strategy

Number

of criteria

met

Business model X 1

Causal loop diagram X 1

Simulation X X X 3

Value stream mapping X X X X 4

SCOR model X X X 3

Quality Function

Deployment (QFD)

X X 2

Deming Cycle X 1

DAFO X X 2

Optimization X X 2

DMAIC methodology X X 2

organizational structure of the value chain and achieving customer satisfaction
[24,26,27]. SCOR has several valuable contributions, including its contribution
of standardized metrics for measuring supply chain performance [28].

The five main management processes (Fig. 5), by which the SCOR model is
governed, are Planning (Plan), Procurement (Source), Manufacturing (Make),
Distribution (Deliver) and Return [24].

Fig. 5. Structure of the SCOR model. Source: Own elaboration with information of
[24].
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SCOR includes three levels of detail (Fig. 6), where a) Higher Level. Process
Types b) Configuration Level. Categories of Processes and c) Level of Process
Elements. Decomposition of the Processes, to these three levels is added a level
of implementation which is out of the scope of the scheme, but what is necessary
to implement since it allows to define the practices to reach the competitive
advantages and thus to adapt to the business conditions [26]. At each of these
levels, the supply chain performance indicators are determined, which are divided
into five performance attributes: Reliability, Flexibility, Responsiveness, Cost
and Assets.

Fig. 6. Levels of the SCOR model. Source: Own elaboration with information of [26].

[26] establish that the application of the SCOR model is beneficial for the
companies because it allows a considerable improvement in the processes of the
supply chain, it also allows to continue using the technological tools that the
company has, being a standard model, with standardized processes, standardized
metrics and standardized best practices it is flexible and easy to configure to
the particularities that each business, company or institution presents, allowing
to integrate their processes, to establish performance indicators and thus to
compare their performance with other companies of similar nature.

Some of the limitations of the SCOR model are that it does not attempt to
describe each Business Process or Activity, and the model does not contemplate
what is related to demand generation processes, product development or research
and development. And as for the activities of Human Resources, Training, Sys-
tems, Administration and Quality Assurance, SCOR does not contemplate them
anymore if they should be considered when applying this model [25].
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Value Stream Mapping. Value Stream Mapping (VSM) is a Lean Manu-
facturing management tool, which allows the visualization of all the processes
carried out within an organization, showing the current state of the company,
identifying its points of improvement and serving as a contribution for com-
parison during the implementation of any of the lean manufacturing tools [5].
It supports the redesign of processes, seeking to develop efficient and flexible
competitive supply chains [29].

This type of method considers three fundamental pillars: continuous improve-
ment (Kaizen), total quality control and just in time (Just in time), with the
objective of making the company, institution or enterprise profitable, competi-
tive and efficient [30].

The VSM model works in manufacturing companies, service companies [31]
and even in University Educational Institutions [5], allowing to visualize multiple
processes, including the flow of material and information within the institution,
as well as the level of integration that exists in them, identifying the source of
waste that limits the institutions.

[32] points out that the use of VSM could help improve visibility and develop
a risk management system.

[5] proposes to apply this model in university educational institutions, based
on the 4 stages of the VSM and a series of steps established in each of them,
which are shown in Fig. 7.

The application of this method allows for a visual representation that deter-
mines where the limiting operations are located, using symbols, metrics and
arrows, which make it possible to show and improve the flow of inventory and
information required to produce a product or service that is delivered to a con-
sumer.

On the other hand, [5], highlights that some advantages of applying VSM
are

– They help to visualize the global process allowing an integral vision that
things really work allowing to see events from the client’s point of view,

– They allow to see the losses of a process,
– They allow to link the connections between the material and the information

flow and,
– They help the alignment of the organization; that is, giving a starting point

for the implementation of an improvement while involving people.
– Manifests a link between the flow of information and material.
– Facilitates a common language for the interpretation of manufacturing pro-

cesses.

On the other hand, [5] highlights some challenges that institutions present when
implementing VSM, among them

– Problems when monitoring processes.
– Ignorance of the model by the staff within the institution.
– Little integration between the processes of the entire supply chain.
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Fig. 7. Value stream mapping model. Source: Own elaboration with information from
[5].

– The large number of products and processes that are not yet defined within
the institution.

– Wide range of products and production flows that are not yet clearly defined
by the institutions.

– Lack of support from top management.

Simulation. Simulation modeling has been widely implemented in many disci-
plines to replicate and predict behaviors [21], allowing the identification of gaps
between actual performance and the current state of the supply chain [33].

Simulation models are often complex in certain cases, since they require cod-
ing static and dynamic properties of the systems [21], so it is necessary to have
well established the situation being addressed.

According to [34] Simulation is a tool that allows to predict a certain situation
in a short period of time, from the consideration of variables that intervene in the
modeled scenario, if seeing of support for the election of improvement strategies
and for the design of processes in the organizations. In this way, simulation allows
to anticipate risks in the supply chains [35].

One of the benefits of simulation is that it is a tool that allows the eval-
uation of theories and also serves to analyze the organizational situation [36].
[34] considers simulation as a strategy for companies that allows them to reduce
the risks that can occur when making a decision in a certain situation in the
organization, allowing the reduction of time, costs and helping to visualize the
future effects of the implementation of a project [37].
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The literature review has shown how the Simulation has been combined with
other supply chain design strategies to obtain better results in implementing
change and improvement strategies in the organization [21,27,33,37].

Simulation, together with the VSM model, allows us to see in a clearer, faster
and more feasible way the limiting operations that affect the current and future
state of the value map in the supply chain [37].

On the other hand, it was found in the literature that most of the studies that
use simulation in conjunction with the SCOR model focus on solving problems,
and apply it fundamentally to the improvement plan process at level 4 of the
model, serving as a validation tool for decision making [27].

The truth is that simulation not only makes testing ideas easier, cheaper and
faster, but also provides an immediate evaluation of proposed changes in the
system [38].

Using simulation models requires appropriate tools such as: SIMUL8
(https://www.simul8.com/), Arena and iThink, among others [21], which pro-
vide behavioral analysis capabilities that can predict system results with refer-
ence to selected system performance measures

Despite the fact that the application of Simulation allows for a reduction in
costs, a decrease in decisionmaking time, and provides greater reliability when
selecting improvement strategies, it presents some restrictions such as: the lack
of systematization of information, the need to study in detail the relationships
between system elements, and the difficulty of integrating and making explicit
large models, it facilitates the study of systems, mainly those of smaller sizes
and specific phenomena.

4 Conclusions

Although the study of the supply chain is a very frequent topic in industrial and
commercial sectors, since it allows to improve the performance of the chain, its
application in the educational sector is limited. Several researchers found that
there are important opportunities in education systems, such as weak commu-
nication between the labor market and universities, lack of funding, and over-
crowding. This establishes an interesting avenue of research to analyze educa-
tional processes in detail and develop initiatives to redesign their supply chain.

Weak communication between the labor market, students, and the university
education supply chain results in a curriculum that is not aligned with the needs
of employers, students, and society. Educational institutions require strategies
to meet the expectations of their stakeholders.

The literature review also reveals supply chain design strategies that can
be applied to University Educational Institutions, among which are considered
the Supply Chain Operations Reference Model (SCOR model), the Value Chain
Mapping (VSM) and the Simulation.

The implementation of these supply chain design strategies in educational
institutions contributes to increase the efficiency and effectiveness of their ser-
vices and products offered by the different educational institutions.

https://www.simul8.com/
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This study contributes to the knowledge about the use of methods and strate-
gies of university educational supply chain design, a topic that has been little
addressed in the literature. Future work could expand to look more deeply at
the impact of some of these design models on university educational institutions.
This would help to demonstrate that supply chain design strategies contribute
to an improvement in their entire supply chain, enabling them to meet the needs
of today’s market.
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Abstract. Today, digital tools play an important role in education. These tools
are a support to strengthen the knowledge of students while for teachers it can
become part of their work material. Using digital didactic tools, the students can
understand an algorithmwith a certain degree of difficulty.We present in this paper
a digital tool to support the teaching and learning of transmission control protocol
(TCP) fundamental operations. Using interactive examples and animations, our
didactic tool provides complementary information that help to understand the TCP
basic concepts.

Keywords: Didactic software · Networking · TCP protocol · Simulation

1 Introduction

During the year 2020 the world has faced a pandemic that kept us in social confinement,
this includes the fact that schools have been closed for a long period. However, in this
situation, alternatives were sought that could help distance learning. The main resource
used to meet these needs have been digital tools and video conferences. The importance
of technologies in education has been reflected, even increasing their price at the market
andworldwide level. A greater benefit could be seen in education, some teachers realized
that these technological resources could be used in face-to-face classes or for homework.
The importance of didactic tools in teaching is reflected worldwide, it has already been
accepted as a complement to the information given by teachers or as the means of
teachingwhere teachers take the resources as themain source for their classes.A teaching
tool helps support inside or outside the classroom, as it is easy to access and intuitive.
However, the main limitation faced the digital tools based on internet is access to the
internet since several localities still do not have the necessary internet infrastructure.

Networking courses are an important core of different bachelor curriculum related
to information technology and computer engineering. However, motivating students to
learn topics related to networking such as internet protocols can be often difficult and bor-
ing mainly due because its theoretical subjects. In this work, we present a digital tool to
support the teaching/learning process of the fundamental operations of the Transmission
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Control Protocol (TCP) [1]. Using this tool, we expect that students can acquire, rein-
force, and exercise their knowledge about this important protocol. Interactive examples
and animations are used to guide the user through this tool.

The rest of this work has the following organization. Section 2 presents information
related to protocols and networking didactic tools. In Sect. 3 information about basic
and fundamental aspects of TCP are described. In this section, we also explain the TCP
basic operations to be implemented in our didactic tool. Section 4 presents the general
design of our didactic tool, while its implementation is described in Sect. 5. Section 6
describes the tests and evaluations done to our tool. The article concludes in Sect. 7.

2 Related Work

Networking protocols are described in many textbooks [2–6], and its applications have
been discussed extensively in the computer networking literature [7, 8]. In this section,
we review some didactic tools related to our work presented in this paper. Authors in [9]
present NEO as a web tool where communication protocols can be learned. This tool
mainly shows detailed definitions about communication protocols. There are animation
sections where are shown the characteristics and operations of each OSI/ISO and TCP
layer referencemodels. Isiunne is proposed in [10] as amethodology for the development
of teaching/learning tools using animations. This tool has simple animations, which are
used to explain data communication concepts, the ISO/OSI reference model and data
communication protocols. Its design has been planned for different user profiles as
administrator, teacher, or student. Isiunne contains evaluations of the concepts shown,
which are administered depending on the user profile with which it is entered. Kiva
Network simulator (KivaNS) is proposed in [11] as a free and open source java-based
application. KivaNS allows user to design data network schemes and to simulate the IP
routing through these networks. Thus, we can find data network diagrams and packet
routing simulations. KivaNS ismainly oriented to simulate the IP behavior, and emulates
the basic operation of technologies in the link layer as Ethernet. The main objective of
this tool is to help to design and understand the data networks operations, specifically
the packets routing in the TCP/IP architecture, without needing a real infrastructure and
traffic analysis tools. Other digital tools related to teaching of computer networks can
be found in the literature, however most of these tools still have many characteristics to
be covered and improved.

3 TCP Background

The Transport Control Protocol (TCP) is a protocol in the transport layer, and its main
task is the reliable transportation of data through the network [2]. This protocol allows to
exchange information between computers and application programs. TCP ensures that
the transferred data arrive correctly, secure and in order. Main attributes of TCP are [2]:

• a fully duplex bidirectional virtual circuit.
• data is transmitted as a data stream.
• its reliable data transmission is based on:
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• sequence numbers
• checksum
• acknowledgements
• retransmission when an acknowledgement is received timeout.
• greater efficiency based the sliding-window principle.
• urgent data and push function
• graceful connection shutdown
• transport-user addressing using port number.

The TCP protocol header has different fields with the following significance [2],
[5]: source and destination port number, are fields of 16-bits and denote the initial and
end points of a virtual circuit. The sequence number is a 32-bits word which refers to
the send direction. The acknowledge number also is a 32-bits word and it applies to the
number of bytes received by the other end [2]. The data offset contains the length of the
TCP header. The flags are bits used to trigger actions in TCP. There are six flag bits in
the TCP header, and one or more of them can be activated at the same time [2]:

1. URG - pointer in Urgent field is valid.
2. ACK - acknowledgment number is valid.
3. PSH - the receiver should pass this data to the application as soon as possible.
4. RST - resetting of the connection.
5. SYN - synchronize sequence numbers to initiate a connection.
6. FIN – the sender shutdowns the connection, and the data flow is finished.

The window contains the number of bytes that a receiver can accept in its data buffer
for this connection. This field is used to control the data flow. The checksum includes
a code which is used in the receiver to detect some error in transmission. The urgent
pointer points to a data byte called urgent data which must be read immediately. The
options field is used to add extra facilities not covered by the regular header.

The TCP protocol contains many functions which ensure that the data arrives cor-
rectly. For example, TCP establish a successful and secure connection to ensure that
information is not lost. The main functions to be considered in our didactic tool are
TCP connection establishment (normal case), retransmission and sliding window. In the
following we give a briefly description of these functions.

3.1 TCP Connection Establishment

A TCP connection is established through an agreement of three. One side waits for a
connection while the other side executes the connection. For this connection, protocol
needs to specify the address, the port number, the TCP maximum segment size to be
accepted, and optionally some user data. After this, transmitter waits for the response.
The segment arrives at the receiver and it checks if there is any process in the list.
Depending onwhat is on the list, the connection is rejected or accepted. If the connection
is accepted, then a confirmation segment is returned, otherwise a reject response is sent
to the transmitter. A SYN segment consumes 1 byte of sequence space [5]. Figure 1
shows how a TCP connection is established.
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Fig. 1. Establishing a TCP connection.

3.2 Retransmission

During the information transmission may be loss of packets. Therefore, the retransmis-
sion is the way to ensure that the packets arrive correctly to its destination. TCP returns
an ACK each time it receives data, on that path a timer is started. If the timer expires
before the ACK arrives then the packet sending process is performed again. We can have
n number of retransmissions, but all depends on the amount of lost packet that exist
during the transmission. We can see this in Fig. 2.

Fig. 2. An example of retransmission.

3.3 Sliding Window

TCP uses a sliding window scheme for data flow control in packet communications.
Transmitter may send the number of bytes specified in the windows, without having to
wait for an acknowledgement from the other part [2]. The slidingwindow can be enlarged
or reduced depending on the needs. The aim is to carry the complete information from
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one side to the other. Figure 3 shows an example of how this function in the TCP protocol
is done.

Fig. 3. An example of sliding window (adapted from [5]).

4 Analysis and Design

Designing an interface simple and easy-to-use both students and teachers is one of the
objectives of this work. When a web page is created, we need to develop a system which
should be easy to access and use by the main actors. In our case main actors are the
students and teachers. This section describes the different design stages of our didactic
tool.

4.1 System Structure

To develop our system, we have structured the TCP information into a main page, where
each TCP function is represented. When the users enter the system, they can access all
the information or only information that they could consider of interest. This is done
through a main menu where the users can visualize this information.

4.2 Main Page

The main page shows the TCP definition and general information about this protocol.
There is also a glossary with some technical terms that are used throughout the system.
The main page of the system has a menu with three different options: TCP connection
establishment, retransmission, and sliding window.
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4.3 TCP Connection Establishment, Retransmission, and Sliding Window
Sections

Any section in the main menu (connection establishment, retransmission or sliding
window) has two options: definition and example.When the definition option is selected,
we find a brief definition about the selected function and an animation. The animation
shows a concrete example of how the function is performed between two devices and how
the flow is carried out by this TCP function. The example option contains an interactive
animation which represents a realistic case of how selected TCP function works (e.g.:
connection establishment).

From these sections users can navigate through all the information in the system, they
can learn about TCP connection establishment, retransmission or TCP sliding window.
Even the users can return to the definitions or the examples.

In general, our design is proposed to use more images and animations avoiding use
a lot of text. The animations invite to the user putting more attention in a specific TCP
function. Thereby, our tool tries to capture the interest of students during the teach-
ing/learning process. Likewise, teachers have a possibility to reinforce the knowledge
given by them in the classroom. An approach based on animations can also be used to
give repeated explanations about a topic or as a self-taught tool.

5 Implementation

Our didactic tool has been mainly developed using HTML and CSS language. Power
Point and Scratch were used for the animations and examples. We use HTML to develop
the system structure, the main menu was developed to display a submenu which shows
the different options (definition and example) for each TCP function. We use CSS to
define the colors and the fonts. Figure 4 shows the main page of the system where we
can see at the top of menu the TCP functions (Our system has been written in Spanish).

Fig. 4. System main page.
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For a better understanding of the TCP, our system uses simple animations instead
of images, since these animations explain step by step the processes of the TCP func-
tions. First, the animations were made in Power Point, later they were integrated into the
system using the iSpring tool. Using Power Point, we can draw the figures, add move-
ments and more visual effects that help to understand the subject. We can obtain simple,
understandable, and easy-to-use animations which can be viewed, stopped, restarted, or
advanced. In this way, the user can see our tool as a more interactive method instead of
an images-only collection. The Fig. 5 shows this animation development process and its
final display in the system.

Fig. 5. Animation development for the connection establishment function.

The examples shown in the system are interactive, in the form of a game. So, the
user can enter different data and simulate the moment when a failure in the function
occurs or whether the function works correctly. Scratch [12] was used to develop the
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interactive examples. Scratch is a visual programming language, and it is an alternative
to develop the examples in such a way that the general expectations of the system are
met. The examples were programmed within the Scratch home page, so these examples
can be accessed from this home page. Later the examples were added to the system.
The examples can be reproduced as many times as the user wishes. Each time the user
clicks on the green flag, the example will be started from the beginning, requesting
the login data again. Figure 6 shows an example of how an interactive example for the
retransmission function is displayed in the system.

Fig. 6. Example of the retransmission function.

The programming of the animations was developed specifically according to the
functions of the protocol. Figure 7 shows a general structure example about how the
animations are displayed in Scratch. This application provides instructions, commands,
variables, actions, functions, and other options. This instructions series are dragged to
the middle, where the logic of programming the animations is carried out (actions in
the right part of the Fig. 7). In this example we can see a programming block for the
connection establishment function, which includes conditionals, and we can see that
more than one block has already been added for a single drawing within the animation.
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Fig. 7. Scratch development for the retransmission function.

6 Evaluation

Our didactic tool was tested with some users to evaluate its performance. The users have
previous knowledge of TCP, some them are students and other graduates. Therefore, not
all have recent knowledge over this protocol.

Users had access to the system, later they were given to fill out a form where the
main questions were to highlight the design of the system and how this information was
useful to them. The responses were very homogeneous since most of them had the same
observations and likes for the system. The profile of the users who were tested was users
with previous knowledge of TCP. The tests applied to users yielded results that helped
to assess the quality of the system as well as see the advantages and improvements that
can be made to it in the future work.

In general, the system was liked by the users. However, the design part received
the most observations. The users made several observations related to the design and
placing a greater emphasis on font size and system colors. Regarding the evaluation of
the system, we observe that users showed a greater acceptance for the animations and
interactive examples than the text. Some users did not use the text, because they were
guided by the examples and animations. In fact, some users did not use the text, because
they were guided by the examples and animations. Some results of our evaluation are
shown in the Fig. 8.
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Fig. 8. User responses to the quality tests of our didactic tool.

7 Conclusions

The current world situation has shown us the importance of information technology,
especially in education. In this paper, we present a didactic tool for teaching TCP proto-
col, which shows how information technology can play an important role in the teaching
and learning process. The TCP protocol, like other subjects, can be taught through com-
putational means such as cellular phones or electronic tablet. In our proposed didactic
tool, we have learned that visual aspects are very important. The inclusion of little texts
helps the users to have more taste and ease for learning of a subject. Our tool does not
try to substitute to the teacher, but it tries to complement the information about TCP.
Likewise, our tool could help to the students to clarify doubts related to TCP. Our didac-
tic tool is easily accessible, it can be consulted within classrooms, at home or anywhere
with internet access. A limitation of our tool is its dependence of internet because it
cannot be used in location where the internet access is not available.

As future work, our didactic tool can be extended in different aspects. For example,
we can add more animations, more extensive examples, new evaluation questionnaires,
or aspect related to usability can be considered. Also, an open access version for teachers
or students could improve this tool with feedback or collaboration. Finally, others TCP
functions can be added such as round-trip time during the retransmission or a comparison
with UDP communication protocol.
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