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4.1    Introduction

Over the last decades, human activities have progressively moved from 
person-to-person to seamless interactions between the physical and the 
information technology (IT) worlds; crime has naturally followed the 
same path, with imagination as the sole limit. This, in addition to the 
diversity of the events that constitute a crime to be prevented, has forced 
the law enforcement agencies (LEAs) to research for evidence data from 
different data sources, such as video, audio, text/documents, social media 
and web data, telecom data, surveillance systems data, police databases, 
etc. making it a very difficult and time-consuming task to analyse them 
and conclude to end evidence results in order to fight terrorism and crime 
cases in time. So, the main challenge presented in this chapter is to assist 
the LEAs in their fight against crime, by resolving the problem of hetero-
geneity of the massive volumes of primary data collected, by fusing and 
analysing them in order to uncover hidden relationships among data 
items, compute trends for the evolution of security incidents, ultimately 
(and at a faster pace) reaching solid evidence that can be used in court, 
gaining also better awareness and understanding of current or past 
security-related situations.

To this end, novel approaches that will address the significant needs of 
LEAs in their fight against terrorism and organized crime, related to the 
prevention, investigation and prosecution of criminal offences, are 
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required. In the current work, the authors propose a system based on 
sophisticated knowledge representation, advanced semantic reasoning and 
augmented intelligence, well integrated in a common, modular platform 
with open interfaces. In order to produce court-proof evidence for the 
LEA’s criminal investigation actions, the collection and unification of dif-
ferent evidence data sources is presented, as well as a common representa-
tion model for internal data representation. This unified data model is 
placed in the ontology that enables joint exploration and exploitation of 
the multiple diverse data sources, allowing the anticipation and prediction 
of the future trends (e.g. threats) and establishing the ground for reason-
ing and cognition (operational and situational awareness). According to 
the authors’ knowledge, there are no any recent attempts to integrate all 
the above technologies to a simple system for the LEAs.

The chapter is structured as follows. In Sect. 4.2, the current approaches 
of big data collection and processing in order to fight crime and terrorism 
are presented. Next, in Sect. 4.3, the proposed system is explained, while 
in Sect. 4.4 the proposed methodology, the tools and the initial results are 
described in more detail. Finally, Sect. 4.5 concludes the chapter.

4.2    State of the Art

During the last years, there have been many attempts towards enhancing 
LEAs work with modern technologies. These attempts have been orga-
nized and funded by the European Commission, including projects such 
as RED-ALERT [1] which aims to create data mining and predictive ana-
lytics tools for complex event processing targeting mainly the social media 
and LASIE [2] which scope is to assist forensic analysis with multiple 
sources.

Another attempt towards enhancing LEA’s work is TENSOR [3] which 
aims to provide a terrorism intelligence platform that will allow LEAs fast 
and reliable planning and prevention functionalities for the early detection 
of terrorist organized activities, radicalization and recruitment. VICTORIA 
[4] is another attempt that focuses on creating a platform that accelerates 
the video analysis for investigating criminal and terrorism activities. Other 
attempts in the security domain include ROBORDER [5] which aims to 
create a fully functional autonomous border surveillance system with 
unmanned mobile robots including aerial, water surface, underwater and 
ground vehicles which will incorporate multimodal sensors as part of an 
interoperable network.
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Although these attempts aim to increase the efficiency of LEAs in their 
daily work, they lack of semantic and fusion techniques to assist the pro-
cessing of information from multiple data sources. Our current approach 
proposes a novel system that will provide reliable threat assessment and 
prediction by semantic fusion and trends analysis, that will allow the iden-
tification of correlations and hidden relationships among data.

4.3    Proposed System

The proposed system includes a set of tools that aim to facilitate LEAs in 
their daily work. These tools will allow the processing of data collected by 
different data sources and the identification of hidden patterns within the 
data that will allow LEAs officer to solve a case faster. Data processing will 
be based on an ontology model specified for this purpose. An ontology is 
a formal explicit specification of a shared conceptualization where, con-
ceptualization is an abstract, simplified view of the world that describes the 
objects, concepts and other entities, existing in a domain along with their 
relationships. One of the most critical contributions of an ontology is its 
ability for providing the higher-level distinction of concepts which help 
understand systematically and consistently the lower-level details with 
domain concepts which is hard to obtain without ontological ways of 
thinking. The whole process of data processing includes five main steps:

•	 Data acquisition, which is the process of collecting primary data.
•	 Data preprocessing, which is the first step in making the input infor-

mation understandable by the computer. It is different for each 
source of data. For example, for textual data, it is based on natural 
language processing techniques.

•	 Feature extraction is converting a set of input information into a set 
of numerical features.

•	 Feature representations. The proposed approach will rely on the use 
of bipartite graphs, more specifically a subset of the conceptual 
graphs to represent semantic information and knowledge.

•	 Semantic fusion and classification. Semantic information fusion typi-
cally covers two phases: (i) building the knowledge and (ii) pattern 
matching. The first phase incorporates the most appropriate knowl-
edge into semantic information. Then, the second phase fuses rele-
vant attributes and provides a semantic interpretation of the 
input data.
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In the following sections, the reasoning, the semantic processing and 
the trend analysis will be presented in more detail.

4.4    Methodology and Tools

Knowledge representation [6] is the field of artificial intelligence that 
focuses on designing computer representations that capture information 
about the world that can be used to solve complex problems. It goes hand 
in hand with automated reasoning because one of the main purposes of 
explicitly representing knowledge is to be able to reason about that knowl-
edge, to make inferences, assert new knowledge, etc. Virtually all knowl-
edge representation languages have a reasoning or inference engine as part 
of the system. The advanced semantic reasoning services presented in this 
chapter enables a computable framework for systems to deal with knowl-
edge in a formalized manner, allowing navigation through the different 
pieces of data and discovery of relations and correlations among them, 
thus broadening the spectrum of knowledge capabilities for the LEAs.

Reasoning is a procedure that allows the addition of rich semantics to 
data and helps the system to automatically gather and use deep-level new 
information. Specifically, by logical reasoning, the system is able to uncover 
derived facts that are not expressed in the knowledge base explicitly, as 
well as discover new knowledge of relations between different objects and 
items of data.

A reasoner is a piece of software that is capable of inferring logical con-
sequences from stated facts in accordance with the ontology’s axioms and 
of determining whether those axioms are complete and consistent. 
Reasoning with technologies like Resource Description Framework 
Schema (RDFS) and Web Ontology Language (OWL) allows adding rich 
semantics to data, and it helps the system to automatically gather and use 
deep-level new information, allowing also to derive facts that are not 
expressed in the knowledge base explicitly, as well as discover new knowl-
edge of relations between different objects and items of data. In other 
words, reasoners are able to infer logical consequences from a set of 
asserted facts or axioms. In the last decade, due to growth of the Semantic 
Web field, some of the most popular reasoners were developed to fulfil this 
task on different domains and with the ability to cover use cases on differ-
ent levels of complexity and expressivity. For the purposes of the proposed 
system, the ontology attributes have been categorized in the following 
types [7]:
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•	 Reasoning characteristics: Basic features of ontology reasoners can 
be described by this category (e.g. methodology, sound, expressivity, 
incremental classification).

•	 Practical usability characteristics: This category describes the view 
angle of a developer using the OWL API support, availability and 
type of license.

•	 Performance indicators: This category addresses performance aspects 
such as classification performance and consistency checking perfor-
mance, in particular for ontologies that are time critical or expect fast 
query, including reasoning and response time.

In order for a reasoner to infer new axioms from the ontology’s asserted 
axioms, a set of rules should be provided to the reasoner. Rules are of the 
form of an implication between an antecedent (body) and consequent 
(head). The intended meaning can be read as: whenever the conditions 
specified in the antecedent hold, then the conditions specified in the con-
sequent must also hold.

The antecedent is the precondition that has to be fulfilled that the rule 
will be applied; the consequent is the result of the rule that will be true in 
this case. An empty antecedent is treated as trivially true, so the conse-
quent must also be satisfied by every interpretation; an empty consequent 
is treated as trivially false, so the antecedent must also not be satisfied by 
any interpretation [8].

For the reasoning process, the Pellet [9] reasoner has been employed, 
which can support the Semantic Web Rule Language (SWRL) rules. 
Furthermore, in order to allow the reasoner to infer the new axioms, the 
OWL Application Programming Interface (API) and the SWRL API have 
been also used.

4.4.1    Semantic Fusion Tools

The proposed system described in this chapter will benefit from the het-
erogeneous information collected by the different data sources, and it will 
combine the collected information in order to enable actions and deci-
sions that would be more accurate than those that were produced by a 
single data source. However, the data from the different data sources 
might contain instances related to the same persons and/or events that 
cannot be easily identified. Data fusion [10] is the integration of multiple 
information and knowledge about the same object in order to obtain a 
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more accurate description. The goal of data fusion is to improve data qual-
ity of that object, which can be achieved if the information is stored sepa-
rately obtaining synergy, which can be defined as the representation of a 
whole is better than the representation of the individual components.

The scope of the fusion tools is to utilize the redundancy of the infor-
mation collected by the different data sources in order to eliminate dupli-
cate instances regarding the person and event identities and increasing the 
credibility of the collected information. Four different fusion tools will be 
available in the system: person fusion, event fusion, trajectory fusion and 
graph-based semantic information fusion. The person fusion tool will be 
responsible for finding different person instances in the knowledge graph 
that refer to the same person and fuse these instances by checking the simi-
larities between the different person instances in the knowledge graph and 
calculating the probability of these different person instances to refer to 
the same physical person. It is based on a variation of the k-nearest neigh-
bours algorithm [11], and it becomes apparent that one of the key deci-
sions in the implementation of the algorithm is the distance metric that 
will be used for calculating the distance between different observations. 
Based on the data type of the features that will be either numeric or sym-
bolic, the appropriate distance metrics will be used. These includes the 
Euclidean distance for numeric features [12] and the Jaro distance [13] 
for the symbolic/alphanumeric features.

On the other hand, regarding the event fusion tool, the definition of an 
event can be very diverse inside an ontology. An event is represented by 
many types, such as crime, incident, killing, robbery, riot, burglary, etc., 
using also the moment and the place where the event took place. Similarity 
functions are defined to compare the concept instances involved in the 
definition of an event, such as the ones used in the person fusion tool. 
Furthermore, if it is decided that two concept instances are to be fused, 
the fusion is done following the defined fusion operators.

In addition, trajectory fusion tool refers to a time-ordered sequence of 
geographical positions; trajectory captures the movement of an agent that 
corresponds to a moving object whose position can change over time, 
represented in the ontology by concepts such as person or vehicle. A tra-
jectory concept has at least two different location items representing the 
origin and the final destination of the movement and several optional 
intermediate ones. Several possible fusion strategies can be defined in 
order to fuse two trajectories. A necessary condition for two trajectories to 
be fused is for them to have the same starting and ending points, defined 
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by a place and time pair. Furthermore, more constraints can be added that 
refer to the intermediate positions, defined as place and time pairs. Finally, 
if it is decided that two trajectory instances are to be fused, the fusion is 
done following the defined fusion operators.

Lastly, graph-based semantic information fusion module provides a 
high-level semantic information fusion tool based on graph data and algo-
rithms. The goal of this tool is to fuse any two pieces of semantic informa-
tion that come from different data sources. In particular, it can also help 
deduplicate the ontology and increase its quality level. It relies on the use 
of bipartite graphs, more specifically a subset of the conceptual graphs 
[14, 15], to represent semantic information and knowledge. The result of 
the semantic fusion may be further used by other information processing 
tools implemented in the system. The application of conceptual graphs on 
trajectories is particularly motivated by the similarity of trajectory points, 
including both time and place. The implementation of the similarity func-
tions may go from the simplest, that is based on an exact match, to more 
complex ones based on distance measurements.

In the example presented in Fig. 4.1, there are two trajectories, one 
done by a “Mr. Blue” and the other one by a “Mrs. Red”. After fusing the 
common trajectory point A, the original two conceptual graphs depicting 
the two initial trajectories are connected into a single one. This highlights 
that both Mr. Blue and Mrs. Red have passed by the same place in the 
same time, and therefore their trajectories can be compared. In the case 
when it is decided that two different trajectories have some common tra-
jectory points, the two trajectories may be fused into a single one or kept 
separate. Once the trajectory fusion step is done, several types of requests 
may be done on top of the fused information, serving various applications.

4.4.2    Trend Prediction

Following the fusion of the data, next step in the system is the trend iden-
tification and prediction through data clustering, classification and regres-
sion analysis.

Data classification can be used for use cases such as detection of a spe-
cific behaviour and sentiment analysis. This process is typically trying to 
identify a specific topic from a natural language source of a large volume 
of data. Text classification techniques help doing that as they divide the 
data classification process in three parts: model training, model verification 
and prediction. For model training and prediction of a behaviour, 
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clustering algorithms, decision trees and random forests algorithms are 
used, as well as regression analysis and neural models for identifying and 
predict hidden patterns and suspicious actions.

K-means clustering [16] is one of the most popular unsupervised algo-
rithms for data clustering, which is used when we have unlabelled data 
without defined categories or groups. This is usually used when some 
expected behaviour is studied and when the number of groups under 
study is previously known. It is an iterative algorithm that assigns the data 
points to a specific – from the k known – cluster based on the distance 
from the arbitrary cluster centroid. During the first iteration, the centroids 
are randomly defined, and the data points are assigned to the cluster based 
on the least distance from the centroid. Once the data points are allocated, 
within the subsequent iterations, the centroids are realigned to the mean 

Fig. 4.1  Example of two trajectories with a common trajectory point
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of the data points, and the data points are once again added to the clusters 
based on the least vicinity from the centroids. These steps are iterated to 
the point where the centroids do not change more than the set threshold.

Another algorithm, for behavioural identification is the decision or 
regression trees [16] that can be used for classification or regression pre-
dictive modelling problems. Regression or prediction trees use the tree to 
represent the recursive partition. Each of the terminal nodes, or leaves, of 
the tree represents a cell of the partition and has attached to it a simple 
model which applies in that cell only. To figure out which cell we are in, 
we start at the root node of the tree and ask a sequence of questions about 
the features. The interior nodes are labelled with questions, and the edges 
or branches between them are labelled by the answers. In the classic ver-
sion, each question refers to only a single attribute, a single input variable 
(x) and a split point on that variable which has a yes or no answer. In order 
to make a prediction for a given observation, we typically use the mean of 
the training data in the region to which it belongs.

A greedy approach is used to divide the space called recursive binary 
splitting, a numerical procedure where all the values are lined up and dif-
ferent split points are tried and tested using a cost function. The split with 
the best cost is selected, and the procedure stops when a predefined stop-
ping criterion is used, such as a minimum number of training instances 
assigned to each leaf node of the tree. If the count is less than some mini-
mum, then the split is not accepted and the node is taken as a final leaf 
node. The stopping criterion is important as it strongly influences the 
performance of your tree.

Figure 4.2 illustrates an example of a decision tree applied to a dataset 
regarding financial data records (FDR) based on the purposes of the pro-
posed system.

A method that is similar to decision trees is the random forest [17] 
which can be also used for both classification and regression problems. A 
decision tree gives the set of rules that are used in building models, which 
can be executed against a test dataset for the prediction. In decision trees, 
first step is to calculate the root node. Similarly, in Random Forest, each 
tree will predict a different target variable that we will sum with respect to 
a key. The key with the highest count, predicted by the maximum number 
of trees, is the final. There are several advantages to this method, such as 
making fast predictions and easy implementation. Also, there might be no 
capability to go all the way down the tree, if some of the data is missing, 
but a prediction still can be made by averaging all the leaves in the sub-tree.
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The regression methods that are used for creating models which can 
identify and predict hidden patterns are statistical methods that examines 
the relationship between two or more variables of interest. The goal of the 
regression analysis is to predict the value of one or more target or response 
variables given the value of a vector of input or explanatory variables. In 
the simplest approach [17], this can be done by directly constructing an 
appropriate function 𝑦 whose values for new inputs 𝒙 constitute the pre-
dictions for the corresponding values of 𝑦, such as:

	 y x xn n� � � ��� �� � �0 1 1 	

which is a linear regression model that combines a specific set of input 
values, the solution to which is the predicted output for that set of 
input values.

Learning a linear regression model means estimating the values of the 
coefficients used in the representation of the data. Below, there are some 
methods usually used for estimating the coefficients {β0, …βn} such as 
ordinary least squares [17], where we seek to minimize the sum of the 
squared residuals. This means that given a regression line through the 
data, the distance from each data point to the regression line is calculated, 
squared and summed. Another method is the gradient descent method 
[18], which is very useful in large datasets, works by starting with random 
values for each coefficient and the sum of the squared errors is calculated 
for each pair of input and output values. A learning rate (𝑎) must be 

Fig. 4.2  Decision tree of the FDR dataset
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selected that determines the size of the improvement step to take on each 
iteration of the procedure as a scale factor, and the coefficients are updated 
in the direction towards minimizing the error. The process is repeated 
until a minimum sum squared error is achieved or no further improve-
ment is possible. Finally, the regularization method [18] which seeks to 
both minimize the sum of the squared error of the model on the training 
data (using ordinary least squares) and also reduce the complexity of the 
model (like the number or absolute size of the sum of all coefficients in the 
model). This way also manages to avoid the problem of overfitting the 
data which can lead to model inaccuracy. Like before, the coefficients are 
chosen, such that they minimize the loss function through regularization 
procedures for linear regression such as the Ridge regression and the Lasso 
regression, whose main difference is the penalty of the high coefficients 
they use in order to minimize the loss function.

For non-linear problems, artificial neural networks and general regres-
sion neural networks are used. More specifically, ANNs [19] provide a 
general practical method for learning real-valued, discrete-valued and 
vector-valued functions from examples, and, thus, they can be used in any 
regression problem. They are based on simple units called perceptron that 
takes a vector of real-valued inputs 𝑥, calculates a linear combination of 
these inputs by using appropriate weights for each input and provide an 
output based on an activation function φ. Perceptron, as a simple unit, can 
only express linear decision surfaces; however, by using multiple percep-
trons, we can build multilayer networks that can express a rich variety of 
non-linear decision surfaces. The most common type is the feedforward 
neural network where the perceptrons are fully connected and there is 
only one direction in the information flow in the network.

Usage of ANNs requires two phases: the training phase and the evalu-
ation phase. In the training phase, the network tries to learn the weights 
of the neurons that better fit the desired output. For this purpose, the 
common backpropagation algorithm is employed. On the other hand, in 
the evaluation phase, the network is tested under unseen data that have 
been excluded from the training in order to evaluate its performance. 
Depending on how the data is split into the training set and the unknown 
dataset, the following techniques are commonly used: N-fold cross-
validation, leave-one-out cross-validation and repeated random test-train 
splits [20].

Moreover, general regression neural networks (GRNN) [21] is a one-
pass algorithm that provides estimates of variables and converges to the 
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underlying (linear or nonlinear) regression surface. Assume that 𝑓 (𝑥, 𝑦) 
represents the known joint probability density function of a vector ran-
dom variable, 𝑥, and a scalar random variable, 𝑦. Let 𝑋 be a particular 
measured value of the random variable 𝑥. The estimation of Y given 𝑥 is:

	

Y x

Y expexp
D

expexp
D

i

n
i i

i

n
i

� � �
� �

�

�
�

�

�
�

�
�

�
�

�

�
�

�

�

�

�


1

2

2

1

2

2

2

2

�

� 	

where D X X X Xi
i T i2 � �� � �� �, and 𝑋 is a specific value of the random vari-

able 𝑥, 𝑛 is the number of sample observations, 𝑋𝑖 𝑎𝑛𝑑 𝑌𝑖 are the sample 
values of the random variables 𝑥 and 𝑦 and 𝜎 is the smoothing parameter.

The selection of the smoothing parameter 𝜎 is an important issue in the 
creation of the GRNN network because it determines how closely the 
GRNN network matches to the prediction result with the training set 
data. A useful method of selecting 𝜎 is the holdout method. The main 
advantages of a GRNN network are their ability to learn fast and converge 
on the optimal regression surface as the number of samples increases. 
They are best used in cases where data is sparse, making it ideal in real-
time scenarios, because the regression surface is directly defined through-
out the space, even in the case of a single sample.

For the purposes of the proposed system, several machine learning 
approaches have been tested using a dataset regarding call data records 
(CDR). Specifically, in Table 4.1, the results of the GRNN compared to 
the other regression algorithms are presented regarding the estimated call 
duration.

Table 4.1  Results of regression models applied in CDR dataset

Model Median absolute error (min)

Linear regression 6.03
Ridge regression 4.03
Lasso regression 4.42
Regression trees 5.89
Artificial neural networks (ANN) (4-5-2-1) 4.42
General regression neural networks (GRNN) 
(σ = 0.09)

3.63
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4.5    Conclusions

In the current work, a novel approach based on state-of-the-art techniques 
in semantic processing and machine learning that aims to facilitate the 
work of the LEAs is proposed. Specifically, the proposed system employs 
semantic information fusion in order to infer assertions based on stated 
facts and rules provided by LEAs and fuses them in order to increase the 
reliability of the system. Then, machine learning techniques are applied in 
order to identify the trends and the patterns in the collected data and pre-
dict abnormal behaviour. The system is designed in order to provide evi-
dence and back traceability that will allow the derived results to be used in 
court. The methodology and the initial results are presented in the current 
chapter, and it is expected that they will allow LEA’s officers to solve 
crimes in less time.
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