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MSE2019 was initiated by the Mediterranean Network of Security 
Practitioners (MEDEA), a network supported by the EC Horizon 2020 
program of DG HOME in the General Matters (GM) line of topics under 
the coordination of the Center for Security Studies (KEMEA) of the 
Greek Ministry of Citizen Protection. The event was organized with the 
support and cooperation of 36 ongoing European R&D projects, funded 
by the European Commission. Furthermore, MSE2019 runs under the 
auspices of the Commission's Directorate-General for Home Affairs (DG 
HOME), the Community of Users (CoU) for Research in the Field of 
Security, the European Association of Research and Technology 
Organisations (EARTO), and the European Network of Technology 
Services of Law Enforcement Agencies (ENLETS).

The Mediterranean Security Event (MSE2019) has been a first attempt 
for strengthening the interaction and exchange of knowledge between the 
various communities of the EU security stakeholders including practitio-
ners, academia, researchers, and industry representatives.

The scientific excellence and the progress made by the European 
research in various topics of homeland security presented in context of 
MSE2019 is captured in this volume. This volume presents knowledge 
gained and knowledge applied within security domains from various 
applied research projects.

Preface



vi PREFACE

The Mediterranean Security Event aims to become the largest security 
forum, collaboratively organized by the community of security R&D 
stakeholders in the European Union. The success of MSE2019 engages 
the R&D community in the field of security to strengthen their synergy 
with the practitioners and policy makers and keep the momentum going.

Athens, Greece Georgios Eftychidis
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CHAPTER 1

ASGARD: A Novel Approach 
for Collaboration in Security Research 

Projects

Juan Arraiza, Esther Novo, Seán Gaines, 
Aitor García Pablos, and Haizea Erostarbe

1.1  IntroductIon

Research on security at European level is a field that took greater importance 
until it became one of the key thematic areas of the Seventh Framework 
Programme (FP7) and then one of the seven societal challenges of the 
Horizon 2020 Programme (FP8).

In 2014, a study conducted from Czech security research funding pro-
grammes concluded, among other things, that “RTOs tend to propose 
projects with results which are achievable, yet without regard to their use-
fulness in practice; they rarely initiate voluntary involvement of the end 
user (except single cases); and their proposals tend to limit their ambition 
to results comprehendible by the RTO without much regard to the 
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specifics, limits and boundaries of its future use in law enforcement prac-
tices” [1].

Also, in 2014 the European Commission, Directorate-General 
Enterprise and Industry commissioned a study on the final evaluation of 
Security Research under the FP7 [2]. The research methodology included 
desk research, statistical analysis of data from the CORDA database, sur-
veys of participants and end-users, stakeholder interviews, a series of case 
studies and a stakeholder workshop. The last two conclusions and recom-
mendations of this study were to “further buttress the role of end-users in 
all phases of Security Research Actions” on one hand and to “do more to 
maximise the benefits derived from the FP7 Security Research Programme 
and to reduce the tendency for insights and tools produced within projects 
to be left behind as partners move on to new projects or other priorities” 
on the other hand [2, p. 80]. In addition to those two key aspects, another 
important issue was identified as a major problem, which was that the law 
enforcement agencies’ (LEA) expectations were not being appropri-
ately met.

The LEAs and other security practitioners participating in FP7 security 
projects were normally treated as “customers”, who were there to define 
their requirements at the beginning of the project and to evaluate the 
results during the final trials or demonstrations. In many occasions, they 
were not even members of the Consortia, but instead, they were partici-
pating as members of the projects’ advisory boards. Most of the LEAs 
were not familiar with Research and Development, and by the end of the 
projects, they were expecting fully operational solutions that they could 
use right away, even when the research projects were targeting technology 
readiness levels (TRL) of “5” Technology validated in relevant environ-
ment, “6” Technology demonstrated in relevant environment, or “7” 
System demonstrated in relevant environment.1 The vast majority of FP7 
and then H2020 projects were never targeting TRL levels beyond “7” 
(“8” System complete and qualified or “9” Actual system proven in opera-
tional environment). Showing that there is still the need to improve how 
security project results deliver results that meet end-user needs, the main 
theme of the 2019 Security Research Event has been “Building Bridges: 

1 Technology Readiness Levels (Horizon 2020 work programme)  – https://ec.europa.
eu/research/participants/data/ref/h2020/wp/2014_2015/annexes/h2020-wp1415- 
annex-g-trl_en.pdf

 J. ARRAIZA ET AL.

https://ec.europa.eu/research/participants/data/ref/h2020/wp/2014_2015/annexes/h2020-wp1415-annex-g-trl_en.pdf
https://ec.europa.eu/research/participants/data/ref/h2020/wp/2014_2015/annexes/h2020-wp1415-annex-g-trl_en.pdf
https://ec.europa.eu/research/participants/data/ref/h2020/wp/2014_2015/annexes/h2020-wp1415-annex-g-trl_en.pdf


5

Promoting Market Uptake by Reinforcing Synergies Between Security 
Research and Other Funding Instruments” [3].

Back in the second half of 2013, a group of project coordinators and 
other principals of FP7 security research projects2 met and decided they 
wanted to change some of the fundamental things on how this type of 
projects were being implemented. After some meetings and discussions, 
they agreed that they were going to collaborate in the preparation of a 
new project proposal designed to tackle precisely the same two key aspects 
that were soon afterwards included as conclusions and recommendations 
of the aforementioned final evaluation of security research under FP7.

To strengthen the role of end-users in security research, the new project 
proposal was going to adopt and adapt to the specific needs of the field of 
security research several of the open-source model principles and practices, 
which were in use in other domains such as ICT, but not yet in the field of 
European security research. Among these principles and practices are 
decentralization, open collaboration, peer-review production and iterative 
and incremental full-development life cycles.

To reduce the tendency for insights and tools produced within projects 
to be left behind as partners move on to new projects or other priorities, 
the new project proposal decided that the main goal of the project was 
going to be “to support LEA Technological Autonomy by building a sus-
tainable, long-lasting community formed by LEAs, Researchers and 
Industry that will create (at little or no cost to LEAs), maintain and evolve 
a best of class tool set for the extraction, fusion, exchange and analysis of 
Big Data including cyber-offenses data for forensic investigation”. The 
idea therefore was to create a sustainable and long-lasting “restricted” 
community composed by mutually trusted actors which was going to 
adapt and adopt open-source model principles and practices to conduct in 
a more efficient way European security research projects.

To appropriately manage the expectations of the LEA partners, the 
project’s work plan was structured so that they were able to evaluate inter-
mediate results several times before the end of the project, so that their 
feedback after each of the short full-development cycles could be used to 
re-adjust the scope and work plan of the subsequent ones.

In summary, based on their experience, the leaders of the new proposal 
designed the project under the hypothesis that a Consortium of LEA, 
Researchers and Industry, closely collaborating in a security research 

2 I.e., SAVASA, VALCRI, EPOOLICE, RECOBIA, VOXPOL, CAPER and VIRTUOSO.

1 ASGARD: A NOVEL APPROACH FOR COLLABORATION IN SECURITY… 
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project, following open-source model principles and practices, including 
iterative and incremental full development life cycles, and with the goal of 
building a sustainable and long-lasting restricted community was, on one 
hand, going to strengthen the role of end users in security research, it was 
on the other hand going to help market uptake of security research project 
results, and that it was also going to help setting better LEA expectations.

This chapter presents the H2020 ASGARD project, which is the proj-
ect that was presented and that won the FCT-01-2015 topic, scoring 14.5 
out of 15, that was funded with 12M Euro, and that started in September 
2016 and is scheduled to end at the end of February 2020. This project 
has been identified by the European Commission as a success story that 
has built best practices which should be followed by future research proj-
ects [4, p. 24].

The rest of the chapter is structured as follows. In the “Related Work” 
section a brief state-of-the-art study and a brief description on how many, 
if not most, of the security research projects were executed at the time 
when the ASGARD project was being defined is presented. In the 
“Methods” section, the ASGARD project is presented as a case study. In 
the “Results” section, the findings of the case study are presented. Finally, 
in the “Discussion and Future Research” section, an analysis and explana-
tion of the results of the research conducted, some of its limitations and 
some ideas for future research are presented.

1.2  related Work

During Framework Programmes 6 (2002–2006), the participation of 
European law enforcement agencies in security research projects was small 
or rare that in general it could be considered as insignificant. The 
Framework Programme 7 (2007–2013) was a significant step forward in 
the recognition of the importance of this research field, and security 
became one of the key thematic areas of the programme. However, at the 
end of the Framework Programme 7, only a few European LEAs were 
participating in research projects. Out of the 320 projects listed in FP7 
Projects section of the Horizon Dashboard3 under the “SECURITY” the-
matic priority, the authors have only been able to identify 64 projects 
including at least one law enforcement agency or other relevant security 

3 https://webgate.ec.europa.eu/dashboard/sense/app/eaf1621c-67ce-4972-a07b- 
dddba31815c1

 J. ARRAIZA ET AL.
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practitioners that are public legal entities. Based on these results, 80% of 
the projects under the “SECURITY” thematic priority were not including 
any relevant public security practitioners.

A 2011 study from the Harvard’s Executive Session on Policing and 
Public Safety calls for “a shift in ownership of police science from the uni-
versities to police agencies” [5, p. 1]. This study states that such ownership 
would facilitate the implementation of evidence-based practices and poli-
cies in policing and would change the fundamental relationship between 
research and practice.

A 2014 study for the LIBE Committee of the European Parliament 
also revealed that technological tools and services cannot be developed 
without a thorough legal, social and political assessment, in order to deter-
mine their impact and effects, and it anticipated that funded security 
research in the future was mainly going to be put at the service of industry 
rather than society [6].

The role of LEAs participating in FP7 projects was mainly focused on 
requirements gathering phase and on participating on evaluations or dem-
onstrations conducted at the end of the projects. In most cases of the 20% 
of the projects that included relevant public security practitioners, case 
apart from a few exceptions, the collaboration between research technol-
ogy organisations, industry and LEAs was superficial, and the LEAs were 
not integrated into the project teams at the same level as the rest of their 
partners. The FP7 final evaluation report states that “End-users are 
thought to have constituted a significant minority of the organisations 
participating directly in FP7 Security Research projects, and are known to 
have also been engaged with the programme through other routes such as 
project advisory boards and dissemination events” [2, p. 118].

A trust relationship is one of the basic elements of any efficient collabo-
ration. Most likely due to the nature of their work, LEAs had the tendency 
to follow the security through obscurity paradigm, and therefore the 
exchange of information between them and their partners in security 
research projects was limited. This issue was even more exacerbated by the 
intrinsic characteristics of European research projects, which include het-
erogeneous partners from multiple countries.

In addition, legitimate interests but different from different types of 
partners were not managed in the most appropriate way possible. It was 
not rare that LEAs hoped that the research projects would provide them 
with operational solutions, if not during the execution of the project, at 
least at the end of the projects. The report on Final Evaluation of Security 

1 ASGARD: A NOVEL APPROACH FOR COLLABORATION IN SECURITY… 
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Research under the Seventh Framework Programme for Research estab-
lished the following conclusions about the forms of end-users involvement 
in projects: “the development of outputs that don’t always correspond to 
end-users’ needs and requirements, and so cannot be immediately 
deployed in operational environments” and “the only way for projects to 
deliver outputs that are fit for purpose, immediately deployable at opera-
tional level, and that can contribute to solving real-life needs, is to actively 
involve them throughout the entire process of the preparation, manage-
ment and review/evaluation of the Security Research programme” [2, 
p. 124–125].

During the definition of the proposals for new projects, many LEAs 
were asking for solutions that they needed at that time, not considering 
the times and deadlines that the research and development cycle entails. A 
proposal takes months to be prepared, then the evaluation process takes a 
few more months, then, if your proposal has been successful, the grant 
preparation also takes a few extra months. Once the grant has been signed 
and the project starts, the duration can easily be of 3 or more years. And 
the end results of the project are normally at technology readiness levels of 
5–7; these are prototypes tested and/or demonstrated in laboratories or in 
operational environments but not final products and services that can be 
commercialized straight away. The whole process could normally last 
4–6 years, and by the time the projects were finished, the results were in 
most cases still not ready to be used by end-users in their real cases. The 
(in many cases unrealistic) expectations of LEAs were not being met, and 
their level of frustration and dissatisfaction started to grow.

On the other hand, many industrial partners were using the research 
projects as part of their overall technological research and development 
pipeline process, being the technology itself their main interest, and not 
the pursue of developing new products for the law enforcement agencies. 
The technological results of the security research projects could serve as 
foundations for developing products and services in other (more profit-
able) markets. Besides, the fragmentation of the security market and the 
existence of a few global providers, often non-European, discouraged 
SMEs’ investments oriented towards crossing the innovation “valley 
of death”.

And with regard to research and technology organisations, their main 
interest was in many cases focused on producing scientific results that go 
beyond the state of the art and publishing those results in scientific jour-
nals and conferences, as those are the things that boost the careers of suc-
cessful researchers.

 J. ARRAIZA ET AL.
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Therefore, in the twilight of the FP7 programme, there was a clear 
misalignment between the interests, and in consequently the efforts and 
focus, of the different types of partners. In the context of decentralised, 
distributed, multidisciplinary and collaborative actions such as the 
European security research projects, this misalignment was as lethal as a 
torpedo in the waterline of the project.

In the twilight of the FP7 programme, a group of project coordinators 
and other principals of several security projects met and agreed that they 
wanted to tackle those known problems. They agreed to jointly prepare a 
proposal for a new project which should aim at building trust among 
LEAs, research technology organisations and industry, should also build 
upon best practices and lessons learnt from those previous projects and 
should do its best to deliver results which could be valuable to LEAs as 
soon as possible.

1.3  Methods

The main paradigm followed has been constructivism, which proclaims that 
reality is not discovered, but that it is constructed [7]. In this way, it is not 
intended to measure or control the real world but to know about it and to 
rebuild it in the most reliable way possible. The authors understand that 
knowledge is socially constructed by the participants in the research process 
and the research itself is not alien to the values of the researcher. The 
authors, as understood in the constructivist paradigm, believe that there is 
no single and (pre)determined reality but constructions that respond to the 
individual perception of each participant in the phenomenon. Therefore, 
the different interpretations of the phenomenon studied by a representative 
sample of the individuals participating in it have been studied.

The questions that this chapter will try to answer are: “How was the 
ASGARD project designed, how has it been executed, and why is it con-
sidered a success story?”

To answer these questions, the method chosen was a case study. 
According to the following definition for a case study, “a case study is an 
empirical inquiry that investigates a contemporary phenomenon within its 
real-life context, especially when the boundaries between phenomenon 
and context are not clearly evident” [8, p. 13]. This research method was 
chosen because the authors deliberately believed that contextual condi-
tions could be highly pertinent to the phenomenon of study and, there-
fore, they wanted to cover them.

1 ASGARD: A NOVEL APPROACH FOR COLLABORATION IN SECURITY… 
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To build trust among LEAs, research technology organisations and 
industry, to build upon best practices and lessons learnt from previous 
related projects, and to deliver results which were of value to LEAs as soon 
as possible, the project was designed following open-source model 
principles.

Framework Programme security research projects are decentralised, 
distributed and collaborative endeavours, by nature. Also, the members of 
the Consortia are heterogeneous. Under these conditions, the open- 
source model principles of open collaboration, peer production, decen-
tralised and iterative and incremental full-development cycles fit nicely. 
These principles, and the associated best practices, methods and tech-
niques, were already common practice in other domains (such as informa-
tion and communications technology – ICT) by the time the ASGARD 
project was designed, but they were not being applied in European secu-
rity research projects.

At operational level, the management structure of the project gives task 
and work package leaders a great deal of flexibility to organise and coordi-
nate the work within their work packages. Project coordination focused 
mainly on inter-work packages dependencies and issues.

The project’s work plan was structured with a 3-month duration ramp-
 up phase, six full-development cycles of 6 months duration each and a final 
ramp-down phase of 3  months. This structure provides the flexibility 
needed as it allows adjusting the scope and the detailed plan of each of the 
stages as/if needed. Figure 1.1 below describes this agile approach. This 
flexibility in the design of the work plan allows keeping track of the evolu-
tion of the expectations from the relevant stakeholders (both internal and 
external to the Consortium) and making changes to the plan to try to 
meet them as much as possible whilst respecting the terms of the contrac-
tual agreement with the European Commission (EC).

But not only the expectations of relevant stakeholders are to be consid-
ered when thinking about changes to the plan of the subsequent project 
periods, it is also the continuous improvement of the processes of the 
project that matters. For this, it is important to conduct regular self- 
reflection of the project processes to identify, reduce and eliminate subop-
timal processes and to strengthen those that are considered best practices.

In ASGARD, this was achieved by jointly conducting a lesson-learned 
exercise by all the project partners at the end of each of the project stages. 
This exercise aims at identifying what went right, what when wrong, which 
are the best practices that should be further implemented and improved, 
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and which are the things that should be changed or avoided because they 
did not deliver the results that were desired.

Therefore, throughout the project, the Consortium can agree to adjust 
the scope and the detailed work plan for the subsequent periods based on 
the feedback that is collected and jointly assessed on regular basis (in the 
case of the ASGARD project, every 6 months).

The ramp-up phase served mainly to build the team, promptly launch 
requirements gathering and system specification and architecture design 
work streams, so that early drafts of all these deliverables could be pro-
duced to feed the first full-development cycle starting in month four of the 
project.

The first full-development cycle served to build the process, integrate 
several background technologies and allow conducting the first “hack-
athon” event on month nine of the project, at which these background 

Fig. 1.1 How an agile approach allows adjusting the work plan to monitor and 
meet as much as possible the expectations of the stakeholders (source: “Scrum VS 
Traditional”, Jorge Abad, http://www.lecciones- aprendidas.info/2016/07/
Scrum- vs- traditional.html)

1 ASGARD: A NOVEL APPROACH FOR COLLABORATION IN SECURITY… 
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technologies were evaluated jointly by all partners. The ASGARD “hack-
athons” were designed to be hands-on workshops for experimentation. 
These events team computer programmers, domain experts and users col-
laborate intensively. The ASGARD tools are presented and made available 
to set of multidisciplinary teams. Then a number of scenarios that are 
related to the project are presented to the teams so that they try to build 
a solution with the list of tools and datasets available to address those sce-
narios. The “hackathons” encourage participants to form ad hoc multidis-
ciplinary teams, brainstorm ideas, implement and present a demo from 
which a winner is picked by popular vote. But most importantly, “hack-
athons” aid in team (trust) building, efficient peer collaboration and re- 
setting or adjusting project priorities and deadlines based on the feedback 
collected during the events.

At the end of each of the full-development cycles, self-assessment audits 
are conducted. These audits are based on anonymous feedback assessment 
by project partners. The purpose of the audits is team development and 
appraisal of project goals. They facilitate communication and team devel-
opment within the consortium by providing feedback on partner perfor-
mance. Furthermore, the process enables the partners to participate in 
goal setting and ensure they are married to the project goals, provide 
motivation to the consortium by demonstrating the participative nature of 
the project management process, provide clarity on the definition of proj-
ect goals and most importantly make the communication and coordina-
tion processes of the project more effective and agile.

The audits are simple 360-degree feedback process in order to foster 
open and frank discussion on the progress of the project and performance 
of partners and project principals. The expected benefit of the processes is 
to formalize periods of reflection after distinct phases of the project life 
cycle so that inefficiencies and conflict can be identified and the appropri-
ate measures adopted. The purpose of this review style is not intended to 
drive or maximize performance in the project but rather to ensure the 
expectations of partners and other stakeholders are reasonable and achiev-
able to meet project goals. The audit’s questionnaire is structured around 
the goals of the project period and the core values and ambitions of the 
project purpose. As a standing agenda item at project meetings, the gov-
ernance body of the project assesses the results of these audits and takes 
appropriate action. As a consequence, a plan of action that addresses cor-
rective actions, that re-inforces the strengths shown in the previous project 
period, and that works to remove the barriers identified to achieve the 
project goals is defined and implemented.
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Face-to-face meetings, evaluation forms, and other means have been 
used to collect the feedback from other relevant project stakeholders such 
as European Commission officers or members of the project’s Stakeholder 
Advisory Group (SAG).

1.4  results

Up until now, six detailed project level (inter-work packages) work plans 
have been produced during the project, one for the ramp-up phase and 
one per each of the full-development cycles. These detailed work plans are 
discussed and agreed at the beginning of each of the periods, and they 
focus on the period at hand, maintaining the rest of the project periods at 
high level only. As described in Sect. 1.3, these detailed work plans were 
produced considering the overall project plan, the feedback collected and 
jointly discussed from the self-assessment audits and the outcome of the 
lesson-learned exercises conducted at the end of each of the stages. As an 
example, note how item #1 of the lesson-learned exercise conducted at the 
end of the fifth hackathon (Fig. 1.2) was included as part of the detailed 
plan of action for the subsequent period (Fig.  1.3) and even explicitly 
added to the plan as task #1.

As described in Sect. 1.3, the main tool to collect feedback from the 
members of the Consortium, and to measure their level of satisfaction and 
motivation, were the self-assessment audits. The audits consist on a set of 
13 questions. All questions allow respondents to make comments, whilst 
questions 1–8 include in addition five-level Likert scale questions for spe-
cific statements. This is the meaning of each of the five level Likert 
questions:

Fig. 1.2 Sample extract of one of the lesson-learned exercises

1 ASGARD: A NOVEL APPROACH FOR COLLABORATION IN SECURITY… 
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 1. Insufficient
 2. Barely sufficient
 3. Sufficient
 4. Good
 5. Very good

Figure 1.4 presents an anonymized extract of the self-assessment sum-
mary corresponding to month 39 of the project. This extract excludes the 
comments, and it includes the average score obtained in questions 1–8 of 
the previous self-assessment audits.

For example, in the case of question 1, it can be observed that there 
were 32 responses, scoring an average of 4.63. The minimum score 
obtained was 4 and the maximum 5, being the variance quite low (0.242). 
Also, in comparison to the previous audit (month M33), this question 
obtained a better score, 0.26 points higher. When looking to all the aver-
age scores obtained for question 1 in all previous audits, it can be observed 
that the minimum score obtained was precisely on the previous audit 
(month M33) and the maximum score was 4.68 in month M21; there-
fore, the variance obtained throughout all periods was also low (0.017).

For question 4, one of the key roles has got an average score across all 
the self-assessment audits in the range of 3.61–4.10, whilst another key 
role has got an average score in the range of 4.42–4.73.

In the case of question 5, one of the work packages has got an average 
score across all the self-assessment audits in the range of 3.23–3.77, whilst 
another work package has got average scores in the range of 4.27–4.50. 
The average score for all work packages and all audits is 3.93.

Fig. 1.3 Sample extract of one of the detailed work plans
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In the case of question 6, one of the partners has got an average score 
across all the self-assessment audits in the range of 3.00 and 4.00 (an aver-
age across all audits of 3.23), whilst another partner got average scores in 
the range of 4.58–4.80 (an average across all audits of 4.63). The average 
score for all partners and all audits is 3.94.

Note that for certain questions, the number of responses obtained 
could be none or low; thus, the score/result obtained should be 

Fig. 1.4 Extract from the month 39 self-assessment audit summary
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interpreted accordingly. The detailed results for the rest of the questions 
can be found in Fig. 1.4.

An analysis of the results obtained after each of the audits allows iden-
tifying potential issues, weak areas and conflicts. The comments provided 
by the respondents, after being anonymized, are shared with the whole 
group, allowing also joint discussions around conflicts, issues, risks and 
barriers, but also around suggested improvements. In addition, each part-
ner, key management roles and work package leaders can also see what the 
rest of the partners comment and think about their participation in the 
project.

Except for the second period review meeting, the feedback from the 
EC was consistently positive throughout the project. During the second 
period review meeting, there was a complaint about not having provided 
a draft of the technical report prior to the review meeting. Apart from this, 
communication with the project officer(s) from the EC was fluid and in 
general terms provided positive feedback on the progress made by the 
project. It is also important to note that in multiple occasions this fluid 
communication helped finding the most appropriate way forward to tackle 
specific issues or unexpected situations. An example of this is when the 
project coordinator requested clarification to the EC on how to proceed 
with the protection of the European Union classified information (EUCI) 
of the project. The project includes 16 deliverables that have been classi-
fied, and several of them required frequent access by most or all the part-
ners. It was very important to find a prompt and efficient implementation 
of the EUCI handling guidelines, and this was successfully achieved thanks 
to the support provided by the EC.

The feedback from the SAG members was mainly obtained via evalua-
tion forms that the SAG members attending the project events filled in. 
The satisfaction level was high among them, and there were also a few 
constructive criticisms (which SAG members were explicitly requested to 
provide as part of the continuous improvement process established in the 
project). It is also worth mentioning that multiple SAG members requested 
access to the ASGARD results and/or ad hoc demonstrations, which is a 
clear symptom of the interest that the project arose among them.
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1.5  dIscussIon and Future research

In this chapter we have presented the results of an exploratory study that 
lays the ground for future studies which could determine if what has been 
observed might be explained by an emerging theory.

The results presented in Sect. 1.4 show that the management structure 
of the project has been successful. The two different levels of operational 
management, one at project (inter work package) level and the other at 
work package level, have provided sufficient flexibility to the needs and 
characteristics of each of the work packages whilst offering the space to 
discuss and jointly agree on the solutions to put in place to tackle the 
issues and dependencies that affect multiple or all work packages. It is also 
worth mentioning that not all work packages have received the same type 
and level of coordination, and the satisfaction of the affected partners 
reflect that as well.

The feedback about the tools delivered in each of the full-development 
cycles was used to re-adjust the development plans in the technical work 
packages. But it was also not rare to identify new things not initially fore-
seen which were necessary or convenient. In many of these occasions, the 
Consortium discussed and agreed to add a new task or a new piece of work 
to the original plan. A couple of illustrative examples are the decision to 
design and proof-test a privacy engine on one hand and the decision to 
design and implement a tool maturity evaluation model on the other 
hand. This level of flexibility is, in opinion of the authors, another very 
important success factor of the project, as it provides space for creativity 
and innovation within the project boundaries.

The self-assessment audits are a very valuable project management tool. 
In line with a continuous improvement spirit, this tool provides the pro-
cess and the framework for individual and joint self-reflection, allowing 
prompt identification and managing of negative trends, issues and con-
flicts. In addition, the tool also allows providing valuable feedback and 
constructive criticism.

The experience of the ASGARD project seems to indicate that applying 
open-source model principles and practices, including iterative and incre-
mental full-development life cycles, and with the goal of building a sus-
tainable and long-lasting restricted community, does strengthen the role 
of end-users in security research, it helps market uptake of security research 
project results, and it helps setting better LEA expectations.

1 ASGARD: A NOVEL APPROACH FOR COLLABORATION IN SECURITY… 
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However, at the time of writing this chapter, November 2019, the 
ASGARD project is still ongoing, so no final conclusions should be estab-
lished. Based on the results obtained so far and considering the feedback 
got both from internal Consortium partners as well as from the external 
stakeholders of the project, it can be assumed that the initial hypothesis 
seems to be correct. In any case, though the results of this study could 
probably be transferable to similar projects, generalizing them should be 
avoided, as one case cannot represent all similar cases or situations. Further 
causal or explanatory research would be needed to confirm or deny the 
conclusions of this study and to test the cause-and-effect relationship 
between the methods followed in the ASGARD project and the positive 
impacts that have been identified on it.

In addition, there is still much to learn about which is the most appro-
priate role of the end-users in security research projects, the role that adds 
the greater value to them and to the rest of stakeholders that participate 
on such research projects (i.e. research technology organisations and 
industry). For example, how does the internal organisational structure of 
the end-users and the role of their project team members affect in their 
contribution to the benefits gathering of the research project? Or which 
methodologies, processes and techniques are the most appropriate to 
implement in security research projects to maximize the value added by 
the participation of end-users?

And there is also much to learn about which are the factors that help 
maximizing the market uptake of the results from security research proj-
ects. For example, which is the best combination of type of research 
actions or instruments that promote market uptake and that minimizes 
the risk of reducing the tendency for insights and tools produced within 
projects to be left behind?
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CHAPTER 2

SoK: Blockchain Solutions for Forensics

Thomas K. Dasaklis, Fran Casino, 
and Constantinos Patsakis

2.1  IntroductIon

The undergoing digitization of information-intensive processes has a radi-
cal impact on our daily lives. Digitization affects almost all aspects of our 
lives from how we work to how we interact and communicate with each 
other. As a result, a myriad of devices is involved in almost every possible 
aspect of our daily lives. For instance, a smartphone may contain data with 
different levels of sensitivity (text messages, emails, financial transactions, 
etc.) which provide background information on its owner and his/her 
social connections. Digitization, however, comes at a cost. Financial 
frauds, intellectual property infringements, industrial espionage and digi-
tal terrorist networks are just a few among the various faces of 
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cybercriminal behaviour. In the event of such deviant behaviour, digital 
evidence may be the only evidence of a case. Hence, digital evidence forms 
an integral part of the overall criminal investigation process.

Although the digital forensics community has established reliable scien-
tific methodologies and common standards in its workflows, it still faces 
many challenges due to the volatile and malleable nature of the evidence 
and the continuous advances in technology that introduce new attack vec-
tors. Moreover, most of the criminal activity on the Internet is transna-
tional, generating cross-jurisdiction problems of cooperation and 
information exchange that can be alleviated by common standards and 
protocols. Several challenges have been identified in the literature regard-
ing the development of robust digital forensics approaches. In [19], the 
authors identify four broad categories of challenges in digital forensics: (a) 
technical challenges, (b) legal systems and/or law enforcement challenges, 
(c) personnel-related challenges, and (d) operational challenges. Another 
major issue that directly impacts digital forensics is the ever-increasing vol-
ume of potential evidence generated along with the growing number of 
devices used [34]. Some domain-specific challenges are worth mention-
ing. For example, in the case of cloud forensics, identifying useful network 
events and recording the minimum representative attributes for each event 
remain a significant challenge [30]. Lack of international collaboration 
and legislative frameworks in cross-nation data access/exchange and the 
increased number of mobile devices accessing the cloud are also significant 
challenges in cloud forensics [37]. Arguably the most critical problem in 
digital forensics is the validity and trustworthiness of the evidence itself 
(safeguarding the chain of custody for the data related to a case), particu-
larly when multiple stakeholders are involved in the overall forensics 
process.

2.1.1  Blockchain as a Game Changer in Digital Forensics

Blockchain, a novel disruptive technology, has emerged the past few years, 
enabling the development of a wide range of applications [8]. In principle, 
a blockchain can be considered a distributed append-only data structure 
which stores states efficiently and in a transparent way. While the initial 
concept of Nakamoto was to store transactions of bitcoins in a way that 
prevents double-spending [28], the created structure has many appealing 
properties. Setting aside the different “flavours” that blockchains have, 
they offer auditability, robustness and security. Blockchains also provide 
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immutability to a large extent [31], posing significant challenges to the 
implementation of the right to be forgotten principle, as defined in the 
EU General Data Protection Regulation Directive (GDPR) [32].

Based on the above, it is apparent that the blockchain properties con-
stitute a very promising baseline for forensics [1]. More precisely, during 
a forensic investigation, all the involved investigators would like to store 
their findings in an immutable way so that they cannot be altered and be 
brought to a court of law. Similarly, blockchains provide transparency and 
auditability, which is a requirement for the chain of custody of the corre-
sponding evidence. In this regard, in the past few years, several researchers 
have investigated these opportunities and proposed blockchain-based 
solutions for forensics. While the field is rather recent, we argue that in the 
coming years blockchain solutions for managing forensics will become a 
default. This survey performs an in-depth analysis of the needs and gaps of 
the field and the different approaches in the literature. Therefore, we set 
the landscape and facilitate the design of the new solutions.

2.1.2  Goal and Plan of the Chapter

In this chapter, we analyse the current state of blockchain-based forensic 
methods applied in different fields. First, we provide a comprehensive clas-
sification and the main features of the state-of-the-art solutions, which are 
retrieved using a sound bibliographic analysis approach. Next, we analyse 
how blockchain’s features can enhance digital forensics. Finally, we discuss 
the limitations and the main challenges that are at the intersection of 
both fields.

The rest of the chapter is organized as follows: Sect. 2.2 describes the 
research methodology used and the main quantitative literature findings. 
Next, Sect. 2.3 provides a topic classification of the blockchain-based digi-
tal forensics methods and a qualitative analysis of their features. Thereafter, 
Sect. 2.4 provides a discussion of the main limitations of blockchain tech-
nologies and the challenges to be faced by next-generation digital foren-
sics solutions. Finally, the chapter offers some final remarks in Sect. 2.5.

2.2  Methodology

To survey the available blockchain-based forensics approaches, we have 
used a sound methodological framework. In particular, we performed a 
systematic search during November 2019 without time-frame restrictions. 
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We used the Scopus scientific database as our primary source for identify-
ing relevant literature. We used a predefined set of keywords for searching 
within the titles of all the available Scopus papers (the terms used included 
the words “blockchain” and “forensics”). To locate additional studies, we 
used the so-called snowball effect (additional literature was retrieved based 
on references of key articles found in the initial phase of our search). We 
excluded some papers based on certain exclusion criteria (relevant to doc-
ument type, language and subject area). In total, 24 articles were selected 
for analysis. For the thematic content analysis of the selected literature, we 
used a qualitative analysis software (MAXQDA11). Finally, we adopted 
various qualitative analysis methods (i.e. narrative synthesis and thematic 
analysis) for the classification and synthesis of the extracted data. We pres-
ent the results of our analysis in Sect. 2.3.

There exist some bibliographic analysis results worth mentioning. As 
seen in Table  2.1, the available blockchain-enabled forensics literature 
spans only 2 years (2018 and 2019). Therefore, it is not until very recently 
that the scientific community has focused on blockchain technology as a 
viable solution for establishing robust forensics mechanisms. Regarding 
the type of publications, there seems to be an even allocation between 
conference proceeding papers and articles published in international 
journals.

2.3  classIfIcatIon of the avaIlable 
blockchaIn- based forensIcs lIterature

In this section, we thoroughly analyse the literature and provide a topic- 
based classification (see Fig. 2.1). Next, we identify the main features and 
solutions proposed by each method in Table 2.2 and discuss them in the 
following paragraphs.

Table 2.1 Year-based 
and source-type 
classification of the 
available literature

Publication type Publication year

2018 2019

Journal articles 2 8
Serials – 4
Conference proceedings 4 6
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2.3.1  Cloud Forensics

Cloud security threats remain a significant challenge nowadays. Cloud 
forensics, an umbrella term covering issues of cloud computing and digital 
forensics, may assist in investigating cloud environments and quickly 
respond to and report cloud security incidents [36]. Cloud forensics call 
for multiparty collaboration due to the multitude of stakeholders engaged. 
To this end, blockchain technology may enhance the collection of digital 
evidence in cloud environments and further improve different stakeholder 
coordination [45]. Another critical aspect of cloud forensics may refer to 
logs management. In particular, secure preservation and investigation of 
the various logs are essential elements of cloud forensics. However, due to 

Smart Grid
[22]

Transportation
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[4, 9, 21, 29]

BF Application
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Mobile
[15, 16]

 Health
[27]

Internet
of  Things

[7, 18, 23, 38]
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Cloud
[35, 36, 45]

Data
Management
[5, 14, 26, 

41-43]

Fig. 2.1 Mind map abstraction the blockchain forensics research topics. The size 
of each topic has been weighted according to the number of contributions
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Table 2.2 Description of the features of the available blockchain-based foren-
sic schemes

Refs. Application 
domain

Problem addressed Blockchain-enabled 
forensic features

Implementation

[35] Cloud 
forensics

Integrity of logs, 
multi-stakeholder 
collusion

Secure logging 
as-a-service for cloud 
environment, integrity, 
confidentiality and 
immutability of logs

Yes

[36] Cloud 
forensics

Multi-location storage 
of forensic evidence, 
multiple stakeholders 
engaged

Data encryption, 
distributed storage

No

[45] Cloud 
forensics

Multiparty cooperation, 
trustworthiness of 
records among 
stakeholders

Chain of custody, 
proof of existence, 
privacy and anti- 
tampering preservation 
for process records

Yes

[33] Cloud 
forensics

Multi-stakeholder 
collusion, security and 
access control, 
multiparty cooperation, 
trustworthiness of 
records among 
stakeholders

Integrity, chain of 
custody, data 
encryption, secure 
access control

Yes

[13] Cloud/
network 
forensics

Multiparty cooperation, 
trustworthiness of 
records among 
stakeholders, SDN log 
recording

Chain of custody, 
proof of existence, 
privacy and anti- 
tampering preservation 
for process records

Yes

[5] Data 
management 
forensics

Validity of the digital 
evidence

Weighted digital 
evidence, digital 
evidence inventory, 
categorization 
according to each 
evidence relevance, 
assignment of 
confidence rating

No

[6] Data 
management 
forensics

Integrity and validity of 
electronic evidence and 
ownership

Chain of custody, 
tracking of the 
stakeholders involved, 
credibility of the data 
provided

Yes

(continued)
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Table 2.2 (continued)

Refs. Application 
domain

Problem addressed Blockchain-enabled 
forensic features

Implementation

[14] Data 
management 
forensics

Integrity and validity of 
electronic evidence

Chain of custody, 
tracking of the 
stakeholders involved, 
credibility of the data 
provided

No

[26] Data 
management 
forensics

Integrity and 
authenticity of digital 
evidence, authenticity 
and legality of processes 
and procedures used to 
gather and transfer the 
evidence

Chain of custody, 
safeguarding the 
integrity and tamper- 
resistance of digital 
forensics

Yes

[41] Data 
management 
forensics

Tampering with 
evidence, data privacy 
issues, sensitive 
information leakages

Lightweight, scalable 
secure digital evidence 
framework, multi- 
signature schemes for 
evidence submission 
and retrieval

Yes

[42] Data 
management 
forensics

Proof of existence of 
digital evidence

Tamper-proof 
chronology by means 
of OpenTimestamps

No

[43] Data 
management 
forensics

Trust and security issues 
as derived by current 
centralized data 
management schemes

Electronic evidence 
preservation, different 
evidence access rights, 
data security 
protection, 
information integrity 
guarantees, traceability

No

[27] Healthcare 
forensics

Different access levels 
(to both health data and 
devices), health data 
privacy

Log audit trails for 
integrity and 
provenance guarantees, 
health data privacy, 
fine-grained access

Yes

[7] IoT forensics Collection and 
preservation of evidence 
regarding alleged 
malicious behaviour in 
IoT networks

Private forensic data/
metadata evidence 
collection, integrity, 
authentication, and 
non-repudiation of the 
data collected

No

(continued)
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Table 2.2 (continued)

Refs. Application 
domain

Problem addressed Blockchain-enabled 
forensic features

Implementation

[18] IoT forensics Multiple IoT 
stakeholders, multiparty 
access to digital 
evidence

Integrity, 
confidentiality, 
anonymity, authenticity 
and non-repudiation

No

[23] IoT forensics Traceability, integrity 
and provenance of the 
evidence is limited due 
to the resource- 
constraint nature of IoT 
devices

Integrity, authenticity, 
non-repudiation, 
identity privacy, 
end-to-end forensic life 
cycle

No

[38] IoT forensics Heterogeneity and 
distribution 
characteristics of the 
IoT environment

Chain of custody for 
all the IoT-related 
forensics processes, 
security and data 
integrity, multiparty 
verification of the 
IoT-related forensics 
processes

Partial

[24] IoT forensics Traceability, integrity 
and provenance of the 
evidence

Security and data 
integrity, multiparty 
verification of the 
IoT-related forensics 
processes and 
evidences

Partial

[15] Mobile 
forensics

Current limitations of 
static-based and 
dynamic-based code 
analysis tools (code 
obfuscation, encryption, 
malware in different 
families with various 
features)

Consortium 
blockchain framework 
to store and classify 
android malware, 
classification of 
different malware 
families

Partial

[16] Mobile 
forensics

Tracking and recording 
of a very wide range of 
existing malicious 
programs, current 
limitations of static- 
based and dynamic- 
based code analysis 
tools

Enhanced malware 
detection features 
based on the usage of 
both private and 
consortium blockchain

No

(continued)
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Table 2.2 (continued)

Refs. Application 
domain

Problem addressed Blockchain-enabled 
forensic features

Implementation

[20] Multimedia 
forensics

Integrity and legal 
authenticity of video 
data produced as 
evidence in legal 
proceedings, privacy 
concerns of video data 
gathered by CCTV 
installations

Trustworthy evidence 
protection in 
distributed network 
environment, video 
data integrity (link to 
the primary video 
stream and its creation)

Yes

[39] Multimedia 
forensics

Civilians/journalists 
who need to protect 
their identity while 
ensuring that the 
evidence they collect are 
forensically sound

Integrity and 
spatiotemporal 
properties of digital 
evidence

Yes

[46] Multimedia 
forensics

Photo-faking, photo 
owners have limited 
control over their 
photos after uploading 
them on the Internet 
due to lack of copyright 
protection mechanisms

Customized access 
control rules, 
photo-tracing, creation 
of copyright-protected 
photos (resolving 
copyright dispute 
problems)

Yes

[22] Smart grid 
forensics

Smart grid security, 
intrusion detection

Ensure the integrity of 
smart energy 
transaction platforms, 
keeping log 
information for 
effectively investigate 
cybercrimes and 
predict system failures

No

[4] Transportation 
forensics

Contradictory use of 
personal data, privacy, 
multiple stakeholders 
involved

Integrity, veracity, 
authenticity, non- 
repudiation and 
identity privacy of 
vehicle-related data 
voluntarily and 
spontaneous release of 
data for forensic 
purposes

No

(continued)
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the inherent uncertainties of cloud environment, several difficulties exist 
concerning the collection of authentic logs from a cloud environment 
while preserving integrity and confidentiality. Blockchain technology may 
be used as a logging-as-a-service tool for securely storing and processing 
logs while coping with issues of multi-stakeholder collusion and the integ-
rity and confidentiality of logs [13, 35].

2.3.2  Data Management Forensics

The works classified in data management include these proposing novel 
models for data processing and chain of custody preservation 

Table 2.2 (continued)

Refs. Application 
domain

Problem addressed Blockchain-enabled 
forensic features

Implementation

[9] Transportation 
forensics

Transportation data is 
overwritten shortly, no 
available system for 
integrating data from 
the various stakeholders 
involved (data from 
other vehicles, road 
conditions, 
manufacturers, and 
maintenance centres), 
only third-party 
solutions exist for 
vehicular forensics (such 
as surveillance cameras 
and eyewitnesses)

Lightweight privacy- 
aware blockchain 
framework to manage 
the collected vehicle- 
related data 
(maintenance 
information/history, 
car diagnosis reports)

No

[21] Transportation 
forensics

Data privacy concerns 
(GPS sensitive info) due 
to third-party usage

Legal authority may 
run forensic analysis 
without unnecessary 
violation of the user 
anonymity and privacy

No

[29] Transportation 
forensics

Unauthorized changes 
in vehicle hardware 
profiles, multiple 
stakeholders involved

Logs of all hardware 
profile changes are 
kept on blockchain, 
provision of 
customized access 
(only authenticated 
changes are allowed)

Yes
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methodologies. The use of permissioned blockchains [14, 26, 43] is stated 
as a measure to enhance scalability, as well as the use of lightweight con-
sensus mechanisms [41]. Advanced evidence collection and feature classi-
fication [5], as well as the relevance of the timeline of events [6, 42], are 
other features discussed by authors. However, the main drawback of the 
proposed solutions is that they only offer architectural designs and they do 
not provide full exploitation of blockchain, with only a few of them offer-
ing practical implementations [6, 26, 41].

2.3.3  Healthcare Forensics

With the prevalence of new regulatory frameworks brought forward (like 
the EU GDPR directive), healthcare organizations have started taking 
necessary steps towards protecting themselves against costly breaches of 
patients’ sensitive information and further safeguarding their reputation. 
To this end, forensics may be a valuable ally for addressing litigation risks 
when it comes to data breaches and unauthorized access to medical data 
from both outside attacks or internal misuse [10]. Access control manage-
ment is an essential feature of patient data protection. In [27], the authors 
propose a blockchain-enabled authorization framework for managing 
both the Internet of Medical Things (IoMT) devices and healthcare stake-
holders. The proposed framework provides fine-grained access to patient 
health data and preserves the chain of custody of all logs by offering audit 
trails for integrity and provenance guarantees.

2.3.4  IoT Forensics

IoT forensics includes the study of IoT devices, their systems and interre-
lations between different parts of their ecosystems. In this regard, the 
result of our literature review showed that there is a relevant interest in 
IoT forensics in the blockchain. We observed that evidence collected from 
IoT devices and interactions between the different actors (e.g. through 
privacy-preserving identity management techniques) are the most relevant 
features studied in the literature [7, 18, 38]. Moreover, proper identity 
management and privacy preservation is also a mandatory requirement in 
such context [23]. Nevertheless, current solutions are not mature enough, 
since authors only proposed architectures and flows, except for [23], 
which only provided transaction performance tests.
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2.3.5  Mobile Forensics

Mobile forensics includes the analysis of digital and physical evidence pro-
vided by smartphone devices and similar ones (i.e. these sharing similar 
architectural bodies and underlying operating systems, such as tablets or 
other handheld devices). Nevertheless, the identified blockchain-based 
forensic research mainly focuses on applications and malware detection. 
More concretely, authors propose the use of consortium blockchains and 
focus on malware detection and statistical analysis based on each applica-
tion feature [15, 16]. Therefore, more work needs to be provided in this 
field, with special regard to hardware inclusion and holistic systems defini-
tion, as well as usable implementations.

2.3.6  Multimedia Forensics

Multimedia forensics employs various scientific techniques for examining 
a multimedia file (audio, video and/or image) concerning its (a) integrity 
(establish the linkage between a multimedia output and its source identi-
fication) and (b) authenticity (check for the veracity of the multimedia 
output). For example, in [20], a blockchain-based approach is proposed 
for cataloguing CCTV video evidence. The authors provide a functional 
implementation of the blockchain-based system that manages high vol-
umes of CCTV evidence. In [39] the authors present E-Witness, a system 
that uses blockchain technology for safeguarding the integrity and spatio-
temporal characteristics of digital evidence captured by smartphones. To 
verify the integrity and spatiotemporal claims of the evidence, the pro-
posed system uses hashes of pictures/videos along with location certifi-
cates stored in the blockchain. A blockchain-based photo forensics scheme 
is presented in [46]. The proposed Ethereum-based scheme resolves pho-
tos’ veracity issues like photo-faking, photo-tracing and copyright dispute 
problems.

2.3.7  Smart Grid Forensics

Smart grids offer significant improvements in terms of resources utiliza-
tion in current electricity supply networks. Smart grids embrace digital 
communications technologies, smart metering, intelligent appliances and 
energy-efficient resources for better matching energy supply and demand. 
Like other cyberphysical systems, however, smart grids are vulnerable to 
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cyberattacks, and intrusion detection might prove extremely important. In 
[22] the theoretical underpinnings of blockchain technology and its 
importance in smart grids forensics are discussed. The authors highlight 
how blockchain can enhance features such as energy optimization, system 
performance, managerial tasks and security of smart grids. Finally, the 
authors discuss the opportunities/open issues in the topic.

2.3.8  Intelligent Transportation Systems Forensics

Intelligent transportation systems (ITS) embrace a range of technological 
novelties like advanced sensing and control and IoT applications for 
improving safety, efficiency and services provision of both vehicles and 
road transport networks. However, the increased automation of ITS (e.g. 
self-driving cars) and the adoption of new data privacy frameworks (like 
the GDPR) call for the development of sound forensic mechanisms to 
analyse traffic accidents and protecting users’ sensitive data. In [4], a 
blockchain-enabled system is proposed for managing users’ requests (car 
navigation) and relevant data that fully complies with data privacy and 
protection legal frameworks. In [9], the authors propose a blockchain- 
based forensics system that enables the trustless, traceable and privacy- 
aware post-accident analysis with minimal requirements in storage and 
processing. A blockchain framework is proposed in [21] for managing 
sensitive navigation data (GPS position) within a fixed geographic zone 
while ensuring user anonymity. Cybersecurity threats may also prove criti-
cal in the context of current ITS. In [29] a blockchain-based framework is 
proposed for keeping logs of all hardware profile changes in a vehicle. 
Based on the inherent characteristics of blockchain technology, the pro-
posed framework only allows authenticated changes, subject to user, time, 
geospatial and contextual constraints, as defined by automotive 
manufacturers.

2.4  dIscussIon

In what follows, we describe the main limitations of blockchain technol-
ogy and some strategies to overcome them. Moreover, we provide a 
detailed analysis of actual and future challenges of digital forensics and 
discuss possible countermeasures.
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2.4.1  Limitations in Blockchain

The suitability of blockchain is a topic that has been extensively discussed 
in the literature [8, 11]. In this regard, the challenges to be faced by dif-
ferent blockchain technologies vary depending on their type and applica-
tion scenario. For example, public blockchains face limitations such as 
scalability, performance and cost issues. In this regard, public blockchains 
are nowadays mainly used for cryptocurrencies and to commit small pieces 
of data (i.e. hashes) for verifiability purposes [44]. In the case of private 
blockchains, the performance and scalability challenges are overcome due 
to the use of more efficient consensus mechanisms and a reduced number 
of participants.

Moreover, the cost of memory, compared with public blockchain is 
negligible, yet off-chain data storage is a recommended strategy for most 
applications. Nevertheless, both public and private blockchains require the 
use of proper data management and architectural designs to provide secu-
rity and privacy guarantees [25]. In this regard, the use of secure identity 
management systems [3], the proper analysis of the specific blockchain 
systems to be used [17] and a careful implementation development of 
smart contracts [2, 40] are mandatory.

2.4.2  Challenges in Blockchain Digital Forensics

We classified next-generation digital forensics’ most relevant challenges in 
the following six domains:

Tokenization of Artefacts from Digital Evidence
Digital forensics imply the analysis of the digital evidence and the extrac-
tion of the corresponding knowledge regarding the events of a crime 
under investigation. However, this analysis is not performed by a single 
entity. For instance, an image of hard disk may contain different evidence 
that must be analysed by different people who will look into different 
parts. One person may study the log files, while another may investigate 
the file system and a third one might be needed to analyse a specific binary 
that requires reversing. Therefore, a single evidence is expected to be 
divided in an arbitrary amount of artefacts, each of which might have to 
be studied individually and from another person. Breaking down things 
and storing them in blockchains is not straightforward, and several exist-
ing solutions could be adopted (e.g. the use of tokens); however, the bulk 
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of them considers that the elements that something is decomposed to is 
predetermined. Despite the fact that some solutions for assigning tokens 
in blockchain for arbitrary decomposition of an object have been pro-
posed in the supply chain field [12], storing tokenized artefacts in the 
blockchain during the course of a digital investigation remains a challenge.

Efficient Management of Data Volume in the Chain of Custody
One of the main concerns in digital forensics is the volume of data, since 
evidence may include thousands of multimedia files or log files per case. In 
this regard, although data storage of raw documents has to be provided 
for all cases, it should be based on off-chain technologies (e.g. IPFS, 
Storj). In this case, only hashes should be used in the blockchain (i.e. or 
meta-hashes if data are processed as blocks, to ease auditability).

Parse Forensic Sound Procedures in Blockchain Systems
Standard and sound forensic flows have to be provided, even when using 
blockchain as a platform to provide verifiability and chain of custody 
tamper- proof guarantees. Therefore, proper standardized flows and smart 
contracts that map the adequate functions have to be provided to enable 
final court validation as well as certification by digital forensic laboratories 
and law enforcement agencies.

Enable an Understandable Forensic Outcome/Reports
The use of blockchain provides a myriad of benefits, such as the efficient 
and verifiable provision of data flows. Still, the knowledge retrieving and 
report creation parts belong to a different stage. In this regard, even if 
automated, the reports and outcomes generated should be understand-
able in court. Therefore, even if blockchain facilitates this task, research 
efforts have to be done in this direction, providing a link between forensic 
sound procedures and their proper explanation.

Interoperability and Cross-Border Jurisdictions The use of international 
standardized flows and proper data management and sharing agreements 
will enhance the fight of cybercrime. Nowadays, international collabora-
tions already exist in the scope of the European Union.1 Nevertheless, 

1 https://ec.europa.eu/home-affairs/what-we-do/policies/cybercrime/e-evidence_en
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further development of blockchain-based solutions2 will serve as a ground 
truth platform for standardized solutions, enabling international 
interoperability.

Timeline of Events and Chronology
The relevance of data acquisition and timeline of events in digital forensics 
is key to identify patterns and relate similar cases, since the knowledge 
generated by forensic investigations has to be used in the future to prevent 
or minimize them. Therefore, the proper reporting and evidence collec-
tion procedures have to be done respecting the timeline of events.

Blockchain can provide proof of existence due to its immutability, 
which, combined with the use of block timestamps and hashes, can guar-
antee that evidence was collected at a specific moment and they have not 
been modified.

2.5  conclusIons

Digitization comes with a myriad of novel opportunities and services. 
Nevertheless, this heterogeneous landscape is also becoming a profitable 
playground for malicious users, which are continuously increasing the 
dynamism and complexity of cybercriminal activities. In this regard, digital 
forensics needs to be rapidly updated to deal with a set of multidisciplinary 
challenges, ranging from the advances in information and communication 
technologies, to jurisdictional and interoperability restrictions. To this 
end, we believe that digital forensics can be benefited from the widespread 
adoption of blockchain technology and its inherent characteristics.

In this chapter, we presented a literature review of the current 
blockchain- based forensic solutions and classified them according to their 
features as well as their application field. Thereafter, we identified the ben-
efits and limitations of blockchain-based forensics and outlined the main 
challenges to be overcome in the future, providing a fertile ground for 
research.

Future work will focus on developing a blockchain-based forensic 
framework which enables the collection of heterogeneous digital evidence 
as well as forensic procedures in a standardized manner. To this end, we 
will study the tokenization of digital forensic evidences to provide a com-
mon layer of abstraction for different categories of cybercrime.

2 https://locard.eu/
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CHAPTER 3

Query Reformulation Based on Word 
Embeddings: A Comparative Study

Panos Panagiotou, George Kalpakis, Theodora Tsikrika, 
Stefanos Vrochidis, and Ioannis Kompatsiaris

3.1  IntroductIon

Given the abundance of online information, the discovery of content of 
interest by formulating and submitting queries to search engines and 
social media platforms is of paramount importance for practitioners in 
several fields, including experts involved in crime and terrorism-related 
investigations. Effective information retrieval requires though that the 
submitted query includes terms relevant to the vocabulary used in the 
sought content, so that the query and the available information are suc-
cessfully matched. As this is a challenging task, automatic query reformu-
lation, including term expansion, substitution, and reduction, can be 
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employed so as to increase the likelihood of retrieving relevant documents 
higher in the rankings, even if they do not contain the terms in the origi-
nal query.

The task of query reformulation usually requires the representation of 
the terms occurring in documents and the query in a way that effectively 
depicts their meaning and overall semantics; typically, vector representa-
tions are employed for this purpose. Into this direction, word embeddings 
have recently attracted much attention due to their effectiveness.

Word embeddings are real-valued vector representations of terms that 
are produced by neural network-based algorithms and that rely on the co- 
occurrence statistics of terms in a document corpus. The word embedding 
models are distinguished between global and local, based on the corpus 
used for their generation; the former entails the use of broad corpora cov-
ering a variety of topics, whereas the latter are based on more domain- 
specific corpora. The most popular word embedding algorithms are all 
neural network-based approaches and include Word2Vec [1], GloVe [2], 
and FastText [3].

In the particular case of terrorism-related material, the submission of 
effective queries to search engines and social media platforms is of vital 
significance for law enforcement and intelligence services, in terms of dis-
covering and retrieving online content of interest for their ongoing inves-
tigations. To this end, query reformulation is an important tool that helps 
the investigators construct more effective queries, thus quickly reaching 
online content of interest that may not be discovered through the manual 
query formulation.

In this work, we compare the performance of global versus local embed-
ding models when applied for query expansion using five datasets (four 
benchmark and one terrorism-related dataset). In particular, we apply two 
query expansion methods (i.e. CombSUM and Centroid) for identifying 
the most similar terms to each query term, using global and local word 
embeddings models, trained on our datasets. We focus on the GloVe algo-
rithm, where co-occurrences are calculated by moving a sliding n-words 
window over each sentence in the corpus. We assess the effectiveness of 
100- and 300-dimensional global and local word embedding models on 
the four benchmark datasets based on commonly used evaluation metrics 
in information retrieval, and we also perform a qualitative evaluation of 
the efficacy of the respective models on the terrorism-related dataset.

The remainder of this chapter is organised as follows: Sect. 3.2 discusses 
related work, and Sect. 3.3 describes word embedding approaches and the 
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query expansion methods. Section 3.4 outlines the evaluation process, and 
Sect. 3.5 presents the experimental results. Finally, Sect. 3.6 summarises 
our conclusions.

3.2  related Work

The effectiveness of different query expansion methods using word 
embeddings on the retrieval task is discussed in [4] which reports that 
both the CombSUM and the Centroid methods (originally proposed in 
[5]) for combining the word embeddings of the query terms yield similar 
results. In addition, recent work has shown that a retrieval process employ-
ing query expansion based on local word embeddings can outperform a 
solution that uses global word embeddings [6]. As far as the appropriate 
dimensionality of an embedding model is concerned, it has been shown 
that, although there is a bias-variance trade-off in the dimensionality selec-
tion for word embeddings, the GloVe algorithm, as well as the skip-gram 
variation of Word2Vec (which uses a word to predict a target context), is 
robust to overfitting [7]. This means that although there exists an optimal 
dimensionality that is dependent on the training corpus, using a greater 
number of dimensions is not so harmful for the performance of the afore-
mentioned embeddings, according to experiments in natural language 
processing tasks. In this work, we compare 100- and 300-dimensional 
embedding models.

3.3  Methods

This section presents in more detail (i) word embeddings and their appli-
cability in query expansion and (ii) the query expansion methods employed 
in this chapter.

3.3.1  Word Embedding

Word embeddings are real-valued vector representations of terms, pro-
duced by neural network-based algorithms that adopt the distributional 
hypothesis [8, 9], which states that words occurring in similar context 
tend to have similar meanings. Formally, in a word embeddings model, a 
term t in a vocabulary V is represented in a latent space of k dimensions by 
a dense vector t R|k|. In the trained word embedding space, similar words 
converge to similar locations in the k-dimensional space.
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The neural network-based algorithms can be applied on any available 
corpus of documents in order to learn the word embedding representa-
tions of the terms that exist in the given corpus. The most typical data 
sources for generating new terms include (i) large-scale external corpora 
that can be considered to reflect the overall term distribution in a given 
language, such as all Wikipedia articles in a given language [10], (ii) a 
document collection being searched in the current setting [11] that can be 
viewed as modelling term distribution in a particular domain, and (iii) 
documents relevant to the submitted query which are identified either 
interactively by the user or automatically by the system; in the former case, 
i.e. in the so-called relevance feedback cycle, the user proactively provides 
guidance in the form or relevant reference documents [12], while in the 
latter case, referred to as pseudo-relevance feedback, the top retrieved 
documents are assumed to be relevant [11].

If large-scale corpora, covering a sufficient number of diverse topics, are 
employed, the word embeddings generated on their basis are able to 
encode a broad context that enables their applicability in a variety of 
domains; we refer to such embedding models as global or universal. On 
the other hand, word embedding models learned on domain-specific cor-
pora may be more beneficial in uncovering term relationships for terms 
with specific interpretations in those particular domains and contexts; such 
embedding models are referred to as local.

Given a user query and a trained (global or local) word embedding 
model, the goal of query expansion is to identify the top-r most relevant 
terms to (i) each individual query term or to (ii) the query as a whole, with 
r being a parameter to be defined by the user or the system. Those identi-
fied terms are then used for expanding the original query. The first option 
is the simplest in its implementation; the r most similar terms to each 
individual query term are identified using a similarity metric, such as cosine 
similarity, and they are added to the query. The second option requires 
more intricate techniques for queries that contain more than one term, 
but it is a more powerful solution.

3.3.2  Query Expansion

Irrespective of the algorithm deployed to produce the word embed-
dings, the linguistic or semantic similarity between two terms wi, wj is typi-
cally measured using the cosine similarity between their corresponding 
embedding vectors:
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Given a trained word embeddings model, the CombSUM and Centroid 
methods, presented in [4], are considered for the definition of the similar-
ity of a term t (whose corresponding embedding is t) to a query q consist-
ing of M terms qi where i = 1,…,M (with corresponding embeddings qi).
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Finally, the resulting term lists are fused so that the final similarity score 
between a query and a vocabulary term is defined as follows:
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Centroid method The centroid method is based on the observation that 
the semantics of an expression can often be adequately represented by the 
sum of the vectors of its constituting terms. Consequently, a query q can 
be represented by a vector Q qcent i�

�
�
q Qi

, and the similarity score between a 

vocabulary term and a query is defined as:

 
Scent t q, ,� � � � �� �exp cos t Qcent  

where t denotes the L2− normalised vector of a term t.
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3.4  evaluatIon

This section describes the experiments performed in order to assess the 
performance of the global and local word embedding models in query 
expansion.

3.4.1  Experiments on Benchmark Datasets

The first set of our experiments was performed on benchmark datasets. In 
particular, we used the ClueWeb2009 Category B corpus1 which has been 
extensively used by the TREC conference.2 The corpus consists of 
50,220,423 English-language Web pages which cover a wide range of 
subjects. These benchmark datasets are widely employed in order to assess 
the effectiveness of information retrieval and acquisition methods and thus 
allow us to determine the methods that are likely to provide the best 
results in an operational setting.

We used the topics of TREC 2009, 2010, 2011, and 2012 Web Tracks 
as queries in our evaluation experiments; each of these TREC tracks con-
sists of a set of 50 topics (queries). Initially, we retrieved the top 1000 
documents for each of the queries of a query set and then used the super-
set of those documents to train a local embedding model that corresponds 
to this query set. In fact, two GloVe models were produced by each query 
set, that differ in the dimensions of the embeddings. Specifically, we 
trained 100-dimensional and 300-dimensional embeddings. When apply-
ing the local models for the query expansion process in the retrieval exper-
iments, we use those models that correspond to the query set where the 
specific query belongs.

The process of building each of the local GloVe models involved an 
initial step of extracting the main content of each retrieved Web page and 
removing its boilerplate using the python implementation of boilerpipe 
[13]. We have also experimented with the exact vocabulary for which the 
embeddings were built. More specifically, in an attempt to deal with the 
problem of misspelled terms, we considered embedding models where 
terms existing in only one Web document were not taken into account by 
the learning process. Indeed, those models completely outperformed 
models that included the complete set of words in the collection. In 

1 https://lemurproject.org/clueWeb09.php/
2 https://trec.nist.gov/
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addition, the exclusion of terms with a frequency of less than a threshold 
of five has led to improved retrieval performance in most of the cases. 
Therefore, we consider those local models built with this specific process 
for our further analysis.

As for the global embeddings, we used two of the GloVe embeddings 
trained on the union of Wikipedia 2014 and Gigaword 5 datasets, specifi-
cally the 100-dimensional and the 300-dimensional models.3

For each combination of query and embedding model, we performed 
retrieval using both the expansion methods presented above. In addition, 
we variated the number k of the expansion terms; k = 5, 10, 25, 50. For 
the retrieval process, we used the Indri search engine.4 The initial query 
was combined with the expansion terms. Moreover, it was associated with 
a weight of 0.8, while the set of expansion terms was given a weight of 0.2. 
In total, we have conducted 32 experiments for each query, i.e. all the 
combinations of four embedding models (i.e. local and global GloVe- 
based models of 100 and 300 dimensions), two expansion methods (i.e. 
CombSUM and Centroid methods), and four different values for the 
parameter k.

We tested the performance of the retrieval processes using four com-
monly used evaluation metrics, namely, MAP (mean average precision), 
P @k (precision at k corresponds to the number of relevant results among 
the top k retrieved documents), nDCG@k (discounted cumulative gain), 
and ERR@k (expected reciprocal rank). For all the models with parameter 
k, we use k = 20. Both nDCG [14] and ERR [15] are designed for situa-
tions of non-binary notions of relevance, and ERR is an extension of the 
classical reciprocal rank.

3.4.2  Experiments on a Terrorism-Related Dataset

The second set of our experiments was performed on a terrorism-related 
dataset consisting of 329 Web pages containing text in English. This set 
was collected by domain experts and consists of Web pages referring to the 
religion of Islam and Islamism, to the Islamic State (ISIS), as well as pages 
containing news and references related to the region of Middle East (i.e. 
Israel, Palestine, Saudi Arabia, etc.). The content of the Web pages was 
downloaded and scraped. Similarly, with the experiments on the 

3 https://nlp.stanford.edu/projects/glove/
4 http://boston.lti.cs.cmu.edu/Services/
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benchmark datasets, we have employed the boilerpipe algorithm in order 
to remove content such as navigational elements, templates, advertise-
ments, etc. The local embedding models were produced using the derived 
dataset based on the GloVe algorithm.

Given the small vocabulary size of this dataset (i.e. consisting of 7651 
distinct terms), in order to produce the local GloVe models, we experi-
mented with the window size and the number of epochs. After experimen-
tal tuning, we produced models with window sizes of 5 and 10, as well as 
epochs = 50 trained on 100 dimensions; we refer to the derived models as 
local-wind5 and local-wind10, respectively. For our experiments, we used 
the 100-dimensional and the 300-dimensional global word embeddings 
employed at the experiments on the benchmark datasets; we refer to these 
models as global100d and global300d, respectively. In order to compare 
the efficacy of the retrieval process of the global versus the local word 
embedding models on the terrorism-related dataset, we extracted the top 
three terms generated by the two global and the two local word embed-
ding variations for a number of terrorism-related search terms.

3.5  results

This section presents the evaluation results of the experiments on both the 
benchmark datasets and the terrorism-related dataset.

3.5.1  Benchmark Datasets

Following the experimental setting on the benchmark datasets, we com-
puted the mean performance for each combination of an embeddings 
model with a query expansion process when applied to a query set, using 
the four evaluation metrics. We took this approach of analysis to better 
present and interpret the results.

Figures 3.1, 3.2, 3.3, and 3.4 present those mean performances, com-
paring the efficacy of the local models versus the global ones, for each 
query set and evaluation metric. Each plot depicts the results obtained 
with both the 100- and 300-dimensional models, in order to analyse the 
effect of the dimensionality of the models and the interdependence of the 
model’s origin and dimensionality. In each plot, the eight different points 
corresponding to each embedding model (i.e. local or global) represent 
different combinations of the expansion method and the number of 
expansion terms used. Specifically, each point in the plots represents the 
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average performance of experiments that use the same model, expansion 
method, and number of expansion terms. Blue points represent the 
100-dimensional models and orange the 300-dimensional ones.

At a first level of analysis, the local models outperform the global ones 
when measured by the ERR@20 metric for the query sets of TREC 9 and 
10, by MAP and P @20 for TREC 11, and by ERR@20 for TREC 12. On 
the other hand, the global models perform better than the local ones when 
measured by MAP for the queries of TREC 10. Overall, the results of 
Wilcoxon signed-rank test (nonparametric statistical hypothesis test) imply 
that both the origin of the model and its dimensions are important param-
eters in the retrieval process, since a modification in our choice for any of 
those parameters yields statistically significant change in the performance. 
As far as the dimensionality is concerned, the 300-dimensional models 

Fig. 3.1 The average performances of the local and global models for the query 
set of TREC 9, for the metrics MAP, P@20, nDCG@20, and ERR@20 on the 
retrieval task
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outperform the 100-dimensional ones in MAP, P @20, and nDCG@20 for 
the queries of TREC 12.

At a second level, we observe that the optimal decision regarding the 
origin of an embedding model and its dimensionality are interdependent 
in many cases. On the one hand, there are cases where the comparison of 
the local models versus the global ones gives a specific outcome when 
considering only the 100-dimensional models, but a different one when 
considering only the 300- dimensional models. As an example, consider 
the MAP for the TREC 9 queries; the 100-dimensional local models are 
better than the 100-dimensional global models, but the opposite is 
observed for the 300 dimensions. Similarly, when observing from the 
dimensionality point of view, in many cases it is clear that the origin of the 
model also affects the outcome. For example, in TREC 9 and according 

Fig. 3.2 The average performances of the local and global models for the query 
set of TREC 10, for the metrics MAP, P@20, nDCG@20, and ERR@20 on the 
retrieval task
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to all metrics, the 300-dimensional global models outperform the 
100-dimensional global ones, but among the local models, the 
100- dimensionals are better, according to MAP, P @20, and nDCG@20.

As far as the expansion method is concerned, we paired experiments 
that share the same query, type of embeddings model, and number of 
expansion terms but differ on the expansion method. The Wilcoxon 
signed-rank test between those pairs has shown that choosing among the 
investigated expansion methods does not elicit a statistically significant 
change in the performance of the retrieval, for any of the evaluation met-
rics considered. This outcome is on par with the findings of Kuzi (2016), 
and it is important, especially when we consider the efficiency of the two 
expansion methods, since the centroid method is much more preferable 
than the CombSUM method in terms of execution time.

Fig. 3.3 The average performances of the local and global models for the query 
set of TREC 11, for the metrics MAP, P@20, nDCG@20, and ERR@20 on the 
retrieval task
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3.5.2  Terrorism-Related Dataset

Table 3.1 presents the most relevant words to a number of search terms 
provided by domain experts based on their relevance to the terrorism 
domain, after employing the four embedding models used in this experi-
mental setup.

The results illustrate the differences and complementarity between the 
local and global word embeddings on the presented search terms. While 
global word embeddings capture the overall context, local word embed-
dings provide interpretations relevant to the particular domain.

Consider, for instance, the term “karbala” that is relevant to “martyr-
dom” according to the local-wind10 model. This term refers to the Battle 
of Karbala that was fought in October 680 between the army of the sec-
ond Umayyad caliph Yazid I and a small army led by Husayn ibn Ali, the 

Fig. 3.4 The average performances of the local and global models for the query 
set of TREC 12, for the metrics MAP, P@20, nDCG@20 and ERR@20 on the 
retrieval task
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grandson of the Islamic prophet Muhammad; Husayn and his companions 
are widely regarded as martyrs by both Sunni and Shi’a Muslims. The 
Battle of Karbala has been promoted online as an example of religiously 
motivated martyrdom for revolutionary causes in the aftermath of the 
Arab Spring [16]. It is thus evident in this case that the local models pro-
duce related terms within the particular context of interest, while the 
global ones provide more universally related terms and in particular terms 
with the same root as the term “martyrdom”.

Furthermore, the local models output “syria” as a term relevant to 
“war”, while the global models have a preference over more general terms. 
The same also applies to the outputs for the search term “believers”, such 
as “thabit” vs. “adherents”; the former is indeed related to the particular 
context of interest, while the latter is virtually a synonym to the search 

Table 3.1 Top 3 most similar terms to the search terms based on global and local 
word embeddings

Search term local-wind5 local-wind10 global100d global300d

Allah Messenger
Blessings
Merciful

Exalted
Messenger
Blessings

God
Almighty
Unto

God
Almighty
Bless

Almighty God
Blessings
Allah

Exalted
Attributes
Accept

Allah
God
Bless

Allah
God
Merciful

Apostates Victory
Software
Fight

Al-raqqah
Arabulus
Alab

Infidels
Unbelievers
Traitors

Infidels
Unbelievers
Heretics

Believers Thabit
Rah
Rabbi

Camp
Thabit l
Earned

Christians
Adherents
Catholics

Christians
Adherents
Nonbelievers

Jihad Terrorism
Tomorrow
Intro

Terrorism
Compared
Converting

Militant
Hamas
Islamic

Militant
Hamas
Islamic

Martyrdom Hell
Paradise
Interview

Karbala
Thinking
Al-saleheen

Martyr
Resurrection
Martyrs

Martyr
Martyred
Martyrs

Soldiers Perish
Fiqhnamaz
Libya

Tools
Rabab
Peaceful

Troops
Army
Policemen

Troops
Army
Policemen

War Crime
Syria
Crimes

Crime
Syria
Crimes

Conflict
Battle
Civil

Conflict
Battle
Civil
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term “believers” and therefore could be considered in any context, and 
not only in this specific one.

Finally, there are cases, where the local models yield possibly unrelated 
terms; however, this may be attributed to the very small size of the domain- 
specific dataset on which those models were built.

3.6  conclusIons

In this work, we compared the performance of global versus local word 
embedding models for the task of query expansion based on four large- 
scale benchmark datasets and one domain-specific dataset related to ter-
rorism. With regard to the benchmark datasets, our findings indicate that 
local models outperform global ones for the majority of the experiments 
run and the metrics employed. At the same time, it is evident that there is 
an interdependency among the origin of a model and its dimensionality.

Regarding the terrorism-related dataset, we found that the local models 
delivered relevant words to a number of terrorism-related search terms, 
despite the small size of the corpus. The domain could benefit from larger 
domain-specific corpora for building embedding models that can better 
capture the semantic relationships in a relevant vocabulary.
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4.1  IntroductIon

Over the last decades, human activities have progressively moved from 
person-to-person to seamless interactions between the physical and the 
information technology (IT) worlds; crime has naturally followed the 
same path, with imagination as the sole limit. This, in addition to the 
diversity of the events that constitute a crime to be prevented, has forced 
the law enforcement agencies (LEAs) to research for evidence data from 
different data sources, such as video, audio, text/documents, social media 
and web data, telecom data, surveillance systems data, police databases, 
etc. making it a very difficult and time-consuming task to analyse them 
and conclude to end evidence results in order to fight terrorism and crime 
cases in time. So, the main challenge presented in this chapter is to assist 
the LEAs in their fight against crime, by resolving the problem of hetero-
geneity of the massive volumes of primary data collected, by fusing and 
analysing them in order to uncover hidden relationships among data 
items, compute trends for the evolution of security incidents, ultimately 
(and at a faster pace) reaching solid evidence that can be used in court, 
gaining also better awareness and understanding of current or past 
security- related situations.

To this end, novel approaches that will address the significant needs of 
LEAs in their fight against terrorism and organized crime, related to the 
prevention, investigation and prosecution of criminal offences, are 
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required. In the current work, the authors propose a system based on 
sophisticated knowledge representation, advanced semantic reasoning and 
augmented intelligence, well integrated in a common, modular platform 
with open interfaces. In order to produce court-proof evidence for the 
LEA’s criminal investigation actions, the collection and unification of dif-
ferent evidence data sources is presented, as well as a common representa-
tion model for internal data representation. This unified data model is 
placed in the ontology that enables joint exploration and exploitation of 
the multiple diverse data sources, allowing the anticipation and prediction 
of the future trends (e.g. threats) and establishing the ground for reason-
ing and cognition (operational and situational awareness). According to 
the authors’ knowledge, there are no any recent attempts to integrate all 
the above technologies to a simple system for the LEAs.

The chapter is structured as follows. In Sect. 4.2, the current approaches 
of big data collection and processing in order to fight crime and terrorism 
are presented. Next, in Sect. 4.3, the proposed system is explained, while 
in Sect. 4.4 the proposed methodology, the tools and the initial results are 
described in more detail. Finally, Sect. 4.5 concludes the chapter.

4.2  State of the art

During the last years, there have been many attempts towards enhancing 
LEAs work with modern technologies. These attempts have been orga-
nized and funded by the European Commission, including projects such 
as RED-ALERT [1] which aims to create data mining and predictive ana-
lytics tools for complex event processing targeting mainly the social media 
and LASIE [2] which scope is to assist forensic analysis with multiple 
sources.

Another attempt towards enhancing LEA’s work is TENSOR [3] which 
aims to provide a terrorism intelligence platform that will allow LEAs fast 
and reliable planning and prevention functionalities for the early detection 
of terrorist organized activities, radicalization and recruitment. VICTORIA 
[4] is another attempt that focuses on creating a platform that accelerates 
the video analysis for investigating criminal and terrorism activities. Other 
attempts in the security domain include ROBORDER [5] which aims to 
create a fully functional autonomous border surveillance system with 
unmanned mobile robots including aerial, water surface, underwater and 
ground vehicles which will incorporate multimodal sensors as part of an 
interoperable network.
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Although these attempts aim to increase the efficiency of LEAs in their 
daily work, they lack of semantic and fusion techniques to assist the pro-
cessing of information from multiple data sources. Our current approach 
proposes a novel system that will provide reliable threat assessment and 
prediction by semantic fusion and trends analysis, that will allow the iden-
tification of correlations and hidden relationships among data.

4.3  ProPoSed SyStem

The proposed system includes a set of tools that aim to facilitate LEAs in 
their daily work. These tools will allow the processing of data collected by 
different data sources and the identification of hidden patterns within the 
data that will allow LEAs officer to solve a case faster. Data processing will 
be based on an ontology model specified for this purpose. An ontology is 
a formal explicit specification of a shared conceptualization where, con-
ceptualization is an abstract, simplified view of the world that describes the 
objects, concepts and other entities, existing in a domain along with their 
relationships. One of the most critical contributions of an ontology is its 
ability for providing the higher-level distinction of concepts which help 
understand systematically and consistently the lower-level details with 
domain concepts which is hard to obtain without ontological ways of 
thinking. The whole process of data processing includes five main steps:

• Data acquisition, which is the process of collecting primary data.
• Data preprocessing, which is the first step in making the input infor-

mation understandable by the computer. It is different for each 
source of data. For example, for textual data, it is based on natural 
language processing techniques.

• Feature extraction is converting a set of input information into a set 
of numerical features.

• Feature representations. The proposed approach will rely on the use 
of bipartite graphs, more specifically a subset of the conceptual 
graphs to represent semantic information and knowledge.

• Semantic fusion and classification. Semantic information fusion typi-
cally covers two phases: (i) building the knowledge and (ii) pattern 
matching. The first phase incorporates the most appropriate knowl-
edge into semantic information. Then, the second phase fuses rele-
vant attributes and provides a semantic interpretation of the 
input data.
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In the following sections, the reasoning, the semantic processing and 
the trend analysis will be presented in more detail.

4.4  methodology and toolS

Knowledge representation [6] is the field of artificial intelligence that 
focuses on designing computer representations that capture information 
about the world that can be used to solve complex problems. It goes hand 
in hand with automated reasoning because one of the main purposes of 
explicitly representing knowledge is to be able to reason about that knowl-
edge, to make inferences, assert new knowledge, etc. Virtually all knowl-
edge representation languages have a reasoning or inference engine as part 
of the system. The advanced semantic reasoning services presented in this 
chapter enables a computable framework for systems to deal with knowl-
edge in a formalized manner, allowing navigation through the different 
pieces of data and discovery of relations and correlations among them, 
thus broadening the spectrum of knowledge capabilities for the LEAs.

Reasoning is a procedure that allows the addition of rich semantics to 
data and helps the system to automatically gather and use deep-level new 
information. Specifically, by logical reasoning, the system is able to uncover 
derived facts that are not expressed in the knowledge base explicitly, as 
well as discover new knowledge of relations between different objects and 
items of data.

A reasoner is a piece of software that is capable of inferring logical con-
sequences from stated facts in accordance with the ontology’s axioms and 
of determining whether those axioms are complete and consistent. 
Reasoning with technologies like Resource Description Framework 
Schema (RDFS) and Web Ontology Language (OWL) allows adding rich 
semantics to data, and it helps the system to automatically gather and use 
deep-level new information, allowing also to derive facts that are not 
expressed in the knowledge base explicitly, as well as discover new knowl-
edge of relations between different objects and items of data. In other 
words, reasoners are able to infer logical consequences from a set of 
asserted facts or axioms. In the last decade, due to growth of the Semantic 
Web field, some of the most popular reasoners were developed to fulfil this 
task on different domains and with the ability to cover use cases on differ-
ent levels of complexity and expressivity. For the purposes of the proposed 
system, the ontology attributes have been categorized in the following 
types [7]:
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• Reasoning characteristics: Basic features of ontology reasoners can 
be described by this category (e.g. methodology, sound, expressivity, 
incremental classification).

• Practical usability characteristics: This category describes the view 
angle of a developer using the OWL API support, availability and 
type of license.

• Performance indicators: This category addresses performance aspects 
such as classification performance and consistency checking perfor-
mance, in particular for ontologies that are time critical or expect fast 
query, including reasoning and response time.

In order for a reasoner to infer new axioms from the ontology’s asserted 
axioms, a set of rules should be provided to the reasoner. Rules are of the 
form of an implication between an antecedent (body) and consequent 
(head). The intended meaning can be read as: whenever the conditions 
specified in the antecedent hold, then the conditions specified in the con-
sequent must also hold.

The antecedent is the precondition that has to be fulfilled that the rule 
will be applied; the consequent is the result of the rule that will be true in 
this case. An empty antecedent is treated as trivially true, so the conse-
quent must also be satisfied by every interpretation; an empty consequent 
is treated as trivially false, so the antecedent must also not be satisfied by 
any interpretation [8].

For the reasoning process, the Pellet [9] reasoner has been employed, 
which can support the Semantic Web Rule Language (SWRL) rules. 
Furthermore, in order to allow the reasoner to infer the new axioms, the 
OWL Application Programming Interface (API) and the SWRL API have 
been also used.

4.4.1  Semantic Fusion Tools

The proposed system described in this chapter will benefit from the het-
erogeneous information collected by the different data sources, and it will 
combine the collected information in order to enable actions and deci-
sions that would be more accurate than those that were produced by a 
single data source. However, the data from the different data sources 
might contain instances related to the same persons and/or events that 
cannot be easily identified. Data fusion [10] is the integration of multiple 
information and knowledge about the same object in order to obtain a 
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more accurate description. The goal of data fusion is to improve data qual-
ity of that object, which can be achieved if the information is stored sepa-
rately obtaining synergy, which can be defined as the representation of a 
whole is better than the representation of the individual components.

The scope of the fusion tools is to utilize the redundancy of the infor-
mation collected by the different data sources in order to eliminate dupli-
cate instances regarding the person and event identities and increasing the 
credibility of the collected information. Four different fusion tools will be 
available in the system: person fusion, event fusion, trajectory fusion and 
graph-based semantic information fusion. The person fusion tool will be 
responsible for finding different person instances in the knowledge graph 
that refer to the same person and fuse these instances by checking the simi-
larities between the different person instances in the knowledge graph and 
calculating the probability of these different person instances to refer to 
the same physical person. It is based on a variation of the k-nearest neigh-
bours algorithm [11], and it becomes apparent that one of the key deci-
sions in the implementation of the algorithm is the distance metric that 
will be used for calculating the distance between different observations. 
Based on the data type of the features that will be either numeric or sym-
bolic, the appropriate distance metrics will be used. These includes the 
Euclidean distance for numeric features [12] and the Jaro distance [13] 
for the symbolic/alphanumeric features.

On the other hand, regarding the event fusion tool, the definition of an 
event can be very diverse inside an ontology. An event is represented by 
many types, such as crime, incident, killing, robbery, riot, burglary, etc., 
using also the moment and the place where the event took place. Similarity 
functions are defined to compare the concept instances involved in the 
definition of an event, such as the ones used in the person fusion tool. 
Furthermore, if it is decided that two concept instances are to be fused, 
the fusion is done following the defined fusion operators.

In addition, trajectory fusion tool refers to a time-ordered sequence of 
geographical positions; trajectory captures the movement of an agent that 
corresponds to a moving object whose position can change over time, 
represented in the ontology by concepts such as person or vehicle. A tra-
jectory concept has at least two different location items representing the 
origin and the final destination of the movement and several optional 
intermediate ones. Several possible fusion strategies can be defined in 
order to fuse two trajectories. A necessary condition for two trajectories to 
be fused is for them to have the same starting and ending points, defined 
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by a place and time pair. Furthermore, more constraints can be added that 
refer to the intermediate positions, defined as place and time pairs. Finally, 
if it is decided that two trajectory instances are to be fused, the fusion is 
done following the defined fusion operators.

Lastly, graph-based semantic information fusion module provides a 
high-level semantic information fusion tool based on graph data and algo-
rithms. The goal of this tool is to fuse any two pieces of semantic informa-
tion that come from different data sources. In particular, it can also help 
deduplicate the ontology and increase its quality level. It relies on the use 
of bipartite graphs, more specifically a subset of the conceptual graphs 
[14, 15], to represent semantic information and knowledge. The result of 
the semantic fusion may be further used by other information processing 
tools implemented in the system. The application of conceptual graphs on 
trajectories is particularly motivated by the similarity of trajectory points, 
including both time and place. The implementation of the similarity func-
tions may go from the simplest, that is based on an exact match, to more 
complex ones based on distance measurements.

In the example presented in Fig. 4.1, there are two trajectories, one 
done by a “Mr. Blue” and the other one by a “Mrs. Red”. After fusing the 
common trajectory point A, the original two conceptual graphs depicting 
the two initial trajectories are connected into a single one. This highlights 
that both Mr. Blue and Mrs. Red have passed by the same place in the 
same time, and therefore their trajectories can be compared. In the case 
when it is decided that two different trajectories have some common tra-
jectory points, the two trajectories may be fused into a single one or kept 
separate. Once the trajectory fusion step is done, several types of requests 
may be done on top of the fused information, serving various applications.

4.4.2  Trend Prediction

Following the fusion of the data, next step in the system is the trend iden-
tification and prediction through data clustering, classification and regres-
sion analysis.

Data classification can be used for use cases such as detection of a spe-
cific behaviour and sentiment analysis. This process is typically trying to 
identify a specific topic from a natural language source of a large volume 
of data. Text classification techniques help doing that as they divide the 
data classification process in three parts: model training, model verification 
and prediction. For model training and prediction of a behaviour, 
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clustering algorithms, decision trees and random forests algorithms are 
used, as well as regression analysis and neural models for identifying and 
predict hidden patterns and suspicious actions.

K-means clustering [16] is one of the most popular unsupervised algo-
rithms for data clustering, which is used when we have unlabelled data 
without defined categories or groups. This is usually used when some 
expected behaviour is studied and when the number of groups under 
study is previously known. It is an iterative algorithm that assigns the data 
points to a specific – from the k known – cluster based on the distance 
from the arbitrary cluster centroid. During the first iteration, the centroids 
are randomly defined, and the data points are assigned to the cluster based 
on the least distance from the centroid. Once the data points are allocated, 
within the subsequent iterations, the centroids are realigned to the mean 

Fig. 4.1 Example of two trajectories with a common trajectory point
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of the data points, and the data points are once again added to the clusters 
based on the least vicinity from the centroids. These steps are iterated to 
the point where the centroids do not change more than the set threshold.

Another algorithm, for behavioural identification is the decision or 
regression trees [16] that can be used for classification or regression pre-
dictive modelling problems. Regression or prediction trees use the tree to 
represent the recursive partition. Each of the terminal nodes, or leaves, of 
the tree represents a cell of the partition and has attached to it a simple 
model which applies in that cell only. To figure out which cell we are in, 
we start at the root node of the tree and ask a sequence of questions about 
the features. The interior nodes are labelled with questions, and the edges 
or branches between them are labelled by the answers. In the classic ver-
sion, each question refers to only a single attribute, a single input variable 
(x) and a split point on that variable which has a yes or no answer. In order 
to make a prediction for a given observation, we typically use the mean of 
the training data in the region to which it belongs.

A greedy approach is used to divide the space called recursive binary 
splitting, a numerical procedure where all the values are lined up and dif-
ferent split points are tried and tested using a cost function. The split with 
the best cost is selected, and the procedure stops when a predefined stop-
ping criterion is used, such as a minimum number of training instances 
assigned to each leaf node of the tree. If the count is less than some mini-
mum, then the split is not accepted and the node is taken as a final leaf 
node. The stopping criterion is important as it strongly influences the 
performance of your tree.

Figure 4.2 illustrates an example of a decision tree applied to a dataset 
regarding financial data records (FDR) based on the purposes of the pro-
posed system.

A method that is similar to decision trees is the random forest [17] 
which can be also used for both classification and regression problems. A 
decision tree gives the set of rules that are used in building models, which 
can be executed against a test dataset for the prediction. In decision trees, 
first step is to calculate the root node. Similarly, in Random Forest, each 
tree will predict a different target variable that we will sum with respect to 
a key. The key with the highest count, predicted by the maximum number 
of trees, is the final. There are several advantages to this method, such as 
making fast predictions and easy implementation. Also, there might be no 
capability to go all the way down the tree, if some of the data is missing, 
but a prediction still can be made by averaging all the leaves in the sub-tree.
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The regression methods that are used for creating models which can 
identify and predict hidden patterns are statistical methods that examines 
the relationship between two or more variables of interest. The goal of the 
regression analysis is to predict the value of one or more target or response 
variables given the value of a vector of input or explanatory variables. In 
the simplest approach [17], this can be done by directly constructing an 
appropriate function 𝑦 whose values for new inputs 𝒙 constitute the pre-
dictions for the corresponding values of 𝑦, such as:

 y x xn n� � � ��� �� � �0 1 1  

which is a linear regression model that combines a specific set of input 
values, the solution to which is the predicted output for that set of 
input values.

Learning a linear regression model means estimating the values of the 
coefficients used in the representation of the data. Below, there are some 
methods usually used for estimating the coefficients {β0, …βn} such as 
ordinary least squares [17], where we seek to minimize the sum of the 
squared residuals. This means that given a regression line through the 
data, the distance from each data point to the regression line is calculated, 
squared and summed. Another method is the gradient descent method 
[18], which is very useful in large datasets, works by starting with random 
values for each coefficient and the sum of the squared errors is calculated 
for each pair of input and output values. A learning rate (𝑎) must be 

Fig. 4.2 Decision tree of the FDR dataset
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selected that determines the size of the improvement step to take on each 
iteration of the procedure as a scale factor, and the coefficients are updated 
in the direction towards minimizing the error. The process is repeated 
until a minimum sum squared error is achieved or no further improve-
ment is possible. Finally, the regularization method [18] which seeks to 
both minimize the sum of the squared error of the model on the training 
data (using ordinary least squares) and also reduce the complexity of the 
model (like the number or absolute size of the sum of all coefficients in the 
model). This way also manages to avoid the problem of overfitting the 
data which can lead to model inaccuracy. Like before, the coefficients are 
chosen, such that they minimize the loss function through regularization 
procedures for linear regression such as the Ridge regression and the Lasso 
regression, whose main difference is the penalty of the high coefficients 
they use in order to minimize the loss function.

For non-linear problems, artificial neural networks and general regres-
sion neural networks are used. More specifically, ANNs [19] provide a 
general practical method for learning real-valued, discrete-valued and 
vector- valued functions from examples, and, thus, they can be used in any 
regression problem. They are based on simple units called perceptron that 
takes a vector of real-valued inputs 𝑥, calculates a linear combination of 
these inputs by using appropriate weights for each input and provide an 
output based on an activation function φ. Perceptron, as a simple unit, can 
only express linear decision surfaces; however, by using multiple percep-
trons, we can build multilayer networks that can express a rich variety of 
non-linear decision surfaces. The most common type is the feedforward 
neural network where the perceptrons are fully connected and there is 
only one direction in the information flow in the network.

Usage of ANNs requires two phases: the training phase and the evalu-
ation phase. In the training phase, the network tries to learn the weights 
of the neurons that better fit the desired output. For this purpose, the 
common backpropagation algorithm is employed. On the other hand, in 
the evaluation phase, the network is tested under unseen data that have 
been excluded from the training in order to evaluate its performance. 
Depending on how the data is split into the training set and the unknown 
dataset, the following techniques are commonly used: N-fold cross- 
validation, leave-one-out cross-validation and repeated random test-train 
splits [20].

Moreover, general regression neural networks (GRNN) [21] is a one- 
pass algorithm that provides estimates of variables and converges to the 
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underlying (linear or nonlinear) regression surface. Assume that 𝑓 (𝑥, 𝑦) 
represents the known joint probability density function of a vector ran-
dom variable, 𝑥, and a scalar random variable, 𝑦. Let 𝑋 be a particular 
measured value of the random variable 𝑥. The estimation of Y given 𝑥 is:
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i T i2 � �� � �� �, and 𝑋 is a specific value of the random vari-

able 𝑥, 𝑛 is the number of sample observations, 𝑋𝑖 𝑎𝑛𝑑 𝑌𝑖 are the sample 
values of the random variables 𝑥 and 𝑦 and 𝜎 is the smoothing parameter.

The selection of the smoothing parameter 𝜎 is an important issue in the 
creation of the GRNN network because it determines how closely the 
GRNN network matches to the prediction result with the training set 
data. A useful method of selecting 𝜎 is the holdout method. The main 
advantages of a GRNN network are their ability to learn fast and converge 
on the optimal regression surface as the number of samples increases. 
They are best used in cases where data is sparse, making it ideal in real- 
time scenarios, because the regression surface is directly defined through-
out the space, even in the case of a single sample.

For the purposes of the proposed system, several machine learning 
approaches have been tested using a dataset regarding call data records 
(CDR). Specifically, in Table 4.1, the results of the GRNN compared to 
the other regression algorithms are presented regarding the estimated call 
duration.

Table 4.1 Results of regression models applied in CDR dataset

Model Median absolute error (min)

Linear regression 6.03
Ridge regression 4.03
Lasso regression 4.42
Regression trees 5.89
Artificial neural networks (ANN) (4-5-2-1) 4.42
General regression neural networks (GRNN) 
(σ = 0.09)

3.63
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4.5  concluSIonS

In the current work, a novel approach based on state-of-the-art techniques 
in semantic processing and machine learning that aims to facilitate the 
work of the LEAs is proposed. Specifically, the proposed system employs 
semantic information fusion in order to infer assertions based on stated 
facts and rules provided by LEAs and fuses them in order to increase the 
reliability of the system. Then, machine learning techniques are applied in 
order to identify the trends and the patterns in the collected data and pre-
dict abnormal behaviour. The system is designed in order to provide evi-
dence and back traceability that will allow the derived results to be used in 
court. The methodology and the initial results are presented in the current 
chapter, and it is expected that they will allow LEA’s officers to solve 
crimes in less time.
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5.1  IntroductIon

In the last decades, the Internet of things (IoT) has been reshaping the 
surrounding environment of our daily lives as well as the business models 
of small- and medium-size enterprises (SME) and large industries. The 
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complex interconnection of large networked systems inevitably led to a 
considerable increase in the number of vulnerabilities related to IoT sys-
tems that are easily exploitable. The Cyber-Trust project aims at develop-
ing a platform that will reduce the potential cyber-threats towards IoT 
systems, secure evidentiary material for cyber-security incidents occurring 
in smart home networks, and facilitate the exchange of information (that 
might contain forensic evidence) on cyber-attacks between law enforce-
ment agencies (LEAs) and Internet service providers (ISPs)1; the reduc-
tion of the time needed to electronically share such information in a secure 
way is a notable advantage. To achieve this goal, Cyber-Trust is 

1  In this chapter, by referring to Internet service providers, the authors refer to Internet 
access providers and telecommunications providers.
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implementing a distributed ledger technology (DLT) – more specifically 
Blockchain  – to store information relating to cyber-security incidents. 
Using Blockchain, Cyber-Trust will ensure the integrity and accountabil-
ity of the information shared, along with fine-grained access control, 
enhanced privacy, scalability, and increased interoperability between the 
heterogeneous systems used by various actors.

Before choosing the most suitable type and architecture of the 
Blockchain to be implemented, among the other modules, Cyber-Trust 
gathered extensive end-user requirements that were translated to technical 
and architectural requirements. The requirements were gathered from (i) 
related work and state of the art of similar technologies (out of the self- 
products) and ongoing research activities; (ii) distribution of question-
naires; (iii) workshops with relevant stakeholders; and (iv) development 
and analysis of use cases.

One of the most significant questions in the Cyber-Trust project is if a 
Blockchain-based (i) communication between organizations and (ii) chain 
of custody is possible. The focus of the project is primarily in the commu-
nication through the Blockchain and the beginning of the chain of custody.

The use of a Blockchain in the particular context also gave birth to a 
number of questions from a legal point of view. Four major challenges had 
to be tackled during the conception and design phase. The first challenge 
emerges from the cross-border character of cyber-attacks whereas the law 
of evidence is primarily a domestic matter, creating implications for the 
admissibility of material that may contain evidence, to be stored and trans-
ferred through Blockchain, per concerned jurisdiction. To tackle this chal-
lenge, the different frameworks, including the international and European 
approaches in relation to evidence transfer and exchange, have been scru-
tinized, and an overall framework analysis has been provided. A second 
challenge was to make sure that the involved entities would have sufficient 
control over the information stored in and transferred through the 
Blockchain. This control is twofold: on the one hand, it refers to the con-
trol of the service provider over the information that it stores on the 
Blockchain – including the type of this information – and the information 
that it shares with the requesting authority and, on the other hand, the 
control of the information by the requesting authority after its receipt. 
Opting for a private permissioned solution and resorting to a combination 
of an on-chain/off-chain mechanism appeared to correspond better to the 
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needs of such scheme. Another challenge focused on the selection of the 
Blockchain design/architecture that would ensure data integrity and con-
fidentiality (security), by introducing different levels of access for the dif-
ferent entities. A fourth challenge was to provide sufficient safeguards for 
data subjects’ rights, by foremost allowing the erasure of records, when no 
longer needed for the criminal proceedings, in accordance with the appli-
cable national legislation, by making the system easily configurable and 
customizable.

Blockchain, thanks to some of their inherent features, may enable the 
cooperation between service providers and LEAs, by tracking the pro-
ceedings, including the handling of evidentiary material by all concerned 
entities as well as the communication between them. In the United States 
and the United Kingdom, Blockchain systems have been already piloted 
and/or used for the storage of electronic evidence, within the aim to 
amplify criminal proceedings and safeguard the validity of the methods 
deployed and the legality of the steps followed.

Cyber-Trust platform is focusing on two domains, namely, the smart 
home environment and the mobile/cellular devices. To demonstrate and 
validate the capabilities of the platform, a simulated environment is being 
built, which will emulate smart home environments and network traffic 
with an envisioned target of about 750 smart homes. The goal is to pro-
vide the service providers with a holistic mechanism to protect their ser-
vices and seal their networks, by protecting all those devices where 
Cyber-Trust technologies have been deployed with the conduct of con-
tinuous vulnerability checks and the adoption of preventive or mitigation 
measures in case an attack has occurred or is very likely to happen. The 
service provider is also enabled in their communication with the LEA if 
information about the attack is requested by the latter for the prevention, 
detection, investigation, and mitigation of relevant criminal offences. To 
fully capture the wide range of functionalities, the platform aims at offer-
ing various types of cyber-security defences; 82 use cases were drawn [1].

The chapter is organized as follows. In Sect. 5.2, the related work is 
presented through selected products and research activities. The method-
ology of end-user requirement gathering is described in Sect. 5.3. The 
tools brought by Cyber-Trust (including the Blockchain) are presented in 
Sect. 5.4.
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5.2  related Work

Cyber-Trust is aiming at developing an innovative platform that will gather 
information regarding cyber-threats and attacks and will detect and miti-
gate cyber-attacks, e.g. distributed denial of service (DDoS) against eco-
systems in the domain of Internet of things. The domain of cyber-security 
is evolving in a daily basis, while the rapid growth of IoT does not allow 
to overlook the technologies already developed by companies and the 
ongoing research activities (mainly focused at the EU level).

5.2.1  Industry Solutions

Related industry solutions that are linked with Cyber-Trust framework 
and technologies are provided next; these include IBM Watson IoT plat-
form, Motorola cyber-security services, F5 BIG-IP IoT intelligence plat-
form, Intel IoT platform, Amazon web services IoT platform, and Ericsson 
IoT platform.

IBM Watson IoT platform [2–5]. It has been built with a security-by- 
design approach ensuring compliance with the ISO 27001 standard. 
Furthermore, Watson provides the following capabilities: (a) configura-
tion and management of roles for users, applications, and gateways; (b) 
secure communications protocols, such as TLS v1.2; (c) high scalability 
and adaptability; (d) visualization analytics; (e) AI-driven analytics; (f) use 
of blockchain services to enable the validation of events generated by IoT 
devices; and (g) home appliance connectivity [6].

Motorola cyber-security services [7]. Motorola has four main services: (a) 
security patch installation to mitigate vulnerabilities by using pre-tested 
security updates as soon as they are available and validated; (b) remote 
services for security monitoring of security-generated events so as to 
implement countermeasures whenever necessary; (c) on-premise security 
operations centre (SOC) that delivers proactive security monitoring for 
unusual network activities; and (d) cyber-security risk assessment services 
relying on industry standards and frameworks to provide a comprehensive 
risk assessment and mitigation plan.

F5 BIG-IP IoT intelligence platform [8]. F5 Networks provide applica-
tions for IoT security, like IoT subscriber-aware firewall, protection against 
DDoS, SSL offload, protocol analysis, analytics, policy enforcement, and 
access control. The platform (a) can be integrated with third-party appli-
cations; (b) has the BIG-IP Local Traffic Manager (LTM) that handles 
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network traffic offering services ranging from load balancing capabilities 
to complex traffic decisions depending on whether the applications are in 
a private data centre or the cloud; and (c) has BIG-IP domain name sys-
tem (DNS) service that hyper-scales and secures the infrastructure during 
high query volumes and distributed denial of service (DDoS) attacks, 
ensuring that the applications are highly available across hybrid 
environments.

Intel IoT platform [9]. The platform is a family of products providing 
seamless and secure device connectivity. The three main characteristics of 
the platform are (a) security, delivery of trusted data with a tight integra-
tion of hardware- and software-based security that starts where data is 
most resilient to attacks; (b) scalability, achieve scalable computations 
from device to gateways and data centre solutions; and (c) manageability, 
get advanced data management and analytics from sensors to the 
data centre.

Amazon web services (AWS) IoT platform [10]. The set of services that 
are provided by Amazon enables high connectivity and management of 
IoT devices through the AWS cloud services. AWS offers three main ser-
vices: (a) IoT services that includes connected home, i.e. appliances like 
voice-controlled lights, house-cleaning robots, machine learning-enabled 
security cameras, and Wi-Fi routers, and industrial IoT, i.e. a bundle of 
applications for predictive quality, maintenance, and remote monitoring of 
industrials equipment operations; (b) security, AWS IoT includes preven-
tive security mechanisms, like encryption and access control to device 
data, while it also offers services to continuously monitor and audit secu-
rity configurations; and (c) alerts, provides informative descriptions of 
security incidents via alerts so that the user can mitigate potential risks, like 
pushing a security fix to a device.

Ericsson IoT platform [11]. This platform-as-a-service (PaaS) accumu-
lates sensor data from IP networks and focuses on the analytics and the 
management of the aggregated data. The PaaS includes a REST API, data 
storage functionalities, and OpenID access control for the data. The 
strength of the platform is the ‘publish/subscribe mechanism’ and the 
capability to query data streams (from local and external data sources) to 
perform analytical tasks.
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5.2.2  Research Solutions

Research and innovation projects sharing many objectives with Cyber- 
Trust include SERIOT, SOFIE, REACT, ASTRID, SPEAR, SECUREIoT, 
CHARIOT, SEMIoTICS, and GHOST among others.

The Secure and Safe Internet of Things (SERIOT) project [12] aims to 
provide an open and reference framework for real-time monitoring of the 
traffic exchanged through heterogeneous IoT platforms within the IoT 
ecosystem. The goal is to recognize suspicious patterns, evaluate them, 
and finally decide on the detection of a security risk, privacy leak, and 
abnormal event detection, while offering parallel mitigation actions that 
are seamlessly exploited in the background.

The Secure Open Federation for Internet Everywhere (SOFIE) project 
[13, 14] creates a secure and open IoT federation architecture and frame-
work. Distributed ledger technology (DLT) is employed, including block-
chains and inter-ledger technologies, to enable actuation, auditability, 
smart contracts, and management of identities and encryption keys and to 
enable totally decentralized solutions with virtually unlimited scalability. 
The SOFIE project provides end-to-end security, key management, autho-
rization, accountability, and auditability by utilizing DLTs where 
applicable.

The Reactively Defending against Advanced Cybersecurity Threats 
(REACT) project [15] aims to fight software exploitation and mitigate 
such advanced cyber-security threats in a timely fashion, based on four 
complementary actions: (a) probes actively, and in a transparent and ethi-
cal way, the network for identifying unknown vulnerabilities; (b) once 
aware of new vulnerabilities, automatically patches all vulnerable hosts of 
an organization, using software instrumentation, and secures them tem-
porarily, until the official patch of the vulnerability is published; (c) detects 
exploited hosts and immediately isolates them from the rest of the net-
work to limit malware propagation, and (d) analyses security incidents for 
forecasting future cyber-security threats. It also possesses a user interface 
with advanced visualizations to increase situational awareness for the entire 
life cycle of the product.

The AddreSsing ThReats for virtualIseD services (ASTRID) project 
[16] aims at shifting the detection and analysis logic outside the service 
graph by leveraging descriptive context models and their usage in ever 
smarter orchestration logic, hence shifting the responsibility for security, 
privacy, and trustworthiness from developers or end-users to service 
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providers. This approach brings new opportunities for situational aware-
ness in the growing domain of virtualized services, namely, unified access 
and encryption management, correlation of events and information 
among different services/applications, support for legal interception, and 
forensics investigation.

The Secure and PrivatE smArt gRid (SPEAR) project [17] aims at 
developing an integrated platform of methods, processes, tools, and sup-
porting tools for (a) timely detection of evolved security attacks such as 
advanced persistent threats (APT), denial of service (DoS), and distrib-
uted DoS (DDoS) attacks using big data analytics, advanced visual-aided 
anomaly detection, and embedded smart node trust management; (b) 
developing an advanced forensic readiness framework, based on smart 
honeypot deployment, which will be able to collect attack traces and pre-
pare the necessary legal evidence in court, ensuring at the same time user 
private information; and (c) implementing an anonymous smart grid 
channel for mitigating the lack of trust in exchanging sensitive informa-
tion about cyber-attack incidents.

The SECUREIoT project [18] focuses on delivering predictive IoT 
security services that span multiple IoT platforms and networks of smart 
objects and are based on security building blocks at both the edge and the 
core of IoT systems. SECUREIoT will provide implementations of secu-
rity data collection, security monitoring, and predictive security mecha-
nisms to offer integrated services for risk assessment and compliance 
auditing against regulations and directives (e.g. GDPR, NIS, ePrivacy) 
and to support the IoT developers.

The Cognitive Heterogeneous Architecture for Industrial IoT 
(CHARIOT) project [19] will advance the state of the art by providing a 
design method and cognitive computing platform supporting a unified 
approach towards privacy, security, and safety (PSS) of IoT systems. It 
gives emphasis mainly in (a) a blockchain ledger in which IoT’s physical, 
operational, and functional changes are both recorded and affirmed/
approved; (b) IoT safety supervision engine for securing IoT data, devices, 
and functionality in new and existing industry-specific safety critical sys-
tems; and (c) a cognitive system accompanied by supervision, analytics, 
and prediction models.

The Smart End-to-end Massive IoT Interoperability, Connectivity and 
Security (SEMIoTICS) project’s [20] main goal is to develop a pattern- driven 
framework, built upon existing IoT platforms, to enable and guarantee 
secure and dependable actuation and semi-autonomic behaviour in 
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(industrial) IoT applications. The SEMIoTICS framework supports cross- 
layer intelligent dynamic adaptation, including heterogeneous smart objects, 
networks, and clouds. To address the complexity and scalability needs within 
horizontal and vertical domains, SEMIoTICS develops and integrates smart 
programmable networking and semantic interoperability mechanisms.

The Safe-Guarding Home IoT Environments with Personalized Real- 
time Risk Control (GHOST) project [21] aims at improving smart home 
security and privacy through the development of a user-friendly solution. 
The application will be based on technologies like DLT and techniques 
such as deep packet inspection. Furthermore, it will equip consumers with 
their own cyber-security inspection, discovery and decision toolset, and 
shift security focus paradigm from incoming data flows to the awareness 
and control of data going out. To this extent, the project has a threefold 
strategy: (a) implementation of extensively automated security; (b) exploi-
tation of security-friendly behavioural patterns of the users; and (c) facili-
tation of the recovery process after security and/or privacy breach.

5.3  toWards reshapIng cyber-crIme 
InvestIgatIon procedures

As it was described in previous sections, given the volatile nature of cyber- 
attacks, one of the main aims of the Cyber-Trust platform is to reduce the 
time needed to exchange information, which might contain forensic evi-
dence, regarding cyber-attacks between LEAs and Internet service provid-
ers. To effectively develop the tools targeting this specific challenge, a set 
of end-user requirement was gathered and analysed. Undoubtedly, it is a 
general truth that in most surveys the end-user’s requirements may exceed 
the levels of feasible and create technical and legal hurdles. Also, they might 
harden the implementation phase of the project. For this reason, Cyber-
Trust had selected the method of requirements prioritization (MoSCoW) 
before the creation of the questionnaires, in order to handle this risk.

5.3.1  Platform User Requirements

The requirements of the platform were derived from four sources [22], 
namely, (i) existing industry solutions and research activities-domain 
knowledge; (ii) analysis of Cyber-Trust use cases [1]; (iii) workshops with 
law enforcement agents; and (iv) questionnaires. It is important to high-
light that the user requirements were gathered in an iterative manner so as 
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Table 5.1 Total number of end-user requirements

Functional requirements Non-functional requirements

1st round 2nd round Total 1st round 2nd round Total

Must 84 21 105 Must 46 9 55
Should 7 8 15 Should 5 6 11
Could 1 18 19 Could 0 0 0
Total 92 47 139 Total 51 15 66

Fig. 5.1 Cyber-Trust platform specifications methodology

to ensure that these are refined as the solution to be adopted becomes 
more mature. More specifically:

• 15 industry solutions and 16 research solutions were analysed 
throughout the project.

• A large number (82) use cases were considered.
• A single workshop with both LEA and ISP and multiple mini- 

workshops with LEA representatives were conducted.
• Distribution of questionnaires in two rounds  – two (resp. three) 

questionnaires were designed for the first (resp. second) round of the 
process, leading to a total of 139 answered questionnaires (see 
Table 5.1), out of which 53 were completed by LEAs.

The end-user requirements were separated into functional and non- 
functional, based on the content of each requirement, and then they were 
prioritized according to the MoSCoW methodology.

As it is depicted in Fig. 5.1 the input from the aforementioned sources 
were the basis for the identification of the end-user requirements. After 
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the analysis of the requirements, the end-users validated the requirements 
which were subsequently translated into a set of specifications for the 
development of Cyber-Trust’s platform as well as the functionalities of 
its tools.

Through the needs deriving from the requirements, eleven (11) mod-
ules have been developed, which are depicted in Fig. 5.2. The platform’s 
user interface (UI) has been developed to provide access to four types of 
users, namely, (i) platform’s administrators; (ii) Internet service providers; 

Fig. 5.2 Cyber-Trust modules
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(iii) law enforcement agencies; and (iv) smart home (smart infrastructure 
in general) owners. The following sections are focused in the modules and 
the UI developed for the LEAs and are based on their needs, best prac-
tices, and applicable legal framework.

Table 5.2 presents briefly the Cyber-Trust modules without encom-
passing supplementary technological components and tools such as data-
bases, open-source applications, etc.

Based on the framework of the project and the needs of the LEAs, the 
Blockchain will support the exchange of information related to forensic 
evidence and will also provide specific information through a tailor-made 
graphical user interface (GUI). Section 5.4 will elaborate and demonstrate 
both the Blockchain and the GUI of the LEAs.

5.3.2  LEAs Evidence Procedures in Cyber-Trust Platform

Cyber-Trust tools have been developed to enhance the communication 
between LEAs and ISPs in case of malicious activities while minimizing 
the time needed to review and exchange information; before their demon-
stration, two use cases will be provided based on DDoS and malware 
attacks against two different targets, smart home and the ISP’s infrastruc-
ture. The two use cases are describing the steps and the actors involved, 
from the moment a cyber-attack has been detected.

The Cyber-Trust platform identifies abnormal behaviour on the smart 
home’s network and/or on the device(s). Immediately and given the 
impact of the attack, it informs the owner of the smart home and of the 
device(s) about the security risk while initiating automated prevention and 
mitigation actions. In case a malicious activity is reported to the respective 
authorities, an investigation will be initiated to identify the cyber-criminals 
(e.g. malicious hacker) responsible for the malicious activity. Table  5.3 
depicts the steps of an investigation; in the use cases presented below 
(DDOS and Malware attacks), it is assumed that the police has a Cyber- 
Crime Division (CCD) and a Forensic Science Division (FSD), acting as 
different divisions of the police.
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Table 5.2 Cyber-Trust modules

Distributed ledger service (Blockchain) 
is a component of the Cyber-Trust 
platform related basically to integrity 
storage and enhanced sharing 
capabilities through the blockchain. It 
is divided to DLT service which is 
responsible for the core operational 
part and DLT admin module that is 
responsible for the component’s 
administrative part. Some principal 
operations of the component are 
storage of data related to forensic 
evidence, validation of the transactions, 
consensus, etc.

Monitoring service is installed on the 
smart gateway, gathering data from the 
network and the devices with 
short-term goal of monitoring 
behaviour of the device

Cyber-defence service runs between 
hosts and devices information 
databases. Some of the principal 
operations of the component are 
detection and mitigation of cyber-
attacks on networks and device level

Trust management system gathers the 
actions and the vulnerabilities of the 
IoT devices and calculates their trust 
score based on their behaviour and 
other characteristics. This component 
is basically connected with the defence 
operations of the device

Cyber-Trust registration module is part 
of the administration portal which is 
responsible for the registration of 
various actors (users, devices, 
organizations)

Network architecture and assets 
repository component is providing a set 
of tools allowing to get information on 
a network’s architecture (including the 
topology and the security defences 
deployed therein), assets and their 
values, etc.

Smart device agent is a component which is running 
on the device and will inform the users for the device’s 
health status (such as vulnerabilities detection, 
firmware updates, etc.). The users will be informed via 
alerting channels (like mobile app messages). Also, the 
device agent will have rule-based configuration 
options for detecting anomalies

Smart gateway agent is a component which is running 
on network gateway and is using machine learning 
packet analysis (MLPA) in order to identify anomalies. 
The inspected anomalies are feeding with other data 
components, like the monitoring and cyber-defence 
service

Intelligent intrusion response system (iIRS) is a 
Cyber-Trust component running on a network 
gateway at the user premises. This component will 
serve as a range of smart gateways and is responsible 
for continuous monitoring of the smart home’s 
security status and the computation of possible 
mitigation actions to sophisticated cyber- attacks

Profiling service is the primary interface with the 
Cyber-Trust backend components and the responsible 
component for gathering and collecting information 
from the smart device agents (SDAs) and the smart 
gateway agents (SGAs) deployed on an ISP’s network

Crawling service encompasses all the methods of 
harvesting the data available on the surface/deep/
dark web and store them for further analysis
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Table 5.3 Cyber-crime investigation steps depending on the type of the attack 
based on an amplified analysis (order or type of steps may vary across jurisdictions; 
thus, the overview is indicative)

DDoS attacks Malware attacks

Report the incident to the national LEA Victim should report the incident to 
LEA. A police preliminary inquiry is being 
conducted

Victim submits any piece of evidentiary 
item/data as its disposal for the assistance 
of the criminal investigation (log files, IP 
address, digital evidence) at its own 
initiative or as per LEA’s request

Victim should submit any piece of 
evidentiary item/data at its disposal for the 
assistance of the criminal investigation (log 
files, IP addresses, digital evidence), at its 
own initiative or as per LEA’s request.

LEA creates the case file by securing the 
digital evidence and conducting any other 
investigating actions that are considered 
necessary

LEA creates the case file by securing the 
digital evidence and conducting any other 
investigating actions that are considered 
necessary

Secured digital evidence is being sent to the 
FSD for forensic examination

Secured digital evidence is being sent to the 
FSD for forensic examination

The case file is being submitted to the 
pertinent prosecutor’s office for further 
criminal evaluation

The case file is being submitted to the 
pertinent prosecutor’s office for further 
criminal evaluation

The case file is being sent back to LEA with 
the prosecutor’s order for conducting 
preliminary examination

The case file is being sent back to LEA with 
the prosecutor’s order for conducting 
preliminary examination.

FSD, after the conclusion of the forensic 
examination, redacts a laboratory expertise 
report and exports any digital artefacts 
pertinent to the case for submission to LEA 
in order for any further investigative actions 
to take place

FSD, after the conclusion of the forensic 
examination, redacts a laboratory expertise 
report and exports any digital artefacts 
pertinent to the case for submission to LEA 
in order for any further investigative actions 
to take place

LEA further investigates any digital 
footprints/electronic traces that have 
occurred through the preliminary 
procedure (e.g. e-mail addresses, IP 
addresses)

LEA further investigates any digital 
footprints/electronic traces that have 
occurred through the preliminary 
procedure (e.g. e-mail addresses, IP 
addresses)

Digital traces that correspond to the same 
state where the procedure was initiated are 
being communicated to the respective 
provider company, and further information 
may be requested (including personal data 
of subscribers)

Digital traces that correspond to the same 
state where the procedure was initiated are 
being sent to the respective provider 
company, and further information may be 
requested (including personal data of 
subscribers)

(continued)
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5.4  cyber-trust for leas

5.4.1  LEAs in Cyber-Trust Platform

Based on the needs of the LEAs, Cyber-Trust on the basis of the necessary 
legal requirements will enhance the communication and exchange process 
between the service providers and the LEAs during the criminal proceed-
ings following a cyber-attack. Furthermore, the platform wants (i) to cre-
ate a secure and fast communication channel between LEAs and ISPs 
based on the Blockchain; (ii) given the volatile character of cyber-crime, to 
enhance the process of information transfer from an ISP to a requesting 
LEA; and (c) to prevent, detect, and respond to cyber-threats against 
smart homes and mobile/cellular devices rapidly and efficiently. The main 
module for the LEAs is the development and integration of the Cyber- 
Trust Blockchain. As a prominent solution, and following an extensive 
research, the Hyperledger Fabric was chosen. It is the most advanced and 
maintained framework while having a very active community of develop-
ers allowing to provide support for new features and functionalities quite 
frequently [23]. The information of interest for LEAs that will be stored 
on the Blockchain will be the hash values and a very limited selection of 
metadata relating to actual information about abnormal/malicious activi-
ties (e.g. cyber-attack against devices secured by Cyber-Trust). The actual 
information will be stored off-chain in order to meet the legal require-
ments imposed by the EU legal framework (e.g. the right to erasure) and 
only for the time allowed by the national data retention framework. 

Table 5.3 (continued)

DDoS attacks Malware attacks

If the digital traces correspond to EU 
countries, a formal request will be issued 
based on the EU evidence exchange and 
transfer scheme (e.g. European 
Investigation Order) or bilateral agreements 
between Member States

If the digital traces correspond to EU 
countries, a formal request will be issued 
based on the EU evidence exchange and 
transfer scheme (e.g. European 
Investigation Order) or bilateral agreements 
between Member States

If the digital traces correspond to non-EU 
countries, a formal request for legal 
assistance, based on multilateral or bilateral 
agreements, will be launched

If the digital traces correspond to non-EU 
countries, a formal request for legal 
assistance, based on multilateral or bilateral 
agreements, will be launched
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Fig. 5.3 Metadata of evidence stored on the DLT

Moreover, storing all this information on-chain would not be technically 
beneficial, provided that the ever-growing size of the Blockchain would 
have a great impact on the cost of maintenance.

5.4.2  Blockchain for LEAs

Cyber-Trust is building a Blockchain (CTB) which will be integrated in 
the system. It will support numerous functionalities, such as authority 
management, devices’ critical information (e.g. firmware, configuration 
files), URL of the latest patches of each device under the supervision of 
Cyber-Trust, exchange of information, and metadata of evidence. The key 
point is that blockchain offers trust, integrity, transparency, accountability, 
and secure data which are key elements of the chain of custody procedure. 
The LEAs will exploit the attributes offered by the Blockchain based on 
the current legal framework and best practises. It is comprised of four core 
components: (i) the front-end user interface (UI, see Fig. 5.3) which gives 
the capability to end-users to view, invoke, or query blocks, transactions, 
chain codes, and so forth in the CTB; (ii) the Blockchain node ensuring 
the communication of the authorized participants with the CTB network; 
(iii) the trusted exchanged logs existing in the Blockchain which keeps the 
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historical record of facts about the exact time that an evidence piece was 
created and the way its ownership was transferred from one entity to 
another; and (iv) the forensic evidence DBs (off-chain database).

In order to guarantee security and validity of information in Blockchain 
processes, three confidentiality levels were created within Cyber-Trust; 
they are, namely, (i) public information, (ii) private information that can’t 
be shared among partners, and (iii) private information that can be shared 
among partners. The confidentiality level is defined based on DLT data 
model [24].

It is important to briefly describe how the information that might hold 
forensic evidence is handled within Cyber-Trust, before detailed descrip-
tion of the CTB is provided. Assuming that a deviant behaviour is detected 
by the SGA/SDA, the minimum necessary amount of the respective data 
and metadata is collected and stored off-chain in the premises of the ISP 
for the limited time period allowed per jurisdiction, if such provision 
exists. Due to the legal limitations with regard to the approach proposed 
and implemented by Cyber-Trust, only the metadata are published on the 
Blockchain. The metadata which are going to be communicated through 
the Blockchain (on-chain) reach the third level of confidentiality, which 
means that this specific information is considered private information and 
can be shared among Cyber-Trust partners. Moreover, the metadata 
encompasses possible forensic evidence and other information useful to 
LEAs during criminal proceedings. Data is private and only visible to the 
creator of the data [25].

The CTB will also offer a communication channel between two or 
more interested parties (e.g. between LEA and ISP). Based on the deci-
sion made by LEAs, the communication between interested parties will be 
stored in the DLT. This information will be stored as private information 
that cannot be shared on both of the peers owned by the communicants. 
LEAs’ main interest is DLT to be utilized in order to provide integrity and 
ownership of requests and, at the same time, to preserve the transparency 
and history of communications, for establishing a chain of custody.

As it is not possible to store information and data related to forensic 
evidence indefinitely and the time period is subject to national legislation, 
the Time to Live (TTL) feature was added. This will allow the automatic 
deletion of the data in specified (by the LEA) timeframe. As the timeframe 
of the TTL may differ in different legal frameworks, the TTL is passed in 
the DLT through the API with other parameters at the creation of the 
data. The API is based at the REST format built with Loopback in 
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JavaScript. This API is responsible to do the link between the components 
built by the Cyber Trust consortium and the smart contract of the DLT. In 
the mock-up, we used TTL of 5 years for the data shared between the 
peers, as an indicative timeframe, but the time can be adjusted to the par-
ticular needs of each jurisdiction. This means that after 5 years of storage 
inside the CTB, the data will be automatically deleted.

In order to successfully handle the chain of custody, CTB records and 
preserves the chronological order of (i) attacks’ evidence and (ii) handling 
of this evidence (e.g. access history, read/write actions) [26, 27]. To 
ensure that only the appropriate members have access to the on-chain 
evidence and efficient permissions, a consensus algorithm has been imple-
mented (Hyperledger Fabric) [23].

Towards that direction and according to the aforementioned (includ-
ing the end-user requirements), CTB solution is based on the following 
principles:

• A private and permissive ledger is used.
• Only the metadata of the data which allegedly related to a cyber- 

attack will go on-chain.
• Access to the on-chain metadata will be provided only after LEA’s 

request, which would satisfy all the legal requirements per jurisdiction.
• The actual forensic evidence will remain off-chain on the ISP side 

and will be accessed only after all the legal requirements have been 
satisfied.

• Time to Live feature is used for providing a way for the data to be 
deleted when no longer necessary for the criminal proceedings or 
based on the national legislation requirements for data retention.

5.4.3  LEAs User Interface (UI)

As mentioned before, during the gathering of end-user’s requirements 
and platform’s specifications, a large number of internal mini workshops 
with LEA experts occurred. The LEA experts, involved in the mini work-
shops, mainly were cyber-crime investigators and digital evidence examin-
ers, with a small proportion of non-LEA digital forensic experts and 
Blockchain experts. The UI is characterized by simplicity and immediacy. 
More specifically, figures of user interface and attributes’ usability are 
described below (Figs. 5.4, 5.5, 5.6, 5.7):
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STEP A. LEA user enters the URL link of the interface.
STEP B. LEA user registers to the platform with specific username and 

password.
STEP C. Users could see their cases list, with information regarding ID 

number of the cases, with the status of their cases (open/
close), with reference of the case, and the date on which the 
case opened.

Fig. 5.4 List of cases of interest to law enforcement agencies

Fig. 5.5 Add a new case in the List of Cases in Law Enforcement Agencies 
(LEAs) User Interface (UI)
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Fig. 5.6 The visualization of device activity in OMCP time machine and 
activity events

Fig. 5.7 List of devices which existed in the specific case
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STEP D. Users have the capability to copy the list of cases with the 
aforementioned details, and the capability to print it in .pdf, .
csv, and .xls forms.

STEP E. The user can also create a new case and refresh the case list.
STEP F. Users have already chosen the specific case from the list of 

cases, and then they choose whether they want to visualize the 
Operational Manager Control Panel (OMCP) Time Machine 
or the Devices.

STEP G. When users select the OMCP tab, they can select (a) the days 
duration, (b) the timespan in which they want to receive mon-
itored information about the device, and (c) the specific device 
that they want to monitor.

STEP H. When users select the Device tab, they can see or add a device 
from the list of devices that existed in the account. Moreover, 
they have the capability to copy data from the list of devices, 
and the capability to print the data in. PDF, CSV, and XLS 
formats.

5.5  conclusIons

In a nutshell, we can say without any doubt that the development of LEAs 
methods and tools are encouraging advanced management and proactive-
ness with respect to cyber-attacks, by enabling communication between 
LEAs and ISPs. Also, the involvement of ISPs and smart homes in the 
Cyber-Trust platform enhances and emphasizes the public and individual 
cyber-security, respectively. Moreover, the end-user requirements are con-
tributing to the improvement of system accuracy and applications towards 
cyber-threat mitigation. Emphasis should be given to the early identifica-
tion of the potential hazards through the filtering of end-user’s require-
ments. Finally, in implementation and validation phase, all the requirements 
should be cross-checked in order to validate users’ needs alongside with 
platform’s operations.
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CHAPTER 6

Cyber Ranges: The New Training Era 
in the Cybersecurity and Digital Forensics 

World

Athanasios Grigoriadis, Eleni Darra, 
Dimitrios Kavallieros, Evangelos Chaskos, 

Nicholas Kolokotronis, and Xavier Bellekens

6.1  IntroductIon

Nowadays, cybersecurity is considered as the key factor that an organiza-
tion can be affected by a security incident. As there is a huge growth of 
cyber-attacks, successfully thwarting cybersecurity threats has become cru-
cial up to the level of protecting people’s everyday lives and the effect they 
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may have on a large number of businesses every year. For this reason, 
cybersecurity training can play a vital role in avoiding and defending 
against cyber-attacks and for securing systems, networks, and data, since 
they will teach all businesses’ stuff involved how to protect against cyber-
security threats. Additionally, a cyber range (CR) is a micro-environment 
that offers tools and services to support the establishment of cybersecurity 
training courses and cybersecurity exercises to enhance the resilience and 
increase of cybersecurity capabilities of organizations. Furthermore, a 
cyber range allows the reproduction and execution of information tech-
nology (IT), operational technology (OT), and/or hybrid systems in a 
real or simulated environment. The diversity of cyber ranges across differ-
ent sectors leads to the imperative need to review their current status 
focusing on the infrastructure they utilize and other relevant approaches 
having been taken into account for their development.

In this chapter, 27 CR environments are presented in Sect. 6.2, giving 
a short description of their capabilities, mission, and configuration features 
they embed and, in some cases, the highlighted advantages. The IT, OT, 
and Hybrid approaches of the CRs are presented in Sect. 6.3. Section 6.4 
provides a full overview of the components of CRs, whereas Sect. 6.5 
presents the operational impact of cyber ranges elements. The example of 
FORESIGHT approach, which brings together the state-of-the-art fea-
tures of cyber ranges, is given in Sect. 6.6. Finally, a summary of this chap-
ter is presented.

6.2  State-of-the-art of cyber rangeS

A CR can be categorized by the supporting sector, such as government 
(incl. military and LEAs oriented), academic, and commercial; its develop-
ment depends on the design of several features such as flexibility, scalabil-
ity, isolation, interoperability, effectiveness, access, service-based access, 
scoring and evaluation, and risk evaluation.
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6.2.1  Government, Military, and LEAs Oriented

It is well defined in the literature that there are plenty of CRs that have 
been indicated and identified in the government and military organiza-
tions determining the importance of cybersecurity training. Below some 
of the most known and often used cyber ranges for government and mili-
tary organizations are presented.

6.2.1.1  Department of Defence (DoD) Cybersecurity Range
DoD CR environment is capable to support exercises, training, testing, 
evaluation, and education especially for the military parts [1]. Some of the 
modules embedded in this CR are the traffic generator, configurable user 
emulation, malware, spyware, and botnets emulation.

6.2.1.2  Arizona Cyber Warfare Range
The Arizona Cyber Warfare Range is a live-fire cyber warfare range created 
to rapidly train/upskill cybersecurity talent with hands-on learning [2]. 
Cyber Warfare Range drives innovation in cybersecurity techniques, tech-
nologies, and training across the United States and allied countries. This 
range is a privately funded non-profit entity and is 100% 
volunteer-driven.

6.2.1.3  Hybrid Network Simulation (HNS) Platform
HNS platform is an all-in-one cyber range that makes use of a turnkey 
platform for technical and operational preparedness of civilian and military 
cyber defenders. It includes multiple operations like up-to-date cyber 
range features and scenarios and a hyper-realistic and dedicated environ-
ment outside production systems for training in a red-blue team environ-
ment [3].

6.2.1.4  ManTech
ManTech is built on as an Infrastructure-as-a-Service model, coupled with 
more than a dozen tools. It instantly provides a precise emulation of any 
network environment, regardless of size, at any level of fidelity. Users have 
the ability to create replicas of existing systems and network structures and 
then to simulate those environments with realistic traffic, automated users, 
and even malware [4].
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6.2.1.5  École Navale CR
École Navale’s CR environment is used to support training and education 
for students, military, and researchers. It mainly focuses on naval systems, 
supervisory control and data acquisition (SCADA), and navigation equip-
ment and makes use of the same programmable logic controllers (PLC) 
which are used on real ships. Furthermore, it is very flexible with virtual 
capacities. It is worth mentioning that services are still under construc-
tion [5].

6.2.1.6  Airbus CR
Airbus CR environment may support training and education for compa-
nies and the military. Specifically, it includes complete training stack, 
trainer console, training scenarios advanced customization tools, malware 
forensics, network security, penetration testing, certification, capture-the- 
flag benefits, user-friendly interfaces, and simplified management of the 
virtual environment. Some of the most worth-mentioned services are live 
traffic generation, individual and team training, multistep scenarios of 
threat, quick design and deployment of network infrastructures through a 
user-friendly interface, and customizable catalogue of assets and cyber- 
attacks [6].

6.2.2  Academic

There have been several efforts from universities to simulate the effects of 
computer network attacks. These approaches are primarily used for train-
ing and research from the students. An extensive list and description of the 
CRs are described below as follows.

6.2.2.1  KYPO Cyber Range
This CR is a realistic environment for cyber-training and support for 
cyber-testing, research, and training for students and researchers [7]. As 
hosted in the cloud, it includes several capabilities of web access, role- 
based access, user-specific content, dynamically creation and destruction 
of the virtual environments, and large target network replication for mul-
tiple and simultaneous usages. Some of the most important features 
include the complete training stack, training scenarios, advanced custom-
ization tools, malware forensics, network security, penetration testing, cer-
tification, and the benefit of capture-the-flag (CTF) environment.

 A. GRIGORIADIS ET AL.



101

6.2.2.2  Augusta University CR
The Augusta University CR environment is able to support exercises and 
training for education and research [8]. It is a training methodology that 
can lead to certified courses keeping in.

6.2.2.3  US Cyber Range
US CR is a scalable, cloud-hosted infrastructure that provides users with a 
virtual environment for realistic, hands-on cybersecurity labs and exercises 
[9]. One of the key features of this CR is that it is defined as an immersive 
environment because students can practice what they’ve learned in hands-
 on laboratory exercises. Furthermore, it is a cloud-hosted infrastructure 
that can be accessed from any device either from school or home, and 
instructors can deploy cloud-based virtual environments to students using 
a simple point-and-click interface. Additionally, having administrative 
access to the instance of cyber range software, customers create accounts 
for faculty and other cyber range users.

6.2.2.4  Austrian Institute of Technology Cyber Range
The Austrian Institute of Technology’s CR is an environment for sharing 
knowledge in the cybersecurity domain for critical infrastructure provid-
ers, industry, research, and the public sector [10]. Advanced training exer-
cises and competition on different levels, visualization, industrial control 
systems, digital networks, and critical infrastructures focus on cybersecu-
rity research and development.

6.2.2.5  Saros Technology
Saros CR uses manufacturers like Cisco and Ixia’s virtual machines to cre-
ate real infrastructure for developing real cyberthreat scenarios [11]. Fully 
virtualized, the Virtual Test Lab is available on-demand, reusable, easily 
replicated, and self-service. Each cloud is executed as its own single file 
and is treated just like a document so it can be edited, copied, shared, and 
backed up.

6.2.2.6  European Space Agency (ESA) CR (by RHEA Group)
This CR is focused on cybersecurity and computer network defence for 
ESA [12]. The embedded services are instantiation of a full mission envi-
ronment, mission control systems, pre-launch, launch, IoT, ground and 
satellite simulators, and operations and development network. It claims to 
be the perfect environment to support training and education.
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6.2.2.7  Virginia CR
This CR provides an environment to increase the number, and the pre-
paredness, of students entering the cybersecurity workforce in operations 
hosted in the cloud, web access, role-based access, user-specific content, 
dynamic creation and destruction of the virtual environments, and large 
target networks which can be replicated for multiple and simultaneous 
usages [13].

6.2.2.8  THE Michigan CR
The Michigan CR aims to strengthen Michigan’s cyber defences by miti-
gating the growing number of cyberthreats and providing a more secure 
environment that promotes economic development. This can be accom-
plished by nurturing a cybersecurity industry that leverages Michigan’s 
unique advantages, which include educational institutions, a large IT 
workforce, the manufacturing base, and federal cooperation with the secu-
rity industry [14].

6.2.3  Commercial

Several commercial cybersecurity simulation products exist in the market. 
In the list below, there are the general-purpose CRs, without a specific 
academic or military orientation but with the possibility to be used by 
multi-domain users.

6.2.3.1  IXIA Cyber Range
This CR is used to provide an environment to train the participants of an 
organization to combat modern cyberthreats using a variety of IXIA’s 
products. It can offer a service, flexible, scalable, application and threat 
intelligence, visualization modules, security information and event man-
agement (SIEM), and traffic generator. It can also provide complete train-
ing stack, trainer console, training scenarios, advanced customization 
tools, various training scenarios, capture-the-flag environment, and cyber-
security competitions [15].

6.2.3.2  Palo Alto Networks Cyber Range
It is used to train the participants of an organization to combat modern 
cyberthreats and enhance their prevention, detection, and response skills 
through hyper-realistic network simulation exercises [16]. It can also pro-
vide an isolated and realistic environment with network traffic-generator 
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capabilities, application traffic-generator, and the support of multiple 
courses.

6.2.3.3  IBM Cyber Range
IBM CR delivers an environment in order to offer a training experience in 
a cyber-incident [17]. The objective is to exercise a rapid-response think-
ing in a pressured environment, understand how security solutions work 
together and experience on how the teams work together.

6.2.3.4  CybExer Cyber Range
CybExer CR is an environment that supports training and education for 
companies, military, and LEAs [18]. It offers a complete training stack, 
trainer console, training scenarios, advanced customization tools, malware 
forensics, network security, penetration testing training, certification, and 
CTF environment.

6.2.3.5  Raytheon Cyber Range
Raytheon CR provides an environment to support training and education 
for all different companies [19]. It offers a network environment emula-
tion for air traffic control, power grids, water supplies, security operations 
centre (SOC) capabilities, scalable and agile architecture, automation, and 
interconnection with external hardware.

6.2.3.6  CYBERBIT Cyber Range
This CR is able to provide a hyper-realistic simulated training environment 
to enterprises, governments, and academic institutions [20]. This CR pre-
pares the security team for the attack, by providing a complete training 
stack, trainer console, training scenarios, advanced customization tools, 
malware forensics, network security, penetration testing, certification 
courses, and capture-the-flag environment.

6.2.3.7  Breaking Point
Commercial appliances from breaking point are advertised as providing 
CR capabilities [21]. Their products provide traffic generation and a strike 
pack of network security and malware attacks in a single rack-mountable 
appliance. Traffic generation is highly configurable up to and including 
layer 7 of the Open Systems Interconnection (OSI) model. Breaking point 
uses simulation to achieve its high scalability. Large network topologies 
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involving hundreds of thousands of hosts can be simulated in a single 
appliance.

6.2.3.8  RGCE
The Realistic Global Cyber Environment (RGCE) utilizes modern ways to 
combine virtualization techniques, physical devices, and business-specific 
systems [22]. It is also possible to create tailored environments for an 
organization’s specific training, exercise, or research and development 
needs. RGCE provides individual training for cybersecurity specialists, 
security analysts, and pen-testing operators, cybersecurity training and 
capability development for organizations and teams, ready-made business 
sector organization environments, digital forensics, and incident response 
training and exercises.

6.2.3.9  Berkatweb
Berkatweb is a cyber range with features with various security challenges 
and the ability of modelling and simulation of dynamic exercises and a 
fully customizable API framework [23]. This CR provides an extensible 
virtualized platform for cybersecurity training, modelling, simulation, and 
advanced analytics. It offers a secure environment in which to assess net-
work and system attack and defend strategies as well as supplies a proven 
training path, helping your organization improve its cyber resilience and 
maturing. The CR’s architecture gives users the ability to test, evaluate, 
and train for next-generation threats, similar to training on a traditional 
weapons test range.

6.2.3.10  CYBERGYM
CYBERGYM emulates complex cyber-attack scenarios in OT and IT envi-
ronments [24]. Apart from that, it is a common cyber range model which 
provides training for all departments, specializing in active cyber defence, 
event mitigation, and crisis management. The three teams participate in 
the training sessions including the red team, the blue team, and the white 
team. Utilizing the red team throughout the training provides unique 
insights into a hacker’s mindset and point of view. The blue team is faced 
with real attacks they have to identify, defend, and harden their environ-
ment against using the necessary methods and tools, while the white team 
manages the training and debriefing process, reviews the blue team’s per-
formance, and provides recommendations.
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6.2.3.11  CyberCENTS
The CENTS® platform solutions provide a relevant, integrated, Live- 
Virtual- Constructive (LVC) cyber range environment for demonstration, 
training, exercising, tool development, and testing full-spectrum cyber-
space capabilities [27]. The CENTS solution permits closed-network 
engagements or use of a virtual private network (VPN), engagements with 
multiple interconnected environments. Each CENTS unit has an IEEE 
RFC-compliant traffic generation that features dynamic traffic flows and 
protocols that can be manipulated to follow a customer profile. The emu-
lated elements of the environment (e.g. users, traffic, attacks, the Internet) 
interact with the virtualized and physical elements of the system providing 
true-life system response. This CR supports social media services and mul-
tilayer and dynamic websites. All IP addresses and website URLs resolve in 
the cyber range’s domain name system (DNS). All virtualized Internet IP 
space uses real-world geo-IP addresses. The cyber scenarios can be exe-
cuted in automatic or manual mode.

6.2.3.12  Silensec Cyber Range
The key benefit of Silensec CR includes cloud technology improvement 
on how to scale up to thousands of concurrent users and virtual environ-
ments. It is available as a service or hosted as a highly secure on-premise 
cyber range, capabilities for integration with IoT and supervisory control 
and data acquisition/industrial control system (SCADA/ICS) environ-
ments. Additionally, it supports individual and team-based cyber exercises, 
not to mention the competence-based scoring and assessment system 
embedded [28].

6.2.3.13  Cisco Cyber Range
The Cisco Cyber Range is offered as a service [38]. It is a training course 
that aims to train the participants to combat modern cyberthreats. Cisco 
CR is based on real-world scenarios and provides a war-gaming environ-
ment that allows participants to play the role of both the attacker and the 
defender, in order to learn the latest methods of vulnerability exploitation 
and the use of advanced tools and techniques to mitigate the threats. The 
Cisco CR provides real-life experience of reacting to and defending against 
complex cyber-attacks, including advanced persistent threats (APTs). It 
provides training in security methodologies, operations, and procedures 
using a variety of security tools and techniques.
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6.3  It, ot, and hybrId approacheS 
of cyber rangeS

Cyber ranges offer an environment for teams to train collectively, improve 
their cyber defence skills, and gain critical insight into a variety of stake-
holder actions within every organization. This tends to improve teamwork 
across the enterprise and the communication skills between stakeholders 
as it gives teams a better understanding of what other departments or 
people are responsible for. This is critical to building a successful incident 
response team, and it’s difficult to obtain that experience through conven-
tional training simulations. Teams are trying to support an IT environ-
ment, an OT environment, or most often a combination of them, a hybrid 
one. In the table below, a categorization of CRs is depicted depending on 
the approach of the network environment and their involved assets:

CR 
approach

Description Implementation

IT IT cyber ranges provide a complete 
and tested framework to help IT 
security organizations improve 
their overall security posture. Used 
by companies and governments 
around the world, cyber ranges 
offer hyper-realistic simulated 
training and testing scenarios, 
which dramatically improve 
cybersecurity performance while 
providing tools for simulating 
various network setups, attack 
scenarios, and traffic patterns

As network attacks have been very 
common now, understanding their 
mechanism and knowing how to detect 
and respond to it is essential to the 
cybersecurity of every enterprise. 
Distributed denial of service (DDoS) 
SYN flood, DNS amplification attack, 
and man-in-the-middle attack will be 
taught in the hacker’s perspective and the 
defender’s perspective to equip the 
students with an all-rounded 
understanding of the attacks and 
prevention approaches

OT Hands-on training simulations that 
are ultra-realistic and safe regarding 
that OT services and machines rely 
on

It is about the creation of a replica 
environment of an operational ecosystem 
of an organization in order to exercise on 
it. That means the hardware and software 
detect or cause a change through the 
direct monitoring and/or control of 
physical devices, processes, and events in 
the organization. Further to that, it is 
related to testing, fine-tuning, and 
perfecting the response to cyber 
incidents. The result is to gain interactive 
hands-on learning by leveraging the OT 
incident response and building an 
integrated cyber response strategy
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CR 
approach

Description Implementation

Hybrid Traditional IT security training is 
largely ineffective because it relies 
on sterile, mostly theoretical 
training. To get the security teams 
prepared to face today’s 
multidimensional IT and OT 
security challenges, the focus 
should be in a technology-driven 
environment that mirrors 
organizations own, facing real-life 
threats. In other words, it could be 
defined as hyper-realistic hybrid 
simulation

The potential of simulation-based 
training, as compared to traditional 
training, is substantial. Organizations can 
not only train people but also test 
processes and technologies in a safe 
environment. Furthermore, security 
teams can be trained as individuals or as a 
group, to improve their teamwork. With 
the help of simulation, a team can 
experience high-fidelity threat scenarios 
while training and improve their 
capabilities, rather than encountering 
these threats for the first time during the 
actual attack. This results in a dramatic 
improvement in their performance

6.4  componentS of modern cyber rangeS

Modern cyber ranges are referring to the ones that need realistic, industry- 
relevant content as well as trainees’ tools to practice governance activities 
in emulated networks. This will help all trainees to better understand how 
to address a threat in real-life scenarios. It is well-known that cybersecurity 
attacks require teams to combat them, and for that reason cyber ranges are 
able to allow the team training and engagement for professionals to gain a 
better understanding of what it really needs to be taken into consideration 
in order to stop evolving threats.

6.4.1  Artificial Intelligence (AI) and Machine Learning

With advances in AI and machine learning, cyber ranges are considered 
vital to leverage such technologies, especially in the last few years. The col-
lected intelligence from the information gathering component and the 
collected network-flow samples from various attacks will feed the threat 
data visualization tools, threat simulation tools, and threat forecasting 
tools regarding AI and machine learning new capabilities and “zero-day” 
features. Big data and machine learning can enhance this process by learn-
ing how to automatically detect unusual patterns in web traffic. The huge 
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raise of encrypted traffic makes machine learning valuable because of its 
capability of monitoring previously unseen encrypted network traffic [25]. 
Additionally, a threat forecasting module can help to improve the security 
posture prior to an attack regarding such kind of attacks. The holistic view 
with the gathered intelligence accompanied by the data analysis of the pat-
tern and trends of the attacks and the network flow analysis of AI and 
machine learning will improve the cybersecurity awareness of trainees (e.g. 
LEAs). In the end, they will be able to build a threat modelling for their 
needs of proactive data-driven by big data analysis [26].

6.4.2  Information Gathering and Sharing

An important element of the planning stage of a cyber range training sce-
nario is to ensure that scenarios are realistic and up to date. In order to 
achieve this, it is necessary to receive information from multiple sources. 
such as the process of sharing data on attacks, malware, malware indica-
tors, indicators to compromise, research statistics, incident reports, or 
even suspicious actions and methodologies. Results and conclusions from 
threat hunting and research procedures related to the training scenario 
under development should also be included [29]. Cooperation and infor-
mation sharing are considered to be a key important training objective 
during a cyber defence exercise or training in a cyber range as dependen-
cies between each other systems, similar networks, and similar attacks 
should foster cooperation and information sharing between the blue teams 
[31]. It should be mentioned that information sharing is also included in 
the major aspects of special scoring during the evaluation phase. There are 
various modules and extensions used for threat information sharing frame-
work which are used for collecting, processing, and exporting high-quality 
indicators of compromise (IOCs). This allows a security analyst or a 
player  – blue team leader to collect and standardize structured and 
unstructured threat intelligence. Applying threat intelligence to security 
operations enriches alert data with additional confidence, context, and co- 
occurrence. This means that users and trainees can apply research from 
third parties to security event data to identify similar, or identical, indica-
tors of malicious behaviour and enrich a scenario with it.
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6.4.3  Gamification and Serious Gaming

In the context of training and military strategy, games and simulations are 
well-known to Roman military commanders as tools to visualize and 
manipulate small physical representations of battlefields as Smith R. said in 
[33]. Nowadays, various methodologies have endeavoured to introduce 
gaming components in cybersecurity education using cyber ranges. These 
methodologies vary from using simple games for beginners and non- 
experts to cybersecurity training ecosystems for cybersecurity professionals 
from the frame of cybersecurity sectors. Through gamification, trainees 
can obtain the appropriate practical skills and the corresponding to an 
incident or a special cyber-attack occasion. A problem-solving mechanism 
through lab environments enables the participants to grasp the problem’s 
full details but also the key decision-makers to find a solution, in a cyber-
security incident, which increases cyber-resilience and their creative- 
thinking methods. Most of the game genres are applicable to cybersecurity 
training as well [26].

Serious gaming is simulations that are often adopted by those organiz-
ing cyber war games, involving the drilling or training of military and 
security personnel. These types of games are a cyber version of different 
activities well-known in the military and/or LEAs. One type of cyber exer-
cise that can utilize a full-scale simulation is an activity known as “capture 
the flag”. CTF activities are often selected for large, international exer-
cises, such as Locked Shields [36]. CTF is a form of war gaming where 
participants are divided into red and blue teams, with red teams playing 
the part of the aggressor or hacker and blue teams defending. Depending 
on the nature of the scenario, blue teams may be required to work together 
or independently to achieve game goals. In gameplay, teams are awarded 
points depending on how deep they penetrate a defended network or how 
swiftly they respond to and remedy an incident or attack.

6.4.4  Evaluation Module

The exercise life cycle ends with an evaluation. As cyber range is the test-
bed for cybersecurity and cyber defence exercises, an evaluation should be 
conducted after the exercise training in a specific cyber range that consists 
of a collection of:
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• Evaluation (after action) workshop
• Feedback survey (after-action report)
• Scoring subsystem

The most visible part of this phase is the evaluation workshop attended 
by the blue team (CR defenders’ team). The red team (CR attackers’ 
team) prepares an overview of its success in attacks against particular teams 
and best practices related to the attacks used in the exercise. Both teams 
benefit from data collected and entered into the scoring subsystem. 
Furthermore, the green team (CR technical team) stores all collected logs 
during the exercise of other teams if needed. Feedback provided by the 
blue teams in the survey before the evaluation workshop is also incorpo-
rated. The evaluation workshop shows the exercise scenario and timeline 
from the perspective of the red team and the white team. It is the only 
opportunity when the learners can authoritatively learn about attacks used 
by the red team. They can discuss their approach in particular situations 
and phases. Until this point, they were only able to see the results of their 
experimentation during the exercise without an explanation of why some-
thing happened. It is therefore recommended not to underestimate this 
part of the exercise and deliver analysis and lessons that will have value to 
the learners. For instance, a handout with best practices for system hard-
ening might be useful in the daily routine of the participants [30]. During 
the evaluation phase, a member of the design team or another selected 
staff member should develop an after-action report that determines the 
functionality of the tested systems or components [32]. The introduction 
to the after-action report should document background information 
about the test such as the scope, objectives, and tests. The after-action 
report should also document observations made by the test team during 
the test and recommendations for enhancing the IT plan that had its com-
ponents or systems tested, along with associated procedures and compo-
nents. The after-action report should also include a list of test participants 
and may provide information from any participant surveys that were dis-
tributed during the hotwash (workshop) to solicit feedback.

Not only during the exercise life cycle but especially during the evalua-
tion workshop and the after-action report, evaluation tools should be 
used. The main tool is a scoring subsystem which is used for the penaliza-
tion of blue teams’ life cycle. During this phase, scenario-specific data is 
used to define scoring rules. Attack plans, objectives, and penalty values 
are set according to the expected goals of the exercise and learners’ skills 
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[31]. The scoring system is considered an essential part of CR exercises 
and provides feedback and the option for comparison to the technical blue 
teams (BTs). The scoring system is a mixture of graded procedures by 
human evaluators and an automated process by CR systems. The scoring 
aspects that can be measured are based on the red team (RT) reporting, 
analysis of yellow team observations, and decisions of white team mem-
bers. Detailed scoring rules should not be released to the BTs or players in 
order to avoid them focusing only on how to get higher scores. The fol-
lowing categories are proposed to be measured [31]:

• Availability of services
• CR usability
• Successful red team attacks
• Situation reporting
• Responding to injects
• Requests for support to GT
• Special scoring

where the last category includes penalties, bonus points for outstanding 
performance, and information sharing, amongst others.

6.5  operatIonal Impact of cyber range elementS

The advantages of using exercises such as simulations as training tools 
have been well-known especially to military and security personnel for 
centuries. Such activities provided practice for soldiers in preparation for 
real situations and actual combat.

6.5.1  Impact of Training in Cybersecurity/Defence

From the perspective of organizational learning, there is no fundamental 
difference between a simulated event and a real incident [35]. Conducting 
cyber range exercises can help with validating policies, plans, and proce-
dures and with training, improving current tools, or rolling out new 
equipment; testing information and communications technology (ICT); 
and identifying gaps in resources. As a result, this kind of exercises is of 
benefit to a broader range of actors and organizers than simply military 
and security law enforcement organizations [33]. Cyber range training 
can be carried out by small, individual entities such as single ministries or 
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private firms or, in the case of large multinational simulations, exercises 
which can involve a multitude of actors from different areas of the security 
nexus, such as private corporations, government ministries, utility provid-
ers, and military units. Additionally, cyber ranges tend to be highly techni-
cal in nature with a focus on testing technological capabilities and 
resources. This is an important aspect of national cyber defence and cyber-
security in combination with full-scale simulations in procedural scenarios. 
Conflict in cyberspace, while new and technically challenging, still con-
forms to traditional models of conflict. As do defenders of other domains, 
defenders of cyberspace strive to minimize the fog of war (is the uncer-
tainty in situational awareness experienced by participants in military oper-
ations), either deliberately or intuitively. However, the volume, velocity, 
and variety of operations in the cyber defence domain, coupled with enor-
mous attack surfaces and the low cost to adversaries of mounting a cyber- 
attack, make the goal of minimizing both information ambiguity very 
difficult with the tools available. The findings, training applications, and 
user interface improvements made through serious games, gamification 
research, and cyber ranges have the potential to greatly decrease fog of war 
while increasing operational readiness and efficacy in cyber defence 
space [34].

6.5.2  Impact of Training in Digital Forensics

Digital forensics is necessary for law enforcement and investigation but 
also has applications in commercial, private, or institutional organizations. 
All activity conducted on an individual’s computer systems and on a com-
pany network leaves a digital trace, which can range from web browser 
history caches and cookies all the way to document metadata, deleted file 
fragments, email headers, process logs, and backup files [37]. With cyber 
ranges, trainees learn to dissect and analyse real forensic cases. During 
such specific training, not only the technical aspects of digital forensics are 
considered but also the legal and organizational aspects.

The main purpose of the digital forensics’ simulation environment is 
the ability to compile detailed forensic reports by trainees for use in both 
organization and in a court of law. A hands-on lab with basic forensics 
process and methodology scenarios demonstrates the ability to use foren-
sics tools and analyse artefacts such as Windows file systems, Windows 
registry, memory images, Windows logs, and (optionally) network packet 
captures. This lab has frequently complicated configurations of multiple 
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computers networked to each other, to a common server, to network 
devices, or a combination of these. Securing a scene and collecting digital 
evidence in these environments may pose challenges to the first responder. 
Improperly shutting down a system may result in lost data, lost evidence, 
and potential civil liability. The first responder may find a similar environ-
ment to train and learn in safe similar locations, in order to be ready to 
deal with real case scenarios. These kinds of environments need to be built 
according to true needs and expectations along with the proper standards. 
The main objective of digital forensics training in a cyber range is to pres-
ent the trainees with the principles of digital forensics and evidence gather-
ing. Furthermore, there is an intention to establish a common knowledge 
of the requirements regarding evidence admissibility in the court of law 
along with the server-centric approach to evidence gathering as a valuable 
source for further legal proceedings as well as for establishing patterns of 
malicious activity. The patterns are then used to quickly identify similar 
events from the past in the future as they take place. A CR digital forensics 
exercise also gives an overview of popular malware characteristics, meth-
ods of identification, and tools that may be used at the real scene especially 
in a situation where the case is supported by LEAs.

Law enforcement agencies perform an essential role in achieving our 
nation’s cybersecurity objectives by investigating a wide range of cyber-
crimes, from theft and fraud to child exploitation, and apprehending and 
prosecuting those responsible. It is important to develop and execute a 
cyber range training plan to maximize the readiness to conduct high- 
impact criminal investigations and disrupt/defeat cybercriminals. The 
added value is to prioritize the training of technical experts, develop stan-
dardized methods, and broadly share cyber response best practices and 
tools through cyber range training. Criminal investigators and network 
security experts should be trained for a deeper understanding of the tech-
nologies malicious actors are using and the specific vulnerabilities they are 
targeting with updated and well-designed scenarios. Complementary 
cybersecurity and law enforcement capabilities are critical to safeguarding 
and securing cyberspace.

6.6  foreSIght paradIgm

The EU H2020 FORESIGHT project aims to develop a federated cyber 
range solution in order to enhance the preparedness (prevention, detec-
tion, reaction, and mitigation) of cybersecurity professionals at all levels 
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(from junior to senior) by delivering a realistic training and simulation 
platform that brings together unique cybersecurity aspects from the avia-
tion, power grid, and naval ecosystems. Hybrid scenarios will also be 
implemented by introducing IoT-simulated devices (e.g. sensors) to the 
ecosystems. FORESIGHT proposes the development and deployment of 
a beyond the state-of-the-art federated cyber-training environment, able 
to cater for multi-domain cyber training scenarios. To realistically and 
practically achieve this task, FORESIGHT proposes the design, develop-
ment, and deployment of an internetworked federated controller that will 
provide gateway functionality between the multi-domain cyber ranges and 
will also provide virtual machines management and deployment capabili-
ties. In this respect, FORESIGHT will enable the creation of a large-scale 
federated cyber range environment that can deliver multi-domain cyber 
training scenarios. Such kind of hybrid scenarios will include sub-scenarios 
across a range of domains (aviation, smart power grid, naval, or similar). 
In order to develop such scenarios to “feed” cyber range, current 
approaches and standards shall be considered in order to specify the best 
practices to be followed, improvements that are to be made, and con-
straints that are to be met, concurrently avoiding traps and obstacle that 
were faced in past implementations. The main driver of the system archi-
tecture will be the user requirements, ensuring that the system to be 
implemented meets the user needs and is able to provide the capabilities 
required. End-users from the above-mentioned domains replicate and 
configure critical systems of the airport/power grid/ports on the cyber 
range modelling and replicate IT and OT networks in order to build a 
near-real environment through a cyber range. The training will improve its 
cyber defence strategy and train its cybersecurity teams.

6.7  concluSIonS

Cybersecurity training is growing in an appropriate way that is able to 
prevent and handle cyber breaches. New strategic methods such as anom-
aly detection, threat intelligence, simulation tools, big data analysis, threat 
analysis, forensic evidence collection, and gamification are needed in order 
to provide sufficient situational awareness of cybersecurity threats to com-
panies, governments, and researchers. Cyber ranges can provide a contin-
uous training environment using state-of-the-art methodologies, 
techniques, and a multi-domain training program directly guiding cyber-
security experts and professionals to create ways to implement and 
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integrate security measures. In respect to the above, this chapter gives a 
well-defined overview of the existing cyber ranges, focusing specifically on 
LEAs and defence stakeholders. Finally, the FORESIGHT approach has 
been described giving a projection of the future capabilities and potentials 
about cyber ranges design, implementation, and execution of training 
which target the involvement of the end-users.
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CHAPTER 7

COPKIT: Technology and Knowledge 
for Early Warning/Early Action-Led Policing 
in Fighting Organised Crime and Terrorism
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Agata Gurzawska, Holger Nitsch, and David Wright

7.1  IntroductIon

Incorporation of ongoing development of the intelligence policing con-
cept is essential for dealing with current threats [1]. There is a need to 
focus on developing priorities built on multiple factors, including intelli-
gence analysis. The main goal should be to get ahead of threats and 
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criminal behaviour by proactively identifying indicators and taking action 
based upon that knowledge ([2], p.  43). In this context, information 
becomes intelligence via the intelligence cycle, not only directly by a step 
by step process, but a multidirectional one.

The term “intelligence-led policing” (ILP) originates in parallel in 
Great Britain and the USA ([3], p. 5). ILP originally focuses on key crimi-
nal activities. Once crime problems are identified and quantified through 
intelligence assessments, key criminals can be targeted for investigations 
and prosecution ([3], p. 8). The core parts of the well-known variation of 
ILP called “problem-oriented policing” are analysing and studying 
upcoming crime phenomena associated with an evaluation of the carried-
out police measures. It requires assessing each new problem and develop-
ing a tailored response ([4], p. 14).

This model is sometimes considered to be synonymous with the SARA 
(scanning, analysing, responding and assessing) process. This is a broader 
analytical model used in various fields, not only policing. Nonetheless, the 
SARA model can be applied to collecting and applying intelligence. 
Scanning may be viewed as part of the collection process. Analysis and 
assessment are part of the intelligence process, and response is the out-
come of the intelligence process [5].

Clark adapted the classic approach of the intelligence cycle to new 
needs. The goal was to redefine the intelligence process in such a way that 
all of the parts of the intelligence cycle come together as a network. It is a 
collaborative process where all involved stakeholders are integral and 
information does not always flow linearly [6, 7].

The Australian Crime Commission extended the classical intelligence 
approach by the factor of so-called indications and warnings system (I&W 
system). The I&W system orients collection and warning on specified 
issues to service potential policy decisions, by using a process-based ana-
lytical method to consider the impact of observed threats, events and 
trends on the criminal justice environment. The approach provides a syn-
thesis of different information supplied by agencies, combined with open 
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source data. When firm indications of strategic change emerge, an alert 
will be produced [8]. Especially the part of the strategic early warning 
methodology was further evolved by the Criminal Intelligence Service 
Canada during the development of their “Strategic Early Warning System 
for organised and serious crime (SEWS)” [9]. This approach is more 
focused on strategic policing, but neglects the operational side.

Despite various developments, intelligence-led policing lacks the inter-
action between long-term high-level strategic intelligence and operational 
intelligence usable as a decision support in case investigation. Due to the 
increased complexity of intelligence work, there is a need for new 
approaches that on the one hand combine existing and new methods and 
on the other hand support the combination of intelligence resulting from 
analysis carried out at strategic and operational levels. Such cross- 
fertilisation must be supported by the fusion and exchange of information 
from different data and information sources and the incorporation of 
domain knowledge available at the two levels of analysis.

To improve their capacity to anticipate, law enforcement agencies 
(LEA) need concepts (supported by tools) that extend intelligence-led 
policing for all types and time scales of intelligence. We suggest to extend 
ILP approaches by creating a continuum of “from early warning to early 
action” (EW/EA). In this new approach, the knowledge of possible new 
usage of technology coming from strategic long-term analysis is made 
available to the case analyst and can help him or her gain a better situation 
awareness on a given case, improving the quality of tactical decisions. 
Conversely, the case analyst will recognise earlier new characteristics in a 
given case, thus enriching the information available for the strategic ana-
lysts able to provide improved and earlier warnings. Such an approach 
narrows the classical temporal and operational gap between analysis and 
decision-making.

EW explains how crimes are evolving, identifying “weak signals”, warn-
ings and new trends, and provides a basis for assisting decision-makers, at 
both strategic and operational levels, in order to develop EA (prepared-
ness, mitigation, prevention and other security policies).

Knowledge extraction and sharing is at the base of this EW/EA 
approach. In the next sections, some of the most relevant capabilities and 
characteristics of the technologies and techniques necessary for that devel-
opment are presented. Moreover, the ethical and data protection aspects 
arising from the proposed approach are discussed.

7 COPKIT: TECHNOLOGY AND KNOWLEDGE FOR EARLY WARNING/EARLY… 
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7.2  relevant characterIstIcs 
of the technIques used

The technologies used to realise the technical capabilities required to sup-
port the intelligence cycle will depend on the exact functional require-
ments, the nature of data or information (structured or not, type of 
medium, the semantic, etc.) and the goal of the processing step. The vari-
ety of data types and processing goals involved in the analysis of cyber-
crime requires a large number of processing and artificial intelligence (AI) 
techniques. When choosing a technique, its performance for the problem 
at hand will be important, but the characteristics of the EW/EA method-
ology and of the cybercriminality suggest that other properties are impor-
tant as well. Recalling that the EW/EA methodology can realise its full 
potential by leveraging knowledge, Sect. 7.2.1 will discuss how certain 
techniques can facilitate the incorporation of domain knowledge. The 
tools able to fulfil the required capabilities mostly rely on AI and, in par-
ticular, machine learning (ML) techniques to provide decision support 
functions to LEAs. The rapid adaptation of criminal actors to new LEA 
(detection) capabilities and policies has as a result that models are likely to 
become inaccurate or obsolete rapidly. This could be even truer in cyber-
criminality, where the fast evolution in digital technologies in society pro-
vides a constant flow of new opportunities and the immateriality of the 
target space enables faster adaptation. Techniques relying on easily inter-
pretable models can facilitate the understanding of causes of the loss of 
accuracy or obsolescence of an AI component (e.g. the new criminal 
behaviour) and, in addition, contribute to the satisfaction of the rising 
demand for accountability in application of AI for policing. Section 7.2.2 
will introduce how AI techniques can be “explainable” and support 
accountability. Finally, Sect. 7.2.3 will expand on the requirements for 
technologies that can be used to realise an information system supporting 
the flexibility and the information sharing that are key to the EW/EA 
methodology.

7.2.1  Approaches to Incorporation of Knowledge

The incorporation of prior knowledge in AI systems has been present since 
the 1970s. For instance, expert system consisted of formalised expert 
knowledge and a reasoning engine, without automatic learning capability. 
The incorporation of prior knowledge in ML techniques came in the early 
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1980s to design more efficient intelligent agents and, separately, to com-
pensate for insufficient training data from which to learn [10]. There are 
different moments at which knowledge can be incorporated in automated 
systems, at usage time and at design time.

During usage, the expert can use his knowledge to overcome automa-
tion difficulties. For instance, appropriate interactivity can allow a special-
ised LEA operator to respond to detection counter-measures during the 
collection of data from the dark net market. The expert can also act as a 
“teacher”, providing feedback or correction to a learning system. For 
instance, semantic analysis of texts written by cybercriminals (such as 
adverts) is rendered difficult by the informal type of language and its fast- 
changing pace. Techniques such as on-line learning and re-enforcement 
learning are able to use feedbacks to reach higher performance.

At design time, expert knowledge can contribute to the construction of 
models that are used for reasoning or classification tasks, for instance, to 
assess a situation. As a basic example, one can imagine an advert selling a 
set of personal data. Assessing whether the data sold is actual (not yet hav-
ing been used) is an important factor to decide on further law enforce-
ment actions. A technical component estimating the likelihood (a form of 
classification task) that the data sold is actual can be a useful tool, using as 
inputs information extracted from the advert (for instance, the claims of 
the seller, the quantity of data, the price, the reputation of the seller, etc.). 
Such a component requires the construction of a model allowing the com-
putation of the said likelihood from the input information. The impor-
tance of prior knowledge in constructing the model can range from light 
influence (with a large amount of knowledge being automatically learned 
using ML techniques applied to a suitable relevant and sizeable dataset) to 
very strong influence or even completely determine the model (such as in 
traditional expert systems). Note that knowledge (or intuition) regarding 
the particular patterns in the problem at hand always guides the choice of 
an AI technique (following the “no free lunch theorem”). A minimal 
incorporation of knowledge is to propose a large set of characteristics of 
the advert that could be useful (proposing a feature set), a frequent 
approach when deep learning (although recent research [11] is proposing 
means to incorporate more domain knowledge in deep learning 
approaches). The ML process will compute which characteristics are most 
useful and their quantitative contribution to the desired estimation. 
Providing a smaller set of characteristics regarded as the most useful could 
constitute a stronger intervention in the ML process. The expert could 
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further constrain the ML process by making explicit the relationships that 
exist between input characteristics, for instance, indicating that the amount 
of data sold influences directly the price but not (directly) the seller’s repu-
tation. The ML process is then only responsible for the computation of 
the strength of the relationships. Baumgartner [12], among others, applies 
this strategy to construct Bayesian Network models for the profiling of 
criminals with limited data.

The injection of domain knowledge in the process of creating models 
can offer opportunities for using ML approaches when data is limited, a 
useful characteristic in the context of cybercriminality. However, con-
straining with incorrect knowledge can prevent the learning process from 
finding the models with high performance. The complexity and cost of 
formalising the knowledge can be another drawback.

7.2.2  Interpretability of Techniques

Research aiming at making the results computed by AI systems easier to 
understand by human beings has been developed under the label of 
explainable AI (XAI). There is no formal definition of XAI, but DARPA 
provides a description of the goals of their XAI project, i.e., to “create a 
suite of machine learning techniques that (i) produce more explainable 
models, while maintaining a high level of learning performance (predic-
tion accuracy); (ii) enable human users to understand, appropriately trust, 
and effectively manage the emerging generation of artificially intelligent 
partners” [13]. A full review of the technical challenges associated with 
making AI explainable is beyond the scope of this paper, but this section 
provides some insights. The concepts of XAI are still in development. In 
fact, the definition of what constitutes an “explanation” of a computa-
tional model and which category of “users” is addressed are subjects of 
ongoing research. In the ML community, the trend seems to be to con-
sider a partial causal explanation, of a specific result as an “explanation” 
[14]. In the field of ML, the term “interpretable” is often preferred to 
“explainable”. The characteristics of the techniques used often determine 
the approach to interpretability. When each technical step followed in the 
technique is interpretable in the represented domain (“the real world phe-
nomenon”), one can speak of transparent AI. Other techniques can use a 
post hoc interpretability approach, aiming at giving qualitative insights on 
the relationships between the (specific) inputs and the (specific) conclu-
sions. The LIME approach [15] for deep neural networks (formerly seen 
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as a textbook example of black-box AI) is an example of post hoc inter-
pretability approach. In between, hybrid AI approaches, in which a func-
tion is realised by combining a black-box approach and a knowledge-based 
approach, are (partially) interpretable.

A specific case of incorporation of domain knowledge was mentioned in 
Sect. 7.2.1, in which the expert makes explicit which features are related 
with each other. In the resulting model, the learned strengths relate 
already interpretable features. The learned model is therefore generally 
interpretable, often even transparent (depending on the algorithms used 
to reach the conclusion). Interestingly, approaches in which the subject 
matter knowledge strongly (e.g. more than choosing input features) con-
strains the ML process may result in higher interpretability.

Recalling the discussion in Sect. 7.2.1, if the used techniques combine 
transparent models with an easy way to incorporate (new) domain knowl-
edge, the creation of an improved AI component could be also facilitated 
by partially reusing existing components. Therefore, if performance is suf-
ficient for the problem at hand, techniques supporting incorporation of 
subject matter knowledge and techniques that are interpretable offer spe-
cific advantages.

7.2.3  Requirements for the Information System

The EW/EA approach relies heavily on the capability to reuse knowledge, 
which implies that the knowledge can be efficiently stored, retrieved and 
shared. In the domain of policing, sharing is always paired with the con-
straints of keeping the data secure and often with ethical, legal and privacy- 
related challenges. Complaints from LEA personnel regarding the 
challenges encountered in sharing data are commonplace. Appropriate 
information systems should allow fine-grained publishing and fine-grained, 
role-based and decentralised access control of intelligence. Furthermore, 
from the point of view of the analyst, the realisation of relevant functions 
will require the dynamic combination of diverse components, for instance, 
a component performing extraction of information from adverts, followed 
by a component assessing characteristics of the adverts. Data lakes are 
often presented as an enabler of workflows and sharing for big data appli-
cations. However, when applied across organisations (or even “units”), 
migrating to data lake architectures implies moving data to a (somewhat 
centralised) infrastructure resulting in (some) loss of control and, for leg-
acy systems, significant costs. Alternatively, techniques, handling 
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computational components and data sources as dynamically composable 
services and encapsulating existing systems [16] could provide the level of 
interoperability enabling analytics application on disparate data from LEAs.

7.3  ethIcal, data ProtectIon and related asPects

Data analytics tools have much promise and have received much attention. 
Nevertheless, there are legal (particularly regarding data protection), ethi-
cal and societal pitfalls to avoid when adopting these approaches. It has 
been argued that technological solutions could result in LEAs moving 
into wider and deeper aspects of social and public policy [17]. Therefore, 
legal, ethical and societal challenges posed by the deployment of such 
tools are examined and approaches that have the potential to mitigate risks 
and negative consequences are proposed.

7.3.1  Legal, Ethical and Societal Challenges

While there is a clear desire to become more data-driven or intelligence- 
led, privacy is one of the main concerns regarding data-driven policing 
tools. One of the most important questions related to the use of such tools 
is what types of data and how the data available to the police ought to be 
used by LEAs [18] and who ought to have an access to them. More spe-
cifically, to what extent is the digital footprint of citizens (e.g. their move-
ments with public transport or social media) private and can it be used 
unconditionally [19]? What are the legal limits of profiling individuals in 
society [20]? There are significant ethical, legal and societal constraints 
governing police use of data-driven policing tools and data [21]. There is 
a range of critical positions all of which point to the absence of and need 
for an adequate legal framework that can guide the development and use 
of AI-based policing tools. There are differences emerging from the 
national and/or institutional context. The procedures vary depending on 
the country and institution. Moreover, legal accountability, regulation and 
transparency are lacking [22].

In terms of ethical and societal challenges, the academic community 
and civil society organisations (CSOs) criticise AI-based policing tools, 
particularly predictive policing tools, due to (1) organisation and societal 
reasons, such as the lack of transparency (e.g. in terms of potential bias) 
and information among the public and LEAs with regard to how predic-
tive algorithms reach their conclusions [23], which data sources are used, 
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how the analyses work, how they are used and who has access to this data 
within and outside the police [24], and (2) scientific or technical reasons, 
for instance, related to the lack of robust evaluation of the forecast (how 
effective they are in contributing to the uncertainty and bias) [32] con-
cerning not only predictive policing but also knowledge discovery and 
assessment.

Moreover, such tools have been criticised for their inaccuracy, automa-
tion bias and discriminatory results [25]. Critics argue that AI-based 
policing tools may lead to stigmatisation of people (e.g. vulnerable or 
minority groups and individuals) and places (hot spots) [18, 26]. Factors 
such as postal codes, age, sex, employment status and social and family 
situation can be used as proxies for race, as some are more highly corre-
lated with vulnerable and minority groups [27]. As a result, they may 
perpetuate ethnic stereotypes or confirm historic biases [28].

These arguments are not ill-founded. Currently, existing predictive 
policing tools such as PredPol and COMPAS regularly raise controversies 
in terms of inaccuracy, discrimination and stigmatisation, automation bias 
and transparency. Therefore, the potential for enormous benefits is cou-
pled with considerable risks [24]. Hence a number of approaches to data- 
driven policing tools addressing legal, ethical and societal 
challenges is proposed.

Firstly, the development and use of the data-driven policing tools in the 
EU context should be guided by three major European legal acts: (1) the 
Charter of Fundamental Rights of the EU, (2) the General Data Protection 
Regulation (GDPR) [31] and (3) the Law Enforcement Directive, which 
set forth numerous provisions that need to be respected, such as funda-
mental human rights including dignity, non-discrimination, privacy and 
data protection. Policing tools should follow six principles established by 
the GDPR and the Law Enforcement Directive, namely, lawfulness, fair-
ness and transparency (personal data processing); purpose limitation; data 
minimisation; accuracy; storage limitation; and integrity and confidential-
ity. Since there are significant differences emerging from the national and 
institutional contexts, this study proposes that tools are designed in a flex-
ible way to respect these differences and offer a modular approach to 
ensure adaptability to various regimes.

Secondly, policing tools using AI should also consider ethical guidelines 
regarding the use of AI. Even though there are no specific principles for 
the use of AI in policing, such tools could follow the principles drafted by 
the High-Level Expert Group on AI (AI  HLEG), established by the 
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European Commission. The European strategy puts forward trust as a 
prerequisite to ensure a human-centric approach to AI (European 
Commission) [29]. Since AI-based policing tools aim to support LEAs in 
fighting crime, the tools should reflect and support ethical standards and 
principles for the performance of their duties. These values may differ 
from country to country; nevertheless, the core principles should include 
accountability, integrity, openness, fairness, impartiality, respect, honesty, 
objectivity, lawfulness, proportionality, due discretion and public interest 
(e.g. College of Policing [30]).

Lastly, policing tools using AI should respect societal values and serve 
the common good and benefit humanity, through supporting LEAs in 
fighting crime. At the same time, citizens have the right to know about the 
tools that are used by LEAs. In order to ensure a higher level of trust and 
understanding of the AI-based policing tools, their functions, objectives 
and potential impacts (both positive and negative), LEAs should ensure a 
high level of transparency and develop communication with the public.

7.4  conclusIons

LEAs, with their available resources, that are often scarce, need to fight 
organised crime and terrorism. The use of new, innovative approaches to 
tackle this problem becomes necessary and of the utmost importance. For 
LEAs, it is crucial to improve their management of the technology that 
can help them on this task.

With this chapter, important capabilities have been identified to sup-
port the EW/EA methodology developed in COPKIT, with many of 
these capabilities relying on AI techniques. Among the many techniques 
required, those supporting incorporation of subject matter knowledge 
and techniques that are interpretable offer specific advantages for this 
methodology. This is proposed as solution for analysts, at different levels, 
from investigative to strategic, to support them in all steps of the intelli-
gence cycle, from data collection to knowledge and intelligence building, 
including forecasting to anticipate to future threats, underpinning the dif-
ferent decision-making processes that support from investigations to stra-
tegic planning while considering security, ethical, legal and societal aspects 
at all stages.
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8.1  IntroductIon

Crime always has been an issue of outmost importance for every society. 
In 2017, a total of 205 foiled, failed and completed terrorist attacks were 
reported in the EU [1]. The aforementioned number represents a sharp 
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increase around 45% compared to 2016 terrorist attacks and stopped a 
downward trend which had begun on 2014 (Fig. 8.1).

In the direction of providing increased security, the European 
Commission developed the European Agenda on Security which sets ter-
rorism, organized crime and cybercrime as interlinked cross-border chal-
lenges in which EU countries must have a common strategical approach 
and coordinated action [2].

Post-study of criminal attacks reveal common patterns among them 
[3], such as radicalized individuals with history in organized crimes as 
perpetrators. This underlines the increasing necessity of LEAs to combine, 
prioritize and analyse heterogeneous massive data streams. Thus, there is 
the need to integrate sociological, psychological and linguistic models 
alongside with ICT tools in order to aid predictive policing methods and 
extract precursors or predictors of abnormal behaviour. The upward trend 
in cybercrime activities such as attacks on information systems, forms of 
online fraud and forgery, dissemination of illegal online content and more 
renders the need even more pertinent. According to cyberterrorism 
experts, approximately 90 percent of terrorist activity on the Web takes 
place through the usage of social networking tools [4]. Despite the LEAs’ 
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efforts to counter fight terrorism propaganda through social networks, the 
lack of linguistic capabilities and expertise as well as the differences in 
assessment of content are being exploited by terrorists in order to infest 
social media with their outlaw messages [5]. Another relative challenge is 
that data generation considering crimes is massive and mostly in semi- 
structured or unstructured data format. Taking into account that it is very 
difficult to analyse semi-structured or worse unstructured data formats 
using traditional data mining techniques such as SQL databases and com-
mon statistical analysis, Big Data analytics appear as a promising and fea-
sible solution. Additionally, Big Data provide powerful tools by means of 
social networks analysis, semantic technologies as well as the utilization of 
advanced linguistic models. Therefore, LEAs must develop and integrate 
future-proof solutions and tools which will empower them with supreme 
analytical and predictive capabilities against terrorists, organized crime 
groups (OCGs) and individuals.

The remainder of the chapter is organized as follows: Sect. 8.2 presents 
an overview of state-of-the-art research projects in EU; Sect. 8.3 provides 
a brief review about the available technology; Sect. 8.4 presents the pro-
posed architecture; while Sect. 8.5 concludes the chapter.

8.2  State-of-the-art reSearch ProjectS

The European Union and European Commission realize the necessity of 
research and development in order to promote state-of-the-art solutions 
in the field of public safety and security. In this light there are many 
research programs across Europe most of them totally or partially funded 
by European Commission. According to the H2020 strategic program, 
research and state-of-the-art approach is not just about creating new tech-
nologies and applying new tools but also requires understanding phenom-
ena such as violent and abnormal behaviour [6]. So, it is clear that alongside 
with the emerging technologies such as Big Data analytics and machine 
learning, social and human sciences must be involved. This increases the 
complexity of all current tools and solutions and makes research manda-
tory in order to equip LEAs with powerful and future proof tools. Starting 
from crisis management, the beAWARE project demonstrates an inte-
grated solution to support forecasting, early warnings, transmission and 
routing of the emergency data as well as the coordination between the first 
responders and the authorities.
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beAWARE aims to provide decision support services to crisis manage-
ment centres and make first responders and authorities more situational 
aware. In study [7] of beAWARE project are represented some of the main 
challenges and solutions such as the collection and integration of hetero-
geneous data from various sources in a common framework. In addition 
to crisis management, there are several innovative research projects run-
ning with the scope of fighting terrorism and organized crime. The 
TENSOR project aims to provide LEAs with a terrorism intelligence plat-
form in order to act and plan fast for the prevention and the early detec-
tion of organized terrorist activities.

The TENSOR platform integrates a set of tools which allows the detec-
tion and gathering of various online data both from the Surface and the 
Dark Web. In the same direction, the RED-ALERT project brings data 
mining and predictive analytics tools to the next level, developing novel 
natural language processing, semantic media analysis, social network anal-
ysis, complex event processing and artificial intelligence technologies for 
online terrorist content. The study [8] is directly connected to the RED- 
ALERT project and focuses on social media terrorist content and how to 
remove it. Supplementary to RED-ALERT, the VICTORIA project aims 
to utilize the data streams from video sources in order to address the need 
for video analysis for investigation of criminal and terrorist activities. The 
latest terrorist attacks in London, Brussels, Barcelona, Paris, Berlin and 
Nice highlight the importance of video recordings. VICTORIA aims to 
deliver a TRL- 6 Video Analysis Platform (VAP) that accelerates video 
analysis with reliable results using Big Data tools as described in the paper 
of Alexander Schindler et al. [9]. One step further is the combination of 
heterogeneous data streams and the creation of a perpetually self- 
improving knowledge base according to a sophisticated and representa-
tional model which is also the basic idea and concept of MAGNETO 
project. MAGNETO intends to create a powerful set of tools that will be 
based on Big Data analytics, semantic reasoning and augmented intelli-
gence well integrated in a common TRL-6 platform. Thus, MAGNETO 
targets to help LEAs to deal with large volumes and diversity of data in 
their fight against terrorism and organized crime in general.

Moreover, European Union tries to reduce not only the terrorism rates 
but also the crime rates generally. In this perspective, the CONNEXIONs 
project develops and demonstrates next-generation detection, prediction, 
prevention and investigation based on integration and correlation of mul-
timodal data. CONNEXIONs uses augmented and virtual reality tools in 
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order to construct crime scenes for post or pre-occurrence of a crime. 
Another major issue the last few years in the EU is the protection of public 
spaces where large crowds congregate; thus the LETS-CROWD project, 
which is in collaboration with CONNEXIONs project, aims to overcome 
the challenges associated with the effective implementation of European 
Security Models. Study [10] of the LETS- CROWD project focus on 
human-centred tools and solutions for real-time behaviour forecasting as 
well as risk assessment methodologies for soft targets and a policy-making 
toolkit for the long-term and strategic approach of these issues.

Aside from inner security and safety issues, border protection is another 
one major issue for the EU. Projects like ROBORDER and TRESSPASS 
aim to provide technologically advanced frameworks which support pas-
senger risk assessment and decision services considering border patrolling 
and protection. For example, in ROBORDER a fully functional autono-
mous border surveillance system with unmanned mobile robots and vehi-
cles will be developed which will incorporate multimodal sensors as well as 
route algorithms for optimal path detection as presented by Athanasios 
Kapoutsis et al. in [11]. Collected heterogeneous data are analysed and 
semantically integrated from authorities in order to provide accurate deci-
sion support services for border patrolling. TRESSPASS focuses on the 
utilization of LEA databases in order to contribute to risk-based passenger 
screening. In the context of border protection, stopping illegal trafficking 
inside and outside Europe is of high importance. To this end, certain 
advanced research projects focus on different aspects of illicit markets and 
illegal trafficking, e.g. the ANITA project. ANITA project and authors of 
[12] propose a method about textual similarity in video content as a solu-
tion which improves the investigation capabilities of LEAs by offering a 
toolset as well as techniques to efficiently address online illegal trafficking 
of falsified medicines, NPS, drugs and weapons.

8.3  avaIlable technologIeS In crIme 
InveStIgatIonS and future trendS

LEAs, practitioner analysts and investigators have always been equipped 
with tools and capabilities so they can prevent and fight crime as early as 
possible. These tools and capabilities are constantly evolving so they can 
follow and counteract to criminals’ advanced methods. In the following 
paragraphs, we try to make a presentation of the available technologies 
and their future trends for crime prevention and investigation.
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8.3.1  Visual Intelligence

Visual intelligence is one of the most celebrated technologies for crime 
investigation. It contains several algorithms, leverage deep learning and 
shallow representation technologies so as to tackle object and person 
detection, tracking human activity recognition as well as abnormal event 
detection, face detection and recognition and finally crisis event detection 
in surveillance and crawled visual data. Object detection and association 
can be performed by several algorithms such as Fast R-CNN [13], Faster 
R-CNN [14], YOLO [15], SSD [16], KCF [17], MDNET [18] and 
VITAL [19]. The same techniques can be used for face detection as well 
[16, 20], but for face recognition more information is required; there-
fore, frameworks like DeepFace [21] and FaceNet [22] with more sophis-
ticate deep CNN algorithms are used. Going a step further, vehicle 
identification uses plate recognition [23] or DCNN [24] features, while 
activity localization and recognition use activity behaviour patterns of 
tracked people, objects or vehicles by computing their global spatiotem-
poral trajectories [25]. Having identification of people objects and vehi-
cles as well as their activity localization and recognition can lead to 
abnormal behaviour detection which involves trajectory-based analysis on 
specific tracked objects [26] or statistical-based methods, such as PLSM 
[27] in order to discover motifs of abnormal activities that may occur in 
the scene.

A future approach on object detection and tracking can be a hybrid 
representation of shallow and deep representation features that will 
encode HOG and SIFT descriptors with a Fisher vector and represent 
them with a Deep CNN. As far as face detection and recognition are con-
cerned, research should aim to leverage facial point detection and a com-
bination of shallow features with a deep convolutional framework. The 
object detection representations would also be useful for vehicle detec-
tion and representation if combined with a plate DCNN scheme which 
could lead to a robust vehicle identification technique. Moreover, for 
action recognition, the goal-based descriptors [28] should be extended 
with spatiotemporal texture; Fisher vectors and a neural network would 
then transform these features to apply deep learning capability, while 
action localization will be deployed with a spatiotemporal saliency 
detector.
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8.3.2  Semantic Integration and Technologies

LEAs and practitioner analysts gather data from a vast variety of sources 
which in most cases are semi-structured or unstructured. Thus, this infor-
mation must be transformed to knowledge mainly by cognitive processes 
conducted by domain experts. In the direction of data and information 
fusion, the JDL model framework defines how to perform fusion as well 
as which processes and resources are involved [29]. Today’s available tools 
for semantic reasoning and integration can be divided in three main cate-
gories: (i) tools based on mathematical class of random fields, (ii) logical 
models and frameworks (i.e. if-then rules) and (iii) Markov logic networks. 
Mathematical class of random fields is a solid and well-understood basis to 
represent stochastic processes with their random variables and the 
problem- specific dependencies among them. Logical models represent 
concepts, instances (objects in the world) and declarative knowledge 
(rules) in a consistent manner using if-then rules to achieve the fusion. 
Additionally, the use of OWL (Web Ontology Language) to represent 
semantic models in an object-oriented manner is a perfect fit for such a 
logic framework. Markov logic networks basically are the combination of 
knowledge graphs with stochastic modelling [30] which allows the com-
putation of queries under uncertainties.

The application of information fusion comes with some challenges such 
as data association, adaptation of the logical model during its usage as well 
as the need for a high-quality statistical model. Future research should aim 
to adopt special techniques which incorporate relational knowledge dur-
ing a probability mapping of the attributes of the related objects in the 
domain using Big Data analytics tools and technologies. Therefore, future 
proposals in the field of semantic reasoning and data fusion have to be eas-
ily adaptable according to changes in the environment; advanced algo-
rithms, which compute the benefit for incorporating new concepts and 
rules into the actual model, can realize this.

8.3.3  Data Mining and Detection of Cybercriminal Activities

The World Wide Web is a huge data repository, and LEAs have a huge 
interest on how to crawl useful data from it. Common approaches focus 
on the efficiency of the crawling using different methodologies, but they 
do not take into account the structure of the sources of data. Such com-
mon approaches include Focused Crawling [31] or Path Ascending 
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Crawling [32]. As a counteract to data crawling tools from LEAs, cyber-
criminals show a rising trend of utilization of various techniques which 
allow to thwart or at least to delay the detection of their nefarious activi-
ties. In order to tackle this and considering that a more flexible and scal-
able detection solution is needed, data mining-based solutions should be 
developed that will explore the suitability of pattern discovery, for which 
initial results seem to be rather promising [33].

Parallel to data mining, security agencies nowadays adopt more and 
more Big Data technologies in order to apply analytics over gathered 
information from various online sources such as social media, the Dark 
Web, etc. [34]. These technologies usually are implemented in the context 
of i) artificial neural network (ANN) models to predict national security 
problems in near real time [35], ii) data mining to reveal fraud [36] and 
iii) classification methods to predict deception in computer-mediated 
communications [37]. Big Data analytics drawing on online and other 
activities can be used to determine relevant behavioural indicators. This 
will help LEAs to detect outliers or anomalies, discover previously 
unknown associations and rules and continuously monitor data streams as 
a preventive measure. In this light, the target for future studies, as far as 
Web intelligence frameworks are concerned, is to leverage existing state- 
of- the-art data analytics tools, specifically assessing their impact on the 
information and data stream management.

8.4  ProPoSed archItecture

This chapter demonstrates the proposed high-level system architecture 
which provides the required methods for LEAs to accelerate their investi-
gations and remain careful in consideration of terrorist and cybercriminal 
threats by effectively integrating massive data streams.

The overall strategy of the current proposal comprises an iterative 
development methodology, where software updates are made available to 
LEAs and practitioners end-users for testing as well as thorough evalua-
tion and validation purposes. Specifically, they are presented with details 
relevant to the main functional modules as well as the components that 
the system generally is consisted of, in a coherent manner. The details sup-
ply in a comprehensive way the structure of the system architecture based 
on the provided requirements together with the combination of the dif-
ferent components into a common proposed platform which will be 
deployed into LEAs’ and practitioners’ facilities. Additionally, the initial 
system-wide functional testing, evaluation and validation will be executed.

 K. DEMESTICHAS ET AL.



143

The main effort is being put on standardization of the platform’s open 
architecture and its constituent components, interfaces as well data 
exchange formats. In order to succeed, extensive monitoring studying and 
contribution into activities related to standards of ISO/TC 292 (Security 
and Resilience) in the area of security is foreseen.

The platform could be considered as a multiple level system with a 
deeper view of system layers. The system architecture is designed in such a 
way so as to meet performance and resiliency requirements at scale. The 
main target of the platform development is to reach TRL-7. The main 
components of this architecture are shown in Fig. 8.2.

8.4.1  Visual Intelligence Modules

The visual intelligence modules is implemented by using face recognition 
and face detection algorithms in order to achieve specific identifications of 
persons contained in images and videos crawled from the Web, social 
media and/or footage from static or moving cameras. Furthermore, object 
recognition techniques are also applied in static or wearable surveillance 
cameras aiming to detect suspicious objects. The choice of the aforemen-
tioned techniques could also be extended in order to track people and 
objects throughout the video. Finally, suspicious or abnormal activities are 
being tracked by the adoption of crowd analysis and human action recog-
nition with spatiotemporal localization.

Fig. 8.2 Platform architecture
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The starting point for the prementioned implementations comprises 
deep convolutional network, DeepFace, SSD coupled with a YOLO archi-
tecture, KCF, goal-based descriptors and swarm intelligence for crowd 
analysis and abnormal activity detection. Therefore, libraries for computer 
vision and machine learning purposes targeted at dealing with real-time 
scenarios will be used.

The challenges that arise are data transmission failures and activities or 
objects that may be occluded. The contingency plan that had to be 
designed before the experimental implementation contains multiple trans-
mitter and cameras in outdoors pilots, so that possible failures can be 
tackled.

8.4.2  Data Mining Modules for Crime Prevention 
and Investigation

Data mining is used to extract valuable information from the existing data. 
Crawling and mining take place by using crawl points, social media 
accounts and keywords, from which posts and sites are extracted and 
stored for analysis purposes. Eventually data from multiple sites are pro-
cessed and exported into a common format that is available to the other 
components.

To develop and study crime patterns, we used the existing open-source 
Web and social media mining components integrated in the TENSOR and 
HOMER projects in conjunction with APIs provided by social media as 
well as extensive and scalable open-source Web crawlers software projects. 
However, Dark Web sites entrance difficulty and specific rate limits on 
social media access constitute a possible risk. The contingency plan pays 
attention to key Dark Web Sites and narrow social media access using spe-
cific keywords.

8.4.3  Semantic Information Representation 
and Fusion Modules

A module dedicated to data and information fusion is applied to the het-
erogeneous data that are collected from different sources, where the use 
of semantic technologies results to information transformation into valu-
able knowledge. The baseline of this module includes knowledge graphs, 
JDL model, OWL language and Markov logic networks along with the 
use of appropriate semantic information fusion models.
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Main problems that arise include the uncertain, various and conflicting 
data and information, the requirement for solid training data as well the 
growing distinction between the model and the real world during the 
model’s lifecycle. The use of a manually engineered model for the begin-
ning of the training process, the selection of a confirmed model and the 
modification of the training frequency are defined as a contingency plan.

8.4.4  Trend Detection and Probability Prediction Modules 
for Organized Terrorism and Criminal Activities

To predict organized terrorism and criminal activities, Big Data analyt-
ics techniques are applied over the collected data in order to identify 
hidden trends inside the datasets. The deployment of analytics results to 
predictive models is the link between analytics and decision-making 
process.

Many widely used types of Artificial Intelligence Algorithms such as 
artificial neural networks, decision trees, pattern recognition and lifelong 
learning algorithms are developed by using the appropriate libraries as well 
as suitable predictive policing software. Some problems that occurred are 
the inaccurate results that were extracted from the prediction model and 
the false-positive alert that a model generated in some cases. A proposed 
contingency plan foresees the use of data sources of higher degree of 
diversity as well the creation of more sophisticated models for explaining 
deviant behaviours.

8.4.5  Detection Modules of Cybercriminal Activities

In addition to identifying anomalies, behavioural indicators and also 
revealing previously unknown associations and rules that are connected to 
cybercriminal activities, advanced Big Data analytics techniques, based on 
artificial neural networks and classification methods, are applied to the col-
lected data.

Three common machine learning algorithms are used, i.e. K-means 
clustering, support vector machines and deep learning algorithms, and are 
developed with open-source libraries for numerical computation in order 
to achieve faster results. Moreover, the suitable ML algorithms for data 
mining tasks are used.

Risks which appeared in module presented in Sect. 8.4.4 could not only 
be the inaccurate results of the model, but also model results lose quality 
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over time. The contingency plan gives attention to the selection of more 
complex model, fit the training frequency as well test and modify the model.

8.4.6  Situation Awareness and HMI Modules

All of the aforementioned functionality has to be demonstrated to the 
end-users in order to increase the situation awareness of the decision- 
makers. For this purpose, innovative visualization tools such as virtual and 
augmented reality technologies are used. The baseline comprises open- 
source libraries for visual analytics in addition to powerful, secure and 
flexible end-to-end analytics platforms for data visualization and represen-
tation purposes.

Possible problems that may arise and need to be overcome could be the 
inadequate offered visualization tools for some LEAs, the requirement for 
additional data views in certain use cases and the difficulty in using and 
handling the visualization environment. A proposed contingency plan 
includes the adaptation of the visualization environment, the creation of 
applicable solutions on top of the existing platform as well more detailed 
training courseware.

8.5  concluSIonS

In this study, we made a brief presentation of state-of-the-art research 
projects in the domain of crime fight as well as involved technologies and 
tools. Moreover, we highlighted some of the currently used technologies 
and tools by LEAs and crime analysts as well as their future prospects. 
Considering the needs of LEAs for future-proof tools and expertise adop-
tion so to fight and counteract in all types of crimes as well as the increas-
ing resolve of criminals to adopt new technology, we presented a 
state-of-the-art platform accompanied with a detailed description of the 
required modules. The modules are integrated and deployed into a com-
mon architecture and next will be available to real end-users for detailed 
validation and evaluation. The architecture comprises all the necessary 
modules regarding extreme-scale data stream analytics, data mining pro-
cesses, visual intelligence and machine learning algorithms, semantic and 
reasoning integration, probability prediction and eventually situation 
awareness modules and applications, all of them interconnected through 
open interfaces and a standardized platform. In order to reach TRL-7, an 
iterative approach will take place with the interaction of real end-users in 
conjunction with numerous software updates.
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CHAPTER 9

Visual Recognition of Abnormal Activities 
in Video Streams

Konstantinos Gkountakos, Konstantinos Ioannidis, 
Theodora Tsikrika, Stefanos Vrochidis, 

and Ioannis Kompatsiaris

9.1  IntroductIon

The massive streams of visual information captured by CCTV surveillance 
and body-worn cameras cannot be easily monitored by human operators, 
particularly in the field of law enforcement. To assist law enforcement 
officers in their daily tasks and to improve their operational and investiga-
tion capabilities, several tools have been developed in order to automati-
cally process and analyse such video streams and subsequently alert the 
human operators when events of interest, such as any abnormal activities, 
take place. Abnormalities can be considered as non-normal states, 
unknown states, everything abnormal, deviant, or outliers. This work 
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focuses on such systems that aim to recognise actions of interest performed 
by humans or vehicles and categorise each action to one of existing pre-
defined categories. Leveraging the significant advancements in deep learn-
ing neural networks, state-of-the-art action recognition methods are based 
on convolutional neural networks (CNNs) and recurrent neural networks 
(RNNs) [10, 12]. Moreover, the architectures of such activity recognition 
systems typically consist of two parts: the feature extractor and the classi-
fier. To this end, this work proposes an end-to-end activity recognition 
framework that extracts visual features from video streams and classifies 
them to predefined activities. The proposed framework is evaluated using 
the VIRAT [8] dataset and the activities considered in the TRECVID 
Activities in Extended Video (ActEV) evaluation series [3].

The main contributions of this work are the proposal of a complete 
end-to-end activity recognition framework based on deep learning neural 
networks, the investigation of early and late fusion techniques in the con-
text of this framework, and the extensive evaluation experiments using the 
VIRAT dataset. Moreover, since some of the ActEV activities are fine- 
grained, we group similar activities together so as to consider coarser- 
grained activities that are likely to be of more interest to general 
activity-based recognition systems; we have thus performed evaluation 
experiments using both the finer- and the coarser-grained activities.

The remainder of the chapter is structured as follows. Section 9.2 dis-
cusses related work and relevant datasets, Sect. 9.3 presents the proposed 
framework, Sect. 9.4 describes the experimental setup and presents the 
evaluation results, and Sect. 9.5 concludes this work.

9.2  related Work

State-of-the-art activity recognition methods are based on deep learning 
techniques. Simonyan et al. [9] proposed a 2D convolution-based archi-
tecture that takes into account the visual and stacked optical-flow features 
and generates a two-stream neural network that can learn simultaneously 
the motion and the appearance of the input video. Ji et al. [5] proposed a 
3D convolution-based approach in order to extract spatio-temporal fea-
tures, while Tran et al. [12] also trained a 3D convolutional neural net-
work. Hara et  al. [4] extended previous works that make use of 3D 
convolutional kernels with filter size equal to 3×3×3 by using varied kernel 
sizes and very deep convolutional neural networks. They also concluded 
that the Kinetics [6] dataset, consisting of more than 300,000 videos that 
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depict 400 human-related activities, can be widely employed for training 
and testing activity recognition systems, similarly to the wide use of the 
ImageNet [2] dataset for training object detection systems.

Apart from Kinetics, several other datasets have been built for the 
activity recognition problem. HMDB-51 [7] is one of such dataset that 
consists of more than 6766 videos, with a mean duration of approximately 
3  seconds, categorised into 51 human activities extracted from movies. 
The ActivityNet [1] is another such dataset consisting of around 20, 000 
videos categorised into 200 human activities. Finally, both the videos of 
the VIRAT [8] dataset and their annotations are provided by the National 
Institute of Standards and Technology (NIST – https://www.nist.gov/) 
in the context of the TRECVid Activities in Extended Video (ActEV – 
https://actev.nist.gov/) evaluation series.

9.3  actIvIty recognItIon FrameWork

This work follows the supervised learning paradigm for human-related 
activity recognition that employs a deep neural network architecture, 
namely, the 3D ResNet neural network [4]. This 3D convolutional-based 
architecture achieves faster processing and can thus perform human activ-
ity recognition in (near) real time while using simultaneously (batch) 
frame processing. In particular, the architectures with 18, 50, and 101 
layers as described in [4] have been deployed.

The 3D-ResNet-18 architecture consists of basic blocks, with each 
block consisting of two 3D convolutional layers followed by batch nor-
malisation and ReLU (rectified linear unit) activation layers, as depicted 
on the left part of Fig. 9.1. The other two architectures (3D-ResNet-50 
and 3D-ResNet-101) follow the bottleneck blocks approach (see right 
part of Fig. 9.1), where each bottleneck block consists of three 3D convo-
lution layers followed by batch normalisation and ReLU activation layers, 
with the convolution kernels being 1×1×1 for the first and third convolu-
tion layers and 3×3×3 for the middle one.

Finally, it should be noted that the weights of the Kinetics dataset [6] 
were pre-loaded for all architectures. The Kinetics dataset was selected 
since it covers a large number of human activity classes (400 classes) and 
also contains videos that were not collected from sources in specific 
domains (e.g. movies, soccer games, etc.), but videos from diverse data 
sources uploaded on YouTube.
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9.4  experIments

This section reports on the experimental evaluation of the proposed activ-
ity recognition framework by presenting first the datasets used in our 
experiments (Sect. 9.4.1), then the overall experimental setup (Sect. 
9.4.2), and finally the evaluation results of our experiments (Sect. 9.4.3).

9.4.1  Dataset

In order to evaluate the proposed method, we selected the dataset pro-
vided by NIST under the ActEV evaluation series. This dataset was selected 
since it contains several human activities and vehicle actions that can be 
considered as abnormal in particular contexts. In particular, ActEV con-
siders activities where one or more people generate movements or interact 
with objects (or groups of objects), such as other people (P) and vehicles 
(V). Specifically, ActEV defines and clearly annotates 18 human activities 
and vehicle actions listed in Table 9.1. The ActEV dataset consists of a 
total of 2446 annotated activities in its training and validation sets extracted 

Fig. 9.1 3D-ResNet 
basic and bottleneck 
blocks [4]. “to” 
3D-ResNet basic and 
Bottleneck blocks (as 
illustrated by [4])
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from 118 videos of the VIRAT (release 1.0 and 2.0) dataset (http://virat-
data.org/). The training set consists of 64 videos that contain 1338 rec-
ognised activities, while the validation set consists of 54 videos that contain 
1128 recognised activities. The test set will not be considered as its anno-
tations are not publicly available. The distribution of the activities both for 
the training and validation sets is depicted in Fig. 9.2. As it can be observed, 
ActEV is a challenging dataset, as it is highly unbalanced.

Table 9.1 ActEV activities official declaration

# Activity name Objects 
acts

Description

1 Closing (P, V) or 
(P)

A person closing the door to a vehicle or facility

2 Closing trunk (P, V) A person closing a trunk
3 Entering (P, V) or 

(P)
A person entering (going into or getting into) a 
vehicle or facility

4 Exiting (P, V) or 
(P)

A person exiting a vehicle or facility

5 Loading (P, V) An object moving from person to vehicle
6 Open trunk (P, V) A person opening a trunk
7 Opening (P, V) or 

(P)
A person opening the door to a vehicle or facility

8 Transport heavy 
carry

(P, V) A person or multiple people carrying an oversized or 
heavy object

9 Unloading (P, V) An object moving from vehicle to person
10 Vehicle turning 

left
(V) A vehicle turning left or right is determined from the 

POV of the driver of the vehicle
11 Vehicle turning 

right
(V) A vehicle turning left or right is determined from the 

POV of the driver of the vehicle
12 Vehicle U-turn (V) A vehicle making a U-turn is defined as a turn of 180 

and should give the appearance of a “U”
13 Pull (P) A person exerting a force to cause motion toward
14 Riding (P) A person riding a “bike”
15 Talking (P) A person talking to another person in a face-to-face 

arrangement between n + 1 people
16 Activity carrying (P) A person carrying an object up to half the size of the 

person
17 Specialised talking 

phone
(P) A person talking on a cell phone where the phone is 

being held on the side of the head
18 Specialised 

texting phone
(P) A person texting on a cell phone
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As some of the ActEV activities are rather fine-grained, we have also 
grouped similar activities together so as to consider coarser-grained activi-
ties that are likely to be of interest to more general activity-based recogni-
tion systems (e.g. recognition of vehicle-relevant activities). Table 9.2 lists 
these so-called super-activities, while Fig. 9.3 depicts the distribution of 
these super-activities for the training and validation sets, which is also 
highly unbalanced, similarly to before.

9.4.2  Experimental Setup

The aim of the evaluation experiments was to assess the effectiveness of 
the activity recognition system, and therefore they focused on processing 
and analysing only the parts of the video streams where some form of 
activity had been observed. To this end, first, the frames from all videos 
were extracted; to be more specific, one every four frames was extracted. 
Then, only the frames that depict an activity were considered and were 
stored in a valid format (.png).

The same training strategy was followed for each experiment. 
Specifically, the batch size was set to 32, the number of total epochs was 
set to 200, and stochastic gradient descent [11] was used as an optimiser 

Fig. 9.2 ActEV dataset activities distribution
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with an initial learning rate equal to 0.1. A “reduce on plateau” strategy 
was applied in order to create a learning rate schedule with max patience 
equal to 10 epochs. This strategy allows to reduce the learning rate by a 
factor once learning stagnates; if no improvement is seen for a “patience” 
number of epochs, the learning rate is reduced. Furthermore, five 

Table 9.2 ActEV activities grouped to “super-activities”

# Activity name ActEV dataset activities

1 Vehicle 1. Vehicle turning left
2. Vehicle turning right
3. Vehicle U-turn
4. Riding

2 Talking Talking
3 Person exits Exiting
4 Person enters Entering
5 Person carrying activities 1. Loading

2. Transport heavy carry
3. Unloading
4. Activity carrying

6 Person interacts with phone 1. Specialised talking phone
2. Specialised texting phone

The following activities are not taken into account
1 Closing
2 Closing trunk
3 Open trunk
4 Opening
5 Pull

Fig. 9.3 ActEV dataset super-activities distribution
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different scale factors were used for data augmentation [1.0, 0.84, 0.70, 
0.59, 0.49], while a corner cropping strategy was also applied; this refers 
to the random selection of a cropped box from the four corners and 
the centre.

The training process was monitored for a complete evaluation by utilis-
ing the TensorBoard application downloaded from the TensorFlow1 
repository. Figure 9.4 presents the accuracy per epoch during training and 
denotes the 3D-ResNet architecture consisting of 18, 50, and 101 layers 
with blue, orange, and red, respectively. The correspondingly losses dur-
ing training are depicted in Fig. 9.5.

The validation set of the ActEV dataset was used for evaluating the 
proposed activity recognition framework in order to investigate how the 
depth of a 3D-ResNet network architecture affects its effectiveness. To 
this end, we applied two different experimental settings, one that consid-
ers the 18 activities of the ActEV dataset and one that considers the 6 
super-activities. Regarding the super-activities, we apply both late and 
early fusion. For the late fusion, the accuracy of each super-class comprises 
the summation of the subclasses’ predictions during testing, whereas for 
early fusion, the super-activities are merged during training (i.e. a single 
training set is created for each super-activity by merging the training sets 
of its sub-activities).

1 https://github.com/tensorflow/tensorboard

Fig. 9.4 Accuracy during training of ResNet-18(blue), ResNet-50(orange), and 
ResNet-101(red) with respect to the number of epochs
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Precision@N is used as the basic evaluation criterion which allows us to 
show the accuracy of the framework for different numbers of retrieved 
activities where N ∈ {1, …, 18} in the case of ActEV activities and N ∈ 
{1, …, 6} in the case of super-activities. Precision@1 indicates the percent-
age of videos where the top prediction by our framework corresponds to 
the correct activity shown in the video. Hence, Precision@18 for the 
ActEV activities and Precision@6 for the super-activities should always be 
equal to 1, as the framework is bound to predict correctly if it simply pro-
vides all available activities. In addition, confusion matrices are also 
presented.

9.4.3  Results

This section presents the results for the different ResNet architectures 
both for the 18 activities and also for the 6 super-activities; in the latter 
case, the results listed below correspond to the late fusion, whereas the 
results for the early fusion are presented at the end of this section.

ResNet-50 results. Figure  9.6 presents the Precision@N using the 
ResNet-50 architecture. Precision@1 equals to 28% when all 18 activities 
are considered and 51% in the case of super-activities. As expected, coarser- 
grained activities can be more easily identified. Figures 9.7 and 9.8 present 
the confusion matrices of the prediction activities both for the 18 activities 

Fig. 9.5 Cross-entropy loss during training of ResNet-18(blue), 
ResNet-50(orange), and ResNet-101(red) with respect to the number of epochs
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Fig. 9.7 Confusion matrix using ActEV dataset trained on ResNet-50

Fig. 9.6 Precision@N, ActEV, and super-activities trained using 
ResNet-503
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and the 6 super-activities. A detailed examination indicates that the unbal-
anced characteristics of the ActEV dataset lead the model to a dominated 
learning state adapted to the activity with the highest occurrence (“activity 
carrying”). On the other hand, in the super-activities dataset, the number 
of false negatives and false positives has been reduced and disengaged 
from a dominating activity.

ResNet-18 Results. Figure 9.9 presents the Precision@N using ResNet-18 
architecture. Precision@1 has decreased to 25%, compared to the 28% 
achieved by the ResNet-50 architecture for the 18 activities. Regarding 
the super-activities, Precision@1 has also decreased from 51% to 47%.

Fig. 9.8 Confusion 
matrix using super- 
activities dataset trained 
on ResNet-50

Fig. 9.9 Precision@N, ActEV, and super-activities trained using ResNet-18
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ResNet-101 Results. Finally, the results of the experiments for the 
ResNet-101 neural network architecture are depicted in Fig. 9.10. As the 
results indicate, a higher capacity neural network can learn more accu-
rately the classification problem. Specifically, the ResNet-101 architecture 
outperforms the previous ones when considering the super-activities, but 
the results for the 18 activities dataset are even lower than the ResNet-50 
architecture. A detailed examination indicates that many of these 18 activi-
ties are closer (in terms of visual content) to each other, and thus, a higher 
capacity neural network which tries to differentiate between them aggres-
sively results in lower Precision@1, even though the Precision@5 remains 
similar to the ResNet-50 results.

Early Versus. Late Fusion. In addition to the late fusion experiments pre-
sented above, we also carried out early fusion experiments for the case of 
super-activities.

To compare the effectiveness of the two approaches, we select the 
ResNet-101 architecture as it achieves the best performance in the case of 
super-activities. Figure 9.11 depicts the Precision@N both for early and 
late fusion. Specifically, early fusion increases the system performance for 
all N except for Precision@1. Furthermore, Fig. 9.12 compares the confu-
sion matrices for early and late fusion and indicates that although the 
Precision@1 is lower when applying early fusion, the value of the error of 
misclassified activities is smaller and Precision@N for N > 1 is higher.

Fig. 9.10 Precision@N, ActEV, and super-activities trained using ResNet-101
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Fig. 9.11 Precision@N both for early and late fusion using ResNet-101

Fig. 9.12 Confusion matrices both for early and late fusion using ResNet-101

9.5  conclusIons

This work presented a framework for recognising activities in video 
streams. Specifically, the framework makes use of 3D convolutional filters 
in order to learn the spatio-temporal representation of activities. The 
framework was evaluated using the challenging ActEV dataset and also a 
second dataset that was created using the same data and which merges the 
ActEV activities into super-activities in order to evaluate the proposed 
framework in a more general activity-based recognition domain. The 
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experimental results indicate that our framework can capture coarse level 
representations as it performs satisfactorily in the super-activities dataset. 
Finally, the early fusion approach proved to be advantageous in contrast to 
the late fusion when more than one activity were retrieved.
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CHAPTER 10

Threats and Attack Strategies Used in Past 
Events: A Review

Ioannis Daniilidis and Symeon Andriotis

10.1  IntroductIon

10.1.1  Background

Almost two decades after the 9/11 terrorist attacks in the USA, the land-
scape of terrorist threats and attack strategies has been continuously evolv-
ing through time and space, thus constituting a major global security 
challenge for governments, but also a regional concern for decision- makers 
and the general public.

During the last years, attacks in the European territory conducted by 
al-Qaeda and Daesh-inspired or affiliated groups (i.e. Paris in 2015 and 
Brussels in 2016) increased concerns regarding the threat posed by violent 
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jihadist individuals and groups. At the same time, Europe seems to be fac-
ing a significant threat by far-right groups, with right-wing motivated 
attacks comprising now a priority in most of the security portfolios of the 
EU Member States.

With these in mind, this chapter presents an overview of the key global 
trends and patterns in terrorism, delineating current and emerging terror-
ist threats and relevant attack strategies, with emphasis on explosives.

10.1.2  Purpose and Contents of the Chapter

The overall purpose of this chapter is to shed light upon the dynamic 
nature of terrorism over the past decades, concentrating on the threat 
raised by the use of explosives.

To this end, the chapter will provide an overview of the terrorist threat, 
by adopting a historical and legal perspective, as well as of the past and 
currently implemented terrorist attack strategies.

Hence, the last chapter will draw upon the main findings of the previ-
ous sections and report the deduced conclusions on emerging trends and 
patterns, which could further be the basis of plausible scenarios and pre-
dictions of future incidents.

10.2  revIew of terrorIst threats

Initially, a conceptual definition of terrorism is being approached, in tan-
dem with the delineation of its evolutionary path until the current histori-
cal juncture. Subsequently, a series of contemporary developments in 
modern terrorism are being illustrated, encompassing the so-called 
Foreign Terrorist Fighters (FTFs) threat as well as the terrorist landscape 
in the European territory.

10.2.1  Defining Terrorism

At EU level, the definition of the term terrorist offences is specified in the 
Directive 2017/541 of the European Parliament and of the Council of 15 
March 2017 on combating terrorism that all EU Member States have 
transposed in their respective national legislations.

In particular, based on this Directive, terrorist offences are defined as:

• Intentional acts which, given their nature or context, may seriously 
damage a country or an international organisation when committed
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• Having the aim of seriously intimidating a population, or unduly 
compelling a government or international organisation to perform 
or abstain from performing an act, or seriously destabilising or 
destroying the fundamental political, constitutional, economic or 
social structures of a country or an international organisation

Nonetheless, despite the existence of working definitions, few terms 
and concepts in modern political discourse present such a plethora of con-
ceptual approaches as in the case of terrorism. The lack of a commonly 
accepted definition can be attributed to the fact that terrorism is a highly 
subjective term, with a strong political tone, depending on the subject’s 
experiences and personal views since “the same kind of action […] will be 
described differently by different observers, depending when and where it 
took place and whose side the observer is on” [1].

10.2.2  Origins and Typologies of Terrorism

Terrorism seems to be as old as human history. However, modern terror-
ism is considered to have originated with the French Revolution, when the 
term “terror” was first coined (1795) to refer to a policy systemically used 
to protect the fledgling French republic government against counterrevo-
lutionaries. Thenceforth, modern terrorism has become a very dynamic 
concept, dependent to some degree on the political and historical context 
within which it is employed [2].

David Rapoport’s theoretical scheme of the “terrorist waves” consti-
tutes an endeavour to shed light on the evolution of modern terrorism. 
According to the American academic, since the end of the nineteenth cen-
tury, there have been four “terrorist waves”, which he describes as 
“Anarchist”, “Anti-colonial”, “New Left”, and “Religious” [3]. More 
specifically:

• Anarchism comprises the first of Rapoport’s waves. Between 1880 
and 1905, anarchist terrorists assassinated the Austrian empress, the 
king of Italy, French and American Presidents, as well as dozens of 
citizens, accused as being part of the bourgeoisie. Although the pur-
sued international revolution did not materialise, anarchists exerted 
a significant influence, most notably through the so-called 
propaganda- by-the-deed in which acts of individual heroism sought 
to elicit similar chains of reaction [4].
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• The Anti-colonial wave emerged in 1930 and reached its peak in 
1950. The violent groups, that composed it, were integrated in the 
population and aimed at combating foreign domination, leading to 
the eventual withdrawal of colonial forces. This wave laid the foun-
dations for the conversion of terrorism in the late 1960s from a 
mainly local phenomenon to a global security issue [5].

• The New Left was largely composed of members of the upper middle 
class. Its central aim was the emergence of a new, socially just, and 
anti-authoritarian society situated on socialist principles, but in a dis-
tance from the ongoing version of socialism in the Eastern coalition 
countries [4]. The basic strategy was to incite the sociopolitical over-
throw from the urban areas by waging spectacular attacks against 
governmental targets and “systemic agents”.

• The onset of the Religious wave dates back to 1979, a year marked 
by the Iranian revolution, the USSR invasion of Afghanistan, and the 
capture of the great mosque in Mecca by Sunni Muslims, while, 
according to the Muslim calendar, 1979 was the beginning of a new 
century [4]. Murders and hostages comprised common practices of 
the third wave, but “suicide attacks” were the most impressive and 
innovative tactics, with Islamist terrorists being internationally net-
worked. During this fourth wave, a terrorist organisation appeared, 
with apparently “pioneering” methods of recruiting and operating in 
the history of terrorism – al-Qaeda.

On the other hand, focusing on the basis of their source of motivation 
and ideological background [6] categorises terrorist organisations as (a) 
jihadist, (b) right-wing, (c) left-wing and anarchist terrorism, (d) ethnon-
ationalism and separatism, and (e) single-issue.

10.2.3  Key Developments in Modern Terrorism

The contemporary elements that compose the nature of terrorist activity 
are briefly addressed through the exploration of the notion of “new terror-
ism”, the depiction of the concerns associated with the FTFs threat, along 
with the overall impact of terrorism at European level during the past five 
decades.
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10.2.3.1  The Profile of “New Terrorism”
Notwithstanding the sometimes-broad use of the term, “new terrorism” 
consists an additional point of disagreement among researchers, with its 
origin dating back to the 1990s and 2000s [7]. Being adopted during the 
period of the terrorist attacks of 11 September 2001 and at the heyday of 
al-Qaeda terrorist organisation, new terrorism bears a number of partially 
distinct characteristics (Table 10.1):

• Religiously motivated operational action is a constituent component.
• The attacks from the new terrorist organisations are more lethal, 

given the consolidation of methods of action, such as suicide attacks.
• The theatre of operations is characterised by international scope and 

impact, as a result of a globalised network of terrorist actors.
• New terrorism can be approached through the lenses of conducting 

asymmetric/non-conventional war operations between terrorist 
organisations and nation states.

Following the terrorist attacks of 11 September 2001 and the ensuing 
“War on Terror”, the structural identity of terrorism had acquired a sig-
nificantly decentralised form. The decentralisation of terrorism can be 
interpreted as the result of the influence of factors that contributed to the 
formation and consolidation of terrorist organisations with an extremely 
high degree of “diffusion”.

10.2.3.2  Foreign Terrorist Fighters (FTFs)
According to the UN Security Council and its Resolution 2178, Foreign 
Terrorist Fighters (FTFs) are defined as “… nationals who travel or 

Table 10.1 Fundamental elements of new and old terrorism [7]

New terrorism Old terrorism

Aims Religiously inspired, absence of 
ideological rigour

Predefined set of political, social, and/or 
economic objectives

Methods Mass civilian attacks; excessive 
violence

“Legitimate” targets; rules of engagement

Targets Civilians, infrastructure, officials; 
soft and – less frequently – hard 
targets

Symbolic targets (e.g. embassies, banks) or 
persons representing authoritarianism; 
hard targets

Structure Global network and agenda Hierarchical structure
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attempt to travel to a State other than their States of residence or national-
ity, and other individuals who travel or attempt to travel from their terri-
tories to a State other than their States of residence or nationality, for the 
purpose of the perpetration, planning, or preparation of, or participation 
in, terrorist acts, or the providing or receiving of terrorist training, includ-
ing in connection with armed conflict”.

Since the Syrian conflict began in 2011, thousands of EU nationals 
have travelled or attempted to travel in conflict zones in Iraq and Syria to 
join insurgent terrorist groups, such as ISIS/Daesh. This influx of the so- 
called Foreign Terrorist Fighters (FTFs) to Syria and Iraq seems to had 
reached, in 2018, a number of more than 40,000 individuals originating 
from around 110 countries, of which it has been estimated that around 
30% have already returned to their place of origin [8].

Currently, the issue of the FTFs remains high on the political agenda at 
both Member State and EU level inasmuch as it touches upon a broad 
spectrum of policies, related to the prevention of radicalisation, informa-
tion exchange at EU level, criminal justice responses to returnees, as well 
as disengagement/deradicalisation inside and outside prisons [8].

10.2.3.3  The Terrorist Landscape in Europe
The 9/11 attacks have been a key point in redefining the role of terrorism 
and helping to raise awareness in terms of international security issues. In 
fact, the global terror attacks have led to an intensive effort to exercise 
internal control and vigilance in the fight against terrorism. At the same 
time, new forms of “cross-border coalitions” were established between 
countries, with an emphasis on the use of military and civilian power and 
the overriding aim of ensuring world peace and security [9].

Focusing on the last decades of terrorist activities [10], the attacks of 
11 September 2001 signalled the shift towards religiously inspired terror-
ism and jihadism. Since then, Europe has witnessed by large-scale attacks, 
such as in Madrid on 11 March 2004, when 191 people were killed and 
1755 injured, as well as in London on 7 July 2005, when 50 were killed 
and 700 injured.

From 2014 onwards, Daesh joined al-Qaeda as a new salafi-jihadist ter-
rorist group. Between 2014 and 2016, Europe was the place of several 
major terrorist attacks, like (Fig. 10.1):

• The January 2015 attack against the satirical newspaper Charlie 
Hebdo and other targets in Paris.
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• The November 2015 massacre in the Bataclan theatre and other tar-
gets in Paris.

• The 2016 attacks at the Brussels Airport and Maalbeek metro station 
in Belgium.

• The 2016 Nice vehicle attack, as well as the similar attack on a 
Christmas market in Berlin the same year.

Nevertheless, alongside the salafist-jihadist terrorist threat, Europe 
faces a significant rise of the extreme right-wing ideology and extremist 
action. In particular, extreme right-wing attacks fluctuated from 9 in 2013 
to 21 in 2016 and 30 in 2017, namely, the highest number of right-wing 
attacks in Europe since 1994 [11].

10.3  revIew of terrorIst attack strategIes

The inherently fluid nature of terrorism contributes substantially to the 
upgrade of several terrorist organisations into “lifelong learning entities” 
[12]. In order to ensure the survival of the organisation, this “learning 
process” requires the gradual alteration of key elements and tactics of 
action. The formulation and effectiveness of the latter are crucially under-
pinned by technological innovations, along with the ability to manipulate 
democratic institutions and values.

Fig. 10.1 Terrorism in Europe (1970–2018). (Source: START GTD [10])
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10.3.1  Lone Actors and Organisational Structure

A key element in the structural transformation of modern terrorism is the 
emergence of a variety of operational actors. Among them, the salient role 
of the “lone wolves” can be identified, along with their implemented strat-
egy – the so-called leaderless resistance.

A lone wolf – terrorist – can be considered as a lone actor, namely, an 
autonomous perpetrator, who aims to have an impact on the wider com-
munity, acting without direct support during the planning, preparation, 
and execution phase of the attack, and whose decision to act is based on 
inspiration rather than direct guidance from peers [13].

In other words, a lone wolf comprises an autonomous operational 
actor, often integrated into the community and capable of “self- activation” 
at any time. Usually, there is no direct link to a terrorist organisation 
(training, funding, etc.), while a lone wolf is usually driven by political 
and/or religious motives.

On the other hand, another element concerning individualised terrorist 
activities is the notion of “leaderless resistance”. Leaderless resistance 
could be seen as a “confrontational strategy” that encourages involvement 
in acts of political violence, which are independent of any hierarchical 
structure or support network [14]. In this way, individuals or small cells 
can fight against an established power through independent acts of vio-
lence, without being centrally coordinated and with limited or non- 
existent communication between them.

10.3.2  Rationalism and Decision-Making Model

In many instances, an overall decision-making model for terrorist action is 
centred on the theory of “rational choice”, which seems to partially inter-
pret the behavioural patterns of terrorist organisations, especially when 
lone actors are deployed.

In general, rationalism in terrorist activities could be seen as a process 
whereby the decision-maker performs a cost-benefit analysis, in order to 
select the most beneficial course of action by effectively offsetting the risk 
and the costs inherently involved while achieving its goal and objectives.

As such, although in many cases jihadist terrorists are portrayed by the 
media as maniacs and mentally disturbed killers, they are in fact “disturb-
ingly normal” persons, as they make careful calculations before commit-
ting heinous crimes, as well as evaluation of their effectiveness and 
impact [5].

 I. DANIILIDIS AND S. ANDRIOTIS



175

10.3.3  Modern Technology and Online-Digital Environments

The structural changes observed in modern terrorism would not have 
been so evident without the contribution of a technological revolution, in 
particular through the usage of the so-called “new media”. New media 
and their multiple applications facilitated the transformation of the pyra-
midal organisational structures into horizontal networks, in which numer-
ous members are linked by advanced means of communication [15].

By using state-of-the-art communication tools, terrorist organisations 
succeeded in being developed beyond a narrowly structured network of 
terrorist organisations. On the contrary, the current diversity of terrorist 
actors with a common ideological background tends to be described as a 
“network of networks”, paving the way for a global interconnection of 
heterogeneous entities [16].

Hence, an important parameter for modern terrorist organisations is 
their involvement in the digital world, especially through the use of the 
Internet. Indeed, since the early period of al-Qaeda, its online presence 
was seen as a significant mechanism for the transition to an era of terror-
ism, characterised by the active role of digital extremist communities with 
a high degree of resilience.

10.3.4  Explosives as Weapons of Choice

In the vast majority of recent terrorist attacks in the EU, such as in Paris 
in 2015, Brussels in 2016, as well as Manchester and Parsons Green in 
2017, home-made explosives have been extensively used. The chemicals 
to produce them, known as explosives precursors, can be found in a num-
ber of products, like detergents, fertilisers, lubricants, and water treatment 
chemicals with the EU strengthening rules regulating the purchase of 
these substances [8].

The explosives used in the Paris and Brussels attacks were TATP (triac-
etone triperoxide), a home-made explosive which is for years the explosive 
of choice for terrorists [17]. TATP can be made from commonly available 
ingredients – it is difficult to detect – while instructions on how to pro-
duce it can be found on the Internet.

Moreover, the explosive-related jihadist plots are usually aimed at soft 
targets and mass gathering locations. In contrast, targets chosen by anar-
chist extremist groups are mostly state, financial, military, or law enforce-
ment targets, with the anarchist groups utilising simple improvised 
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incendiary devices (IIDs) filled with flammable liquids or IEDs filled with 
easily accessible explosive materials, such as pyrotechnic mixtures [6].

On the other hand, commercial explosives are more difficult for terror-
ists to acquire, while military explosives are even harder to access, even if 
explosive remnants of war and illicit trafficking in explosives are still pre-
senting a significant threat to the EU [18].

10.4  emergIng threats and attack strategIes 
In terrorIsm

This last part of the chapter provides a synopsis of threats and attack strate-
gies that have already started to manifest themselves in the EU internal 
security environment, eventually concentrating on the (mis)use of explo-
sives and technology.

10.4.1  Trends and Patterns in Modern Security Environment

• Returning FTFs are always highlighted as a potential threat, taking 
into consideration the possibilities of recruiting vulnerable individu-
als and other members of diasporas, thus contributing to the forma-
tion of a radicalised European network.

• A large number of recent terrorist attacks was carried out through 
the use of improvised weapons, like knives and vehicles, namely, wea-
ponised “daily objects” that do not require special prior training or 
extensive logistical support. Possibly, this lack of sophistication and 
the sometimes-spontaneous nature of actions make the majority of 
the incidents involving knives and/or vehicles, as weapons of choice, 
hard to detect let alone to predict.

• The spread of extremist ideologies that further lead to an increased 
polarisation in society remains of deep concern among EU Member 
States, including violent Islamist, right-wing and left-wing ideology, 
as well as how they fuel each other.

• The Daesh military defeat in Syria/Iraq had a significant negative 
impact on the group’s digital capabilities, which, nonetheless, main-
tained its online presence thanks to unofficial supporter networks 
and media outlets [6].
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• Despite the lack of capacity of Daesh to coordinate and conduct 
external attacks, it maintains the intent to perform such operations, 
potentially using “sleeper cells” [19].

• Radicalisation in prison remains a considerable challenge, given the 
potential security risks posed by those convicted of terrorist offences 
and/or those radicalised in prison that are released.

• The so-called “hawala” informal banking system, along with the mis-
use of credit systems, non-profit organisations, and small-scale busi-
ness ventures constitute means of fundraising and financing of 
terrorism.

10.4.2  The Explosives Threat

In Europe, the unlawful use of explosives is highly related not only to 
groups or lone actors linked to jihadist terrorism but also to many organ-
isations and individuals with radical right-wing and left-wing ideologies. 
In particular, a number of current and emerging trends, with regard to the 
use of explosives for terrorist purposes, are as follows [6]:

• A shift is noted from the previously predominant use of TATP to a 
broader range of home-made explosives (HME), such as black pow-
der, chlorate mixtures, and fertiliser-based mixtures.

• An increased use of pyrotechnic mixtures (mainly fireworks) is 
observed, which are obtained legally or, more often, illegally.

• Attempts to use IEDs in combination with chemical or biological 
toxins were identified in 2018, something that was also promoted in 
jihadist propaganda and IED-making manuals.

• Knowledge transfer, in terms of HME and IED production, is 
enhanced through the use of online, and often encrypted, social net-
works and forums, while there is an increasing trend of receiving 
bomb-making knowledge from readily available online open sources 
(i.e. pyro/explosive enthusiast sites and forums).

10.4.3  Misuse of Technological Advances

New modi operandi and criminal activities may be enabled by advanced 
technologies like online trade in illicit goods, virtual currencies, alternative 
banking platforms, and encrypted communication technologies. In par-
ticular, the following technological advances seem to raise important 
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concerns among experts, while their application could critically influence 
almost every area of crime, including terrorist activities and the use of 
explosives [20]:

• Artificial Intelligence can transform the security landscape by becom-
ing a tool for conducting cyberattacks, target selection, production 
and spreading of false information (fake news, deep fakes, etc.), as 
well as handling AI drones and self-driving vehicles.

• Darknet and cryptocurrencies that comprise key facilitators for trade 
in illicit goods, with decentralised darknet markets enabling vendors 
and customers to carry out transactions with high degree of 
anonymity.

The criminal abuses of 3D printing technology can obtain an even 
more complex nature with the development of programmable matter 
(PM) technology and its use in 4D printing.
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CHAPTER 11

Syntheses of ‘Hemtex’ Simulants of Energetic 
Materials and Millimetre Wave 

Characterisation Using the Teraview CW400 
Spectrometer: Fundamental Studies 

for Detection Applications

Hemant J. Desai, Richard Lacey, Daniel O. Acheampong, 
Anthony Clark, Philip Dixon, Matthew Hogbin, 
Robert Hudson, Sam Pollock, Usman Waheed, 

and Hannah Whitmore

11.1  IntroductIon

Explosives or energetic materials are hazardous, expensive and difficult to 
handle safely. Appropriate simulants are desirable in order to overcome these 
barriers for various purposes. These include training, for both staff and canine 
or animal olfaction; acceleration of development of novel detection systems to 
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prevent acts of terrorism; and provision of materials for daily calibration/ 
verification of instruments and to aid achievement of regulatory accreditation.

With the advances in active and passive millimetre wave systems for 
threat detection, there is a need for accurate characterisation of threat 
materials and simulants with respect to these technologies. A modular 
process for developing simulants has been created, and formulations have 
been tested to characterise fundamental properties in the millimetre and 
submillimetre wave regions.

Characterisation within the frequency range of 25–250 GHz has been 
conducted using a Teraview CW400 spectrometer. This frequency range 
covers the majority of active and passive systems, providing data upon 
which material characterisation can be based.

Many millimetre wave characterisation instruments fail to provide such 
a large frequency range. Low cost and fast data acquisition make the 
CW400 an ideal candidate for characterisation work.

Millimetre wave characterisation suffers from the following limitations:

• Low power resolution without cryogenic cooling.
• Complex detection techniques.
• Sample thickness must be large so that uncertainties due to inhomo-

geneity in target materials are minimised.
• Very little reference data available.

The Teraview CW400 spectrometer was first used to determine the real 
and imaginary parts of the relative permittivity of reference liquids, to vali-
date the system. Once validated, a characterisation study of a Semtex sim-
ulant was undertaken.

11.2  theory

Active millimetre wave and submillimetre wave detection technologies are 
sensitive to the complex dielectric constant (or relative permittivity) of 
concealed explosives. Simulants designed to match the dielectric 
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properties (refractive index and absorption coefficient) at the operating 
frequencies of these systems should be adequate as a simulant for tests. 
The structure of the material may also be important when the probing 
wavelength matches the scale of the features in the material (e.g. pelletised 
explosives or cracks and voids in solid explosives). To match a specific 
threat material, this could be either a single simulant or a set of simulants, 
each designed for use in part of the frequency range.

For passive millimetre wave systems, the simulants will need to match 
some additional physical properties. In addition to dielectric properties, 
passive millimetre wave imaging is also sensitive to the thermal properties 
of the explosive, such as the thermal conductivity and specific heat.

The dominant interaction of electromagnetic waves at millimetre wave-
lengths in most materials is Debye relaxation. Due to frictional forces 
between dipoles, realignment with an electric field is not instantaneous. 
This response time is what causes the millimetre wave to be perturbed [1]. 
The specific interaction with the material by the millimetre waves is 
governed by the real and imaginary parts of the permittivity (εr), which is 
a complex function expressed as:

 ε ε εr r r= +′ ″i  

where ε r
′  is the real part of permittivity indicating the polarisation response 

of a material to the electric field [2] and ε r
″  is the imaginary part of per-

mittivity and measures how dissipative a material is to an electric field.
Broadly, the refractive index ( n ≈ ′ ) determines the reflection coef-

ficient from the material surface(s), and the loss tangent tanδ
ε
ε
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determines the degree of attenuation experienced as the wave propagates 
through the material.

The CW400 spectrometer measures the change in optical path length, 
and therefore the phase difference through the material which can be used 
to derive the refractive index and real part of the dielectric constant since 
( n ≈ ′ ) as follows:

 
n

c
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ϕ
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where φ  =  phase difference measured, f  =  millimetre wave frequency, 
L = thickness of dielectric and c = speed of light.
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For relatively low loss materials, the loss can be approximated by the 
Beer-Lambert law and used to derive the following [3]:

 
ε

αλ ε
πr

r″
′

=
 

where α is the exponential loss factor and λ is the wavelength of the inci-
dent wave. The exponential loss factor α is calculated from the measured 
amplitudes of the incident and transmitted waves through the material [4].

11.3  experImental

11.3.1  Materials

Simulant materials were prepared in-house. The ingredients were pur-
chased mostly from Aldrich unless stated otherwise. Basic Yellow 40 
(BY40) was purchased from Keystone UK. Their synthesis procedures are 
reported below. Once the materials were made, they were kept in sealed 
anti-static bags and the contents handled with nitrile gloves.

11.3.2  Synthesis Procedure

The original Hemtex simulants were made to mimic Semtex-1H and 
consisted of:

• Hexamine (as a replacement for RDX) 200 g
• Pentaerythritol (as a replacement for PETN) 200 g
• Polystyrene-co-butadiene 30 g
• Tributyl citrate 30 g
• n-Dioctyl phthalate 30 g
• N-Phenyl-2-naphthyl amine 5 g
• Sudan IV 5 g

The main principle was to remove energetic moieties and to be as close 
as possible in terms of material properties and atomic ratios. Hence, the 
nearest synthesis precursors were considered first as ingredients. 
Adjustments were then made to alter properties or provide fluorescence 
for trace application as deemed appropriate. This created a modular 
method. A table of the ingredients of the 6 Hemtex simulant formulations 
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used here is shown in Table 11.1. The Hemtex009 and Hemtex010 for-
mulations were created to compare any batch-to-batch variation and were 
more pliable than the other formulations. The Hemtex013, Hemtex014, 
Hemtex016 and Hemtex025 were chosen to provide different physical 
properties, especially malleability.

The general procedure to make simulants tested here is as follows.
Hexamine crystals were ground to an approximate grain size of table 

salt or sugar (as a method to determine particle size distribution was not 
available) so that a more uniform mix would form. The polymer 
(polystyrene- co-butadiene) was dissolved at room temperature, using 
dichloromethane (DCM), approximately 300  cm3 (Aldrich, used as 
received) by stirring in a large bunged conical flask. The dissolved polymer 
was mixed with the remaining ingredients, as shown above, using a com-
mercial heating food mixer (Kenwood Chef). The mixture was stirred 
thoroughly for 8 hours, in total, and the solvent was gradually evaporated 
off in a fume cupboard by heating the mixture to 40 °C during and fol-
lowing mixing. A card-ice/acetone cold trap was used to retrieve as much 
of the solvent as possible before suitable disposal. After the composition 
was found to be of a similar texture to Semtex, it was then heated to 
100  °C, to remove any trapped solvent for a further 1 hour. The final 
material was pliable like a real plastic explosive. The pliability could be 
adjusted by using the PEG polymer which made the composition softer 
and easier to manipulate.

The solutions of 0%, 0.1%, 1% and 10% chlorobenzene in cyclohexane 
by volume were prepared for a parallel liquids characterisation study. The 
chemicals were 99.9% pure and were purchased from Aldrich Chemical Co.

11.3.3  Characterisation

The Teraview CW400 spectrometer produces coherent continuous waves 
sweeping from 10  GHz to 1.8  THz. Such a large frequency sweep is 
uncommon and made possible due to the unique method of controlling 
frequency using a temperature differential between two lasers (Fig. 11.1).

Two class 3B DFB lasers with wavelength of ~850 nm are frequency- 
offset using Peltier heaters that incrementally change the central wave-
length. The laser beams at ω1 and ω2 are coupled together to produce a 
beat frequency ωTHz which is split to both the emitting and receiving 
modules [6]
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 ω ω ωTHz = −1 2  

where ω = angular frequency.
The THz beatnote incident on the LT-GaAs substrate causes scintilla-

tion to occur. By use of a bias voltage connected to a bow-tie antenna, an 
electric field between the two plate-ends creates a dipole effect [7]. This 
causes continuous terahertz waves to be emitted.

Detection is made possible by using homodyne detection. The optical 
probe beam and the incoming wave interact with the semiconductor sub-
strate connected to the antenna. The system uses a lock in detection 
scheme based on modulation of the emitter bias voltage which allows for 
the current to be converted into a measurable signal. A fibre stretcher 
delay line is used to vary the relative phase of the emitter pump and receiver 
probe beams, enabling vector measurements of the THz signal.

The current setup of the system includes PMMA lenses that collimate 
the output from the system and then focus it onto the detector after it 
passes through the sample. The simulation below shows the effect the 
lenses have on the wavefronts emitted from the receiver module. 
Wavefronts with minimal curvature ensures minimal change in amplitude 
when passing through the dielectric. Furthermore, lenses ensure a 

Fig. 11.1 Schematic diagram of how the lasers are offset and how the CW wave 
is produced and detected [5]

11 SYNTHESES OF ‘HEMTEX’ SIMULANTS OF ENERGETIC MATERIALS… 
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predictable diffraction pattern (Fraunhofer diffraction) observed in the 
receiver plane with and without a dielectric. In comparison, without lenses 
the variation of power received on the detector creates significantly greater 
variability within results (Fig. 11.2).

11.4  results and dIscussIon

11.4.1  Liquid Characterisation Results

The objective of the experiment was to validate the CW400 with materials 
already characterised as reference materials. Reference data [8] was 
obtained from BCR Project 43 organised by National Physical 
Laboratories (NPL).

A PTFE sample holder was used to contain the liquid during characteri-
sation. This material is strong and robust, resistant to chemicals and low 
loss, so the effect on the measured results should be negligible (Fig. 11.3).

Comparing reference data to measured data for low and medium loss 
materials (Figs. 11.4 and 11.5), we estimate a 1% error in ε r

′  and 20% in 
ε r

″  in the low loss materials and an improved accuracy as the concentration 
of chlorobenzene, and hence the loss, is increased. For high loss materials, 
measurements for ε r

′  and ε r
″  were accurate to 0.5% and 2%, respectively, 

when compared to NPL reference data [8]. We are therefore confident in 
our subsequent results.

Fig. 11.2 Diffraction pattern of the continuous wave at 30 GHz, as it passes 
through the PMMA lenses, and the dielectric material

 H. J. DESAI ET AL.
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11.4.2  Simulant Characterisation Results

This experiment characterised six different formulations of Hemtex. These 
materials were characterised by placing them between two polyethylene 
slabs separated by spacers. The slabs were compressed to keep the sample 
under constant and equal pressure. This ensures faces are perpendicular to 
the optical bench and surface defects are minimised. Using spacers also 
ensures the thickness of the material is known accurately when under 
compression.

Figures 11.6 and 11.7 shows measurements made with the CW400 on 
the different batches of the simulant material detailed above.

Age, malleability and concentration of plasticiser are all variables that 
may affect millimetre wave measurements, and so it is necessary to repeat 
and vary these types of experiments.

The simulants were compared with Semtex as the threat material which 
varies from ~1.6 to 1.75 in refractive index according to the literature [9, 
10] possibly due to batch-to-batch variation. The Hemtex simulants 

Fig. 11.3 Current arrangement of the CW400 system. Liquid is placed inside 
the solid PTFE block, which is hollow inside, and designed to work similarly to a 
cuvette. The emitter is to the left of the image and the receiver to the right. Both 
modules are placed at the focal length of the lenses ~14 cm

11 SYNTHESES OF ‘HEMTEX’ SIMULANTS OF ENERGETIC MATERIALS… 
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Fig. 11.4 Comparison of measured data against NPL reference data [8] for different 
concentrations of chlorobenzene in cyclohexane. Graph compares ε r

′  against fre-
quency for 0%, 0.1%, 1% and 10% chlorobenzene in cyclohexane, respectively. 
Literature data [8] for ε r

′  accurate to ±0.2% [8]. Error bars [1] for measured data 
represent standard error with 95% confidence. Note the data points represent the 
raw data; the connecting lines are for indication purposes

 H. J. DESAI ET AL.



Fig. 11.5 Comparison of measured data against NPL reference data [8] for dif-
ferent concentrations of chlorobenzene in cyclohexane. Graph compares ε r

″  
against frequency for 0%, 0.1%, 1% and 10% chlorobenzene in cyclohexane, respec-
tively. Literature data [8] for ε r

″  accurate to ±1% [8]. Error bars [1] for measured 
data represent standard error with 95% confidence. Note the data points represent 
the raw data; the connecting lines are for indication purposes
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Fig. 11.6 Real permittivity against frequency for six simulant materials. Note the 
data points represent the raw data and the connecting lines are for indication pur-
poses. For clarity, error bars are only shown for Hemtex009. As stated in the 
results discussion, the average error across the measured spectrum for ε r

′  is ~1%

reported in this work have refractive indexes ranging from 1.58 to 1.68, 
across the frequency range of 30–230 GHz, which is within the limits of 
real Semtex implying that Hemtex materials are viable simulants.

On average across the spectrum taken, measured data for ε r
′  and ε r

″  
had a standard error with 95% confidence of ~1% and ~50%, respectively. 
The high error in loss measurements particularly varied at lower frequen-
cies, likely due to scattering from voids. The error in ε r

″  for measurements 
taken between 150 and 230 GHz improves to 35% when excluding batch 
Hemtex014 which introduced significant uncertainty in loss measure-
ments likely due to void sizes and batch variation.

11.5  conclusIons

The main conclusion of this work is that the Hemtex class of modular 
simulants reflect fundamental properties of explosives that millimetre wave 
and submillimetre wave technologies are sensitive to.

We characterised known liquids to test the Teraview CW400 system. 
We showed that at the frequency range of 30–230 GHz, for higher loss 
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Fig. 11.7 Imaginary permittivity against frequency for six simulant materials. 
Note the data points represent the raw data and the connecting lines are for indica-
tion purposes. For clarity, error bars are only shown for Hemtex009. As stated in 
the results discussion, the average error across the measured spectrum for ε r

″  is ~50%

materials, the results are well within the acceptable range for characterisa-
tion, given that threat simulant materials vary between batches produced. 
These reference material measurements give confidence in the accuracy of 
the complex permittivity measurements we have recorded for simulants.

At the lower end of the spectrum ~30 GHz and for low loss materials 
is still a significant error of 20% in ε r

″ . This is due to the system limitation 
in the characterisation of loss for non-absorbing materials, due to the 
transmission setup used and diffraction effects having a prominent effect 
on results.

Simulant characterisation provides good evidence of the variability in 
the refractive index that we would expect between different batches of 
energetic materials. Absorption of Hemtex samples posed more problems 
as grain size and quality of material have a visible effect at the millimetre 
wavelengths. Ideally, particle size distributions of the grains should be 
determined and related to absorption. Nevertheless, these characterisation 
results show that a modular approach potentially enables design of appro-
priate explosives simulants.
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The value of appropriate simulants for millimetre wave and submillime-
tre wave threat detection technologies is significant. Simulants are safer to 
handle than real explosives in trials, especially where Person-Borne 
Improvised Explosives Devices (PBIED) are to be detected. Moreover, 
they are easier to store and cheaper than real explosives, which allows 
development times for new instruments to be reduced. It must, however, 
be noted that any detection instruments should be checked with real 
materials before submission for regulatory accreditation and certainly 
before deployment in real situations. If these checks have been conducted, 
then Hemtex simulants should also be viable for daily or routine verifica-
tion/calibration of approved millimetre wave detection systems.

The work reported has to be applied to millimetre and submillimetre 
wave detection systems seeking to find illicit materials hidden, especially 
on people, at non-contact distances ranging ideally from metres to tens of 
metres. To accelerate research and development of such systems, often 
referred to as ‘stand-off’ detection, in a safer and cost-effective manner 
instead of using real materials with attendant hazard is an aspiration. 
Future work could include further characterisation of chlorobenzene in 
cyclohexane to understand the uncertainties with the CW400. A solid ref-
erence material of low, medium and high loss will also need to be selected 
to test the true capability of this system.
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CHAPTER 12

Law Enforcement Priorities in the Era 
of New Digital Tools

Georgios Kioumourtzis, Patrick Padding,  
Natalie van de Waarsenburg, Zale Johnson, 

Shaun Mallinson, Pepe Jose Lopez, Rashel Talukder, 
Jarmo Puustinen, and Panagiotis Papanikolaou

12.1  IntroductIon

I-LEAD project is funded by the EU Commission Horizon 2020 (H2020), 
2016–2017 Work Programme under the heading of “Secure Societies – 
Protecting the Freedom and Security of Europe and its Citizens” [1]. The 
I-LEAD project commenced in September 2017 with a duration of 
5 years, coordinated by the Dutch National Police (NPN). Consortium 
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members include 12 law enforcement agencies (LEAs) and 7 research 
institutions who represent 13 EU Member States.

I-LEAD builds upon the work of the European Network of Law 
Enforcement Technology Services (ENLETS) [2] that brings EU law 
enforcement together to share best practices, activate co-creation and 
stimulate research for operational purposes.

I-LEAD’s key focus is to contribute to the development of new and 
existing crime fighting capabilities of LEAs across Europe. I-LEAD will 
achieve this objective by firstly, engaging and consulting with operational 
police officers and supporting staff from all Member States. This will be 
undertaken via a series of bespoke practitioner workshops that have been 
exclusively designed to identify and define end-user priorities in 25 subject- 
specific areas of law enforcement. The findings from the workshops will be 
used to identify “fit for purpose” solutions within the marketplace and/or 
direct research and innovation within academia, with small and medium- 
sized enterprises (SMEs) and/or those organisations within the security 
industry environment. The overall results of this work will effectively con-
tribute to the development and enhancement, where relevant and required, 
of the existing policing “crime fighting tool kit”.

I-LEAD will also examine and recommend opportunities for standardi-
sation and joint procurement, concentrating on the technical, human, 
organisational and regulatory elements. This work aims to produce a posi-
tive impact that will improve connectivity and enhance interoperability 
between European LEAs.
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I-LEAD recognises that science and innovation have a leading role to 
play in the future of policing. However, history has taught us that it is the 
policing community that should be giving direction to this work. It is this 
very principle that lies at the heart of the I-LEAD project and embraces 
the “triple-helix” concept, that being promoting a proactive collaboration 
between law enforcement, the scientific community and industry. Having 
this conviction will ensure that maintaining public safety and security for 
all citizens across Europe is optimised.

The need to identify, develop and implement technologies and meth-
odologies within the security arena to support policing across Europe has 
never been as vital to society as it is at this present time. Therefore, I-LEAD 
will be committed to undertake an active role in the future of policing by 
contributing to the momentum of partnerships between policing and 
research and innovation.

12.2  EuropEan Law EnforcEmEnt nEtworks

I-LEAD will establish a sustainable and permanent cooperation frame-
work (preferably with a legal entity endorsement) that will represent 
European LEAs. This will be based on the insights and mechanisms devel-
oped within the I-LEAD project. Its programme of work includes the 
common end-user priorities:

• Monitor research and innovation
• Standardisation and procurement recommendations
• Improved collaboration with industry and research
• Capacity building and knowledge exchange

In 2018, I-LEAD was successful in bringing together 78 experts from 
operational law enforcement from across 21 Member States via their first 
5 subject-specific practitioner workshops. These facilitated events took 
place in the UK, the Netherlands, Spain, Romania and Belgium and pro-
vided a conducive environment for participants to collaborate as a com-
munity, discuss end-user requirements and ultimately identify an agreed 
set of priorities in the following topics:

• Open Source Intelligence (OSINT)
• Mobility for Officers
• People Trafficking

12 LAW ENFORCEMENT PRIORITIES IN THE ERA OF NEW DIGITAL TOOLS 
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• Intelligence Analysis
• Technologies in DNA

The results of these workshops are documented in the following 
sections.

12.3  opEn sourcE IntELLIgEncE (osInt)
Within the policing environment, Open Source Intelligence (OSINT) is 
data that is gathered from publicly available sources and used within an 
intelligence context. In relation to law enforcement and security, this 
intelligence is utilised in the prediction, prevention, investigation and 
prosecution of all types of crime, including acts of terrorism. This form of 
data gathering by law enforcement agencies across the world has been 
exploited for decades, and sources include the Internet, public agencies 
and the private sector, with one of the major contributors being that of 
social media. OSINT is not only a strategic enabler for decision and policy 
makers; increasingly it is being used by criminals to the detriment of law- 
abiding citizens. The rapid development of technology in this area has 
given rise to a more sophisticated and “tech savvy” criminal that is able to 
undertake a wide variety of unlawful criminal activities across borders and 
jurisdictions. This is a major challenge for LEAs and one that is growing 
exponentially. Therefore, it is essential that innovative research is carried 
out within this discipline so that police officers not only maintain the high-
est standards but, additionally, further develop and improve on current 
capabilities that will enable them to carry out their work successfully.

12.3.1  Priorities of the OSINT Community of Practitioners

Through the work undertaken at the I-LEAD OSINT practitioner work-
shop, it was found that amongst the fundamental requirements of the 
OSINT practitioners was a need to have access to tools that can effectively 
monitor, gather and analyse data, differentiate between useful and non- 
useful data and manage large amounts of datasets. Additionally, being able 
to validate data and understand the correlation between separate pieces of 
information is extremely important while ensuring against data overload 
and maintaining control of the gathered intelligence. Presently practitio-
ners are utilising several different tools for different purposes. This tech-
nology is either freely available online, commercially procured or developed 
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in-house. Commercial companies all want to sell their products and there-
fore promote their product as “the best”, yet often, these tools do not 
adequately fulfil end-user requirements. Furthermore, the practitioners 
are called upon to “fine-tune” or update the acquired technology to suit 
their needs. Another issue is for those tools that are readily available online, 
which are then removed from the market, leave the OSINT practitioner 
with no adequate replacement capability.

12.3.2  Opportunities for Development Within OSINT

Practitioners agree that at present the landscape of OSINT technology 
needs to be less fragmented and more harmonised and coordinated and 
the discipline would greatly benefit from technological development in 
the following areas:

• Increased automation of capabilities

The OSINT practitioner is still required to input data and search assign-
ments manually, which is labour and time-intensive, and the results of this 
work are highly dependent on the competency of the OSINT officer, e.g. 
experience, skill, knowledge and ability. As yet there is no artificial intelli-
gence or self-learning computer system that can help with this activity.

• Improved interoperability between systems

Those working within the OSINT discipline need to utilise many types 
of tooling and software and have to work between different systems. As 
there is no link between the systems, open source to open source as well 
as open source to closed source, this is very problematic, especially in the 
case of open source to closed source, as they have to deal with differences 
in legislation and jurisdiction.

• Enhanced management of information

Due to the large amount of data generated, OSINT would benefit from 
a developed management information system with a centralised intelli-
gence repository.

12 LAW ENFORCEMENT PRIORITIES IN THE ERA OF NEW DIGITAL TOOLS 
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• Advanced methods of monitoring intelligence

To have the capability to be able to monitor intelligence in real-time 
would be of great benefit. An example of this would be the ability to iden-
tify early signs of radicalisation or potential new modus operandi which 
has the potential to prevent criminal activity before it occurs.

12.4  mobILIty for offIcErs

Police presence within any community is vital, as it plays a major role in 
creating partnerships with citizens, preventing crime and building trust. It 
has been found that fighting crime and bringing criminals to justice can be 
optimised if everyone takes on the responsibility. Therefore, the mobility 
of police officers provides reassurance to a community due to the visibility 
of the officers. This then provides the means for improved interaction with 
the general public and an effective way to promote a safe and secure soci-
ety. The mobile police officer does in fact fulfil many of the principles of 
law enforcement laid down by Sir John Peel in 1829, especially that which 
is covered by Principle 7 [3]. This directs the police to maintain a relation-
ship with the public and whereby the police and the public are one entity 
in which both are responsible for the welfare and existence of the com-
munity. Furthermore, it is seen that the trust built up between themselves 
and the community will encourage enhanced dialogue and contribute 
toward the concept of intelligence-led policing in fighting organised crime 
and terrorism. The mobility of officers is therefore extremely vital, and any 
technology that can contribute effectively to this would be extremely 
beneficial.

12.4.1  Priorities of the Mobility for Officers Community 
of Practitioners

The I-LEAD practitioner workshop found that LEAs across the EU are 
strategically signed up to the “concept” of officer mobility however; take-
 up of new technologies, methodologies and processes is often not 
embarked upon due to expenditure and the inability to evidence tangible 
cost savings. In reality, change always has a price, and there are little or not 
easily identifiable and calculable monetary advantages in mobilisation. The 
real driver for this is the obligation of law enforcement to meet the 
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expectations of communities by investing in its business and work force in 
order to keep citizens safe.

For those working within the officer mobility arena, there is a require-
ment for the harnessing of innovative research and development that not 
only fulfils end-user requirements but is fit for purpose and future proof. 
Furthermore, any new technology should enhance the interaction between 
the general public and the officer. It is vital that the technology is accepted 
by society as it is this that will enable the real and successful “front line 
policing” of the future.

12.4.2  Opportunities for Development for the Mobile 
Police Officer

Those practitioners across Europe representing the Mobility for Officers 
Community at the I-LEAD workshop stated that there are three main 
areas of work which would contribute to the operational work of the 
mobile police officer. These being:

• The police vehicle

One of the main priorities put forward by the Mobility for Officers 
community was that in relation to police vehicles. As the amount of wear-
able technology for police officers increases, the police vehicles themselves 
become increasingly incompatible with the officer and their operational 
duties. The physiological effects on the police officer wearing the technol-
ogy are becoming more apparent due to the cumbersome nature of the 
various devices and the difficulty of movement when getting into and out 
of the vehicle.

• Drones

Another of the priorities for the mobile officer was the requirement to 
be able to use drones especially when police helicopters were not available. 
Drone capability would be very beneficial in firearms operations, patrol-
ling streets, surveillance, crime scenes and accident recording. Additionally, 
practitioners stated that they could be used in mass operations such as 
football games, festivals and public order situations.
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• Mobile facial recognition systems

The next generation of facial recognition technology should be that 
which can be used by the mobile officer on a handheld device. Mobile 
access to facial recognition technology will allow speedy on the spot iden-
tification of persons and also ensure the safety of the officer and the public 
if a person is quickly identified as dangerous.

12.5  pEopLE traffIckIng

In the last century, cases of human trafficking were considered an isolated 
phenomenon. However, in recent years the numbers of such cases have 
grown exponentially, and in response to this rise, in 2007 the United 
Nations implemented three new protocols named the Palermo Protocols 
[4]. These were introduced to supplement the 2000 Convention against 
transnational organised crime. The investigation of people trafficking by 
LEAs across Europe has traditionally been conducted using similar tech-
nologies to that used in the investigation of transnational organised crime, 
e.g. border control, documents falsification, maritime surveillance, intel-
ligence (routes and organisations), exchange of information amongst 
LEAs, electronic transnational surveillances (video, audio and tracking) or 
even detection of hidden persons technologies at borders. However, in the 
investigation of people trafficking, many other special issues have to be 
considered by police officers such as the societal and psychological impact 
and the approach to, and protection of, victims as a way to obtain intelli-
gence and information.

12.5.1  Priorities of the People Trafficking Community 
of Practitioners

It is recognised that across the EU, the present situation with regard to 
people trafficking and related technology is an area that needs to be inves-
tigated and developed. Some of these key areas include exchange of infor-
mation, intelligence, detection technologies (detection of hidden people 
in transports), document falsification technologies, cross-border surveil-
lances, technologies for identification and technologies helping to avoid 
victimisation. Therefore, any new and emerging technologies must be fit 
for purpose to take into account the requirement for the different 
approaches in tackling these crimes.
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12.5.2  Opportunities for Development Within 
People Trafficking

During the practitioner workshop, those working in this field identified 
three major priorities, these were:

• Language translation tool

One of the priorities for practitioners working to mitigate the criminal 
activity of people trafficking was that of a “real-time” translation tool that 
could help overcome the language barrier between police officers and wit-
nesses, victims and suspects. An improved capability in this area would 
ensure better efficiency of police resources, as seeking out competent 
interpreters took time, but money spent on interpretation services was 
costly. Additionally, practitioners stated that on many occasions, they were 
not convinced that the translators converted the language correctly.

• Management of big data

Practitioners in this field generate large amounts of data, and being able 
to determine and discriminate between useful and non-useful data is dif-
ficult and time-consuming. The capability to be able to extract informa-
tion from a dataset and transform it into a logical and understandable 
form would be of great benefit. The practitioner is aware that the technol-
ogy is out there; however, a tailor-made system would definitely be an 
advantage in fighting the crime of people trafficking.

• Data analytical tool

It was recognised by the practitioners that other sectors such as banking 
and the retail industry utilised data analytics in a much more intelligent 
and constructive way. For example, supermarkets are using data-driven 
science to predict their customers buying/spending habits, which is based 
on studies of present and past data. It is believed that this type of technol-
ogy could be adapted to be used in the fight against those criminals work-
ing within the people trafficking industry.
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12.6  IntELLIgEncE anaLysIs

Intelligence Analysis (I.A.) is a concept which emerged from within the 
military and intelligence services field, which was then utilised by law 
enforcement agencies (LEAs). Early adoption of its use was in the USA in 
1981  in which a group of professionals formed the International 
Association of Law Enforcement Intelligence Analysts, Inc. (IALEIA) and 
also in the UK [5].

In the early 1990s, the concept of intelligence-led policing (ILP) 
emerged, with I.A. products being developed that benefitted managers 
and operative police personnel alike. In less than a decade, areas of exper-
tise arose, such as operational, tactic and strategic assessments. The prod-
ucts (deliverables) of an intelligence analyst received various names: case 
analysis, comparative case analysis, problem and subject profile, etc. 
I.A. also gained momentum due to the expansion of the I.T. sector mov-
ing from instruments like ANACAPA (visual matrix often designed manu-
ally) to dedicated software for processing, analysis and visualisation of 
data. The ability to analyse and visualise intelligence created an “informa-
tion hungry” environment which, for most LEAs, translated into a quest 
for building applications with the ability to store information. It would 
not be too far from the truth to say that in the early 2000s, the motto for 
the intelligence analyst was “one problem one app”. This resulted in LEAs 
having a number of separate systems for storing data, for example, infor-
mation relating to theft of cars, theft of documents, theft of jewellery, etc. 
The benefits of technological development in this area would be multi- 
fold with emphasis on reducing cost, time and effort and improving detec-
tion rates, interoperability and information sharing.

12.6.1  Priorities of the Intelligence Analysis Community 
of Practitioners

Practitioners attending the workshop agreed that a refresh of the discipline 
and improved communications amongst European analysts would have a 
wide-reaching crime fighting benefit and would better contribute to the 
safety and security of all European communities. The lead in this area of 
work defined their future priority by saying that all intelligence analysts 
should be working towards “one single aim, all using the same tools and 
technologies”. Presently, LEAs find themselves in an “island like” situa-
tion with numerous data bases, having little perspective of connecting the 
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dots due to high costs, proprietary data formats, lack of specialised assis-
tance, legal boundaries and poor inter- and intra-communication between 
various stakeholders.

12.6.2  Opportunities for Development Within 
the Intelligence Analysis

The Intelligence Analysis practitioner workshop proved extremely pro-
ductive and those attending fully contributed to putting forward their 
priorities and underlining their priorities as a single community. 
These being:

• Platform for the exchange of information within and amongst 
the community

A platform to facilitate exchange good practices, increased awareness of 
the work of the intelligence analyst, Q&As between analysts, better under-
standing of each countries’ legislation and data sharing protocols, discus-
sion forums and reviews of analytical tools used by LEAs to inform of best 
tools (these tools could then be reviewed by security accreditation). This 
platform should not be used to house sensitive data.

• Mobile platform for real-time data sharing: “actionable information”

The concept of a “real-time” sharing of information capability has 
many benefits to policing. For example, the provision of risk indicators for 
police officers, i.e. to let them know if they are in a dangerous situation 
and real-time maps to inform police officers of people of interest in their 
area – with photos. However, the security and connectivity of this type of 
device must be at the forefront of any development, and to optimise the 
“mobile” capability of the device, it must also be compatible to the mobile 
officer’s needs and requirements.

• European information system

Another priority of the intelligence analyst was that of a European Data 
Lake (data warehouse) for the upload of all reported crimes from all 
European countries and to have the functionality of indexing data for 
matching information within the system. For this system to work across all 
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Member States, there is a need for standardised fields for data input with 
an agreed structure to what data is appropriate and required for each 
country. For example, place of birth is important for crime investigation in 
Poland, whereas this is not so for the UK; and where a National Insurance 
Number is important in the UK, it is the National Identity Card that is 
used in many other countries.

• Specific tools for the intelligence analyst

There were two priorities that emerged from the workshops relating to 
intelligence tools, that being optical character recognition (OCR) solu-
tions to enable the identification of printed characters using photoelectric 
devices and computer software and an application that can capture an 
image with its attributed metadata, such as date, time and place. At pres-
ent this work is carried out manually and is prone to error.

12.7  EmErgIng tEchnoLogIEs In dna
Since the mid-1980s, DNA profiling has been used by law enforcement 
agencies across the world to identify crime scene traces to convict the 
guilty and exonerate the innocent. Yet, despite the success of DNA and its 
use in genetic identification within the forensics arena, several issues 
remain, and new challenges continue to emerge. DNA profiling has 
become a victim of its own success with investigations relying more and 
more on the technology and hence causing a back log of work. Efficiency 
and cost-effectiveness of systems are aspects that are often raised by those 
working within the DNA environment, stating that there is still so much 
more that can be achieved to assist police investigations.

12.7.1  Priorities of the Emerging Technologies Community 
of Practitioners

During the practitioner workshop, all areas of the DNA profiling process 
were considered and discussed including laboratory techniques and proce-
dures, crime scene protocols, contamination issues and the integrity of 
forensic evidence.
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12.7.2  Opportunities for Development Within 
DNA Technologies

The community the practitioners decided that their priorities were

• Rapid DNA: faster results

Across Europe there are expectations within the DNA discipline to 
achieve faster results of DNA profiling, and these expectations are increas-
ing all the time with investigations becoming more reliant on DNA evi-
dence. However, it was emphasised by the workshop practitioners that this 
requirement must be balanced against that of maintaining the integrity of 
the DNA evidence. At present some LEAs within Europe are testing vari-
ous types of “Rapid DNA” systems, where others are not able to fund the 
technology. Additionally, there is concern that as the chemistry becomes 
more sensitive, Rapid DNA technology used within the field is more prone 
to contamination and does not have the same amount of assurance as that 
of laboratory analysis.

• Body fluids: automating the stain search

During the workshop, it emerged that locating body fluids on items 
within the laboratory and at the scene was a very time-consuming task and 
that automation of the process would be of great value. Presently this is 
carried out manually using light sources; however automation of the pro-
cess could be via a type of non-destructive scanner that could pass over the 
item of interest and give an indication when the body fluid was detected. 
At the scene a handheld device could be used for full spectral analysis of 
DNA material and perform a quality check regarding the presence of 
DNA; this could save time sending a sample to the lab when it isn’t 
necessary.

• Phenotyping: ancestry/age prediction

Practitioners agreed that having the means to carry out DNA pheno-
typing analysis would be a great addition to the present “crime fighting 
toolbox” and a marked step change within the security industry. Having 
this capability could potentially steer the direction of an investigation with 
regard to the age and visible characters of a perpetrator. Additionally, this 
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technology could offer the police assistance in those investigations that 
involved unidentified human remains. In some European countries, phe-
notyping is used to provide a statistical value to the eye colour of a person. 
It is not used on a routine basis, but when required physical traits resulting 
from phenotyping are provided and in some cases an e-fit of a person is 
created. Most DNA laboratories across Europe are at the same develop-
mental stage, and therefore this would be an optimum moment for all to 
embark on this work together.

• I.T. systems within the laboratory

Practitioners agreed that all were experiencing a lack of capability from 
their own I.T. systems within the laboratory. It was pointed out that this 
was a limiting factor to their work, as those working within the DNA labo-
ratory were scientists and did not have the required I.T. “know-how” to 
be able to deal with issues when required. It was stated that it should be 
DNA that drives the technology and not vice versa as is the case in most 
laboratories across Europe.

12.8  concLusIons and futurE work

We presented in this chapter a selection of the results of the five LEA’s 
Workshops that brought together 78 experts from operational law enforce-
ment from across 21 EU Member States. The workshop areas are related 
to Open Source Intelligence (OSINT), Mobility for Officers, People 
Trafficking, Intelligence Analysis and Technologies in DNA.

The workshops have proven to be extremely successful and have been 
evidenced by the identification of a list of key priorities. These priorities 
were attained through careful and methodical discussions amongst the 
practitioners and moreover have been found to be new and unique require-
ments that have not previously emerged from the policing community.

The impact of these findings will contribute to the formation of a set of 
“grand challenges” for those who seek to find or undertake research to 
address the issues. Thus, directing those to produce “fit for purpose” solu-
tions and to improve the way LEAs fight crime and keep citizens safe 
and secure.

In our future work, I-LEAD will continue releasing new results in 
accordance with the project workplan. We now look forward to the 2019 
workshops and are confident these will be as successful as those previous. 
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The subjects covered are related to financial investigation, drug traffick-
ing, public order, digital forensics and digital investigations.
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CHAPTER 13

Threats and Attack Strategies Used in Past 
Events: A Review

Konstantinos-Giorgos Thanos, Dimitris M. Kyriazanos, 
and Stelios C. A. Thomopoulos

13.1  IntroductIon

The European Union’s strategy for integrated border management across 
all border modalities (air, land, sea) is based on the four-tier access control 
model “which covers measures in third countries, measures with neigh-
bouring third countries, border control measures at the external borders, 
risk analysis and measures within the Schengen Area and return” [1]. 
TRESSPASS EU research project [2] works on assessing the operational 
benefits and added value from deployment of risk-based border security 
management concept across all tiers of the access control and all border 
modalities. An innovative concept and a paradigm shift from current 
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practice, the risk-based approach aims to assist Border Guard Authorities 
to focus their resources where and when it matters, based on a dynamic 
and intelligent analysis of risk. The expected impact aims at smarter and 
more efficient security controls while reducing waiting times and frustra-
tion for the increasing number of travellers and passengers across Europe.

Figure 13.1 depicts the TRESSPASS risk-based border security man-
agement concept with the TRESSPASS Front End technologies covering 
Tier 3 Border Control Point (BCP) area, Tier 1 and 2 connected through 
use of (i) TRESSPASS International Alert System (IAS) and (ii) legacy 
information systems (e.g. Visa Information System, Schengen Information 
System, Passenger Name Record, Advance Passenger Information), while 
Tier 4 is addressed through advanced correlation and analytics, capable of 
identifying patterns within the Schengen Area that can be connected with 
higher-risk ranking.

IAS provides a protocol and intelligence sharing component for col-
laboration with neighbouring and third countries, being critical links in 
the chain of intelligence. This includes information from all involved 
authorities, such as border guards, police and customs, about persons of 

Fig. 13.1 Overview of TRESSPASS concept for border security risk analysis and 
management
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interest or even high-risk warnings for illegal activities. Front End tech-
nologies include all the deployed TRESSPASS sensors and components on 
the field and in the area of the BCP: surveillance cameras and computer 
vision algorithms, location-sensing beacons for travellers and carry-on lug-
gage, location-based services offered to travellers and assistive mobile 
applications for enhanced awareness offered to border guards. Finally, 
simulation and VR can offer valuable training and “what-if” scenario deci-
sion support, feeding also pattern recognition and deep learning algo-
rithms with data that are scarce to find in normal everyday operations. All 
the aforementioned components provide input to the data fusion and risk 
assessment procedure, which is responsible of providing risk metrics across 
the four tiers of access control and most importantly to the right place, 
time, authority and security officer.

Risk assessment procedure is based on the analysis of risk factors of 
potential risk for malicious incidents jeopardizing critical infrastructures 
related to border crossing such as airports and harbours. These risk factors 
are determined by authorized security authorities and refer to indicators of 
risk of undesired of illegal activity to take place within the infrastructure. 
The risk factors can either be determined by reports of security personnel, 
or by the real-time information stemming from surveillance equipment 
installed on each infrastructure pre-processed by intelligent components 
that leverage raw data to meaningful high-level information or by infra-
structures visitors profile constructed by travel documents, PNR and other 
available official documentation. Between risk factors and values and high- 
level information resulting from surveillance intelligent components or 
profile data, there is a conceptual gap which is covered by the data fusion 
component. Data fusion role is to aggregate the available input from the 
available heterogeneous information sources and approach each risk fac-
tor. Although these information sources are defined with the aim of pro-
viding evidence about the risk factors, the factor approximation cannot be 
performed without uncertainty. This uncertainty occurs due to the predic-
tion errors that may result from the raw data pre-processing of the surveil-
lance systems and the statistical uncertainty that result from the probabilistic 
models used to approach risk factors from the heterogeneous sources 
input. As a result, the data fusion algorithms were designed accordingly in 
order to be robust in cases of uncertainty or erroneous input. In the fol-
lowing sections, there will be presented briefly a state-of-the-art overview, 
various techniques along with corresponding pros and cons and finally the 
determination of the algorithm realized in the DFA component and the 
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several options and decisions that were needed to be taken. The proof of 
concept and the corresponding evaluation is presented in the last section.

13.2  related lIterature

13.2.1  Information Fusion

In this regard, Bayes rule (13.1) is exploited in order to link the posterior 
probability which corresponds to the estimated incident value given the 
available evidence, with prior beliefs about the expectation of the occur-
rence and the respective likelihood of the incident.
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(13.1)

Although this technique provides more accurate results compared to 
other method, it is not appropriate for heterogeneous types of sensors and 
for cases where assignment of probabilities to unknown propositions 
beforehand is inevitable.

Interval-Based Fusion
Interval-based methods mainly address a crucial weakness of Bayesian 
methods having to do with uncertainty management. In this approach 
uncertainty is represented as an interval between upper and lower param-
eter limits (e.g. x ∈[a, b]) where no any probabilistic distribution of x over 
the interval is implied.

Interval-based fusion method has the benefit of providing a good mea-
sure of uncertainty in case of lacking probabilistic information. However, 
these algorithms cannot guarantee convergence. Moreover, these meth-
ods are not appropriate for encoding dependencies between variables.

Fuzzy Logic-Based Fusion
Fuzzy logic is a generalization of rule-based reasoning by extending each 
rule outcome and related fact values from binary (true or false) to real 
number ranging from 0 to 1. Fuzzy logic inference follows the pro-
cess below:
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 1. Fuzzification of input values: Map input variables to member-
ship function.

 2. Apply fuzzy rules and compute the output membership functions.
 3. Defuzzification of output memberships to specific values, which cor-

responds to the outcome estimation.

Fuzzy logic inference demands expert knowledge to be provided and is 
characterized by high complexity in the learning phase of membership 
functions.

Evidence-Based Fusion
Evidence-based fusion is distinguished from the other probabilistic meth-
ods by treating uncertainty not with the strict sense of probability but in a 
more generalized context where Kolmogorov axioms are not verified. In 
these methods mass functions are assigned to elements, sets and subsets of 
elements. Particularly, each incident is represented by a basic probability in 
the interval [0, 1], which expresses the amount of relevant evidence which 
is available for supporting this incident. Moreover two uncertainty mea-
sures are defined, the belief function Bel() and the plausibility function 
Pls(), both ranging from zero to one, which correspond to an upper and 
lower bound, respectively, of the incident uncertainty.

Evidence-based fusion methods generalize Bayesian inference and addi-
tionally have the capability of managing heterogeneous types of informa-
tion sources, and it is efficient in cases of assignment probabilities to 
unknown propositions beforehand. However, evidence-based fusion 
methods are less accurate than Bayesian methods, and they are character-
ized by higher time complexity.

Summary
The above-mentioned methods are summarized below:

Fusion algorithmic 
approach

Pros Cons

Bayesian fusion More accurate compared to other 
fusion methods

Not appropriate for 
heterogeneous types of 
sensors
A priori assignment of 
probabilities to unknown 
propositions
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Fusion algorithmic 
approach

Pros Cons

Evidence-based 
(Dempster-Shafer)

Generalizes Bayesian fusion
Capability for heterogeneous sources 
fusion
Assignment of a priori probabilities to 
unknown propositions is not needed
It is closer to human perception and 
reasoning process

Less accurate than Bayesian 
approach
Higher time complexity

Fuzzy logic-based 
fusion

Ability of enhancing data quality Expert knowledge is needed
High complexity of 
membership learning

Interval-based 
fusion

Intervals provide a good measure of 
uncertainty in case of lacking 
probabilistic information

Difficult to get results that 
converge to specific value
Difficult to encode 
dependencies between 
variables

13.3  ProPosed solutIon

The proposed solution regards the intelligent automated real-time surveil-
lance of a critical infrastructure and the corresponding risk detection. In 
this regard, several sensing components are distributed within the infra-
structure which in real time record measurements related to crowd behav-
iour. These measurements correspond to raw numerical data related to 
crowd behavioural aspects. To this end, an efficient methodology is needed 
capable of tolerating the possibility of faulty or missing values, but on the 
other hand keeping the performance to a satisfying level. Moreover, due 
to the nature of the sensors input, it is mandatory to the implemented 
algorithms to be robust with heterogeneous types of sources and have to 
be flexible with expert knowledge provided in the system. From the opera-
tional point of view, the proposed approach consolidates and reconciles 
usage requirements from all involved security practitioners and parties. 
This includes requirements, modus operandi and legacy systems within a 
very fragmented operational ecosystem: border guards, custom authori-
ties, infrastructure and transport operators and neighbouring and third 
country authorities. Based on these requirements, there is no perfect 
match by any of the proposed in literature algorithms; thus it is needed an 
adaptation of some of the proposed approaches which would regularize 
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the weaknesses of one algorithm with the capabilities of another. In this 
context, a hybrid algorithm is proposed that relies on Dempster-Shafer 
algorithm and inherits the uncertainty capabilities of the evidence-based 
algorithms and the robustness in heterogeneous data sources. The system 
embeds a fuzzy logic rule-based classifier which has the role of regulariz-
ing the algorithm’s result with any (if any) expert knowledge provided to 
the system. In this context, the proposed algorithm initially pre-process 
raw data coming from the sensors in order to distinguish exploitable data 
from non-exploitable ones and then apply machine learning methods 
(dimensionality reduction, supervised/unsupervised classification) for 
extracting high-level meaningful knowledge regarding potential incident 
factors that impact the risk of undesired behaviours. This information is 
considered as evidence for potential risk of unforeseen crowd behaviour. 
To this end this evidence is examined by a fusion system which evaluates 
the respective information and concludes to potential risk factors related 
to undesired behaviours and their intense level. Apparently, due the 
uncontrolled process of measurements acquisition, uncertainty cannot be 
neglected. As a result, at the information stage, it is proposed a Dempster- 
Shafer- based fusion algorithm [4, 5], which can tolerate not only uncer-
tainty but lack of a priori knowledge of uncertainty level as well. 
Dempster-Shafer algorithm however corresponds to a high computational 
complexity. To this end, evidence sources are cluster based on their rele-
vance to each risk factor. This way each risk factor is estimated taking into 
account only the most relevant and omits incorporating the ones with 
least contribution. The fusion process is presented in Fig. 13.2.

The first stage comprises the translation of the high-level information, 
(a) as results from the pre-processing of the raw measurements by each 
sensing device and (b) every available profiling knowledge base to linguis-
tic variables each one corresponding to a quantified representation of the 
concept that the respective high-level information is referring to. These 
variables are the bases for defining the mass functions of each evidence. To 
this end these mass functions are defined by expert knowledge given a 
priori in two ways: (a) either as a direct assignment of an uncertainty value 
based on the estimated contribution of the respective source to risk evi-
dence (b) or as a rule of combination of various information sources 
resulting in a specific evidence. Unlike the first case where mass function 
values are defined directly, in the second case each rule provided by expert 
knowledge is implemented as a fuzzy rule, and the concluded evidence 
mass value is calculated based on fuzzy logic inference. The method is 
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based on literature proposed approaches [6, 7] where fuzzy logic infer-
ence is used for determine the mass function of evidence that is deter-
mined by a specific expert rule that combines high-level information 
resulting from pre-processing of sensing components data streams. The 
next stage corresponds to the solution of potential conflicts of evidence 
where Dempster-Shafer combination rule is applied where mi, mj are 
observations of sensor Si and Sj, respectively. This rule can be generalized 
iteratively where the result of each iteration is fed to the following one as 
sensor measurement:

Fig. 13.2 Algorithmic process flow
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Finally, based on the mass functions values of the available evidence by 
determining the upper and lower level, the risk factors uncertainty values 
are estimated by determining the lower and upper values corresponding to 
the calculated plausibility (13.3) and Belief (13.4) functions respectively.

 
Pls A m B

B A
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� ��  
(13.3)

 
Bel A m B

B A
� � � � � �

�  
(13.4)

where A = risk factor and B = evidence related to risk factors.
Finally, the result corresponds to a set of risk factors along with their 

uncertainty interval.

13.4  conclusIon

Real-time risk estimation exploits various types of heterogeneous sources 
in order to calculate the risk level of a potential malicious behaviour of 
persons at border crossing points. Risk estimation is based on the realiza-
tion of a risk assessment model incorporating high-level factors that may 
be considered as evidence to potential future malicious actions. These 
high-level factors are approached via an information fusion model which 
processes input from heterogeneous sources and calculates each high-level 
factor along with the respective confidence level. The information fusion 
algorithm relies on the Dempster-Shafer theory where heterogeneous 
sources values are considered as evidence for the pre-defined risk factors. 
Additionally, fuzzy logic is incorporated wherever expert knowledge is 
applicable, in order to assess evidence mass functions with higher cer-
tainty. Finally, the algorithm concludes to risk indicators values that feed 
the risk estimation model, with the aim of assessing potential risks for 
malicious or suspicious behaviour. The future work will be directed in two 
ways: (a) evaluation of the proposed method in an experimental realistic 
use case scenario, where the system will be tested against several behaviour 
types, normal and abnormal where some will correspond to malicious 
intensions and some not. Moreover, (b) there will be research of the capa-
bilities of imposing legal/ethics framework as domain knowledge in the 
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system with the aim of constraining the system’s response within pre-
defined ethics/legal limits.
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CHAPTER 14

Early Warning for Increased Situational 
Awareness: A Pre-Operational Validation 

Process on Developing Innovative 
Technologies for Land Borders

Dimitrios Myttas, Pantelis Michalis, and Maria Kampa

14.1  IntroductIon

EWISA project was the result of a call for proposals restricted to a consor-
tium of National Border Authorities from Greece, Finland, Spain, and 
Romania. The 58-month project’s objective was to provide an operational 
and technical framework that would increase situational awareness and 
improve the reaction capability of authorities surveying the external land 
borders of the EU. EWISA provided an innovative system for warning 
about possible threats for all border control relevant systems, equipment, 
tools, and processes for the surveillance in selected areas.
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EWISA promoted further cooperation among public authorities in 
charge of surveillance of selected parts of the external EU land borders, so 
as to improve the quality and competence of their services (as related to 
security), through the Pre-Operational Validation (POV) concept for 
novel solutions.

In the context of EWISA, for the first time, four EU MoI (Ministry of 
Interior) Authorities jointly determined defined:

• A vision to improve overall situational awareness
• A common concept  – the same core technologies for all areas of 

implementation
• The validation strategy

Pre-Operational Validation process provides a tangible assessment of 
the performance levels offered by innovative technologies in a realistic 
user-defined operational scenario, where a trade-off between efficiency, 
effectiveness, and cost can be aligned with actual needs.

14.2  EWISA corE SyStEm

EWISA concept is based on the development of a flexible, modular sur-
veillance capability which maximizes the use of existing sensor types, 
including both static and mobile/deployable sensor platforms, following 
the concept of a unified integrated solution for the external EU borders 
based on data fusion from heterogeneous sensors, including Video 
Analytics Technologies generating intelligent analysis reports (Fig. 14.1).

The common core of the project was the development and the valida-
tion of the video analytics and data fusion components which were repre-
sented as Centralized in National Coordination Center (NCC) level and 
Decentralized in Command Center/Regional Command Center (LCC/
RCC) level. Other sensors or sources at the national or regional level were 
also integrated within the core system in order to support the proof of 
concept of EWISA.

The objective was to increase intelligence in surveillance both in a qual-
itative and quantitative manner. The project provided an innovative sys-
tem for warning on possible threats, enhancement of effectiveness and 
efficiency of all land border control relevant systems, equipment, tools, 
and processes for the surveillance in the selected areas.

The core of the EWISA system is introduced in Fig. 14.2 with the two 
fundamental components which are:

 D. MYTTAS ET AL.



227

Fig. 14.1 Land border typical solution

Fig. 14.2 EWISA core system flow
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• Video Analytics Component (VAC) fed by video sources
• Data Fusion Component followed by Intelligence Analysis Reporting 

fed by the VAC information and the input of other Surveillance 
Supporting sensors/systems such as radars and ESM (electronic sup-
port measures) installed on stationary or mobile platforms

In order to achieve a practical implementation of the EWISA core sys-
tem, other supporting equipment had been deployed along with video 
analysis components, either to facilitate the provision of coherent inputs to 
the VA system or just to guarantee adequate performance of the overall 
surveillance deployment. The supporting surveillance equipment included 
in the EWISA project consisted of the following:

• Land Vehicle with EO/IR/SWIR/RF/SL/LP
• Low Emission Radars
• ESMs
• Fiber Optics system
• Boat with EO/IR/SWIR/RF/SL
• Aerostat with EO/IR/SWIR/RF/SL

EWISA did not deal with stand-alone technology providing new capa-
bilities. It rather validated (in terms of capacity to meet the requirements 
set by the public authorities) the integration of novel solutions, proposed 
by technology developers, into the current/legacy surveillance infrastruc-
ture. The realization of the aforementioned setup was through an innova-
tion procurement procedure which concluded with two successful 
tenderers developing their own technical solution approach.

14.3  EWISA VAlIdAtIon mEthodology

The consolidation of a concrete validation strategy that could be utilized 
also for other similar testing activities was one of the core activities of the 
EWISA project. The outputs of the validation process of the offered solu-
tion had to ensure that the partners and other stakeholders in land border 
surveillance framework to:
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• Check that the implementation process followed by the contractor 
had been correct

• Measure the level of compliance of EWISA solutions with the part-
ners’ operational objectives

• Compare two different alternatives based on different aspects of 
interest such as performance, deployability, operational value, etc.

In this sense, the validation process was based on being able to provide 
answers to the following questions:

• How does the EWISA solutions perform? (answered by testing the 
technical performance of the solutions)

• Does the EWISA solutions fit to End User’s expectations? (answered 
by measuring the user acceptance of the EWISA solutions over a 
group of users with responsibility in land border surveillance)

Thus, the EWISA concept of validation, as it is depicted in the follow-
ing Fig. 14.3, proposes an assessment of the solutions from two comple-
mentary perspectives: technical and operational. A third interesting 
perspective that needs to be taken into account is the cost analysis which 
is not going to be analyzed in the context of this chapter.

Fig. 14.3 Validation strategy phases
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14.3.1  Technical Verification

The technical verification consisted in checking if the contractor has “built 
the solution right.” This was realized through the following means:

• Monitoring the progress in the development of the technical solu-
tions towards providing the R&D service

• Measuring the level of compliance of the EWISA solution with the 
system requirements and performance levels

This technical verification was ensured throughout the project in the 
form of continuous monitoring activities and visits on the contractors’ 
premises. In addition, the level of compliance was measured in EWISA 
project in three different stages:

• LAT (Laboratory Acceptance Tests): This verification is the natural 
first stage at every development. Each company carried out their 
own tests prior to step towards the next phase of the deployment.

• FAT (Factory Acceptance Tests): New tests, both modular and as a 
whole system, were carried on in the companies’ facilities by them-
selves, but under the supervision of the EWISA Consortium this 
time. Their objective is to check if every requirement is properly 
fulfilled and the maturity level of the system is high enough to go 
ahead with the on-site deployment and the integration with the leg-
acy systems of the End Users.

• SAT (On-Site Acceptance Tests): This verification was performed 
during the deployment of the EWISA solutions. The EWISA 
Consortium checked that the solutions delivered meet the technical 
specification by supervising the verification procedures that were car-
ried out by the industry developing the solutions in every scenario, 
as a part of the scope of the contract.

For the last two tests, EWISA followed the below-mentioned stepwise 
methodology:

Step 1. Identification of Requirements
The longlist of the requirements was categorized using the MOSCOW 
method based on their relevance and importance on each test. It was com-
monly decided that the “Would” will not be checked in the FAT neither 
the SAT.
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Step 2. Identification of Test Scenarios
The test scenarios were initially built during the start of the project; how-
ever, a refinement was performed before each testing procedure in order 
to ensure their alignment with the testing objectives. The reference sce-
narios were used to experiment variations along the contract execution 
derived from factors such as changes in modus operandi of different tar-
gets, the availability of assets or modifications in the area of interest.

Step 3. Identify Team
For both tests the team was comprised by one technical representative of 
each partner, with the support of experts.

Step 4. Preparation for Test
This step has been mainly undertaken by each contractor before the start 
of each testing activity.

Step 5. Run Test and Track Results
The scenarios were executed, and the technical representatives were 
requested to assign a successful or not verdict to each requirement.

Step 6. Checking Whether the Requirements of the Customer Are Accomplished 
by Analyzing the Verdicts
Following the test execution, each member of the FAT team assigned a 
grade of severity (Step 5) to all defects identified on the requirements and 
the scenarios included into the checklists during the test execution. Based 
on their classification in Step 1, the requirements with defects were placed 
on a classification table.

14.3.2  Operational Validation

The operational validation is about answering the question “Did we pro-
vide the right service?” In other words, it consists in evaluating whether 
the service to be delivered meets the End Users expectations. With this 
aim, an operational evaluation process was set up in EWISA to be executed 
during the operation stage.

End Users as main beneficiaries of the technologies were responsible 
for validating the solutions built and tested by the industry. This opera-
tional validation was deemed necessary because a correct technical imple-
mentation compliant to requirements does not necessarily imply a high 
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End User satisfaction. In some cases, the operational needs are not trans-
lated accurately into the technical specification, and thus the solution built 
does not provide to the End User the operational added value expected. 
The same solution may have a different operational value for each End 
User and scenario, so it is needed that the End Users have a tool that 
allows them to measure the operational value that the solutions add to the 
execution of their operational tasks in their real scenario.

The validation procedures established for EWISA project fulfilled the 
following conditions:

• Flexible enough to be adapted to the needs of EWISA project. Some 
factors as changes in operational environment derive in changes in 
the validation needs and though processes should be easily adapted 
to changes in context. These types of changes could imply to upgrade 
the type and content of the information to be gathered or the way to 
gather it.

• End Users must understand what they measure within each indicator 
in order to obtain added value objective results. In this sense it was 
important to ensure that the MoEs and the metrics used to evaluate 
were interpreted equally by the whole community of End Users and 
no ambiguity existed when providing the measures. Thus, training 
sessions have been imparted in order to unify End User’s criteria and 
solve doubts.

• Measurements must be effective. The results obtained after analyz-
ing the information gathered should help decision-makers to under-
stand project issues and to evaluate services aspects such as 
performance, costs, or maturity. Obtaining useful measurements 
requires the fulfillment of the two previous statements.

The operational validation comprised the following activities:

• Planning validation: comprised all the activities for launching the 
validation process.

• Information gathering: End Users gathered information during the 
operation of the EWISA Solutions and evaluated the indicators 
according to the information gathered.

• Processing the evaluation provided by End Users and generated 
conclusions.

 D. MYTTAS ET AL.



233

14.3.2.1  Definition of Validation Concepts
The operational validation process was, therefore, devoted to determining 
at what measure the EWISA solutions complied with End User’s objec-
tives, ensuring that they fulfilled the requirements established in the terms 
of reference from an operational standpoint. This validation strategy was, 
therefore, sustained on a validation taxonomy built upon aggregated mea-
sures which addressed the effectiveness of the developed solution. This 
taxonomy was composed of five main concepts that expound on the fol-
lowing sections:

• Operational Obstacles: the main difficulties detected in the different 
scenarios that complicate the detection and prevention of illegal 
activities at the border.

• Key Performance Area (KPA): areas defined as most important in 
determining whether a system has been improved by a new opera-
tional measure.

• Key Performance Indicator (KPI): critical subset of performance 
parameters representing the most critical capabilities and 
characteristics.

• Measures of Effectiveness (MoEs): These KPIs will be composed of 
measures of effectiveness (MoE) intended to provide a measure of 
the expected systems performance in the operational environment 
according to what the End User expects.

• Metrics: These MoEs, likewise, can be further broken down into 
metrics when necessary, in order to increase the granularity of the 
measurement done on the system.

As a preliminary step, prior to the definition of the metrics to evaluate 
the operative value of the solutions, it was necessary to define the 
Operational Obstacles faced by the different End Users in their daily work 
within the framework of border surveillance. The goal is that, once the 
validation process is finished, it will be possible to determine to what 
extent the technical solutions of EWISA have contributed to overcome 
the operational obstacles defined by the End Users. The validation strat-
egy shall allow End Users to measure at what level their expectations have 
been fulfilled. With this aim, the End Users have translated their expecta-
tions into a set of operational objectives which are the indicators to be 
evaluated using the operational validation process. For the purpose of the 
project, the operational objectives have been defined using the 
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requirements, capabilities, and the principles of the Concept of Land 
Border Surveillance established.

The operational objectives have been classified into six key performance 
areas (KPAs) which are the areas of capability to be reinforced through the 
solution under validation in order to increase the operational effectiveness 
of land border surveillance. The KPAs match with the six areas of capabil-
ity for classifying the system requirements. A number of operational goals 
were structured into a set of key performance areas. Each area comprised 
a set of capabilities that led to an improvement of the operational value of 
the solution.

KPA 1: Command, Control, and Coordination
This area comprised a set of capabilities for improving command, control, 
and coordination during the operations at different operational levels (tac-
tical, strategic). The main capabilities were related to support planning 
and decision-making through an enhanced situational awareness and an 
efficient use of the resources. This Capability Area directly related to the 
project objective “Achieve a high level of control” had a multiplying effect 
as it maximized the effect of the rest of the capabilities.

KPA 2: Acquisition
This area comprised capabilities for improving the detection, monitoring, 
and identification of targets of interest in land borders through the acqui-
sition of more reliable and precise information. The acquisition of infor-
mation from external sources such as new sensors/platforms, open 
sources, or external DDBB were also considered. This Capability Area was 
directly related to the project objective “Detect irregular movement,” 
“In-depth observation/identification.”

KPA 3: Exploitation and Analysis
This area comprised a set of capabilities for fuse, correlate, process, and 
exploit the information acquired from different sources (sensors, plat-
forms, external systems) to generate intelligence from the raw data 
acquired.

KPA 4: Communications
This area comprised capabilities for the well-dimensioned, robust, and 
secure transmission of data between the different assets/centers involved 
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in land border surveillance in order to allow the availability of the neces-
sary information at the precise moment and location.

KPA 5: Mobility and Projection
This area comprised capabilities for disposing of the necessary means in 
order to allow strategic deployment and high mobility of assets and per-
sonnel as required by the operations. The objective is to allow the inter-
vention in the area of interest at the required moment.

KPA 6: Sustainability
This area comprised capabilities for guaranteeing the sustainability of the 
resources in the area of operation during the mission.

Figure 14.4 shows the classification of EWISA operational objectives 
into areas of capability (or KPAs). The EWISA solutions provided new 
and/or enhanced functionalities to improve the operational value of the 
solution perceived by the End User in one or more KPAs, contributing to 
the consecution of one or more operational objectives. Moreover, KPIs 
were used to measure the level of improvement provided by the solution 
on each key performance area (KPA). These measures described how well 
a solution achieved its objectives. They were the critical subset of opera-
tional performance parameters representing the most critical capabilities 
and characteristics in each particular area, and, of course, they excluded 
the evaluation of the performances of the legacy systems.

14.4  EWISA opErAtIonAl VAlIdAtIon ExEcutIon

Following the definition of the abovementioned methodology and met-
rics, both solutions were deployed in four diverse geographical areas of 
EU external land borders (Figs. 14.5 and 14.6) as agreed by the consor-
tium of EWISA.

In this regard, the validation of the solutions from an operational per-
spective was performed for an 8-month period in a real environment in 
surveillance operation. The EWISA concept was tested in a real opera-
tional environment, based on well-defined scenarios, representing the EU 
external borders environment and concept of operation, as follows 
(Fig. 14.7):
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• Greece: Surveillance of north area of Evros River in open and semi- 
open area, on the borders with Turkey.

• Finland: Surveillance of border line and border opening combined 
with surveillance of border zone boundary in a forest area, uneven, 
or rough land with Russia.

• Spain: Surveillance of the border line in Melilla area with Morocco.

Fig. 14.4 Classification table

Fig. 14.5 EWISA operational objectives by KPA
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Fig. 14.6 Phase 3 solution testing

Fig. 14.7 EWISA 
test sites
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• Romania: Surveillance of the border line with Serbia at terrestrial 
border and along the Danube River.

This validation provided a qualitative measure of the level of compli-
ance of the EWISA solution with respect to the End Users’ objectives. 
Moreover, the operation of the solutions in real environment allowed the 
End Users to measure the abovementioned set of operational indicators 
(or measures of effectiveness) defined by the EWISA Partners (End Users).

So, the solution developed by the contractor was integrated in addi-
tional legacy systems into real operation conditions. During this stage, the 
contractors ran the solution that integrated the EWISA concept, as devel-
oped and tested in previous stages for 4 months at each test site. Each 
scenario had its own schedule and ran for a certain amount of time during 
that frame.

After the first half of the operation time, the End Users reviewed the 
operation status and the intermediate results in order to determine if there 
were any deviations from the expected deployment by conducting a tech-
nical verification, the SAT, as described previously. When the solutions 
successfully passed all tests meaning that they were identified to run as 
expected, the solutions continued their operation without interruption to 
each site.

14.5  EWISA opErAtIonAl VAlIdAtIon rESultS

In continuation to the above, an online survey was organized for the End 
Users. The validators have received a link to participate in the validation 
survey, and they decided which module to evaluate, according to their 
operation scope in EWISA project. Each evaluator filled a set of MoEs 
depending on their role and location from which they have been operating.

They had to evaluate the applicable metrics for each MoE, scoring the 
performance brought by the solution using a 1–5 scale:

• 1: the solution provides very poor performance (it is not imple-
mented or it is not operative due to serious malfunctions).

• 2: the solution provides a slight performance.
• 3: the solution provides acceptable performance.
• 4: the solution provides considerable performance.
• 5: the solution provides great performance.
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Besides, for each metric, the validators were also able to say how it has 
been the EWISA experience compared with “outside EWISA” systems 
(e.g., existing legacy systems), if any. This was very important also for the 
evaluation because this way the Consortium could assess not only if the 
systems performs well, but also if it has provided added value to the End 
Users. In this case, the evaluator had to check a higher, equivalent, or 
lower performance of EWISA with respect to outside EWISA systems. 
The N/A option was also available.

Based on the input provided by the evaluators, a summary of the results 
per solution has been created, as presented below (Figs. 14.8 and 14.9):

Both solution’s overall results have been positive. The validation pro-
cess has been globally performed as it was planned in each prescribed 
phase. An interesting comparison between the delivered solution and the 
current used system has been performed, demonstrating its added value 
with the respect to the state of the art. Results have been assessed and 
discussed, showing an adequate satisfaction of user needs in both solutions.

14.6  concluSIonS

Considering that the core element of the EWISA project is the POV of 
technological solutions in an operational real scenario, End Users were 
heavily involved in all procedures. Despite the inherent complexity of the 
EWISA project, the operations of both solutions were implemented and 
experimented in real environmental scenarios. In general, the developed 
technologies delivered outstanding added value in the scope of the border 
surveillance.

More specifically, the LE radar was considered as an important asset to 
the technical surveillance capacity. For the radar sensor, target detection, 
tracking, and separation performance was sound for all tests, with highly 
accurate, near real-time results. Radar coverage was continuous with high 
quality and reliability. However, it is true that in some cases, the detection 
of people by radar is difficult due to the proximity (less than 50 m) of 
roads and houses with a massive influx of people on the surveillance area.

Demonstration offered also a good opportunity to test the video analy-
sis features. In this case, the detection of movements of groups through 
video analysis resulted more effectively in the short range. Additionally, it 
was considered that the new sensor could work also as an important deter-
ring element helping the End Users to perform their daily activities.
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Regarding the ESM, it was considered of high value for the surveillance 
activities. The FO sensor was also considered interesting new technology 
which could enhance the performance of the technical border surveil-
lance. The sensor was able to detect single targets, distinguish between 
simultaneous targets, as well as split groups to individual targets, perform-
ing within the required range and accuracy specifications.

Fig. 14.8 Solution 1: General statistics

Fig. 14.9 Solution 2: General statistics
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From the operational point of view, the integration of terrestrial radar 
systems and different sensors provided new capabilities for border early 
warning.

The implementation of this project introduced some innovative fea-
tures such as (i) the diverse environments where all demonstrations took 
place, covering many different environmental setups, (ii) long-lasting 
demonstrations of 8  months, and (iii) frequent presence of End Users 
throughout the 8-month period for validating the solutions and infusing 
insights and feedback valuable for delivering accurate results.
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CHAPTER 15

Border Surveillance Using Computer Vision- 
Enabled Robotic Swarms for Semantically 

Enriched Situational Awareness

Georgios Orfanidis, Savvas Apostolidis, Georgios Prountzos, 
Marina Riga, Athanasios Kapoutsis, 

Konstantinos Ioannidis, Elias Kosmatopoulos, 
Stefanos Vrochidis, and Ioannis Kompatsiaris

15.1  IntroductIon

Political instabilities, war conflicts, economic crises and the maximization 
of personal profit comprise few of the main causalities that result in 
increased illegal events at border territories. Cross-border crime is referred 
to any serious crime with a cross-border dimension committed at or along 
the external borders [1]. Towards maximizing the overall profit, such 
activities involve in many cases the utilization of recent technological 
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advances such as innovative sensory systems and specialized equipment. 
Such technological tools facilitate the activities of criminals which eventu-
ally might lead even to human casualties as, for example, drug trafficking 
using unmanned aerial vehicles.

The effective control and identification of transnational crime activities 
are essential for ensuring peace and stability and for promoting pertinent 
political and socio-economic activities. At tactical level, European Border 
Surveillance System (EUROSUR) is a common example for such initia-
tives. EUROSUR [2] establishes a common framework for the exchange 
of information and cooperation between EU member states and Frontex 
to improve situation awareness and reaction capabilities at the external EU 
borders confronting cross-border crime and protecting lives of migrants. 
At operational level, considering also the diversity and the increased num-
ber of operational aspects, border authorities and relevant practitioners 
face important challenges in patrolling and protecting areas under their 
jurisdiction. The heterogeneity of the threats, the wideness of the sur-
veyed areas, the complexity of the operational environments and the 
adverse weather conditions are some characteristic subjects under consid-
eration from border practitioners. Thus, it is considered imperative in 
many cases for the operational personnel to be equipped with advanced 
surveillance systems in order to effectively complete their objectives.

Such systems mostly involve video and thermal cameras; dedicated sen-
sors for motion, pressure, etc.; RFID tags; radars; and satellite images. 
Despite their sufficient effectiveness, each system displays either environ-
mental restrictions or limited capacities due to spatial heterogeneity. In 
addition, the majority of these sensory systems are static resulting in 
restricted monitored areas strictly depending on their technical specifica-
tions. As a result, border authorities currently exploit novel technologies 
posing existing infrastructure as legacy systems. Unmanned vehicles (UxV) 
provide such cutting-edge technologies that can be utilized as either inde-
pendent or complement of existing border surveillance equipment. In this 
book chapter, we introduce and analyse relevant robotic technologies 
combined with swarm intelligence for a completely autonomous border 
surveillance system. In addition, pioneer visual detection approaches are 
presented for increased efficiency, while semantic data representation 
models upgrade the overall capacities for optimum situation awareness.

The rest of the chapter is organized as follows. Section 15.2 introduces 
swarm intelligence as an autonomous navigation scheme, while Sect. 15.3 
presents enhanced visual detection models. The following section describes 

 G. ORFANIDIS ET AL.



245

semantic enrichment models towards increased situation awareness, while 
Sect. 15.5 concludes the chapter by highlighting the benefits of such 
technologies.

15.2  Swarm IntellIgence 
for autonomouS navIgatIon

The utilization of different UxVs acquires much popularity in missions 
that demand immediate situation awareness or are considered as hazard-
ous for the integrity of human lives. Due to these technologies, data 
acquisition from the operational areas of interest is obtained currently 
safer, faster and more affordable as higher objectives can be accomplished 
without the need of specialized sensors. However, despite the convenience 
that a UxV can offer, such systems prerequisite a specialized operator in 
order to command and manipulate the assets. The complexity of the pro-
cess is increased in missions where multiple UxVs are commanded to com-
plete one major objective. In such cases, not only the total operator 
number is increased accordingly, but also the personnel must be in con-
tinuous communication to achieve the overall mission.

An autonomous, yet safe and secure, navigation system for operating 
UxVs has been proven to be essential in numerous application fields. 
Introducing autonomy for navigation objectives decreases the operator’s 
interference in the overall operations since his involvement from a low- 
level operator is converted into a manipulator of higher-level objectives for 
the defined missions, without the requirement of a priori knowledge of 
utilizing multiple and heterogeneous UxVs. After the identification of 
high-level objectives, the navigation system will commence to design 
robot trajectories in order to successfully complete the overall goal of the 
defined mission. During the execution of the defined mission, the opera-
tor acts only as a supervisor nonetheless, for safety reasons; the system is 
responsive to any interference at any moment. Thus, the process is more 
effective since the operator can utilize multiple UxVs, without any special 
expertise and training, while simultaneously, the efficiency of the mission 
is increased, and the operational time is reduced.

The presented autonomous navigation system, developed specifically 
for border security operations, supports three different types of missions. 
More specifically:
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• Strictly user-defined paths to be executed separately from UxVs
• Complete coverage of a polygon region of interest (ROI) over a 

map, utilizing multiple UxVs
• Continuous surveillance of an unknown, dynamically changed ROI 

utilizing multiple UxVs

For the first and most simple mission type, the operator/practitioner 
identifies a set of waypoints for a UxV over a map corresponding to the 
area of interest. The module provides high-level controls for the UxVs 
without the need of special training courses or awareness of technical 
limitations.

Moreover, operating multiple UxVs simultaneously is simplified, while 
the requirement of using multiple operators is no longer valid. This mis-
sion type is considered appropriate for objectives when specific locations 
must be monitored continuously.

The second type of mission provides the feature of commanding a 
swarm of UxVs to completely scan a user-defined ROI. Thus, the module 
is appropriate in covering wide, arbitrary-defined territories benefiting 
from the number of UxVs in order to significantly limit the overall execu-
tion time of the mission and constrain human interference. In addition, it 
is suitable for different types of UxVs, requiring just minor adjustments on 
the mission’s parameters according to the UxVs’ specifications. The over-
all mission is reduced to a multi-robot Coverage Path Planning (CPP) [3] 
problem. Receiving as input a polygon for ROI, the number of UxVs and 
a scanning density (distance between two sequential trajectories), the 
polygon is represented on an optimized grid for the specific problem, 
obtaining values that correspond to free space or an obstacle. The entire 
region is divided into exclusive subregions for every UxV with DARP 
algorithm [4]. For every subregion, an independent Spanning Tree 
Coverage (STC) [5] problem is solved. A Minimum Spanning Tree (MST) 
[6] is constructed, and a circumnavigating path is outlined. These paths 
incorporate energy aware features, posing them as resource efficient 
(Fig. 15.1).

Finally, the third mission type provides the capability to the operator to 
select a region over the map and continuously calculates the optimal mon-
itoring position for every UxV, in order to provide complete situation 
awareness of the region. The morphology of the region may be completely 
unknown and dynamically changed, while the number of UxVs may simi-
larly modified even during the mission. The autonomous navigator will 

 G. ORFANIDIS ET AL.



247

reallocate the available resources to provide the best possible result and 
fulfil the overall objective.

A relevant module as reported above was implemented according to a 
distributed, plug-n-play algorithm for multi-robot applications with a pri-
ori non-computable objective functions [7]. This algorithm extracts a sub- 
cost function individually for each UxV and achieves the overall objective 
of the swarm by optimizing them combined. Towards this objective, a 
distributed methodology according to the cognitive-based adaptive opti-
mization (CAO) algorithm [8] is implemented that approximates the evo-
lution of each robot’s cost function and adequately optimize its decision 
variables. The entire training procedure is performed online focusing only 
on problem-specific characteristics that affect the completion of mission 
objectives. The fast convergence of the algorithm can ensure fast adapta-
tion of the swarm to the mission, not only during the first stage but also 
during modifications of the ROI or the swarm itself (Fig.  15.2). As a 
result, border personnel acting as operators can leverage such systems 
without requiring specialized training courses, while operational effort is 
retained at low levels as the feature of autonomy is inherently integrated.

Fig. 15.1 Multi-robot 
coverage paths in 
polygon ROI
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Fig. 15.2 Swarm adaptation to unknown ROI for surveillance during subse-
quent time steps (a–d)
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15.3  vISual detectIon capabIlItIeS

Similarly, due to the heterogeneity of the identified threats, systems uti-
lized by border practitioners should be equipped with enhanced capabili-
ties in identifying specific objects of interest. Considering also that a 
deployed surveillance system relies on robotic technologies, navigation 
systems are strictly related to object detection capacities for completeness 
in the context of autonomous functionalities. In principle, an object detec-
tion model corresponds to a schema for simultaneous recognition and 
localization over the projection plane of objects of interest within a visual 
representation.

Therefore, the real objective of object detection is to scan the acquired 
images for identifying any appearance of objects of interest and localizing 
the detected instances in the processed images. The localization result cor-
responds to a bounding box surrounding each object of interest, which 
can be provided in various formats, for example, in upper left and lower 
right coordinates, centre coordinates, width and height of the bounding 
box, etc. There are two main categories for visual object detectors: two- 
step and single-step approaches. The former perform an additional initial 
step for deciding the “objectiveness” of the area included in a bounding 
box to determine the best candidates for objects included in the image. 
The latter category performs both area selection and label assignment 
(classification) in the same step. The predominant method belonging to 
the first category is Faster RCNN [9] and typical examples of the second 
category are Single-Shot Detector (SSD) [10] and You Only Look Once 
Detector (YOLO) [11] with the latter having several improved versions. 
The object detector output involves a list of bounding boxes along with 
their corresponding class labels and their confidence scores. The latter 
roughly represents the estimation of how confident is the model for the 
assigned to this bounding box label. Object detection as a capacity is con-
sidered overall precise nonetheless, depending on the level of some limita-
tions, inefficient. Thus, a typical approach is to combine this functionality 
with a tracking module in order to monitor the identified objects. A 
tracker comprises a module which is provided with an initial bounding box 
for each detected object and attempts to estimate its motion from a 
sequence of images or video streams. In most cases, the application of an 
object tracker is computationally more effective rather than feeding con-
tinuously an object detector with sequential frames in systems that require 
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visually identification of specific objects. A typical, yet efficient and fast, 
tracker relies on the Kernelized Correlation Filters (KCF) [12].

Towards identifying the most efficient object detection model for bor-
der surveillance applications, multiple relevant models were deployed and 
properly evaluated considering both accuracy and execution time. After 
extensive experiments and evaluations, Faster RCNN [9] resulted in the 
most sufficient outcomes for the objects of interests as typically, the objects 
to be identified display small sizes (due to the height and angle of percep-
tion) and the model is reported as the most efficient for this objective.

Towards decreasing the overall execution time of the visual identifica-
tion system, a KCF tracker [12] is applied between two subsequent frames. 
At every key-frame, an object id is assigned to each distinct object in order 
to uniquely identify its presence. During the tracking frames, which are 
typically larger in number than the key-frames, the object ID remains 
unchanged. At the next key-frames, an Intersection-Over-Union compari-
son against a fixed threshold of the two bounding boxes is applied. The 
two bounding boxes, deriving from the object detector and the tracker 
respectively, are utilized to estimate if the same object is depicted within 
the bounding boxes’ boundaries. The entire scheme is depicted in 
Fig. 15.3.

For the evaluation process in order to identify the adequacy of the 
module, the PascalVoc evaluation metric was exploited [13]. The resulted 
object detection accuracy values are provided in Table  15.1 where 11 
classes of objects of interest were used. The presented work emphasized 
mostly on identifying maritime vehicles leading to identifying four rele-
vant classes: ships, speedboats, inflatable and regular boats. The latter class 
corresponds to vehicles that could not be categorized in the other classes; 
nonetheless, the object corresponds to a boat instance. This fact reveals 
the high importance of maritime border surveillance since the measures 

Fig. 15.3 Pipeline for an object tracker in surveillance application
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that should be considered for each maritime vehicle are diverse; thus, it is 
imperative to be able to classify such type of vehicles. On the contrary, the 
performance for some classes suffers since the distinction between these 
classes is occasionally vague. A typical example of such case would be a 
light speedboat compared with an inflatable boat with a powerful engine. 
Figure 15.4 depicts some characteristic examples of visual results acquired 
with the application of the Faster-RCNN model.

The integration of cognition functionalities comprises a real multilevel 
asset of the system as object of interests can be identified accurately via 
processing visual data. Following a hierarchical data flow, the outcomes 
can be enriched with additional information, while the feature of auton-
omy can be significantly extended for various operational scenarios.

Therefore, a detailed, yet comprehensive, operational overview can be 
presented to the operator decreasing the required commanding effort and 
focusing more on operational goals.

Fig. 15.4 Visual results of Faster-RCNN
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15.4  SemantIc enrIchment for IncreaSed 
SItuatIon awareneSS

Such surveillance systems display an increased complexity at operational 
level from the practitioners’ perspective as usually, they are not familiar-
ized with such technologies. Noncomprehensive sensor readings and 
detection outcomes might result in an obsolete system, and eventually, 
practitioners exploit traditional methods of monitoring the areas of their 
jurisdiction. In order to facilitate the operational activities of border prac-
titioners and increase their situation awareness, relevant systems integrate 
technologies at a higher level of implementation to obtain the desired 
objectives. Such technologies involve the utilization of semantics which 
refer to the linguistic study of meaning in language coherent to the opera-
tor. Therefore, semantic enrichment provides a knowledge framework 
built upon the acquired data and the detection outcomes so that the oper-
ator could be comprehensively be informed.

More specific, ontologies are a means for specifying a vocabulary for 
conceptualizing and representing a shared domain of discourse [14] in a 
formal, structured and semantically enriched way. Knowledge in ontolo-
gies is modelled via the knowledge graphs by defining common compo-
nents, like classes (objects, concepts and other entities existing in a domain 
of interest), properties (attributes, relationships that hold between them), 
axioms (expressed in a logical form) and rules (if-then statements for logi-
cal inferences). With the use of semantic reasoners such as FACT++ [15], 
Pellet [16] and HermiT [17], logical consequences and new assertions 
(facts) that are not explicitly expressed in an ontology can be derived.

Ontologies play a key role in facilitating the understanding, sharing and 
reuse of knowledge between different components within complex sys-
tems such as swarm robotics. They have been widely used for situation 
awareness [18] and decision- making [19] and in IoT infrastructures [20], 
natural language processing [21] and many more. They demonstrate mul-
tiple benefits and capabilities in improved searching, data integration, 
interoperability, multilinguality and dynamic content generation in an 
extensive range of areas such as security, healthcare [22], telecommunica-
tions, archive portals and law [23].

In the current work, we focus on the semantic representation and 
enrichment of sensor-based data sourced from different surveillance com-
ponents (additional sensors, etc.), for extracting potential threats and 
alerts in the surveillance area, enhancing the representation of the derived 
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detections and improving the situation awareness of the end-users. 
Eventually, the displayed information to the operator is formatted accord-
ing to common representation models that are widely utilized in their 
operational activities at a daily basis.

Therefore, the corresponding service of the increased situation aware-
ness is strictly dependent with the application and the described opera-
tional scenarios. More specifically, an ontology was developed for the 
representation and semantic integration of heterogeneous data generated 
and exchanged across the cooperative surveillance systems. The proposed 
semantic model is compliant and extends the EUCISE2020 data model 
[24], a CISE (Common Information Sharing Environment)-based col-
laborative initiative for promoting automated information sharing between 
maritime monitoring authorities. In a nutshell, the CISE data model iden-
tifies seven core data entities (Agent, Object, Location, Document, Event, 
Risk and Period) and eleven auxiliary (Vessel, Cargo, Operational Asset, 
Person, Organization, Μovement, Incident, Anomaly, Action, Unique 
Identifier and Μetadata). An illustration of our ontology-based serializa-
tion of the EUCISE2020 model is presented in Fig. 15.5.

The proposed extension of the EUCISE2020 model is related to the 
following types: (i) further specialization of objects and vehicles and (ii) 
addition of classes and properties representing the detection of incidents, 
objects and persons. For demonstration purposes, we consider one rather 
common scenario in maritime surveillance that involves the detection of 
an oil spill over sea surface. Whenever an oil spill is detected, an instance 
of PollutionIncident class (Fig. 15.6) is created, which involves an inci-
dent of OilSpill and is associated with respective PollutionType and 

Fig. 15.5 Core classes of our ontology-based serialization of the EUCISE2020 
model, along with their main interrelationships
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NatureType instances. Also, an instance of Detection is created (Fig. 15.7), 
which is associated with all relevant information populated in the 
AttachedDocument, Geometry and the OperationalAsset classes that 
made the detection via the appropriate data and object properties includ-
ing hasAnalysisDataset, hasStartLocation and hasSource.

On the basis of the implemented ontology, semantic reasoning tech-
niques (SPARQL rules and constraints) might be additionally adopted to 
aggregate data from various sources and to achieve both low-level fusion 
from external resources (such as geospatial services) and high-level fusion 
by combining information from geographically dispersed and heteroge-
neous sensors. This approach facilitates the automatic detection and infer-
ence of complex events of interest like threats, abnormal activities and 
illegal border trespassing. In general, SPARQL is a highly expressive RDF 
query language that allows querying the linked data, by matching one 
more or patterns against the relationships of the knowledge base while 

Fig. 15.6 An instance of oil spill associated with a pollution event of specific pol-
lution and nature type

Fig. 15.7 An instance of Detection type associated with an operational asset, a 
document of reporting and the location of interest
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supporting features like aggregation, negation, filtering, constraints and 
property paths.

Overall, such technologies target eventually to present the system’s 
outcomes within a common representation framework. The displayed 
alerts and information follow a widely utilized template which was derived 
from the operational needs of the corresponding experienced personnel. 
Thus, the system interacts with the operator using one common basis for 
which the results are comprehensive and intentionally simplified in order 
for the operators to increase their situation awareness and focus on opera-
tional tasks.

15.5  concluSIonS

Recent technology advancements are considered to be sufficiently mature 
for integration in many systems and applications. Even in very complex 
operational scenarios like border surveillance, cutting-edge technologies 
can perform adequately well. The relevant practitioners can benefit of such 
systems towards improving their operational capabilities. As the challenges 
that they have to confront display significant diversities, the utilized sur-
veillance systems must integrate specialized capacities.

Towards this objective, swarm robotics can broaden the solutions that 
are provided to the border practitioners. Such systems enhanced with 
additional features can be used effectively to monitor distant territories. In 
this chapter, three different pillars of services in different levels of implan-
tation were presented towards describing a fully autonomous and opera-
tional surveillance systems. More specific, an optimizer for autonomous 
navigation of a swarm was presented. The service provides high-level com-
mands to the practitioner to mitigate the complexity of operating such 
systems while retaining, nonetheless, their effectiveness in monitoring 
tasks. In addition, visual recognition of object of interests can increase the 
detection capabilities of the overall system leading to a truly autonomous 
surveillance framework. Finally, the integration of semantics improve the 
practitioners’ perception for the identifying events increasing the level of 
the current situation awareness. These three types of technology have 
been proven particularly efficient in monitoring tasks since they have been 
extensively deployed in relevant systems as independent features.

Therefore, their integration along with their combination comprises a 
significant added value for an autonomous surveillance system since each 
additional feature increases its main operational objective.
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CHAPTER 16

FOLDOUT: A Through Foliage Surveillance 
System for Border Security

Christos Bolakis, Vasiliki Mantzana, Pantelis Michalis, 
Aggelos Vassileiou, Roman Pflugfelder, 

Martin Litzenberger, Michael Hubner, Gaetano Pastore, 
Domenico Oricchio, Marie Desplas, Marie Ansart, 

Maria Rosaria Santovito, Giulia Pica, Luis Patino, 
James Ferryman, and Andreas Kriechbaum-Zabini

16.1  IntroductIon

In the border control context, as defined by the Schengen Border Code, 
border surveillance is defined as “the surveillance of borders between border 
crossing points and the surveillance of border crossing points outside the 
fixed opening hours, in order to prevent persons from circumventing border 
checks” [1]. Border surveillance shall be to prevent unauthorised border 
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crossings, to counter cross-border criminality and to take measures against 
persons who have crossed the border illegally. A person who has crossed a 
border illegally and who has no right to stay on the territory of the member 
state concerned shall be apprehended and made subject to expulsion.

To achieve an effective and efficient border management, there should 
be used technologies and personnel that (a) supervise border sections 
between border crossing points, (b) supervise border crossing points (bor-
der gates) outside opening hours and (c) control movement in order to 
prevent persons from circumventing border checks.

In achieving this and with regard to the surveillance environment, bor-
der guards work with shifts on a 24/7 basis that take place at central 
offices as well as different places along the border. In general, border con-
trol units are well equipped with state-of-the-art surveillance equipment. 
Border guards use systems that produce alarms (a special graphical frame 
and/or a sound alarm) each time, either a target has been detected with-
out filtering and needed to be clarified through and high-definition (HD)/
thermal camera (fixed or mobile) or through the motion of an object/
human/animal. When a C2 operator performs the programming of the 
sensor, it is often being done either manually or partially assisted. However, 
this requires a twofold skill from the operator: knowledge of sensors 
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needed to perform the mission and knowledge of programming for all 
sensors involved in the mission. These activities greatly increase the opera-
tor’s workload without an effective gain. In addition, manual program-
ming makes it harder to distinguish between bad configurations and false 
negatives (especially an issue for RADAR-like systems).

Border authorities are disadvantaged in preventing illegal border activi-
ties in areas where objects to be detected, like people and vehicles, are 
concealed by foliage. Such environments are extremely challenging due to 
people and vehicles being hidden behind opaque layers as well as under 
the cover of darkness and/or under reduced visibility. For example, if a 
patrol finds people moving into forests or other harsh and unstructured 
environments, they are not able to follow them. No border fence or sur-
veillance system can protect the border by itself. Rapid Intervention 
Troops and/or Border Police Teams are required to be deployed at the 
scene and being thoroughly informed as soon as possible. This would be a 
key to an effective border security.

The technologies currently available to border guards do not match 
many of their needs. Large areas require monitoring, and with modern 
technology (such as smart phones for communicating new routes and 
exchanging information about the activities of border control units) aid-
ing the smugglers and traffickers, it is necessary to improve the detection 
capabilities of the border guards. To effectively monitor border areas, it is 
necessary not only to have the ability to scan a specific area but also to 
predict where the next illegal crossing will take place.

In particular, solutions are needed that do not only detect persons and 
vehicles crossing land borders illegally but also being able to do under 
harsh and unstructured environments, such as a canopy of foliage. 
Solutions are needed to be able to provide border guards with improved 
situational awareness of border regions including robust detection of peo-
ple and vehicles, groups, recognition of abnormal behaviours and predict-
ing routes of individuals and small groups. Technologies customized for 
foliage penetration should be integrated into a quick decision system that 
consists of autonomous ground-based sensors, with high mobility even on 
challenging and harsh terrain (able to perform 24 hours), as well as aerial 
and/or space-based systems for pre-warning of ground-based sensors and 
quick interventions.

In this paper, an overview of an EU-funded programme related to bor-
der security called FOLDOUT is presented [2]. The main goal of 
FOLDOUT is to develop, test and demonstrate a system and solution to 
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detect and locate people and vehicles operating in illegal cross-border 
activities under the coverage of trees and other foliage over large areas. 
The planned improvements through FOLDOUT to the current situation 
of border surveillance will be evaluated on a threefold basis through the 
development of required mechanisms for effective detection of (a) irregu-
lar border crossings (illegal migrants + vehicles) in forest terrain, (b) per-
sons and vehicles in a search and rescue situation in forest terrain and (c) 
illegal transport and entry of goods (i.e. human trafficking and goldmines) 
in temperate broadleaf forest and mixed terrain. Overall, in order to 
achieve FOLDOUT’s main goal, a multi-sensorial platform will be 
designed and developed. This platform shall incorporate end-users’ 
requirements by integrating, ground, air, space and in situ sensor systems.

16.2  FoLdout user requIrements

Based on interviews with FOLDOUT’s end-users’ (practitioners from 
border authorities from Greece, Bulgaria, Poland, French Guiana, Finland 
and Lithuania), system requirements were identified and defined. 
Interviewees mentioned that formation of the surveillance ground area 
varied significantly including landfill and smooth, plains and hills/moun-
tains, rocky ground, big altitude differences, bogs, moraine and uneven 
woodland. They also stated that they were more interested in detecting 
people as well as detecting, recognizing and tracking vehicles. The mini-
mum detection distance before crossing the border, necessary to be able 
to react and intercept, was reported to be a few kilometres from the bor-
der line for a vehicle and several meters for people. Regarding response 
time from detection to tracking, sensor fusion and situation awareness, 
due to the complexity of the analysis algorithms that are employed, the 
respondents indicated that the maximum delay should be up to a few sec-
onds. For satellite systems, the delay was defined to almost a day between 
the event/alarm and data availability. Regarding the importance for the 
FOLDOUT solution to be integrated with existing systems at borders, it 
was determined to be a key requirement. In a related context, interviewees 
indicated that they mostly operate Synthetic Aperture Radar (SAR), 
RADAR and LIDAR sensors.

In the following Table 16.1, an overview of end-user requirements is 
presented.
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16.3  FoLdout ArchItecture desIgn

To design FOLDOUT system, we used service-oriented architecture 
(SOA), which is more flexible and suitable for large and complex systems. 
In this term, we did not have to describe each single component of the 
SoS at structural level but just to define a set of services (e.g. command 
and control (C2) service, data fusion service, sensors service), the inter-
faces among them and how they collaborate to provide the final service to 
end-users. In this way, the different system components had been described 
like services. As a matter of example, each sensor was not seen with respect 
to its structure, but as an object providing some functions/services to 
other objects (i.e. C2 service, fusion service, etc.) through well-defined 
interfaces.

Overall, in order to achieve FOLDOUT’s main goal, a multi-sensor 
platform was designed and will be developed. This platform shall incorpo-
rate end-users’ requirements by integrating, ground, air, space and in situ 
sensorial techniques. More specifically, FOLDOUT’s architecture design 
focus is on detecting and tracking activities in foliated areas, in the inner 
and outermost regions of the EU. FOLDOUT will build a system that 
combines various sensors and technologies and intelligently fuses these 
into an effective and robust intelligent detection platform, as illustrated in 
Fig. 16.1. To support detection and tracking activities of border guards in 
foliated areas, the FOLDOUT system consists of the following main 
subsystems:

Table 16.1 FOLDOUT end-user requirements

User requirement Description

Surveillance area: ground Landfill and smooth; plains and hills/mountains; rocky 
ground; big altitude differences; bogs; moraine; uneven 
woodland

Detection needs Detecting people; detecting, recognizing and tracking 
vehicles

Minimum detection distance A few kilometres from the border line for a vehicle; several 
metres for people

Response time from 
detection to tracking and 
sensor fusion

Maximum delay should be a few seconds; for satellite 
systems, it was defined to almost a day between the event/
alarm and data availability
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 (a) Sensors layer that will receive information from registered visual 
and non-visual sensors. This concept for border surveillance 
includes mobile platforms equipped with or without wireless 
 connection to ground sensors (radio spectrum, RADAR, LIDAR, 
EOS, RGB, visible and thermal cameras, acoustic sensors). These 
platforms are fully autarkical, providing also computational 
resources for the processing and automatic analysis of the sensor 
data. Further miniaturization of specific sensors (camera, acoustic) 
will facilitate deployment of resource limited lightweight smart 
ground sensors, which are used temporarily and complementarily, 

Fig. 16.1 FOLDOUT platform and architecture
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in dense forests. StratobusTM is finally introduced to border sur-
veillance as a quasi-static platform able to operate over longer 
timespans at altitudes above 20 km by that filling a gap between 
satellites and UAV.

 (b) Fusion platform that is a high-level processing component respon-
sible for performing data fusion algorithms based on machine 
learning and providing sensors’ fused detections, tracking and 
alarms to the C2 platform.

 (c) C2 subsystem that combines the information received from the 
sensors layer and the fusion platform with external data sources 
(such as weather conditions and maps) and provides alarms and 
relative information to C2 operators through a GIS-based real- 
time web platform. The subsystem includes modern command and 
control tools and provides a live action map with terrain and envi-
ronment information continuously updated with real-time infor-
mation. Moreover, through this subsystem, border guards can also 
(a) register and manage (when possible) sensors and (b) plan inter-
ception of targets by utilizing assets from the C2 system.

It reinforces the decision-making process and provides operation dis-
patching capabilities thus allowing end-users to set and monitor activities, 
send and receive event-related messages but also to include ad hoc infor-
mation from sensors or sensor networks. In achieving this paper’s aim, in 
the following paragraphs, ground sensors, StratobusTM and satellite sen-
sor technologies that had been used in the design of FOLDOUT will be 
further analysed.

16.3.1  Ground Sensors

Ground sensors considered in FOLDOUT include radio spectrum, 
LIDAR, EOS, RGB, visible and thermal cameras and acoustic sensors. 
While all sensors can complement to detect an object, foliage detection 
introduces challenges to state-of-the-art camera-based systems [3–5] 
which basically breaks down in the case of fragmented occlusion [6]. 
Fragmented occlusion occurs very frequently in forests as tree and bush 
leaves occlude target objects irregularly. This is in contrast to simpler cases 
of occlusion such as partial occlusion where parts of the object are still vis-
ible and recognisable. In FOLDOUT, a new kind of ground sensor will be 
developed: SMARTSENSE (Fig. 16.2). This new sensor technology offers 
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through foliage detection of persons and vehicles by combining high- 
resolution thermal (LWIR) and visual (4K RGB) sensor modalities and by 
fully exploiting the available information in the sensory data with innova-
tive analysis techniques based on temporal and spatiotemporal processing, 
neural networks and deep learning. The software is inbuilt to form a smart 
sensor running on Nvidia’s Jetson Xavier embedded board for efficient 
computation and data transfer between the inbuilt optical sensors, the 
internal memory and the FOLDOUT environment. The use of LWIR and 
RGB data combines complementary properties of the data, for example, 
high-resolution colour information with contrast in LWIR at farther dis-
tances. Furthermore, thermal images are not influenced by the illumina-
tion variations and shadows, and objects can be distinguished from the 
background as the background is normally colder. In addition, thermal 
infrared tracking can be used in total darkness, where visual cameras have 
no signal (Table 16.2).

Fig. 16.2 The SMARTSENSE platform (battery driven and mountable on trees 
or masts)

Table 16.2 Sensors of the SMARTSENSE platform

Sensor Property Function

4K 
RGB

High resolution Gives detailed, rich information about target and 
background appearancesColor information

LWIR Thermal 
information

Gives information about target location; works day/night 
and for large distances

IMU Pose information Gives information about the pose of the platform
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The idea of SMARTSENSE is to generalise single images to video and 
to spatiotemporally analyse the data. It has been shown that video captures 
important additional information to solve the problem of fragmented 
occlusion [7]. We follow an approach where we pre-process the raw video 
data and extract temporal information by learning online a model of static 
background. This model is then used to estimate foreground pixels in the 
video frame which potentially form the appearance of occluded target 
objects. In a second step, these foreground masks are used as region pro-
posals to refine and improve classical two-stage neural object detectors [3, 
5] to better cope with fragmented occlusion.

16.3.2  Sensor Mounted on a StratobusTM

StratobusTM is a high-altitude platform station (HAPS) of between 100 
and 140 meters long and 30 meters in diameter that fills the operational 
gap between satellites and unmanned aerial systems (UAS). This airship- 
based platform can operate above airplanes at 20 km, in the low layers of 
the stratosphere. From this operational point, it provides multimission 
capability with powerful payloads of about 250 kg and 5 kW.

It offers real-time, stationary satellite-like capabilities over wide areas of 
more than 100,000 km2 for missions up to 1 year. Exclusively powered by 
solar energy, it flies autonomously, storing during daytime the energy 
needed for the night. Thanks to high-density rechargeable batteries, 
enough solar energy is stored to maintain its position at any time of the 
year and for wind speeds of up to 25 m/s (90 km/h). Its unique feature 
of envelope rotation to permanently face the sun allows maximum energy 
collection all year long. The hull, filled with helium, is made of an advanced 
high strength and very light material and UV-resistant and with very low 
permeability.

StratobusTM offers flexibility in missions: it provides permanent sur-
veillance, telecommunication and monitoring services for both defence, 
institutional and civil applications. Thales Alenia Space is planning to final-
ize necessary adaptations to provide solutions by 2023.

Thanks to the power and mass available for payloads on the StratobusTM, 
various remote sensors are conceivable to perform a permanent surveil-
lance above a specific area or above the border. StratobusTM could be 
easily connected to satellites and drones or interconnected to other 
StratobusTM, via RF or laser link for combination of multiple sensors over 
different areas to achieve global missions. StratobusTM is an unmanned 
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platform, piloted from the ground to perform its mission. It requires an 
annual ground preventive maintenance of few days and a major overhaul 
after 5 years of operation. Maintenance is also an opportunity to switch 
payloads for a different mission or to embark newer payloads to remain at 
the cutting edge of the technology. Transfer from the take-off site to its 
operational station-keeping site is easy within few days by using its electri-
cal propellers (Fig. 16.3).

The concept airborne RADAR system of CORISTA (Consortium of 
Research on Advanced Remote Sensing Systems) represents an excellent 
candidate to be mounted on board StratobusTM. The mentioned radar 
concept is a low-frequency radar developed by CORISTA and funded by 
ASI (Italian Space Agency). It is a multi-mode and multi-frequency radar, 
which has been designed with the aim of transportability and as easy instal-
lation. The instrument is completely stand-alone, with the power supply 
connector being the only electrical interface [8].

Currently the system works in sounder mode and in the SAR mode at 
two different P-Band carrier frequencies. Radar sounding is a powerful 
technique for detecting, localizing and identifying dielectric interfaces 
underneath planet’s surface. The transmitted radar pulse is capable of pen-
etrating below the surface and is reflected by dielectric discontinuities. 
SAR is a technique that allows to get high-resolution radar images from 

Fig. 16.3 FOLDOUT StratobusTM system
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data collected by side-looking radar instruments carried by aircraft or 
spacecraft. The entire CORISTA Radar System is quite compact: its 
dimensions are 50 cm × 50 cm × 60 cm, for a weight of about 35 kg; it can 
be easily mounted on board relatively small airplanes or helicopters [9].

During the FOLDOUT programme, the feasibility of embarking the 
CORISTA concept P-band radar on board stratospheric platform as well 
as the suitable and necessary modifications (mechanical and electronic) 
will be verified. The possibility of having a radar system with foliage pen-
etration functionality on a HAPS like StratobusTM would give the possi-
bility of continuously monitoring (without delay of relevant data) forested 
areas of interest any time (day/night) and regardless of weather condi-
tions, with a direct access link to the instrument.

16.3.3  Sensor Mounted on a Satellite

The satellite system studied in the frame of the FOLDOUT project aims 
to provide geo-located images (2D) and derived products (target detec-
tion metadata) with the use of Synthetic Aperture Radar (SAR). The sys-
tem is based on constellation of LEO orbit (around 600 Km) satellites. 
The satellite SAR works at low frequency, 435 MHz, which permits foli-
age penetration capabilities and the detection of metallic objects (e.g. 
trucks, infrastructures) with a footprint up to 100  ×  100  Km2 (swath- 
width) covered by vegetation. The layout of the system architecture and 
interfaces is depicted in the following Fig. 16.4:

The Ground Segment (G/S) aims to perform the main functions/opera-
tions, at ground level, needed to manage the FOLDOUT mission, in 
terms of both satellite control and data management:

• Satellite Control System (SCS): performs routine activities on the sat-
ellite and execution of planned payload operations (mainly, instru-
ment data acquisitions and transmission to the ground).

• Mission Control System (MCS): is mainly devoted to the development 
of planning activities. The activities include the preparation of the 
mission plans, solving the possible conflicts on the spacecraft, the 
commands to be uplinked (safety on board, attitude and orbit main-
tenance, sensor operative mode setting, on-board S/W patches to be 
uplinked).

• Data Processing System: is the core element which is charge of the 
processing of the satellite raw data with the aim to provide Level 1 
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(images) and Level 2 (metadata) products to the FOLDOUT inter-
face. Images and metadata are stored in the Archive and 
Catalogue system.

Centralized vs Distributed Ground Segment configurations are envis-
aged and will be ranked according to evaluation criteria which take into 
account performances (i.e. system response time), costs (CAPEX and 
OPEX) and complexities:

Fig. 16.4 E2E Earth observation satellite subsystem architecture layout
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• Option 1 – Centralized Architecture: envisages the use of a single data 
receiving ground station located near the polar region in order to 
maximize the contact time per day. The data acquisition ground sta-
tion will be located in Svalbard (or Kiruna). The Data Processing and 
Data Distribution are located in the same centre and are common for 
all countries/border authorities.

• Option 2  – Distributed Architecture: envisages to use of dedicated 
Data Processing and Distribution Centre per each country in order 
to allow an autonomous data processing and storage.

The Space Segment is constituted of a constellation of LEO satellites 
which preliminary orbit data are described in Table 16.3. The orbit has 
been selected according to the following criteria and assumptions:

• Access to all FOLDOUT border area of interest (AOI) including 
French Guiana (global access)

• SAR instrument access area better than 20° to 45° in term of inci-
dence angle (that corresponds at about 300 km on ground)

• Provision of the right operational conditions for the SAR instrument

Table 16.3 SAR per-
formance summary

Parameter Value

Antenna area 99.5 m2

Antenna dimensions (range × azimuth) 6.7 × 14.8 m2

Antenna range aperture 6.2°
Antenna azimuth aperture 2.8°
Antenna gain 32.3 dB
Range resolution 35–73 m
Azimuth resolution 35 m (5 looks)
Access area 20–45°
Antenna pointing 21.3–37.1°
Transmitted peak power 1200
Azimuth resolution (single-look) 7 m
PRF >1570 Hz
Tx duty cycle 19–34%
Swath 40–100 km
NESZ −47/−41 dB
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A single satellite with a SAR instrument allows a 100% access to the 
target AOI in less than 9 days. In particular, the AOIs with small surface, 
such as Greece and French Guyana, are covered in about 3 days (always 
inside of the cycle of 9 days). Countries like Finland with a very large sur-
face require many passages for complete coverage (about 7 days). In order 
to reduce the gap between the acquisitions, the number of satellites on the 
orbit needs to be increased. In particular, according to Fig. 16.5 with two 
or three satellite, it is possible to reduce of two or three times the 
revisit time.

The preliminary satellite SAR performances, according to system 
requirements and analyses, to achieve the FOLDOUT target detection 
objectives are provided in Table 16.3.

In order to validate and refine the satellite SAR performances, the 
acquisition of airborne datasets which are representative of the satellite 
system will take place. The campaign will be based on an airborne P-band 
SAR that has been developed by CORISTA in the framework of the Italian 
Space Agency (ASI) technological project (contract ref. I/062/10/0 and 
ref. 2015-029-I.0). The campaign is expected to be performed at Bulgarian 
border area. The Fig.  16.6 provides a snapshot of the layout of the 
CORISTA system (kindly granted for publication by Italian Space Agency).

16.3.4  Fusion of Ground Sensors, StratobusTM 
and Satellite Data

FOLDOUT’s core functionality is the combination of various sensors and 
technologies and intelligently fusing these into an effective and robust 
intelligent detection platform. The clear advantage is that fusing several 
sensor signals increases the effectiveness of detection. Furthermore, 

Fig. 16.5 E2E Earth observation satellite subsystem orbit characteristics
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combining information from various sensors allows for a better interpreta-
tion of the current situation in the surveyed area (situational awareness) 
and inference of possible threats (alarming).

Fusion can only be performed on registered data. In the FOLDOUT 
system, a registration component will work explicitly to convert local 
coordinate measurements from heterogeneous sensors into a common ref-
erence frame (i.e. WGS84). If, for instance, SMARTSENSE, StratobusTM 
and/or satellite sensors achieve the detection of a target, the positions of 
the target will be converted from the sensor frame of reference to the cho-
sen common reference frame (i.e. WGS84). The fusion engine will then 
associate the observations from different sensors so that targets which are 
detected on several sensors will be unified into a single entity. The fusion 
module will work on detection variability likely to exist among sensors; 
that is, depending on sensor characteristics, weather conditions, etc., some 
sensors will detect the object with high confidence, some sensors may have 
only partial detection, and some sensors may not detect the object at all. 
For instance, specifically in relation to the StratobusTM and satellite sen-
sors, data from the latter provides large area coverage but refreshed only 
on hourly basis, while data from the former should be near to permanently 
available and in real-time resolution but on a smaller coverage. 
SMATSENSE detections may correspond to a smaller selected area where 

Fig. 16.6 CORISTA SAR demonstrator Layout
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cameras are pointed out. The fusion module will thus aggregate evidence 
from all sensors into individual “heat maps”, which can be interpreted as 
detection probability maps with a time delay. The FOLDOUT Fusion 
system can also be perfectly used with current technology. Current border 
surveillance includes the use of visible, thermal cameras, PIR sensors, seis-
mic, RADAR and LIDAR sensors as among the most employed types of 
sensors. While current solutions provide stand-alone systems to end-users, 
FOLDOUT will fuse all information and give a unified picture of activity 
to end-users. Fusion will as well solve inconsistencies that may exist on 
object classification (person/vehicle) and through synchronisation of het-
erogeneous data; by this, it is meant that data itself is heterogeneous as 
input to fusion which may include location of detected objects, object 
classification, type of material, etc.

The last layer of analysis on fused objects is situational awareness and 
alarming. This component reasons on the behaviour of detected targets 
and current situation to decide whether to issue an alarm [10–12]. The 
current situation will be partly asserted from modelling threat situations 
incorporated from end-users’ requirements and from real-time querying 
C2 system for real-time external/contextual data (including map informa-
tion such as nearby routes to border, type of terrain, elevation, etc.). Such 
contextual information will allow probabilistic inference of next move-
ments of the targets to allow border guards to take appropriate action and 
prove them sufficient response time.

16.4  scenArIos descrIptIon

The architecture will lead to the development of FOLDOUT platform 
that will be tuned and tested with data collected in four different European 
land borders under realistic and harsh conditions in Bulgaria, Finland, 
French Guiana and Greece. In doing this, the main difficulty when devel-
oping such systems, which is the lack of representative data for tuning and 
testing, will be overcome. As a minimum, the following use cases will be 
considered: (i) detection of irregular border crossings (illegal migrants and 
vehicles) in forest terrain, border surveillance (Bulgarian and Greek sce-
narios); (ii) detection of illegal transport and entry of goods (trafficking) 
in temperate broad leaf forest and mixed terrain, border surveillance 
(French Guiana Scenario); and (iii) detection of persons and vehicles in a 
search and rescue operation in forest terrain. For each scenario, practitio-
ners will present relevant use cases (e.g. use of an unmanned vehicle to 
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confirm and verify detection made by ground mobile and fixed ground 
surveillance assets or re-planning and re-tasking on a mission that shifts 
from illegal immigrants tracking to search and rescue).

In addition, to optimize data analytics, reference data is needed fitting 
two major constraints:

 (a) Representativeness: the reference data must correspond to real-life 
scenarios, including events/actions as those encountered by bor-
der guards in their daily practice; the quality of data must corre-
spond to the data used for investigation (e.g. video surveillance 
camera); the data must be sufficiently represent different variations 
in the environment and the events.

 (b) Availability of the “ground truth” annotation corresponding to the 
data: the events/persons/objects to be detected must be known 
and precisely documented in order to measure the performances. 
To take an example, for the measurement of person tracking per-
formances, the ground truth must document the actual track of the 
various persons. In doing this, two purposes will be served: on one 
hand, the scenarios will form a body of preliminary work to be used 
as a baseline for end-user expectations. On the other hand, the use 
cases will be extremely important for technical adjustments in par-
ticular concerning necessary sensors, interfaces and input/output.

16.5  current resuLts

In order to give a demonstration of the importance of the core capabilities 
of the FOLDOUT system, its main components (sensor layout, fusion, 
command and control) have been deployed and connected to some of the 
most commonly employed sensors in current border surveillance technol-
ogy, namely, visible, thermal cameras and PIR sensors. Figure 16.7 shows 
the layout of sensors deployed for this demonstration in a simulated bor-
der between two countries (Fig. 16.8).

Employing the FOLDOUT system, border guards have the benefit of 
exploring terrain activity on a global map instead of being obliged to look 
at separate stand-alone systems. The system will not only unify detections 
from different sensor types but will also analyse the confidence of indi-
vidual detections to decide if one sensor might be firing incorrectly and 
thus decrease the false-positive ratio overall. Indeed, an important aspect 
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of through foliage detection is the frequent occurrence of false-positive 
detections due to movement of vegetation, of branches and leaves, in wind 
and rain. Many sensor technologies employed in border security, such as 
RADAR and passive thermal IR detectors, are affected by this, leading to 

Fig. 16.7 Sensor deployment in a FOLDOUT demonstrator system. Three dif-
ferent types of sensors are deployed: visible, thermal cameras and PIR sensors. 
Cameras are mounted in observation towers for better view through foliage. The 
border between the two countries

Fig. 16.8 FOLDOUT fusion demonstrator system takes detections from three 
independent sensor types and unifies detections to eliminate inconsistencies and 
allow for a global view of activity in the border area
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additional work load on the operators to manually verify the situation in 
visual or thermal IR camera images. Tests of the FOLDOUT demonstra-
tor in strong windy conditions confirmed the appearance of false-positive 
detections, at the level of individual sensors, which could successfully be 
filtered out with the FOLOUT system. The proposed multi-sensor fusion 
approach thus potentially allows to reduce the number of false positives by 
filtering out detections that are not coinciding in the spatiotemporal 
domain. Through foliage detection, challenges are facilitated in 
FOLDOUT in part by including a fusion system in its core 
functionalities.

16.6  concLusIon

The ambitions of this concept for border surveillance with respect to air 
and space are threefold:

 (i) To improve situational awareness through fusion of advanced aer-
ial and space-based sensor platforms into one surveillance solution. 
Currently no high-rising, fixed sensor platform offering an opti-
mal, unobstructed field-of-view exists for border surveillance. 
StratobusTM as a quasi-static high-rising sensor platform promises 
to fill this gap.

 (ii) To exploit low frequency SAR in the P and L bands which in prin-
ciple allows to penetrate foliage. Tomography, interferometry 
techniques with change detection are developed, to extract suit-
able data from the SAR sensor.

 (iii) To fuse aerial, space as well as ground-based sensor data by regis-
tering multiple events into a common geographical map. Ground 
sensors play a vital role in border surveillance, hence ideas of 
mobile, autarkical, smart sensors allowing a better coverage of 
dense forest. Ground and airborne sensors will together provide 
and enhanced coverage of the area, particularly important in 
FOLDOUT through foliage challenge. Abnormality detection is 
performed by behavioural analysis within the common geographi-
cal map by also taking contextual information into account. It is 
believed that the developed concept of border surveillance is also 
fruitful for studies of the environment where instead of vehicles 
and persons, larger gradual spatiotemporal changes as well as spe-
cific local patterns are of interest.
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CHAPTER 17

Identifying and Prioritising Security 
Capabilities for the Mediterranean and Black 

Sea Regions

George Kokkinis and Georgios Eftychidis

17.1  IntroductIon

The countries located at the Southern and Southeastern Europe are neigh-
bouring to some of the most unstable regions in the world. The 
Mediterranean and Black Sea (M&BS) region  – a crossroad between 
Europe, Africa and the Middle East – is experiencing the last decades an 
unprecedented regional security crisis. In the vicinity of the South and 
Eastern EU, external borders, humanitarian, security and climate change 
challenges affect the life of a large number of vulnerable populations, 
which leads to regional instability. As a result, the number of migration 
and asylum seekers to Europe is continuously increasing with a significant 
impact to border controls and security resilience. Moreover, the M&BS 
region experiences also increased organised crime activity and terrorism 
issues attributed to the return and relocation of foreign terrorist fighters 
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to EU countries. From another viewpoint, the rapid social and economic 
development during the last decades have influenced rural and urban land-
scapes in the Mediterranean. Wildland-Urban Interface fires occur more 
and more often, while their severity and consequences are adding new 
dimensions to the current risk profile of these regions. As a result of the 
above, the security practitioners operating in the Mediterranean and Black 
Sea countries are facing more threats than ever before. There is a strong 
demand for new capabilities in fighting against organised crime, in 
responding to natural disasters and technological accidents, in protecting 
large energy infrastructures of European interest, in managing a continu-
ously increasing number of migrant and asylum seekers and in supervising 
the external European borders in a politically fragile and religiously rigid 
region. Scenarios of deliberate migration flow, which may lead to radicali-
sation and extremism challenges combined with epidemic or pandemic 
crisis can’t be considered unrealistic. In this context, MEDEA project1 
aims to develop a regional network of security practitioners that will be 
able, using a scenario-based approach, to identify and analyse the research 
priorities to develop the desired capabilities from the operational view-
point. This paper presents the methodology that will assist the project 
members to achieve their research objectives.

17.2  the MedeA network of PrActItIoners

The MEDEA is a five-year Coordination and Support Action [1] (CSA) 
under the Horizon 2020 topic of SEC-21-GM-2016-2017 - Pan European 
Networks of practitioners and other actors in the field of security [2]. The 
MEDEA’s scope is to establish and further develop a regional network of 
practitioners (NoP) engaged in security operations in the M&BS region to 
involve them in EU R&D activity. To accommodate the interest and facili-
tate the co-existence of practitioners from different countries with differ-
ent operational interest, MEDEA NoP established the following four 
working groups organised as Thematic Communities of Practitioners 
(TCP) [3]:

TCP1: Managing of migration flows and asylum seekers
TCP2: Border management and surveillance

1 Mediterranean practitioners’ network capacity building for effective response to emerg-
ing security challenges
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TCP3: Fight against cross-border organised crime and terrorism
TCP4: Natural hazards and technological accidents

The TCPs were stuffed initially with consortium members, based on 
their operational and professional experience and knowledge in relation to 
the subject of the TCPs. These groups were extended then including first 
responders, border guards, firemen, police officers, civil protection and 
emergency teams, humanitarian/social workers, army officers, policy mak-
ers and advisers participating as experts and peers in the project activity. 
The aim is to identify, in a professional community setting, existing barri-
ers and capability gaps that prevent security practitioners to respond effec-
tively to a series of regional and common security threats. The findings 
and conclusions from all four TCPs will be analysed in context of MEDEA 
activity using a four-dimensional analysis known as THOR (Technology, 
Human, Organisational, Regulatory) as explained later in this paper.

MEDEA network has a layered structure with the project partners 
(consortium) at the core, the practitioners (TCPs) in the middle, the asso-
ciated experts and R&D providers as third layer and the decision and pol-
icy makers who are placed at the external layer. All these groups form the 
MEDEA regional network. The challenge of MEDEA consortium is to 
trace the capability radius that link these layers starting from the centre of 
the structure to reach the external layer.

The external layer is where the findings of the TCPs and the results of 
the THOR analysis will be reported, by publishing them in the 
Mediterranean and Black Sea Security Research and Innovation Agenda 
(MSRIA).

17.3  MedeA Methodology BuIldIng Blocks

There are three main building blocks defined in MEDEA methodology, 
which are used to define challenges, identify capability gaps and elaborate 
potential solutions in relation to each of the four TCPs. These are (1) a 
scenario development block where security practitioners from the M&BS 
region will first develop at organisational level and then jointly elaborate 
with other stakeholders from their TCP operational scenarios that will be 
used to identify their needs for enhanced or new operational capabilities 
and (2) an impact analysis block for the needed capabilities. A four- 
dimensional analysis will examine the impact of the requested capabilities 
with respect to the Technology, the Human, the Organisational and the 
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Regulatory dimension. Based on the findings from the impact analysis, (3) 
the practitioners will arrange their expectations in three horizons, while at 
the same time they will document and objectify their priorities to acquire 
the respective capabilities in three distinct time horizons: short term, mid- 
term and long term.

The gap analysis process, which MEDEA adopted, is structured in four 
consecutive steps from the problem definition to scenario, multidimen-
sional analysis and strategy development (Fig. 17.1).

17.4  ProBleM defInItIon 
And scenArIo-BAsed APProAch

Taking as starting point the scenario definition given by Carrol (1999) 
where “[…] scenarios are stories about people and their activities” [4], 
MEDEA defines scenarios as operational cases concerning security practi-
tioners, their activities and their duties. Scenarios are used by many secu-
rity institutions for a variety of purposes (planning, exercises, operations, 
etc.). As example, the US Defence Modelling and Simulation Office 
(DMSO) uses scenarios to establish “An initial set of conditions and time-
line of significant events imposed on trainees or systems to achieve exercise 
objectives”. To address the needs of identifying operational gaps in the 
capabilities of security practitioners, MEDEA adopted the relative 
approach of Whitworth et al. [5] who consider the scenario as “a represen-
tation of the state, and present actions, of a set of animate and/or 

Fig. 17.1 MEDEA scenario development, impact analysis and recommenda-
tions process
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inanimate objects, so as to permit the exploration of, or reasoning about, 
their future state and the events that lead to it”. This approach is applied 
to reconstruct past security incidents properly. As such, MEDEA scenarios 
can assist practitioners, from different security organisations to describe 
new incidents related to similar threats that may occur modified somehow. 
The approach used is aligned to the works of Rigland and Schwart (1998) 
[6] and Van der Heijden (2002) [7] who demonstrated how scenarios can 
be used as a planning instrument for strategic foresight. In MEDEA, prac-
titioners use scenarios as a mean to describe potential future situations that 
are attributed to present circumstances. A repository of scenarios corre-
sponding to interesting and important security cases related to the topics 
of the four TCPs of MEDEA has been created. The developed scenarios 
can be used to predict a probable situation evolvement without using a 
straightforward projection of the current conditions. On the contrary, sce-
narios might have as a starting point a present situation, and they can be 
evolved and transformed using the practitioners tacit knowledge to foresee 
possible outcomes very different and irrelevant to the present situations, 
based on operational experience and expertise.

17.4.1  A Systems Approach to Scenarios

In order to determine the descriptive fields that should be considered in a 
specific scenario, information from a number of real cases or relative sce-
narios developed by practitioners in context of past EU-funded projects is 
analysed. This material is organised in a list of distinct “scenario instances”, 
which take the form of individual sections in the scenario design. The 
basic principles in scenario structure are the following: Each scenario has 
an introductory section where contextual information is provided regard-
ing an envisaged event type. A setting of the socio-economic and political 
context using eventually references from past cases. Information concern-
ing the threat or risk and the specific challenge considered, the likelihood 
of the scenario (or its specific instance), the expected impact, the purpose 
of the analysis and the interested countries are determined in the introduc-
tory section. Succeeding sections accommodate specific information con-
cerning instances of the scenario. This information includes entries for the 
initial conditions, the place, site, incident type, stakeholders involved and 
the scenario storyline (sequence, duration/pace, facts, actions/injects). 
The sections may refer to any stage of crisis or disaster management, i.e. 
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prevention, mitigation, preparedness and early warning, response and 
recovery [8].

Thus, in MEDEA, scenarios are stories developed by practitioners, 
highlighting challenges to meet their operational objectives against virtual 
operational cases related to current or new security threats. Using scenario 
as an analysis tool, the practitioners cooperate with the R&D community 
to identify missing capabilities to address relevant artificial incidents. This 
approach allows the MEDEA network to become a research-practice 
interface, able to provide focused and documented recommendations to 
relevant decision and policy makers for specific research topics.

Apart from the structure, the scenarios in MEDEA have characteristic 
elements. They include or presuppose a setting (typically a location in 
M&BS region) and additional setting elements like the number of irre-
spective organisational objectives and operational mandates. Each practi-
tioner organisation typically has its own goals or objectives. These are the 
operational mandates that the practitioner should achieve under challeng-
ing circumstances of the setting. Every scenario involves at least one prac-
titioner organisation and at least one operational objective. The elaborated 
scenarios will most likely include more than one practitioner organisation 
or country.

Scenarios have also a plot; they include sequences of facts/injects and 
actions. These refer to things that practitioners involved in the scenario 
can do, things that happen to them, changes in the circumstances of the 
setting and so forth. Particular actions and events can facilitate, obstruct 
or be irrelevant to given goals. Notably, actions and events can often 
change the goals – even the defining goal – of a scenario. Scenarios and the 
elements of scenario-based design rationale can be generalised and 
abstracted using theories of human behaviour, enabling the cumulation 
and development of knowledge attained in the course of design.

17.4.2  Scenario Planning and Horizon Scanning

In [9] Rowe et al. quoting the works of [10] and [6] define scenario plan-
ning (SP) as a “collaborative process to envision alternative future envi-
ronments, articulate their implications, test the logic of long term plans, 
strategies and policies”. In this approach, a single scenario gives a deter-
ministic view of the future – whereas multiple scenarios depict a number 
of prospects and deepen the focus, expression and understanding of pos-
sible changes and developments. As such, by considering multiple possible 
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scenarios, recognition is given to the indeterminate and emergent nature 
of the future, in contrast to forecasting-based approaches of the future, 
which often simply extrapolate on the basis of present situation and 
past trends.

The first French white paper on Defence and National Security issued 
after the end of Cold War cites that “there is a need to develop a ‘horizon- 
scanning’ approach by the Government, in universities and in defence and 
security circles, in order to anticipate emerging risks and threats, opportu-
nities for French and European interests, and to guide preventive policies 
and assets in a timely fashion”[11].

The use of horizon scanning (HS) approach in MEDEA is intended to 
develop a practitioner’s organisation capability for identifying subtle secu-
rity changes, allowing relevant organisations to cultivate a high awareness 
and understanding of their needs for future capabilities, leading to a quick 
and effective response to contextual changes and new threats (unexpected 
events) as per the work of Miles and Saritas [12]. Practitioners claim the 
true value of SP and HS lies in enhancing the “cognitive agility” of plan-
ners by extending long-term thinking and exploring future developments.

17.5  the orIgIns And the evolutIon 
of thor Methodology

The MEDEA project has adopted a comprehensive approach, which is 
widely known as THOR (Technology-Human-Organisational-Regulatory) 
to analyse the capability gaps and the relative solutions that the network of 
practitioners considers. The THOR methodology  [13] had been origi-
nally introduced by the FP7 CAMINO2 project [14], a project aiming to 
provide a realistic roadmap for improving resilience against cybercrime 
and cyberterrorism. Four dimensions of analysis have been defined, the 
combination of which can efficiently enhance resilience against cyber-
crime. These dimensions concern Technical and Human issues inter- 
related with Organisational and Regulatory aspects. The work performed 
in CAMINO resulted to a number of resilience topics. Each topic was 
related to high priority (core) activities that were addressed in the 
CAMINO Roadmap. Each one of these topics was assigned to one of the 
four (THOR) dimensions, and each topic was further divided into 

2 https://cordis.europa.eu/project/id/607406/pl
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objectives. For every objective short-term, mid-term and long-term goals 
“milestones” were defined.

The THOR methodology was further elaborated in two recent EU 
H2020-funded projects (INSPEC2T [15] and TRILLION [16]), both 
within the FCT-14-20143 – Topic 2: Enhancing cooperation between law 
enforcement agencies and citizens. The work performed in INSPEC2T 
project revealed that a topic might be related to more than one dimension 
of analysis [17]. That is, an objective or solution, which is a subset of a 
topic, can be assigned to more than one dimension. For instance, a specific 
technical solution might require a legal amendment (Regulatory dimen-
sion), while most likely its introduction might necessitate acquisitions of 
specific skills (Human dimension).

The concept of “objective”, used in the aforementioned two FCT-14 
projects, is perceived in MEDEA as “identified gaps”. The objectives are 
classified in short-, mid- and long-term time horizons, while every objec-
tive is prioritised over the others [18]. For instance, a technological solu-
tion nowadays can be preferred over the others (short time frame), while 
in the mid- and long term, its impact might be less severe; therefore other 
solutions might be prioritised.

Following the relative outcome of CAMINO, INSPEC2T and 
TRILLION projects, the THOR methodology is considered as a concrete 
framework to analyse the missing capabilities that practitioners need to 
prevent, mitigate and respond to various security-related challenges.

17.5.1  The MEDEA Approach to Identify Missing Capabilities

A key objective of the MEDEA project is to identify the gaps in the capa-
bilities of the security practitioners in the Mediterranean and Black Sea 
region to address current challenges and emerging threats. These findings 
will be organised to define a Mediterranean Security Research and 
Innovation Agenda (MSRIA), which may feed relevant future security 
programmes or policies in EU. The use of THOR methodology has been 
adopted for the needs of MEDEA project and the MSRIA scope in order 
to formulate a “footprint” of needed practitioners’ capabilities. The meth-
odology will be applied to a number of selected scenarios.

3 FCT-14-2014 - Ethical/Societal Dimension Topic 2: Enhancing cooperation between 
law enforcement agencies and citizens - Community policing
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Initially the topics of interest are defined by the core of the MEDEA 
network, which is formed by the project consortium partners and organ-
ised in four focused, thematic working groups related to (a) migration and 
asylum, (b) border security, (c) organised crime and terrorism and (d) 
natural and technological hazards. These groups are open and ensure the 
communication of the project with the diverse communities of practitio-
ners while supporting the growth of the MEDEA network with new 
members. In the MEDEA jargon, the groups are named Thematic 
Communities of Practitioners (TCPs). Scenarios related to the topics of 
interest are first developed by practitioners and submitted to the TCPs, 
using a structured template. A number of these basic scenarios are selected 
then for further processing, based on community decisions. There are two 
iterations in elaborating the scenarios. In the first, the practitioners co- 
create a set of scenario cases considering short-term needs (threats cur-
rently experienced or likely to occur within the next three years). In the 
second iteration, a new set of scenarios will be developed concerning the 
same topic of interest for mid-term security threats (that most likely will 
appear within the next decade).

In the course of the MEDEA project, the network members and associ-
ated expert practitioners will engage into a scenario-based assessment of 
capability gaps, to address present (0–3 years) and emerging (3–10 years) 
threats. This will allow to be timely prepared to mitigate these threats and 
to respond effectively, acquiring new and improved capabilities. Having 
identified and documented the present and the emerging gaps in the capa-
bilities of the practitioners, the MEDEA core group will engage in discus-
sion with industry, academia and research communities to share their 
findings and identify potential solutions and prioritise future research 
needs in MSRIA.

To develop the short-term scenarios, the practitioners use their opera-
tional experience to outline their needs, using the scenario structured tem-
plate, attributed to current and potential challenges that might become 
security threats within the next 3 years. For the mid-term horizon, the 
practitioners shall use both their operational experience and their tacit 
knowledge to outline situations that might evolve to security challenges in 
the near future. Based on practitioners’ experience and security concerns, 
worst-case scenarios for the considered time period (next 3–10 years) are 
also considered. An example related to the migration issue is the case of 
deliberate flow of migrants into Europe through the south and eastern 
borders due to geopolitical conflicts. In such case security practitioners in 
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the M&BS region will need to cope with an unprecedented situation, 
which can eventually be combined with a pandemic.

MEDEA aims to gather the direct feedback from practitioners to define 
security risks and the need to develop the appropriate solutions, using the 
European R&D capacity. However, considering the need to identify chal-
lenges and threats in the long term, which is 10 or more years from now, 
the contribution of the practitioners might be limited. To this purpose, 
HS techniques will be utilised to elaborate relative foresight scenarios. 
Interaction with academia, technology pioneers and policy makers will be 
used by the core group to elaborate relevant security capacity building 
approaches and define new capabilities that may mitigate such risks.

17.5.2  Application of MEDEA SP and HS Approaches

When a scenario is created, it is stored in the MEDEA’s collaboration 
workspace, which is accommodated in a secure platform, maintained by 
the project. Invitations are promptly sent to members of the respective 
TCP of the network to inform them on the new scenario and ask them to 
elaborate its content and review it online. At the same time, a virtual pre-
sentation to TCP members is scheduled by the scenario creator. The 
members of the network can ask information and clarifications on the con-
text of the scenario or highlight solutions, already in place, that may fulfil 
relative mission objectives, propose modifications and recommend varia-
tions or additions. At a later stage, the interested practitioners may co- 
define an operational scene, which will host a number of different scenarios. 
By doing this, a number of different and divert scenario cases are devel-
oped using a formalised theatre of operations where all threats will be 
studied and analysed during an interactive workshop session.

The scenario templates host a special section where the maximum 
impact is defined for the societal, economic, reputation or environment 
aspect. However, the use of taxonomies for the scenario scene and the 
categorisation of threats might also be convenient for a more comprehen-
sive examination of practitioner needs. It is up to the practitioner com-
munities (TCPs) to select the scenarios of their interest. Scenarios 
developed for the needs of other EU-funded security projects are consid-
ered as well, further developed and possibly adapted to match the pecu-
liarities of the M&BS security topics. From the developed scenarios, the 
most comprehensive and complementary ones are selected to be further 
examined in proper practitioner’s capability analysis workshops.
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Following the scenario selection, physical interactions, preferable in 
TCP Capability Gaps Workshops, are taking place. A preferred audience 
for the workshop, a part of the MEDEA members and invited subject mat-
ter security experts, are members (practitioners) from other practitioners’ 
network and/or members from other EU-funded projects with profound 
interest in the workshop’s objectives. During the Capability Gaps 
Workshops, audio and video material is used to visualise the scenario and 
to trigger the interest and feedback of the participants. The practitioners 
are confronted to respond to a number of security issues and challenges 
relevant to the envisaged scenario. Initially, the practitioners outline the 
currently existing capabilities, which are able to respond to the challenges 
under analysis, and then they are indicating (to the best of their knowl-
edge and operational experience) the needed capabilities that will enable 
their organisations to become more effective. At the final workshop stage, 
the practitioners will confirm and rank the identified capability gaps and 
outlined a timeline for acquiring these capabilities and incorporate them in 
their organisations. This is illustrated in Fig. 17.2.

The preliminary outcomes of the workshops are identification and pri-
oritisation by practitioners of capability gaps on existing systems and pro-
cedures and requirements for additional functionalities. Specific emphasis 
is placed on the interoperability of information systems and the use of 
existing EU databases. The output of the scenario analysis, following the 
Capability Gaps Workshops, takes the form of practitioners’ related “user 
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Fig. 17.2 Practitioner’s capability gap identification and analysis process
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requirements”, which are further processed and organised to be conveyed 
to academia and industry at the next stage.

17.5.3  THOR Methodology in Context of MEDEA

The outcomes of the Capability Gaps Workshops (a priority list of missing 
capabilities) are further processed by the core group of MEDEA (project 
consortium). The capability gap findings are pre-processed according to 
the four THOR dimensions by the core group of MEDEA. For each capa-
bility gap, the THOR methodology is applied based on the following.

For the Technology dimension, practitioners examine a variety of already 
developed solutions as well as developing ones and assess their adequacy 
to address the envisaged gap. The MEDEA practitioner’s network aims to 
short list and prioritise the missing technical capabilities, which are (1) 
currently needed or (2) desired in the mid- and long term by security 
practitioners.

The Human dimension corresponds to the analysis of the practitioner’s 
capabilities (both current and desired), in regard to possible new skills and 
training required to suppress new and emerging threats. Eventual social 
implications, which may follow the introduction of new capabilities, will 
be examined under this dimension as well.

The Organisational dimension studies the reorganisation of procedures 
and operational activity that can improve response to current and resil-
ience to emerging and future threats. Further to an organisation’s reform, 
the organisational analysis covers the impact collaboration and corporate 
culture may have to the operational performance and suggest standardisa-
tion of procedures between different practitioners’ entities or across 
neighbouring member states of EU.

Lastly the Regulatory dimension seeks to identify gaps in institutional, 
policy and legal frameworks that may influence the capability to respond 
to current and new security challenges. Besides, there is in many cases a 
need for common policies and adoption of unified regulations across 
all EU MS.

After the conclusion of THOR analysis, there can be cases where 
addressing capability gaps might require more than one dimensional com-
ponent (attribute). The impact of each dimension to an envisaged capabil-
ity is described by a relative attribute. Solutions to address an identified 
gap can be related to more dimensions. As an example, a capability gap 
might be attributed to two technological and one regulatory dimension, 
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i.e. the performance of Electronic Support Measures (ESM) sensors might 
need to become more stable (technology maturity) and might necessitate 
interworking with legacy command and control solutions (open/stan-
dardised interfaces). However, their usage, for example, might not be 
regulated in some EU MS despite their proven operational advantage they 
offer to practitioners.

MEDEA has created a database of attributes (as shown in Table 17.1) 
where the dimensions of each capability gaps are compared to.

The database (of the THOR attributes) is open and linked to the con-
tribution of MEDEA members participating in THOR analysis workshops 
for the attributes listed above and will help the researchers and the practi-
tioners to co-develop a list of recommendations for the Mediterranean 
Security Research and Innovation Agenda (MSRIA). New attributes 
defined during the THOR analysis workshops are recorded and consid-
ered in future analysis cycles.

17.6  PrIorItIsAtIon of PrActItIoners’ cAPABIlItIes 
In three horIzons

THOR workshops with relevant practitioners’ representatives are organ-
ised then to analyse and prioritise missing capabilities (gaps). Prioritisation 
is based on implementation time and impact criteria. The European 

Table 17.1 MEDEA attributes database for each THOR dimension

Attributes class and number T-dimension H-dimension O-dimension R-dimension

Interoperability 3 2 2 2
Dual use and misuse 1 1 2 2
Migration and asylum seeking 2 3 2 2
Early warning and situational 
awareness

2 1 3 3

Cross-border crime and 
terrorism

2 2 0 2

Natural hazards and 
technological accidents

1 3 2 0

Soft skills 2 4 7 2
Standardisation issues 4 1 2 2
Uncertainties (local, national, 
regional)

3 3 2 8

Other security stakeholders 1 1 1 1
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dimension, beyond the M&BS regional interest, of the identified capabil-
ity gaps will also play a role in defining the priority and urgency to invest 
research effort to address them.

Following the identification and documentation of the attributes, every 
attribute is prioritised against each of the THOR dimensions. This is done 
by the practitioners using a number of prioritisation techniques, e.g. either 
a five level Likert scale or the MoSCoW (Must have, Should have, Could 
have, and Won’t have) method. Each prioritisation technique possesses 
certain advantages. The preferred method is decided as soon as the capa-
bility gap attributes are adequately described. Because of the particular 
nature of the Regulatory dimension, there are attributes that might be 
related to legal, ethical and regulatory issues. In such case, the 1 to N 
(Likert scale) quantification approach might not be suitable. Thus, a 
weight of 0 or 1 corresponding to impact and no impact is utilised instead. 
The practitioners involved in the TCP workshops are asked to respond to 
questionnaires that assist MEDEA project to prioritise the need for capa-
bilities in the short, mid- and long term. It is anticipated that the need for 
developing solutions to fulfil the identified capability gaps will vary 
over time.

Radar plot will be utilised to highlight the importance (impact) of every 
attribute including information for the three time-horizons i.e. (1) Short- 
term (0–3  years), (2) mid-term (3–10  years) and (3) long term (10+ 
years). The plot chart uses the data of the 1-N Likert/MoSCoW quantifi-
cation exercise, in order to visualise the priority needs to fulfil the capabil-
ity gaps.

Apart of the identification and prioritisation of capability gaps, their 
initial prioritisation to qualify for further analysis using the THOR meth-
odology, the attributes resulted and their prioritisation, the MEDEA part-
ners should also consider the solution development perspective. The 
desired attributes should be verified if they are available or will be deliv-
ered as part of a solution. If the needed capabilities are part of an available 
solution, the consortium should approach solution providers to arrange 
for a proof of concept demonstrations for the required capabilities. If the 
desired capabilities are not covered by existing industry portfolios, a 
design, development and testing cycle is required, which will delay the 
introduction of new solutions. As such, the time to deliver and acquire 
solutions to fulfil the identified capability gaps should be considered in the 
MEDEA recommendations to the MSRIA.
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17.7  conclusIons

This paper presents the methodology utilised by MEDEA project to iden-
tify, prioritise and analyse missing capabilities to address current security 
challenges and emerging threats in the M&BS region. However, the pro-
posed approach can be applied universally.

Scenarios developed by practitioners combined with a horizon- scanning 
approach are used to document a list of (a) desired capabilities linked to 
current/existing threats, which will most likely encountered in the next 
3 years (short term); (b) capabilities that will be needed to address emerg-
ing threats foreseen to challenge security in the next 3 to 10 years (mid- 
term), according to the practitioners’ operational experience; and (c) 
capabilities to address improbable future threats that can’t be excluded to 
appear beyond the 10-year horizon (long term). To be successful with the 
long-term planning, practitioners experienced in the operational and stra-
tegic planning should interact with the research community and solution 
providers to identify capabilities that might be required beyond a decade 
from nowadays.

MEDEA project utilises Scenario Planning and Horizon scanning 
approaches as well as Capability Gaps and THOR analysis workshops to 
identify and analyse the missing and desired capabilities. This is organised 
in close cooperation between practitioners, experts and researchers to 
define concrete user requirements, which are conveyed to the R&D com-
munity as well as to relevant policy and decision-makers. Interaction with 
Academia/Research and Industry is planned in the form of open call for 
ideas, Research Development and Industry days, conferences and proof of 
concept demonstration activities aimed to bring together the solution 
provider and the end users. These planned interactions will assist the 
formed TCPs to proceed with solution selection that will be trialled and 
demonstrated to practitioners. The Desired, Foreseen and Expected 
Capabilities, as well as their prioritisation and the results of the THOR 
analysis, will be documented in the Mediterranean Security Research and 
Innovation Agenda (MSRIA).

At the end of 2019, in month 18 of the project, MEDEA members 
have released the first version of the MSRIA. There will be four versions of 
the MSRIA with the final one scheduled to be delivered in 2023. More 
interactions in each TCP, cross TCP activities and joint events like the 
Mediterranean Security Event 2019 are planned to bring together security 
practitioners across EU MS and enable them to interact with 
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representatives from Academia/Research and Industry, policy makers and 
other security stakeholders.
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CHAPTER 18

The Andromeda Galaxy: Legal and Ethical 
Aspects of Technology-Aided Maritime 

Border Surveillance Operations

Dimitra Papadaki and Marina Markellou

18.1  IntroductIon

In the past decades, there has been noticed a consolidation of the trend of 
‘techno-securitisation’, namely, of the deployment of technological means 
in the security domain, including maritime border surveillance [1]. 
However, the usage of technology in the name of public and national 
security raises various ethical and fundamental human rights concerns. 
This chapter aims to address those concerns in the context of technology 
aided-maritime surveillance operations with a focus on border control 
activities. The rationale behind this choice is the chapter’s inspiration from 
the European Union (EU)-funded H2020 research project 
‘ANDROMEDA’, which aims at further developing the EU Common 
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Information Sharing Environment (CISE), for Border Command, 
Control, and Coordination Systems [2, 3].

The research methodology is a combination of doctrinal and theoreti-
cal legal research, as the chapter invokes legal provisions which are simul-
taneously activated by the conduct of surveillance activities and attempts 
to evaluate and soothe the potential tension between them, by recourse to 
case law applied by analogy. The research design is also empirical, as it is 
based upon ANDROMEDA’s research project, which provides for the 
conduct of pilots.

The chapter will firstly introduce the reader to the general legal frame-
work for technology-supported maritime border surveillance, including 
EUROSUR, the European Border and Coast Guard (EBCG) Regulation 
(FRONTEX Regulation), and the new merger Regulation [4–6]. Then, it 
will mention the key tools deployed for maritime border surveillance; by 
critically evaluating the legal provisions authorising their use, it will assess 
their main ethical and fundamental human rights implications, especially 
concerning the right to privacy, the protection of personal data, and asy-
lum. Lastly, it is going to refer to judgements of the Court of Justice of the 
European Union (CJEU) and the European Court of Human Rights 
(ECtHR), to conclude on the possibility of balancing conflicting or com-
plementary interests.

18.2  overvIew of technology-AIded MArItIMe 
Border SurveIllAnce operAtIonS frAMework

The European Union Maritime Security Strategy (EUMSS) Action Plan 
coordinates efforts towards various challenges stemming from the global 
marine environment, such as environmental degradation, illegal fishing, 
human and goods trafficking and threats to defence and navigations [7].

One of its elements, integrated maritime surveillance, is aspired to be 
revolutionalised via CISE, by integrating existing surveillance systems and 
making them interoperable, in order to facilitate the exchange of informa-
tion between EU and national authorities responsible for different aspects 
of maritime surveillance [3].

EU maritime border surveillance activities are regulated under the new 
FRONTEX Regulation repealing EUROSUR and FRONTEX Regulation 
[4–6]. The key element of EUROSUR and FRONTEX system is 
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information exchange at the national and European level. EUROSUR had 
introduced a cooperation mechanism to enable the exchange of informa-
tion within and between member states for the purposes of reinforcing 
border surveillance, preventing and tackling cross-border crime but also 
saving lives of refugees and migrants trying to reach EU shores by sea [8]. 
To ensure the effective implementation of European integrated border 
management, repealed FRONTEX Regulation had established ‘the 
Agency’ which shares responsibilities with the national authorities compe-
tent for border management, including Coast Guards to the extent that 
they carry out border control tasks [5].

National authorities cooperate via National Coordination Centres 
(NCCs) and exchange information via national situational pictures (NSPs). 
At the European level, the NCCs exchange information with each other 
and the EBCG Agency via the EUROSUR communication network 
(ECN), with unlimited access to the European situational picture (ESP) 
and the common pre-frontier intelligence picture (CPIP) [4]. The Agency 
also cooperates with other EU bodies, such as Europol, Eurojust, the 
European Maritime Safety Agency, and the EU Satellite Centre to make 
the best use of the information, capabilities, and systems available [9].

To further support EU’s framework on external border control, the 
new FRONTEX Regulation, merging repealed EUROSUR and 
FRONTEX Regulations has been adopted [6]. It incorporates the 
EUROSUR system into the Agency’s framework and strengthens the lat-
ter’s role in border control, returns, and cooperation with third countries 
[10]. The text of the Regulation authorises surveillance and communica-
tion based on state-of-the-art technology, including large-scale informa-
tion systems [6]. Also, it states that the Agency shall support national 
authorities carrying out Coast Guard functions, by technological means, 
including space-based, ground infrastructure, and sensors mounted on 
any kind of platform [6]. Last but not least, it refers to a fundamental 
rights strategy, seeking to ensure, among others, full respect for the right 
to life, the prohibition of torture, the right to liberty and security, the 
right to the protection of personal data, the right to asylum and to protec-
tion against removal and expulsion, non-refoulement, and non- 
discrimination [10].
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18.3  legAl And ethIcAl chAllengeS 
for technology-AIded MArItIMe Border 

SurveIllAnce operAtIonS

18.3.1  Technological Means for Maritime Border Surveillance

The needs of maritime surveillance operations call for the integration of 
data collected from land-based, naval, and aerial equipment [11]. These 
technologies, known as SOST (surveillance-oriented security technolo-
gies), may be rather sophisticated and indicatively refer to satellites, UAVs 
(Unmanned Aerial Vehicles) or RPAS (Remotely Piloted Aircraft Systems) 
or drones, radars, scanners (seismic, magnetic), CCTV, cameras (smart, 
infrared, high-resolution optical), the fusion of data collected from those 
sources, and the performance of data analytics (such as predictive analyt-
ics) [12, 13].

18.3.2  Assessment of Technology-Aided Maritime Border 
Surveillance Operations from an Ethics and Fundamental 

Human Rights Perspective

Maritime surveillance activities via technical means as depicted in the 
EUROSUR and FRONTEX framework raise, among others, the funda-
mental human rights and ethics issues of the intrusion into the citizens’ 
private life, the inappropriate use of personal data and that of sharing 
information with third countries which may interfere with the principle of 
non-refoulement, the prohibition of torture and ill-treatment, and the 
right not to be discriminated against [11, 14].

The Right to Privacy
Interference with the right to privacy, as the latter is guaranteed under 
Article 7 of the Charter of Fundamental Rights of the European Union 
(the Charter) and Article 8 of the European Convention on Human 
Rights (ECHR), is observed when people are monitored by surveillance 
technologies in a systematic way or via intrusive means [15, 16].

Therefore, the deployment of technical means for maritime surveillance 
may lead to ethical implications interrelated with privacy and democracy. 
The most significant of those include the ‘dehumanisation of the sur-
veilled’, when UAV pilots are remoted from the field of operations leading 
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to the minimisation of empathy towards the surveilled; the constant feel-
ing of being watched either due to warnings issued by the conventional 
aerial surveillance means (helicopters) or due to the uncertainty caused by 
the lack of them when it comes to small drones; the collection of informa-
tion without the person’s knowledge; the lack of transparency and visibil-
ity as regards the operation of a surveillance system and the purposes of 
such operation; the ‘function creep’, namely, the situation when the tech-
nological system is used for purposes which conflict with the ones that it 
was originally designed for; and the threat to body privacy, privacy of loca-
tion and space, and privacy of association [17].

Specifically regarding drones, it has been supported that, with reference 
to the ECtHR’s reasonable expectation of privacy argument, their use in a 
public space may, in principle, cause interference with the right to privacy: 
(i) when drone operators monitor and record data systematically and per-
manently, irrespectively of whether the surveillance is covert or overt; (ii) 
when they reveal previously collected images of someone; and (iii) when 
they do not record images, but monitor a public space through ‘sophisti-
cated’ means [17].

Another example is that of Very High Resolution (VHR) satellite imag-
ery which could interfere with location privacy. For example, such imagery 
can identify a vessel, which can subsequently lead to the indirect identifica-
tion of its registered captain who is highly possible to be on board, even if 
the sensor’s resolution does not allow for the identification of the specific 
individual [18]. Tracking the boat can lead to tracking the captain’s and 
potentially the crew’s location. If these images are combined with images 
regarding their sequential activity, sensitive information about them, 
regarding their social life, beliefs, and health, may be revealed depending 
on the locations they visit which may relate to certain people and institu-
tions, interfering with their right to privacy [18].

The ECtHR has indeed found in Uzun case that the surveillance of the 
applicant via GPS in the case and the systematic collection and storage of 
their data determining his whereabouts and movements in the public 
domain amounted, in principle, to an interference with his private life, as 
protected by Article 8 § 1 [18].

The Right to the Protection of Personal Data
The potential for direct or indirect identification of an individual during 
maritime surveillance activities raises the concern of the sufficient protec-
tion of their personal data, as safeguarded under Article 8 of the Charter 
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and of the ECHR [15, 16]. The processing of personal data constitutes an 
exception in the EUROSUR framework and shall be in accordance with 
EU and national data protection rules [4–6, 10, 19–21].

Although maritime border surveillance systems do not particularly aim 
at depicting persons, they have the potential to. For example, drones are 
mobile and may carry a combination of surveillance devices, such as sen-
sors, including sophisticated cameras, GPS, etc. [1]. Drones’ capacity for 
wider areas surveillance and collection of a mass amount of data raises the 
possibility of the collection of a higher amount of personal data. In addi-
tion to that, cameras and GPS devices themselves can collect images, 
sound, videos, and location, and depending on their properties, they may 
have the capacity for the collection of biometric data. The use of algo-
rithms to analyse the collected data, in order to classify behaviours from 
‘raising’ to ‘non-raising alerts’, is common. Summing up, it is more likely 
that high amounts of data, including special categories of personal data, 
may be collected by technology-aided surveillance systems, and that data 
may be further analysed [12].

The risk of unintentional transfer of personal data among the maritime 
surveillance actors increases, as cooperation between them is encouraged 
[4, 11]. In the context of EU member states’ reporting information on 
‘unidentified’ and ‘suspect’ individuals and vessels close to the borders, 
photos and videos are allowed to be attached to an event uploaded in the 
system. The photos and videos attached to an incident and posted within 
EUROSUR system may allow for the identification of individuals, either 
directly or via software or via a combination of data, depending on factors 
as the weather, the distance, the light, and the potential of the deployed 
technologies, such as the resolution of an image [11].

Safeguards shall be established, to ensure that personal data are not 
exchanged in the ESP and the CPIP [11]. This presupposes that a valida-
tion mechanism, ensuring that no personal data – except for ship and air-
craft identification numbers or necessary for EUROSUR scopes  – are 
forwarded from the NSP to the ESP/CPIP, must be enforced at the 
national level. This could be achieved by appropriate tagging of data as 
personal or non-personal by the NCC and taking the respective action, 
such as anonymisation of the relevant for ESP/CPIP data [9].

One of the dangers lurking within the sphere of personal data process-
ing that could be enhanced by contemporary technological developments, 
due to the capability for higher quality of the material collected and the 
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complex techniques of analysing it, is the possibility to compare them with 
national, European, or international databases [11]. It is arguable if run-
ning a check of an asylum seeker’s photo against EUROSUR records in 
the absence of existing fingerprints in Eurodac database would comply 
with the rule of law, as it is not prescribed by Eurodac Regulation, in case 
of lack of fingerprints of quality ensuring appropriate comparison [11]. 
Although Article 87 and 90 (a) of the merger Regulation authorise 
exchanges of personal data between the Agency and EU Agencies, such as 
Europol, Eurojust, and national law enforcement agencies (LEAs), it is 
disputable whether they are necessary, which are the purposes for their 
processing by the latter and if they can be a priori assumed as compatible 
with or falling under the purposes of their initial collection as defined 
under Article 18 [6, 10, 22]. Is it justifiable to invoke the umbrella term 
of ‘public interest’ to cover all cases? In a similar fashion, the ECtHR, 
ruled in Shimovolos judgement, that the collection and storage of data 
about the movements of the applicant via train and air in a surveillance 
database under an unclear and unforeseeable scope and manner was in 
violation of A.8 of the Convention [18].

However, the above concerns shall be also viewed from the perspective 
of the obligation for the exchange of information between NCCs and 
search and rescue, law enforcement, asylum, and immigration authorities, 
at the national level, when a situation regarding the safety of a person 
occurs in the context of maritime surveillance operations [4, 23].

Special attention shall be paid to the new provision in the merger 
Regulation which characterises the ‘return’ of third-country nationals who 
do not meet the requirements for their entry, stay, or residence in the EU, 
as ‘an important issue of substantial public interest’ [10]. Considering that 
GDPR provides for the derogation of transferring personal data to third 
countries in the absence of an adequacy decision, due to reasons of ‘sub-
stantial public interest’, the new provision could lead to the exploitation of 
return as a justification for sharing a large and indiscriminate amount of 
information with third countries and consequently to the circumvention 
of personal data rules [20]. As the term ‘derogation’ indicates, resorting 
to the public interest clause should be the exception, not the rule [22]. 
Moreover, according to GDPR, ‘reasons of substantial public interest’ 
may be alleged as a legal basis for the processing of special categories of 
personal data, namely, data revealing racial or ethnic origin, political opin-
ions, religious beliefs, etc., which is in principle prohibited [20]. This 
means that ‘return’ could be used as a means to abuse two crucial personal 
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data protection provisions, that of processing of special categories of per-
sonal data and that of data transferring to third countries.

As the data necessary for returns may be limited to the name, date of 
birth, travel document details, and potentially fingerprints, sharing of spe-
cial categories of data irrelevant and unnecessary for the identification and 
documentation of returnees could interfere with the right to data protec-
tion because of not complying with the ‘proportionality test’ [22]. 
Therefore, it is suggested that an impact assessment is conducted before 
sharing special categories of personal data, due to reasons of ‘substantial 
public interest’ [22].

Adding up the vulnerability of the data subject, who could be an appli-
cant for international protection, sharing of their personal data before the 
request is decided in the final instance could put in danger the safety and 
bodily integrity of the applicant and their family, affect the outcome of the 
application, and unlawfully interfere with the principle of non- 
refoulement [22].

The Principle of Non-refoulement
The principle of non-refoulement, namely, the obligation not to send a 
refugee or asylum seeker to a country where she or he may be at risk of 
persecution or harm, on account of their race, religion, nationality, and 
membership of a particular social group or political opinion, stems from 
the right to asylum as recognised under Article 18 of the Charter, the right 
to life and the prohibition of torture, established under Articles 2 and 3 of 
the ECHR and applies equally on land, on the maritime territory of a State 
and on the high seas [26, 27].

The repealed EUROSUR and EBCG Regulations provided for the 
essential safeguard of prohibiting the transfer of information to a third 
country that could be used to identify persons who have requested access 
to international protection, and it is under examination, or they are under 
a serious risk of violations of their fundamental rights [4]. According to 
the merger Regulation, the scope of the prohibition which was referring 
to the exchange of ‘information’ is currently regulated in the personal data 
section and limited to the exchange of ‘data’ [10]. This becomes a threat 
for the principle of non-refoulement, considering the contemporary 
enhanced surveillance means’ potential for the collection and exchange of 
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a large amount of information in general, not limited to personal data 
[5, 22].

One of the procedural consequences of the principle of non- refoulement 
is the prohibition of collective expulsion, meaning that international pro-
tection seekers shall have access to a fair and effective refugee status deter-
mination by which their cases are evaluated individually [16, 28, 29]. 
Therefore, the collective disembarkation of persons arriving in the EU 
borders by sea, even when they are intercepted on the high seas, without 
any assessment of their individual needs for international protection, by 
the competent authorities, constitutes a breach of the human right to asy-
lum [29].

Considering that neither the technological tools can distinguish 
between those entitled to international protection and those who are not, 
nor border authorities are competent for deciding on the issue, the mate-
rial scope of the EUROSUR shall find limited application, as ruled, indica-
tively, in Hirsi Jamaa case [29].

To elaborate on that, data collected from sensors for maritime surveil-
lance can be analysed, to classify movements or behaviour of persons or 
vessels, as ‘suspicious’, and take further actions, such as activating the 
‘detection mode’ of smart sensors or informing the Coast Guard for fur-
ther patrolling and automatically issue alarms [31]. The criteria for the 
classification of alerts, their interpretation, and the actions that are taken 
by the authorities under the issued alerts must comply with the prohibi-
tion of collective expulsion. This means that the content and consequence 
of issuing an ‘alarm’ or ‘threat’ can only be limited. It does not authorise 
border control authorities to disembark people, and it does not justify 
‘push-back’ operations on the high seas [29]. On the contrary, people 
arriving by sea must be informed of their rights, taken to the competent 
authorities for international protection claims, and their cases must be 
examined individually by them, under the law-prescribed guarantees. The 
issuing of ‘warnings’ does not affect the legal status of a person as a benefi-
ciary of international protection, and the reaction capability to such a 
warning must be narrowed down to what applicable law, including 
International Refugee Law, prescribes for [29, 32, 33].
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18.4  equIlIBrIuM Between prIvAcy, perSonAl dAtA 
protectIon, the prIncIple of non-refouleMent, 

And SecurIty

Privacy and personal data protection could be considered as conflicting 
with security, leading to sacrificing the one for the sake of the other [34]. 
Contemporary literature, legislation, and case law move away from this 
notion and suggest a privacy-by-design approach [20, 34, 35]. This can be 
translated as the application of the proportionality test on decision-making 
when introducing technology-aided surveillance measures that may 
infringe on the right to privacy and data protection [34].

Such a balancing is based on the admission that the rights to respect for 
private life and to personal data protection are not absolute, but they may 
be limited, if necessary, for an objective of general interest or to protect 
the rights and freedoms of others. However, the core European human 
rights instruments provide for specific and strict conditions for lawful 
interference with those rights [15, 16].

The interference with the right to privacy and the right to personal data 
protection can be justified when the following criteria are fulfilled cumu-
latively: ‘it is in accordance with the (“domestic”) law’, it pursues a ‘legiti-
mate aim’ or an ‘objective of general interest recognised by the EU or the 
need to protect the rights and freedoms of others’, ‘it respects the essence 
of the fundamental rights and freedoms’, and it is ‘necessary in a demo-
cratic society’ or ‘necessary subject to the principle of proportionality’, 
according to the Charter and the ECHR, respectively [15, 16].

As regards the identification of a legitimate aim of the restrictive to the 
rights measures, the probability or possibility of the establishment of sur-
veillance for public security purposes may be enough to satisfy the Court 
without reference to the reasons and the ways the intervention serves the 
aim of security [36]. Nevertheless, the absence of evidence to support that 
a measure meets the pursued aim suffers from vagueness, and either the 
measure shall be sufficiently supported or it shall not be proposed. In any 
case, the ECtHR tends to require that such a measure is subject to adver-
sarial by judicial or independent supervisory bodies; therefore, the assump-
tion that national security is threatened shall be challengeable [37–39].

The ECtHR finds that the Contracting States do not enjoy unlimited 
discretion on assessing which surveillance measures they deploy [40, 41]. 
Indeed, taking into account the various technologies involved in maritime 
surveillance, their particularities shall be examined in the light of strict 
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necessity and proportionality [38, 42, 43]. Therefore, intrusive surveil-
lance technology can be characterised as necessary on condition that simi-
larly available, alternative, and less intrusive means of surveillance were 
considered comparably ineffective [34]. Moreover, the integration of 
technology with other technologies and means of surveillance, the level of 
invasiveness of the technologies deployed, the sensitivity of the informa-
tion and/or personal data collected, the complexity and extent of the pro-
cessing operations, the duration of the operations, the number of people 
they affect, the protective measures taken to limit any negative effects on 
the rights of the individual, the security safeguards implemented including 
technical and organisational measures, the storage and retention period, 
the institutions or people who have access to the information – including 
personal data – and the purpose(s) for the processing shall be considered 
to ascertain whether the stricto sensu proportionality test is fulfilled [20, 
34]. Such a test to the technologies specificities could be that of the Privacy 
Impact Assessment (PIA) or Data Protection Impact Assessment (DPIA), 
to be conducted before and throughout the processing operations [20].

As for the principle of non-refoulement in the context of maritime sur-
veillance, the prohibition of collective expulsion is applicable. Surveillance 
technologies deployed by the Coast Guard cannot determine whether a 
vessel is safe to return on the basis of the port of departure without violat-
ing the state’s International Human Rights obligations, because the bor-
der authorities are not competent on deciding on asylum claims, while the 
usage of surveillance information cannot substitute either amount to a full 
and meaningful individual assessment of each person’s case which is nor-
mally conducted via in-person interviews by experts on the field [32, 39]. 
Indeed, the competent authorities for international protection claims 
must carry out an individualised analysis of the situation of each applicant 
for international protection, including on the jurisdiction for such an 
application, as decided in Sharifi ruling [44]. Therefore, the role of mari-
time surveillance technology on ‘controlling migration flows’ is rather 
auxiliary than decisive.

18.5  concluSIon

The analysis has identified several conflicts between the legal framework 
for maritime surveillance aided by technology and International Human 
Rights Law, ethical principles, and International Refugee Law, especially 
concerning the right to privacy, personal data protection, and the principle 
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of non-refoulement. It has also assessed the provisions of the merger 
Regulation for border surveillance which are more relevant to the usage of 
technological developments in maritime operations. Within this attempt, 
it has pinpointed the potential interference of the technology-aided mari-
time surveillance operations with the aforementioned rights.

It has referred to selected case law of the CJEU and the ECtHR and has 
critically applied certain of their findings by analogy to propose the balanc-
ing of the interests at stake, departing from but not necessarily rejecting 
the notion of the trade-off between them. It has concluded that a coun-
terpoise could be accomplished, by assessing the necessity and proportion-
ality of the technological particularities in the design phase, before and 
throughout the intended information including data processing, to ensure 
the legality of a proposed maritime surveillance measure. Lastly, according 
to the prohibition of collective expulsion, it suggested that the role of 
maritime surveillance technologies can only be limited and the procedures 
of individually evaluating each case of arrival by the competent authorities 
must be followed as prescribed by International Refugee Law and 
International Human Rights Law.
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19.1  ThreaTs and resilience 
in criTical infrasTrucTures

19.1.1  Introduction

Critical infrastructures (CIs) are valuable assets for a well-organized state 
and for a structured society. Within the global digital reality, CIs have 
become pure “enablers” for growth and development at a multiplicity of 
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levels and everyday life. However, CIs are “prime” targets for man-made 
threats, operation disruption, and organized terrorist attacks but can also 
be affected by extreme weather events and natural disasters.

A vast literature exists concerning the threats and vulnerabilities in CIs 
yielding a large discussion concerning their classification. Although vari-
ous schemes are defined, it is seen that all aim to initiate suitable imple-
mentation of corresponding measures with an ultimate goal to enhance 
the infrastructure’s resilience. A solid base to start with is the various stan-
dards and models foreseeing different classes of threats and resilience 
quantities, depending on the point of view and the hierarchy of security 
principles, such as the NFPA 1600, ANSI/ASIS SPC.1-2009, and ISO 
22301 Standards [1–3].

The issue is very important nowadays since, due to the technology 
advancements, the CIs are dealt as cyber-physical (CPS) systems. In this 
context, the telecom CIs can be regarded as fundamental, considering the 
large impact that wireless and data networks have on the CIs, especially in 
light of the emerging 5G revolution and the Internet of Things (IoT) 
world approaching fast. Since almost all CIs, such as energy or transport, 
greatly depend on telecommunications and data networks, it is clear that 
this interdependence will surely become more evident and profound in the 
near future.

The threats and resilience in telecom CIs have also been largely dealt in 
the literature, while specific bodies like ENISA have already made relevant 
classification [4]. The literature attempts are to identify and classify exist-
ing security and resilience metrics and evaluation criteria; however, the 
descriptions are often vague, and the evaluative factors are rather provided 
at a conceptual level or through a theoretical formulation. Thus, the focus 
of resilience metrics remains more on summative indicators rather than 
meaningful, risk-based ones to determine the effectiveness of a strategy [5].

Various operational organization schemes have been proposed towards 
that target. Nevertheless, in the majority of the literature, they are seem to 
be tailored to the specific infrastructure, networks, or systems needs or 
characteristics that the metrics are applied instead of a more generally 
employed approaches. And this is reasonable since each network (power 
grid, gas, or telecom) has its own features, procedures, and technical 
subsystems. It is thus recognized that crucial gaps are identified regarding 
the existence and evaluation of (statistically or other) sound metrics in a 
general manner [6].
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Addressing these gaps and challenges, the ongoing RESISTO project 
introduces a holistic approach for the security and resilience enhancement 
that could be potentially implemented to serve all types of CIs. In the 
present work, the relevant proof of concept will be held for the telecom 
CIs, the significance of which is emphasized previously; these will act as 
the case study for the RESISTO implementation focus, paving the way for 
its future expansion and adaptation to other CIs such as energy and ports. 
RESISTO also encompasses to examine the interconnections and/or the 
dependencies with other critical infrastructures, presupposing their loca-
tion in the vicinity of the telecom ones.

19.1.2  Security Threats and Resilience Challenges 
within RESISTO

Since RESISTO aims to prove a holistic approach that can be employed 
for all kinds of CIs, a more generic classification of threats is adopted, as 
following:

• Physical threats that affect physical systems, buildings, and 
infrastructure

• Cyber threats that exploit vulnerabilities causing possible harm in the 
digital realm

• And “cyber-physical” threats (combined ones) where exploited 
physical vulnerabilities can enable security issues in the cyber space 
and vice versa

The most common impression when discussing about physical security 
is that of dealing mainly with the protection of building sites and internal 
equipment from theft, vandalism, natural disasters (i.e., floods, earth-
quakes, fire), man-made catastrophes, and accidental damage or uninten-
tionally destructive acts. Thus, it requires suitable emergency preparedness 
and appropriate safeguarding from intruders [7]. Cyber threats on the 
other side affect the whole operation as a software system and service, 
basically involving cyber intrusions, cybercrime, and deliberate malware in 
the CI operator’s firmware, causing broader impact to the services and 
customers’ personal data.

Physical security is often thought as only controlling personnel entrance 
and preventing attackers from gaining access and causing damages. 
However, its relation to endangering information systems is more than 
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crucial, and it is often overlooked since most organizations focus on 
countermeasures to prevent hacking attacks [8, 9]. As new technologies 
such as biometrics and remote security become widely available, the chal-
lenges of implementing physical security are much more important now 
than in previous decades. Traditional card and guard security is being sup-
planted by identification and tracking systems in and around the facility 
[10]. Although cyber threats are reasonably given major attention, since 
data security is a primary factor, the physical ones are not evenly regarded, 
and physical security is often a second thought [8].

Nowadays the malicious attacks turn to be more sophisticated and 
aware of new technologies, imposing equally sophisticated countermea-
sures. Physical threats include intrusion (i.e., unauthorized access causing 
damages or terrorism actions), airborne and land threats (explosions, 
bombing by aircrafts or land vehicles, hostile drones, and unmanned aerial 
vehicles – UAVs – bearing weaponry), and deliberate jamming, apart from 
the natural hazards, affecting also the vicinity of the CI. In this context, 
cyber threats, apart from relative direct actions, can be also seen as a result 
of physical security breaches (cyber-physical threats). Organizations often 
focus on technical and administrative controls, and as a result, security 
breaches may not be discovered right away.

Cyber-physical threats include disruptions to information systems, 
which directly affect physical infrastructure services or intrusions to the 
physical domain that can cause possible harm in the CI’s cyber domain. 
The main point when addressing and confronting cyber-physical threats is 
their early detection and correlation between the events. It is assumed that 
the cyber or physical threat events can be detected independently from the 
operator’s corresponding security systems. However, the timely correla-
tion between the two events is what would need a more concentrated 
focus to be able to detect early enough if an, i.e., physical intrusion, that 
would either way be detected in any case, could enable, i.e., a dormant 
software to the CI’s cyber domain. Thus, early detection to provide alerts 
and intrusion events but also timely correlation between the two types of 
events are needed as well to improve resilience and security against sophis-
ticated cyber-physical threats. The aim is to contribute to the overall pro-
tection concept as well as to the risk and resilience assessment of the whole 
infrastructure.

Resilience is the system’s ability to both absorb the impact and recover 
rapidly from a disruption and return back to its original service levels 
[11]. In the context of a CI, resilience is defined as the ability of a facility 
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or asset to anticipate, resist, absorb, respond to, adapt to, and recover 
from a disturbance [12]. In order to evaluate the infrastructure resilience 
and the effectiveness of related strategies, metrics are needed to assess and 
allow the decision makers to check various threat scenarios.

It is generally admitted though that it is difficult to measure resilience 
since it not directly observable per se but must be placed in relation to a 
given outcome [13]. Metrics should be specific to the contexts of the con-
sidered system, and this precludes generic indicators and thresholds; 
therefore benchmarks are rather difficult. A spectrum of resilience factors 
(for the specific system) is more meaningful, due to the dynamic and 
multi-dimensional nature of resilience and the fact that it is not always easy 
to obtain reliable, objective, and comprehensive data [13]. Attempts to 
derive a resilience measurement index specifically for the CIs were carried 
out in the USA especially after devastating natural disasters (Hurricane 
Katrina, 2005, and Superstorm Sandy, 2012) [14]. The methodology is 
based on multi-attribute utility theory, decision analysis, value patterns, 
and weights. However, it is noted that a relative measure is represented, 
while the limitations related to the subjective interpretation or use of the 
collected, through survey tools, data, and associated indices due to the 
human intervention, need to be considered.

Especially for the telecom infrastructures, apart from certain systematic 
approaches in recent works [15], ENISA in [4] fully recognizes similar 
gaps in the whole process including the lack of a standardized framework, 
common for all telecom providers. Although ENISA’s Resilience mea-
surement framework is meant for the existing commercial telecom net-
works, it addresses the issue by bringing together different taxonomies in 
an overall, unified, and flexible classification model, successfully address-
ing the weaknesses found in literature; the model includes a two- 
dimensional approach, incident- and domain-/discipline-based, with 
relevant grouping of the various metrics.

19.1.3  The RESISTO Resilience Framework

In light of the above, the ambition of RESISTO is to provide a more holis-
tic approach. The RESISTO integrated risk and resilience management 
process is based on the ISO-31000 standard for risk management and 
formulates the Long-Term Control Loop of the RESISTO system, as it 
will be seen later. The complete process is being analyzed and described in 
detail in [16, 17] and uses suitable metrics to assess system performance 
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and decides upon mitigation options based on the obtained information; 
it first identifies the system functions and derives proper resilience-related 
quantities that will provide the required information to facilitate the 
decision- making process.

Nine steps are involved, while several input tables are gathered from an 
extended threat list (step 1). Dedicated information for four main process 
steps is collected:

• System components → Step 2: System analysis
• System functions → Step 3: System performance function 

identification
• Threats → Step 4: Disruptions identification
• Mitigation options → Step 8: Selection of options for modifying 

resilience

The system performance functions (SFs) identified in step 2 constitute 
resilience quantities that need to be monitored, computed, or generated. 
In particular, they are necessary input for the pre-assessment of critical 
combinations of system functions and disruptions (step 5), the resilience 
quantification (step 6), and its final cost evaluation (step 7). For each one 
from the list of all SFs, obtained by the telecom CIs operators, several 
input fields are contained in the relevant template. An important feature 
of the template is the linkage between the tables, in this case the identifica-
tion of system components needed for the SF to perform properly (Linked 
Components). This enables monitoring the propagation of the malfunc-
tioning of a specific device (System Component) due to a disruption 
(Threat) to the performance loss of a specific service (System Function).

As soon as the mitigation options are finally selected (step 8), their 
implementation is to be held (step 9) closing the whole tool cycle. The 
resilience quantification is based on a computation of the performance loss 
due to the disruption by means of network simulations and exemplary 
resilience curves. Detailed results can be obtained by using the identified 
system performance functions, e.g., a certain failure might only affect spe-
cific services, while other functions are still working. A schematic repre-
sentation of the joint risk and resilience process is shown in Fig. 19.1.

In the framework of the RESISTO project, this resilience and risk 
assessment management tool formulates the Long-Term Control Loop 
of the overall RESISTO platform that is the subject of the next section. 
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The concept is proven through implementation in telecom CIs; however 
it can also adequately be applied to other kinds of CIs.

19.2  The resisTO sOluTiOn

19.2.1  Concept and Approach

The RESISTO concept aims to develop a cooperation platform frame-
work that allows different parts of the overall CI security personnel to 
exchange data and signals, to recognize complex attack patterns from dif-
ferent sources, and, based on real-time simulation of attack propagation 
within the CI and across interconnected CIs, to select and implement the 
best response and the optimal mitigation strategy. RESISTO aims to 
advance the infrastructure’s security and resilience by developing an 
“entity,” encompassing a holistic ecosystem of technology innovations 
and operational models. In fact, RESISTO takes up this challenge by fos-
tering integrated risk-resilience assessment, faster detection of threats, bet-
ter informed decision-making, and holistic understanding of a situation 
across the cyber and physical domain and interlinked CIs, allowing for 
better reaction and more efficient selection of countermeasure and mitiga-
tion actions. The logical architecture of the RESISTO platform is modular 
and adaptable to interfacing the existing infrastructures addressing the 
following five core functions, as in Fig. 19.2.

Fig. 19.1 Risk and resilience management process with supporting inputs and 
tools for the RESISTO project
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Identification For defining and maintaining a knowledge base on physical 
and cyber security risks to systems, assets, data, and capabilities character-
izing Telecom CIs.

Protection For developing and implementing appropriate safeguards to 
ensure delivery of CI services. The high degree of redundancy that usually 
characterizes telecommunication networks is further emphasized, in order 
to implement high resilience solutions. Graceful degradation of perfor-
mance, when under attack, takes advantage of Network Functions 
Virtualization (NFV) and Software Defined Networking (SDN) paradigms.

Detection For early and timely discovering of physical and cyber security 
events. It includes continuous monitoring of the security status of the CI, 
operating in a highly dynamic environment with changing threats, vulner-
abilities, technologies, business processes, and services. Key Performance 
Indicators (KPI) monitoring and interdependency models are further 
exploited to evaluate impacts, recurrent patterns, and the occurrence of 
complex events. RESISTO leverages on using sophisticated technologies, 
properly integrated with security solutions/components already available 
in the CI.

Identification 

LONG TERM CONTROL LOOP

SHORT TERM CONTROL LOOP

Protection

Detection

Reaction

Mitigation

Physical Resources Network Resources

Communication Infrastructure

Fig. 19.2 The RESISTO logical architecture
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Reaction For orchestrating and implementing effective response to a 
detected event. RESISTO investigates the joint use of Security Function 
Virtualization (SFV) and Software Defined Security (SDS). The best 
response is achieved through tools for automatic impact assessment of the 
security risks and effectiveness of potential countermeasures.

Mitigation For developing and implementing appropriate actions to miti-
gate the threats’ impacts and to restore as possible capabilities impaired 
due to security events.

19.2.2  The RESISTO Architecture and Key Elements

The platform integrates two control loops both running on top of the 
communication infrastructure and being interlinked with each other [18].

The Long-Term Control Loop (LTCL) is an offline procedure, follow-
ing a well-defined methodology and supported by advanced tools, aiming 
to assess infrastructure vulnerabilities and cyber and physical threats and 
consequently to define assets configuration and interventions in order to 
improve CI resilience and robustness. For each loop cycle, a set of resil-
ience indicators (RIs), relevant to critical threat event typologies, are esti-
mated and stored in a knowledge base (KB). The LTCL is based on the 
risk and resilience assessment analysis and management process and tool, 
described in the previous section, which identifies and evaluates risks and 
suggests mitigation strategies on the CI configuration. A LTCL cycle is 
performed on a periodic basis or when particular events take place (new 
threats or discovery of previously undetected vulnerabilities).

The Short-Term Control Loop (STCL) is the runtime component of 
the RESISTO platform. It promptly reacts to detected cyber/physical 
attacks and events that may impact the operational life of the system. It 
enhances situation awareness and provides operators with a Decision 
Support System cockpit able to implement the best reactions to an identi-
fied adverse event with the aim of mitigating the event’s effects and restor-
ing standard operating conditions. The Short-Term Control Loop:

• Monitors the physical and cyber security status of the infrastructure 
in order to collect and/or detect anomalies, correlates the physical 
and cyber domain events, and provides early warnings on attacks or 
events adversely impacting security
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• Evaluates the event impact to performance degradation of detected 
anomalies and attacks on the communication CI and interlinked CIs, 
based on cascading effects

• Supports decision-making providing a qualitative and quantitative 
What-If analysis tool in order to evaluate the best communication CI 
reconfiguration

• Drives reaction and mitigation through action workflows (as direc-
tives to intervention teams, physical protection devices activation) 
and, mainly, through orchestrated communication network recon-
figuration and protection function activation

While the short-term loop provides tools for direct reaction against 
attacks in real time, the long-term loop leads to the identification of criti-
calities and definition of long-term strategies. The input data to the STCL 
and generally to the RESISTO platform include physical events (e.g., 
intrusions, damage) or potentially dangerous events (e.g., unauthorized 
UAVs); cyber-attacks; physical telecom CI monitoring data (e.g., power 
usage information and faults); and communication network monitoring 
data (e.g., traffic, alarms).

RESISTO acts complementary to the existing CI’s security systems. 
Thus, in order to detect threat events and identify relevant hazardous data 
sources, it exploits and integrates various systems, both those already avail-
able and those introduced by RESISTO.  The already available systems 
involve legacy Physical Security Information Management (PSIMs) 
system(s) Security Operating Centers (SOCs) or physical and cyber-attack 
detectors made available by the operator. Moreover, additional physical 
and cyber threat detectors are directly offered by RESISTO and are meant 
to detect more sophisticated kinds of threats as those emerging nowadays, 
i.e., using UAVs during malicious or terrorist attacks. The RESISTO 
threats detectors include airborne threats detection systems (namely, 
radars and acoustic sensors) for early detection against airborne threats; 
additional cyber threat detectors such as Open-Source Intelligence 
(OSINT)-based detectors; audio and visual analytics for identification and 
pattern recognition of physical intrusions; along with wireless devices for 
smart spectrum surveillance and/or blockchain functionalities acting as 
sensing networks in cases of intrusion through putting unauthorized 
devices into a telecom wireless network.
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The RESISTO architecture is shown in Fig. 19.3. From a functional 
point of view, the input data are collected by the Cyber/Physical Events 
Correlator, a rule-based engine applying customized rules to correlate 
cyber-physical threat events and to generate and propagate alarms and 
externally detected and collected attack/anomaly events from apparently 
harmless events and monitoring data. The anomalies detected by the 
Correlator trigger the Risk Predictor which evaluates and highlights the 
impacts of the detected anomaly on the communication infrastructure 
and, mainly, on the services provided.

In parallel, the Correlator triggers the Workflow Management software 
engine to guide the operator during the reaction phase. Complex actions 
are performed by the Orchestration Controller built around the concept 
of SDS, taking advantage of NFV and SDN paradigms of the underlying 
communication network. Finally, the Emergency Warning Communication 
(EWC) function is activated when there is a need for sending instant mes-
sages, targeted alerts, and operating instructions to specific users present 
in areas where events like natural disasters and physical or cyber-attacks are 
occurring.

It is seen that the RESISTO solution aims to address all possible kinds 
of threats along with to derive to an innovative holistic solution for the 
CIs, availing all resilience cycle phases (prepare, prevent, detect, respond, 
mitigate) and covering both immediate and long-term responses and most 
importantly attempting to provide the needed correlation between physi-
cal and cyber threats as well as the impact on their propagation.

Fig. 19.3 The RESISTO high-level architecture and key elements
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19.3  ValidaTiOn cases: analysis and discussiOn

The proof of concept of the above architecture is being held through cer-
tain cyber-physical threat scenarios, described in the following, being the 
most representative, sophisticated, and interesting cases when considering 
the modern types of attacks.

In the most devious attacks, rather than trying to gain full access into 
the system, an attacker may only want to open up a few strategic holes to 
the cyber domain of a network that will cause severe problems or failures 
to the offered services either immediately or at a later time. In the latter 
case, the attackers may perform reconnaissance and preparatory work on 
the digital front, before moving to actually perform the attack.

Thus, the attackers can exploit vulnerabilities in the physical domain of 
an infrastructure, to gain access to the cyber domain. These seemingly 
unimportant physical intrusions (unauthorized access to a building with-
out obvious, direct or severe damage on the infrastructure) may be ini-
tially seen as physical assaults of a lesser importance in respect to their 
consequences on the cyber domain; especially when correlation between 
the physical and cyber intrusion events is hardly performed by the opera-
tor’s existing security system. Thus, both events may not be given the 
proper attention.

The RESISTO Use Case for Cyber-Physical Threats
A cyber-physical attack takes place, targeting network equipment in a spe-
cific location that is physically protected by the telecom provider’s security 
system. The physical attack (either by a hostile drone or by an intruder) is 
performed against the physical assets of the telecom provider. This physi-
cal threat is deliberately meant to enable a security threat in the cyber 
domain of the telecom provider’s network. The telecom facilities are pro-
tected by the provider’s existing security system, while the RESISTO plat-
form, with its additional new sensors for detection, is also deployed. Two 
variation scenarios are envisioned, indicating the RESISTO added value to 
the provider’s security systems:

First Scenario In this subcase, the attackers use a UAV to overcome the 
physical security (i.e., secure fence protected by the telecom operator’s 
security system) and gain access to a network switch located inside a pro-
tected building and execute a cyber-attack. The UAV flies over the fence 
and approaches the building, ignoring its physical security. As it approaches, 
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it is detected by the RESISTO airborne threat detector (radar and acoustic 
sensors); the detection system provides information about the path followed 
by the UAV and issues an airborne intrusion event to the RESISTO platform.

The drone connects wirelessly to the wireless network from the exterior 
of the building, gaining access to the network switch, initiating, i.e., a 
denial of service (DoS) attack, which targets the switch. Having detected 
the potential airborne intrusion, the RESISTO system identifies a poten-
tial security threat in the cyber domain, marking the cyber assets in the 
location as “compromised.” Thus, it activates various cyber detectors of 
the provider’s network to detect possible threats in the cyber domain. 
Subsequently, the DoS attack is detected, and a cyber-attack event is issued 
by RESISTO. Finally, RESISTO suggests a prevention/mitigation action, 
i.e., deactivation of the switch and redirection of normal traffic, neutral-
izing the attack.

Second Scenario In the second subcase, an attacker/unauthorized person 
breaches the secure perimeter, gains physical access to a protected build-
ing, and manages to enter the facility. The keycard access system is com-
promised, allowing the attacker to gain access to the building. Having 
entered the building, the unauthorized person gains access to an unat-
tended computer and installs dormant malware that will be activated at 
some point in the future.

An audio/video analytics system (as a perimeter protection functional-
ity complementary to the existing security system of the facility) is in oper-
ation for the detection and classification of this abnormal activity. The 
attacker is detected using data from the provider’s sensors (i.e., cameras 
and microphones), which are processed by the sophisticated algorithms of 
the RESISTO audio/video analytics sub-system and a perimeter breach 
event is issued to the RESISTO platform. Thus, telecommunication assets 
in the vicinity are identified as “compromised.” The RESISTO system 
activates various cyber detectors in the provider’s network, which eventu-
ally detect the malware. A prevention/mitigation action is suggested, and 
the malware is removed. A potential threat in the cyber domain of the CI 
has been detected and eliminated by the prevention mechanisms activated 
by RESISTO.
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In both scenarios, the intrusions initiate an attack in the cyber domain 
that would potentially cause a core network failure, either immediately or 
at a later time. Malware (active or dormant) can initiate a DoS to a server 
cluster, causing network traffic or partial shut downs. This attack will have 
an immediate effect to telecommunication assets, systems, and the offered 
services, along with impacts from the operational, economic, and societal 
point of view. Thus, a cyber-physical attack is executed by malicious arti-
facts or by an attacker targeting the provider’s network, and it is being 
detected and neutralized by the unique capabilities of the RESISTO sys-
tem. These are the integration of existing and new sensors along with the 
advanced functionalities and the decision-making mechanisms offered by 
the RESISTO system.

The use case concept builds on recent trends in airborne attacks, where 
airborne platforms, such as drones or small aircrafts, are used to not only 
perform physical attacks (i.e., bombing) and/or gather intelligence for 
physical security vulnerabilities but also gain access and compromise the 
cyber domain of the CI, directly attacking it, i.e., by connecting to the 
wireless network of a facility. This way, these scenarios represent realistic 
cyber-physical attacks that would perfectly fit an urban environment, 
where drones or UAVs are used for commercial purposes and can be con-
cealed behind everyday activity that would not raise any kind of suspicion.

Both subcases cannot be detected and mitigated efficiently by conven-
tional security systems. Although separate physical and cyber security 
mechanisms may be in place, the correlation between the events identified 
by RESISTO facilitates the efficient detection of the attack and enables its 
mitigation in its entirety. As it seems although both the physical location 
and the network were already protected by the physical and cyber detec-
tors of the provider, without the RESISTO platform, the threats would 
not even be detected, let alone neutralized. Table 19.1 provides a sum-
mary of all response steps of the RESISTO solution.

19.4  cOnclusiOns

The main objective of the RESISTO platform and the respective use cases 
is to enhance the resilience of the existing communication CIs toward 
both the domains of physical security and cyber protection. The focus is to 
advance the processes of detection and response and to result in new addi-
tional measures for mitigation and prevention, confronting threats that 
would have not been identified without the RESISTO system. It is 
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considered that a physical intrusion in a telecom operator’s infrastructure 
can facilitate severe assaults in the cyber domain of a telecom network and 
vice versa. The main challenge is to perform this correlation in the short 
term and activate the respective response and mitigation actions; thus to 
prove that it is possible to detect the consequences of combined threats in 
short time and to use joint countermeasures.

It should be pointed out that these kinds of threats are not possible to 
be detected, correlated, and identified by the conventional security sys-
tems already used; instead they would be identified separately as only 
physical or only cyber ones, respectively. In such case, they would con-
stantly cause security impacts requiring much more time and costs before 
they are finally identified and confronted, since the core of their creation 
would have remained undetected. RESISTO performs this correlation 
feature, enabled by additional sensors and algorithm framework, facilitat-
ing an effective detection of the attacks along with decision-making mech-
anisms for their response and mitigation.

The RESISTO proof of concept is being implemented to communica-
tion CIs. However, the fact that RESISTO can act complementary to con-
ventional security systems and since other CIs greatly depend on telecom 

Table 19.1 The RESISTO response

Sequence Action steps – analysis

Detection Physical threats detected by the RESISTO sensing systems and legacy 
ones.

Reaction Correlation: of the cyber-physical threat events, based on the RESISTO 
STCL correlation engines rules
Identification: of the cyber assets in the location as “compromised”
The STCL initiates various cyber detectors to detect the cyber malware.
Issue of event: a cyber-attack event is issued by RESISTO
Countermeasures: triggered by RESISTO, i.e., providing emergency 
signals
Notifications: notifying the security operation center or the 
decision-making

Mitigation/
prevention

RESISTO STCL suggests deactivation of the switch and redirection of 
normal traffic (traffic rerouting). The malware is removed from the 
network
RESISTO LTCL iterations: proposes disaster recovery plan (best practices 
and/or redundancy/resilience centers in respect to the assets affected)

End of cycle RESISTO ensures communication continuity in the end
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services (i.e., cyber domain or cloud data), it is evident that the above 
analysis can be adequately applied also in other kinds of critical infrastruc-
tures with similar implementation.
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CHAPTER 20

Supporting Decision-Making Through 
Methodological Scenario Refinement: 

The PREVENT Project
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and Rami Iguerwane

20.1  IntroductIon

Safety and security are of primary concerns for any transport system. This 
issue concerns both transportation nodes and terminals that can become a 
potential target for terrorism acts. Without a doubt, the establishment of 
a safe and secure transport environment is essential for citizens and trans-
port operators across Europe.
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Transport security can cover multiple dimensions of different threats 
and vulnerabilities from terrorist attacks to prevention of vandalism. Mass 
transportation systems hold a unique position as possible targets for 
attacks. They are built up as networks and feature a large concentration of 
people as well as a fundamental economic role. Moreover, increased secu-
rity levels in air transport caused attackers to refocus on surface transport 
terrorism, including public transport. The threats of the entire transport 
supply chain and/or infrastructure also recognize many other forms like 
crimes committed on the terminals. It is a common understanding that 
emerging technologies can assist in creating a security transport ecosystem 
while reducing the duration and intensity of security checks and enhanc-
ing the capabilities of the transport operators in identifying and stopping 
potential attacks. In this regard the definition of future end users’ require-
ments that allow an adaptation of the security system through a subse-
quent joint procurement is mandatory.

PREVENT project aims to map, through an iterative approach, the 
gaps and the needs of the transport operators around Europe in relation 
to security and propose the most promising one. These needs were identi-
fied in the format of an initial set of 12 scenarios, which were sequentially 
filtered to 6 by taking into account legal, procurement, and operational 
obstacles and constraints, as well as the economic component. Given the 
above, the end users group consisting of more than 30 public transport 
managers, operators, and security/police agencies from various EU 
Member States or others affiliated with the EU countries concluded in a 
shared challenge. Following this extensive analysis, the buyers involved in 
the project also decided as a next step that the purchasing activities of the 
desired solution shall be dealt with using a Pre-Commercial Procurement, 
meaning the purchase of R&D services from the industry.

Y. Bouali 
Engineering Ingegneria Informatica Spa, Rome, Italy
e-mail: Youssef.Bouali@eng.it 

A. P. Baquedano 
Corvers Procurement Services BV, ‘s-Hertogenbosch, The Netherlands
e-mail: a.baquedano@corvers.com 

R. Iguerwane 
SNCF, Paris, France
e-mail: ext.rami.iguerwane@sncf.fr

 M. KAMPA ET AL.

mailto:Youssef.Bouali@eng.it
mailto:a.baquedano@corvers.com
mailto:ext.rami.iguerwane@sncf.fr


337

The roadmap of actions, including the methodological approaches to 
verify the Common Challenge, is analyzed in the sections below. Section 
20.2 will provide the outline of the methodology adopted. Section 20.3 
will summarize the development of the security scenarios and the 12 to 8 
scenarios’ refinement; Sect. 20.4 highlights the refinement from 8 to the 
final 6 scenarios analyzing the different aspects that have been taken into 
account. Finally, Sect. 20.5 concludes with the main two results of the 
project, and Sect. 20.6 provides the conclusions of the aforementioned 
analysis.

20.2  PrEVEnt MEthodologIcal FraMEwork

Scenario planning is a technique that can support decision-making by tak-
ing into account a number of uncertain and uncontrolled parameters that 
may have an impact on the implementation. The correlation between the 
scenario planning and decision-making has been established in several 
studies [6]. In this regard, this method was selected to help the practitio-
ners select the most promising need after evaluating different aspects that 
could have an impact on their selection (Fig. 20.1).

As described in the image above, three progressive phases have been 
implemented:

Fig. 20.1 PREVENT methodological framework
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Iteration 1 12 security scenario definition. During this phase previously 
known and experienced, but also new and emerging threats are identified. 
The result of this phase is the definition of the initial set of the 12 scenarios.

Iteration 2 Refinement of security scenarios. Evaluation screening based 
on the practitioners’ needs and second round of scenario screening (12 to 
8). Final 8 scenarios were chosen through a voting-based refinement that 
involved all the project partners and external stakeholders.

Iteration 3 Final sorting of security scenarios. Evaluation screening 
through practitioners’ needs, technological, economic, and regulatory cri-
teria. Third round of scenario screening (8 to 6). Final 6 scenarios 
selection.

Project Outcome Common Challenge Elaboration. Based on the final set 
of scenarios, the end users via discussions session concluded to the most 
promising scenario, taking into account all parameters.

20.3  SEcurIty ScEnarIoS dEFInItIon 
and FIrSt rEFInEMEnt

The ultimate goal of building scenarios is to assess outcomes from alterna-
tive future trajectories, through model analysis and planning with stake-
holders, to inform decision-making. In this regard, the elaboration of 
common security scenarios in the context of PREVENT was divided into 
the following logical steps.

As an initial step for the scenario development, PREVENT project 
focused on involving a substantial amount of stakeholders through the 
development of a group entitled “User Observatory Group” (UOG) 
which included practitioners from public transport operators (PTO) and 
law enforcement agencies (LEA), who have committed to take part in 
PREVENT’s activities alongside with the Consortium partners. The active 
involvement of the UOG members and the Consortium partners to the 
project activities was ensured in order to create economies of scale and 
better analysis, to manage and spread the risks, and to foster the widest 
possible and collaborative uptake of the shared approach to security chal-
lenges in public transport in relation with terrorism.
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The second step toward a concrete scenario development involves the 
identification of threats and vulnerabilities that the public transport opera-
tors face, through a security processes and practices analysis. In addition, 
PREVENT took into account other aspects like terrorists’ attack patterns, 
the current European Transportation system – which facilitates the “free 
movement” between EU MS – and the security checks operations.

The aforementioned parameters allowed the preparation of an initial 
framework detailing a scenario attack through the elaboration of a certain 
storyline.

In this context, each PREVENT PTO and LEA has been invited to 
detail three attack events of high risk (Risk = Impact × Probability): one 
that occurred in the past, a realistic probable attack, and a complex high 
impact attack (Fig. 20.2).

Thus, based on the aforementioned attack events and the collaborative 
work, the first 12 scenarios have been developed including various aspects 
of an attack ranging from the threat, weapon type, the attack target, the 
location, and the rest factors as included in the image below. In this regard, 
the 12 scenarios defined were the following:

Scenario 1. An identified terrorist is crossing different European countries
Scenario 2. Stabbing attack in a PTO station
Scenario 3. CBRN attack in station with drones carrying the weapon
Scenario 4. Bomb attack in an underground station
Scenario 5. Hijacking of a train by a terrorist
Scenario 6. Several terrorists with weapons are using different kind of 

transportation
Scenario 7. Cyberattack on a PTO train dispatching, presumed isolated
Scenario 8. Bomb attack in a bus

Fig. 20.2 Types of terrorist events considered in PREVENT
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Scenario 9. Left objects/baggage with explosive
Scenario 10. Vehicle crash in a crowd
Scenario 11. Sabotage: block fixed on rails to stop trains
Scenario 12. Massive shooting with rifles in a PTO station (Fig. 20.3)

Moreover, the scenarios included various gaps that need to be addressed 
in the European PTO environment. The total of 16 gaps have been identi-
fied and grouped into 4 distinct categories:

• Detection
• Tracking
• Protection
• Collaboration

allowing the elaboration of a scenarios and gaps matrix, where each sce-
nario was associated with one or more primary and/or secondary gaps 
(Fig. 20.4).

For the refinement of this first set of scenarios, the methodology fol-
lowed was quite simple, as the goal was the prioritization of the most 
crucial scenarios depending on the needs of PTOs and other practitioners. 
Thus, PREVENT initiated vote sessions and needs related discussions 
during project meetings where the PREVENT partners and the UOG 
members were invited to express their individual needs and capabilities 
into the scope of concluding eventually to the following eight security 
scenarios:

Fig. 20.3 Aspects of an attack analyzed within scenarios
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Scenario 1. Mass shooting in a train station
Scenario 2. Unattended item(s) in a train station
Scenario 3. Terrorist crossing different European countries
Scenario 4. Reconnaissance before an attack
Scenario 5. Attack with a suicide vest in a subway
Scenario 6. Laying of an explosive material by a drone
Scenario 7. Bomb alert in a metro station
Scenario 8. Sabotage of the tracks

20.4  8 to 6 SEcurIty ScEnarIoS

Besides the need’s dimension, PREVENT partners decided to include for 
the second iteration of the scenario’s refinement also three other dimen-
sions that could potentially have an impact in the scenarios or even serve 
as a blocking point.

In this context, the next step included their progressive refinement 
leading to the selection of the six more promising ones by taking into 
account the four following essential components as analyzed in the 
proceeding:

• Need: Public transport operators’ and security services’ needs and 
expectations in the field of preempting terrorist attacks were 
evaluated.

Fig. 20.4 Scenario gap matrix
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• Technology: Technological readiness and innovation level of the iden-
tified available solutions (bearing in mind the definition of the state 
of the art of COTS technologies, related suppliers, patents and IPRs, 
as well as interoperability needs, benefits, and risks).

• Regulatory: Different aspects of the procurement legal background 
and GDPR aspects were analyzed.

• Economic: The procurement economic capabilities of the end users 
and the economic assessment of the eight scenarios were elaborated.

20.4.1  Technological Analysis

The initial step of the technological analysis was the definition of the avail-
able technologies for each gap identified in the scenario’s definition phase, 
as included in the Scenarios and Gaps matrix presented in Sect. 20.3. In 
this regard, a list of technologies was provided, and the end users were 
called to evaluate and challenge the level of maturity of these technologies 
based on a benchmark methodology. For the benchmark, the partners 
adapted the Technology Readiness Level (TRL) scale [10] to the European 
PTO environment and to PREVENT’s needs. Indeed, a technology such 
as facial recognition is technologically very advanced and even sometimes 
deployed in countries such as China,1 so its TRL would be 9. But, princi-
pally due to regulatory obstacles, facial recognition is not so advanced in 
the European PTO environment, so its maturity would be probably 3 on 
a TRL scale adapted to it2,.3 Based on the results of the adjusted TRL 
maturity of the long list of technologies and the places of the PTO envi-
ronment that each technology could be deployed, the ten most relevant 
technologies were finally selected according to the desire to implement 
them and the needs of the end users (Fig. 20.5).

Definition of the State-of-the-Art and IPR Search
Following the technologies identification, a state-of-the-art (SOTA) anal-
ysis was deemed necessary in order to plan accurately for a procurement. 
In particular, at that stage, such analysis is required to study the technolo-
gies that can best meet the Consortium’s needs and their stage of 

1 https://www.businessinsider.com/chinese-company-claims-its-facial-recognition-95- 
accurate-masks-2020-3

2 Article 10 Regulation (EU) 2018/1725.
3 Article 9 GDPR, Article 10 Law Enforcement Directive.
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development. It reveals whether a specific technology which could meet 
these needs is already available on the market or whether some degree of 
R&D is needed in order to further develop potential solutions. It informs 
the purchasing strategy toward either a procurement of R&D toward a 
desired solution (i.e., a Pre-Commercial Procurement, PCP), the modifi-
cation or adaptation of existing solutions (i.e., a Public Procurement of 
Innovative Solutions, PPI), or the procurement of an identified 
Commercial Off- The- Shelf (COTS) solution.

In the PREVENT context, the state-of-the-art (SOTA) analysis 
included two activities:

 (a) An evaluation of the available Commercial Off-The-Shelf (COTS) 
products which can satisfy the identified gaps and where relevant 
the integration effort required to reach the desired functionalities 
and interoperability. Consequently, the Consortium concluded to 
a list of products, equipment, and technical solutions available on 
the market that can be purchased, but do not fully cover the needs 
of the end users.

Fig. 20.5 Ten selected technologies
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 (b) A macro analysis of the total stock of relevant patents, standards, 
and literature to obtain information on their type, scope, breadth, 
content, radicalness, and technical relevance, as well as the associ-
ated institutions and related suppliers owning intellectual property 
rights (IPRs).

This second activity was performed by capitalizing in the iPlytics plat-
form4 and a keyword search that the applications provide. Therefore, a 
wide range of results of the world’s state of knowledge in the field of the 
technologies analyzed under the PREVENT project was revealed. Out of 
this initial long list, the most relevant documents were identified on the 
basis of their degree of technical relevance and legal relevance.

The partners selected those patents that may be key to technological 
recommendations from the PREVENT project. So, an in-depth technical 
examination of the most relevant documents was performed by a technical 
expert partner, and the initial results were shortlisted. In addition, the 
most important intellectual property has been chosen, which in the con-
text of the project may contribute to solving the problems defined in the 
security scenarios and meet needs articulated by PTOs and practitioners. 
Links between owners of key patents (or the most active patents in each 
topic) and manufacturers of solutions available on the market (described 
in the COTS analysis) were also compared.

The outcome of the analysis included the number of patents, the top 10 
applicants, and the geographical location, among other important analyt-
ics deemed relevant for the scope of the project. Moreover, it should be 
emphasized that no close relations were identified between the manufac-
turers of technical solutions from the COTS analysis and global leaders in 
the field of their patents on individual topics. As a result, it was concluded 
that manufacturers rely on their knowledge or patent specific technical 
solutions that they can use in all their market products. A final recommen-
dation was that it is worth following the global tycoons who are leading 
the world in CCTV technologies or radar technologies, because they can 
be potential contractors for future technologies.

Interoperability Needs
In order to define the interoperability needs and viable adoption models 
for PREVENT proposed technologies, the eight scenarios have been 

4 https://www.iplytics.com/
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analyzed and structured based on the European Interoperability 
Framework (EIF) of the ISA program. The EIF is “a commonly agreed 
approach to the delivery of European public services in an interoperable 
manner. It defines basic interoperability guidelines in the form of common 
principles, models and recommendations.” This framework describes dif-
ferent layers of interoperability as shown in Fig. 20.6:

• Four layers of interoperability: legal, organizational, semantic, 
and technical

• A cross-cutting component of the four layers: integrated public ser-
vice governance

• A background layer: interoperability governance

In the framework of PREVENT, these interoperability layers cover dif-
ferent aspects of interoperability and technology adoption requirements as 
described in Table 20.1.

20.4.1.1  EIF-Based Questionnaires
In PREVENT, practitioners played an important role in conducting key 
activities and providing domain know-how and expertise necessary to 
achieve planned goals. In this regard, both public transport operators 
(PTOs) partners of the project and members of the User Observatory 

Fig. 20.6 Layers of interoperability of the EIF
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Group have been involved in order to evaluate and define the interopera-
bility and technology adoption requirements related to the proposed tech-
nologies. Two dedicated questionnaires have been prepared based on the 
EIF framework in order to collect the different aspects of interoperability: 
legal, organizational, semantic, and technological. The involved practitio-
ners ensure a wide coverage of different public transport categories (train, 
metro, security forces in public transport), as well as different European 
countries (France, Portugal, Italy, Greece, Poland, and Switzerland). The 
abovementioned questionnaires have been submitted under two 
dimensions:

 1. Coordination dimension: respondents were asked to provide their 
evaluations with regards interoperability requirements related to 
coordination/cooperation features of proposed technologies 
between different public transport organizations and and/or 

Table 20.1 PREVENT interoperability layers

Interoperability 
levels

Contextualization to PREVENT

Interoperability 
governance

PREVENT proposed technologies shall take into consideration 
existing regulations and policies on interoperability frameworks and 
propose recommendations in case there are gaps or constraints due 
to as-is situation

Integrated public 
service governance

PREVENT shall take into consideration the involvement of all 
potential users at national and European levels and describe different 
coordination and governance mechanisms among them

Legal and ethical 
interoperability

PREVENT shall take into consideration existing legal and ethical 
policies and strategies when framing interoperability and technology 
adoption requirements and propose recommendations of putting in 
place new legislation in case there are gaps or constraints

Organizational 
interoperability

PREVENT shall propose different interoperability configurations for 
potential users in different scenarios, both at MS and European 
levels

Semantic 
interoperability

All aspects of data and information exchange with regard to the 
adoption of proposed technologies will be addressed

Technical 
interoperability

PREVENT proposed technologies shall support service-oriented 
architecture (SOA) design paradigm using open and internationally 
accepted standards, a solution that makes PTOs independent of 
vendors, products, and technologies which offers great advantages 
and flexibility in shaping the adoption models’ scenarios
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authorities. Two levels of coordination were proposed: national 
level (within the same Member State borders and jurisdictions) and 
EU level (between organizations belonging to two or more differ-
ent European countries).

 2. Technology-based dimension: respondents were asked to provide 
their evaluations with regard interoperability requirements related 
to the proposed ten technologies as described in Sect. 20.4.1.

The results of the collected answers are briefly summarized in the 
below points:

• Interoperability requirements are very heterogenous among differ-
ent organizations and through different Member States.

• In addition to EU regulations, each Member State has its own/spe-
cific laws and regulations which in many cases differ from other 
countries.

• For organizational interoperability, two major types of governance 
were considered depending on the level of autonomy the PTOs have 
or in the case they depend on national authority.

• Concerning the semantic interoperability, many data models exist 
throughout Europe, and there is a clear need for data model stan-
dardization in the domain of public transport.

• Data management is under the responsibility of the PTOs, who 
express major concerns on access rights when exchanging data with 
other organizations.

• With regard to technical interoperability, any new technology adop-
tion will require consequent adjustment (in terms of hardware and 
software) of existing systems.

• Any new technology requires also coordination with other authori-
ties and service providers.

• New technology requires setup of new security policy, specifying 
minimal security requirements that all users and entities must respect.

20.4.2  Regulatory Aspects

The regulatory environment was analyzed in order to identify the aspects 
that may have an impact on pursuing any of the scenarios as presented in 
Sect. 20.3. The major criteria to block and exclude one or more of the 
initial use case scenarios were based on the avoidance of conflicts among 
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national regulatory frameworks. Particular attention was also paid to the 
impact of the GDPR on handling of information within and between prac-
titioners, requesting support from the GDPR and Security Advisors work-
ing on the project.

The analysis was based on the input provided by the public buyers 
involved in the PREVENT project as partners or members of the User 
Observatory Group (UOG) regarding potential legislative obstacles to the 
implementation of any of the scenarios. The work focused on the regula-
tory aspects across the MS of the public buyers, to evolve from the differ-
ent contexts and practices toward a single regulatory component that can 
be shared across public buyers for the deployment of the future procure-
ment. The outcomes of the research were further analyzed in order to 
elaborate a conclusion on the most flexible and adequate legal framework.

The flexibility to deploy an R&D procurement procedure outside the 
scope of the defense and security procurement legislation (when costs and 
benefits are shared), the flexibility to conduct ad hoc joint cross-border 
procurement and to conduct market consultations, and the availability of 
fast court proceedings were the criteria selected to identify the most suit-
able public procurement legislation. Additional criteria, such as the will-
ingness to act as lead procurers and the previous experience with the 
deployment of PCP, are also important to choose the applicable public 
procurement legislation.

Regarding the impact of the privacy regulation on the selected scenar-
ios in the analyzed countries, it is important to underline that in the regu-
latory framework, the principle of accountability triggered a double 
obligation on the part of the data controller: to ensure the respect of the 
principles relating to the processing of personal data and, more in general, 
of the data protection law and to demonstrate and fully document such 
respect.

Therefore, with regard to the scenarios, there weren’t absolute limita-
tions or serious impediments on the privacy law side, but rather require-
ments that must be met in order to ensure compliance with the regulatory 
sources analyzed. However, particular attention must be paid to scenarios 
that involve the use of biometric systems, such as facial recognition where 
particular technical and organizational measures should be taken.
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20.4.3  Economic Aspects

An economic assessment of the scenarios of the PREVENT project was 
performed. The goal was to identify the ones that are the most economi-
cally advantageous and to provide recommendations for the refinement of 
the scenarios. Following an extensive literature review, in order to identify 
the economic aspects of a scenario, the MCDA analysis [2–4] on the gaps 
addressed by the scenarios was considered the most suitable method 
(Fig. 20.7).

In this regard, seven criteria were selected in mutual agreement with 
the stakeholders, aiming at “measuring” the pros and cons of each gap:

 1. The expected improvement of the services quality
 2. The Gap Security Value, calculated based on the level of importance 

of each gap and its contribution to each scenario
 3. The current disturbance in the activities of the PTOs deriving 

from this gap
 4. The percentage of occurrence of each gap
 5. The current cost of the currently used equipment
 6. An approximate estimation of the current financial loses deriving 

from each gap
 7. An estimation of the current price of the technologies available 

addressing the gaps

Fig. 20.7 Scenarios economic assessment using MCDA
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Following the criteria selection, the proposed methodology involved 
two phases:

• Impact Evaluation. Impact evaluation is the phase where end users 
assigned a score si, to each gap and criteria C. All these values were 
normalized at the end, so that the best values became 1 and the 
worst values became 0.

• Weighting. Weighting indicates the importance of a criterion C in 
comparison with the other criteria. This was the outcome of the 
analysis made by requesting the end user to fill in a resistance to 
change grid.

After collecting the information requested above and making the nec-
essary calculations, the evaluation matrix per end user was prepared. The 
overall preference score for each gap per end user was simply the weighted 
average of its scores on all the criteria. Letting the preference score for gap 
“i” on criterion C be represented by sij and the weight for each criterion 
by wj, then n criteria the overall score for each gap, Si, was given by:

 
S w s w s w s w si i i i j ij= + + =

=
∑1 2

1
21 n

j

n

n

 (20.1)

Based on the weighted score above, the ranking list of the gaps per 
stakeholder was produced. The next step of this methodology is to merge 
the different lists ranking the gaps (one list for every participant) into a 
unique list.

The weighted scores, calculated earlier, reveal the most-preferred and 
the least-preferred solutions for a given participant. Of course, the most 
and the least-preferred gap vary greatly from one participant to another. 
In that context, it is of utmost importance to compute a unique list, which 
should somehow take into account the individual preferences of the par-
ticipants, as expressed in their individual lists. For this purpose, the Borda 
method [9] was used: for a given solution, instead of computing the aver-
age of the scores from the individual lists, the respective “high-ranking 
score” (HRS) was calculated. Namely, the calculation made includes the 
number of times that this solution appeared in the top six of an individu-
al’s list, and this value was the HRS. Based on the HRS, the ranking of the 
gaps was calculated. This gap ranking was finally transformed in Scenario 
Value through the usage of the scenario gap matrix.
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20.4.4  Security Scenarios Definition

To achieve a general overview of the aforementioned components, a table 
summarizing all the needs, technological and limitations analysis was used 
so as to facilitate the selection of the final set of scenarios (Table 20.2).

On the basis of this exhaustive analytical work and with the continuous 
engagement of the practitioners, the initial scenarios were refined and 
adapted into six final scenarios:

Scenario 1: Unattended item(s) in a train station
Scenario 2: Reconnaissance before an attack
Scenario 3: Mass shooting in a train station
Scenario 4: Sabotage of the tracks
Scenario 5: Terrorist crossing different European countries
Scenario 6: Attack with a suicide vest in a subway

Each addressed shared technological anti-terrorist needs in public 
transport operators’ environment, providing different target audiences 
with information about how the operational and technical challenges of 
the common security scenarios can be addressed from a technological 
point of view, taking into account the regulatory and economic 
capabilities.

20.5  ProjEct outcoMES

20.5.1  Common Challenge Elaboration

As subsequent step and based on the six scenarios, the PREVENT project 
partners identified the Common Challenge as described below:

Enhancing security situational awareness through:

• Timely automatic detection of unattended items in public transport 
infrastructure and in public areas in the vicinity

• Identification and tracking of perpetrators
• Advanced crisis management system

This represented the most viable – in many terms – shared need among 
the different stakeholders. The exploitation of the vulnerabilities in rela-
tion to this need has a massive economic cost, which can be measured in 
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terms of indicators ranging from the cash value to financial losses, business 
interruption, and damage to property or in worst cases passenger losses. In 
this context, earlier detection of terrorists and potentially dangerous 
objects, tracking of detected individuals or situations and coordination of 
security forces’ response, are critical actions that will mitigate the terrorism- 
related risks.

It is important to mention that this Common Challenge will serve as 
the basis for the subsequent procurement that will be undertaken on the 
form of a Pre-Commercial Procurement (PCP) since the need identified 
will be satisfied through the R&D services provided by the industry’s side.

20.5.2  Innovations and Solutions Roadmap

One other important outcome of the aforementioned work was also the 
development of an innovations and solutions roadmap. This roadmap 
focuses on providing the PREVENT’s consortium partners, as well as the 
largest European audience, with a consolidated overall picture of the main 
results obtained under the core activities of the project into a roadmap of 
solutions and innovations. Such a roadmap is meant to be a multidimen-
sional and interactive map of innovations and solutions providing different 
target audiences with information about how the operational and techni-
cal challenges of the common security scenarios can be addressed from a 
technological point of view, taking into account the regulatory and eco-
nomic capabilities.

In Fig. 20.8, the data structure of the aforementioned tool is presented. 
In particular, the five layers of the innovation roadmap and the rational 
and relationship between one layer another are analyzed:

Layer 1 – Security Threats Represents the list of identified threats and gaps 
related to security in public transport. Such threats have different security 
levels and may target people, infrastructure, transportation means, and/or 
related public spaces.

Layer 2 – Security Threats’ Categorization:
• Detection: focuses on technology gaps that allow the detection of a 

potential threat in a PTO environment – abandoned items detection, 
weapons detection, explosive material detection, etc. They are in the 
scope of this benchmark.
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• Tracking: focuses on technology gaps that allow the tracking of a 
person responsible for a threat or an attack that has occurred.

• Protection: focuses on technology gaps that allow a protection of 
strategic places in PTO areas.

• Collaboration: focuses on technology gaps that allow a better col-
laboration between PTOs and LEAs.

Layer 3 – Proposed Technology Innovations For each security threat/gap, a 
list of technologies and/or low TRL innovations is proposed.

Layer 4 – Roadmap Analysis Dimensions Each proposed technology inno-
vation will be characterized under four dimensions – technology-specific 
criteria, IPR dimension, interoperability dimension, and economic 
dimension.

Layer 5 – Multi-Factor Roadmap Picture The four characterization dimen-
sions are further detailed according to information collected from differ-
ent sources under work packages 3, 4, and 5.

Fig. 20.8 Technology Innovations overall roadmap structure
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20.6  concluSIonS

Given the increased complexity of the PTO security environment, this 
chapter contributes to a framework of decision-making based on scenario 
planning that stresses greater emphasis on the needs of the end users as 
well as other parameters that could potentially have an impact on the final 
selection. From the work undertaken by the Consortium, it is evident that 
technology, regulatory, and economic-related factors are vital data that 
end users should possess in order to bypass the uncertainties of any 
decision.

In this regard, PREVENT focused on satisfying the security needs and 
wants of a variety of end user by designing 12 scenarios and developing a 
rich methodology in order to refine them and to ensure that the final 
selection made will represent a viable in many terms need. The Consortium 
tackled several limitations on the decision-making mechanism ranging 
from the involvement of the end users and the efficient expression of their 
needs up to providing sufficient data for the definition of the Common 
Challenge of a future procurement, not only in security or transport field 
but also in every field that an innovative procurement is suitable to be 
conducted.
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CHAPTER 21

Securing the European Gas Network, 
the Greek Business Case
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Panagiotis Demestichas, and Clemente Fuggini

21.1  IntroductIon

Modern and resilient European societies rely on the effective functioning 
of Critical Infrastructure (CI) networks to provide public services, enhance 
quality of life, sustain private profit and spur economic growth.

The first official effort for the protection of CIs on a European level 
took place in 2004 with the request by the European Council for the des-
ignation of an EU integrated strategy for the protection of CI. In 2006 
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the EU set the parameters for the implementation of the European 
Program for the Protection of Critical Infrastructure (EPCIP) which 
adopted an “all-hazards approach” toward threats, including the protec-
tion against natural disasters, technological and man-made threats [1]. In 
2008, the European Council Directive 2008/113/EC defined CIs in 
general as an asset, system or part of system which is located in a Member 
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State and is essential for the vital functions of the society, and the health, 
safety, security, economic or social well-being of people, which (infrastruc-
ture) if disrupted or destroyed will have a major impact on the society and 
functions of a Member State [2]. Additionally, this directive focuses on the 
European Critical Infrastructures (ECI) of Energy and Transport. The 
Energy sector is further analysed to the sub-sectors of Electricity, Oil and 
Gas. Further to the above, several initiatives and regulations specifically on 
the Gas sector focus on security, pinpointing the need for enhancing pro-
tection of such CIs, such as the European Energy Security Strategy [3], 
the stress tests on the resilience of the EU gas system [4] and the EU 
Regulation 2017/1938 on Security of Gas Supply [5].

All the aforementioned effort at strategic level finds fertile ground for 
further development, given the real security incidents in Gas CIs. Due to 
their distributed nature and often completely publicly known routings, the 
gas grids are prone to physical attacks, cyber-attacks (e.g. SCADA manip-
ulations) and cyber-physical attacks. Statistics on main physical hazards, 
natural (e.g. earthquake, ground displacement, landslides) and man-made 
(e.g. sabotage and attacks) have been provided by EGIG over the last 50 
years. A total of 1366 incidents to gas network have been reported from 
1970–2016 resulting to an annual primary failure frequency of 3.1 × 10−4 
per km, for transmission pipelines [6]. Main causes of incidents have been 
identified in “external interference” (e.g. digging, piling or ground works 
by heavy machinery) and “ground movement” (e.g. dike break, mining), 
both characterized by potentially severe consequences. In 2016, energy 
was the industry second most prone to cyber-attacks, with nearly three- 
quarters of US O&G companies experiencing at least one cyber incident 
[7], while the cost of Cybersecurity breaches for companies in utilities & 
energy reached $14.80 million in 2016 being the industry sector with the 
second highest annualized costs [8].

Moreover, as interconnections of gas elements, interfaces with other 
grids, automated monitoring and regulation loops are increasing, besides 
cascading consequence effects, also emergence of novel types of threaten-
ing behavior are expected. Taking account of these challenges, there is an 
increasing need for joint physical, cyber and especially cyber-physical 
threat risk analysis and management comprising preparation, prevention, 
detection as well as optimized response, recovery and restoration to a bet-
ter system state as before the event.
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21.2  SecureGaS PerSPectIve

As already indicated, the Gas network and infrastructure represents a sig-
nificant example to be protected, made secure and resilient to both physi-
cal and cyber threats. The complexity of the gas network, its difference 
among transportation lines, the peculiarity of the areas crossed (remote or 
densely populated), the various production and storage facilities make it a 
strong, relevant and challenging environment to cope with.

SecureGas project focuses on the 140.000  km of the European Gas 
network covering the entire value chain from production to transmission 
up to distribution to the users, providing methodologies, tools, and guide-
lines to secure existing and incoming installations and make them resilient 
to cyber-physical threats. Three business cases, addressing relevant issues 
for the gas sector and beyond, have been identified so that to ensure the 
delivery of solutions and services in line with clear needs and require-
ments, focused on risk-based security asset management of gas transmis-
sion and distribution networks; impacts (economic, environmental, and 
social); and cascading effects of cyber-physical attacks on interdependent 
and interconnected European Gas grids; integrity, and security, through 
the operationalization of resilience guidelines, of strategic installations 
across the EU Gas network. SecureGas tackles these issues by implement-
ing, updating, and incrementally improving extended components, inte-
grated and federated according to a High-Level Reference Architecture 
built upon the SecureGas Conceptual Model (CM), a blueprint on how to 
design, build, operate, and maintain the EU gas network to make it secure 
and resilient against cyber-physical threats.

SecureGas adopts a comprehensive, yet installation-specific, approach 
to the security and resilience of gas CIs. The Conceptual Model and the 
High-Level Reference Architecture provide a blueprint and the rules for 
its implementation on how gas installations and systems have to be 
planned, designed, constructed, operated, and maintained to be secure 
and resilient against the combination of cyber and physical threats. The 
project addresses the resilience of gas CI and aims at integrating the resil-
ience capabilities (plan/prepare, absorb, recover, and adapt) in the disaster 
risk management cycle (preparation, response, recovery, and mitigation) 
within an asset life-cycle perspective, thus securing to achieve resilience 
across the various phases of the life cycle of an infrastructure.

SecureGas extended technical components have been selected on the 
basis of complementary to address various type of threats and cascading 
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events. As such a cyber-physical correlator will be exploited, countermea-
sures for attacks to the SCADA system will be investigated, and landslide 
and seismic events will be assessed as potential threats to gas pipelines. 
SecureGas will perform a characterization and ranking of the complete 
range of cyber, physical, and cyber-physical risks for gas grids. A dedicated 
approach looking at interactions among safety and security in communi-
cating information to the public starting from existing means and meth-
ods used by gas operators in liaison with public authorities will also be 
investigated. The participation of end users ensures that SecureGas is vali-
dated in the most complex and realistic scenarios.

21.3  MethodoloGy

Resilience is appropriate to be treated more as a concept [9], characterized 
by four main capabilities – Plan/Prepare, Absorb, Recover and Adapt – 
and four main socio-technical system dimensions, physical, information, 
cognitive, and social, to be defined and described for each of the afore-
mentioned capabilities. In practical terms robust and resilient CI means 
that an existing and new Gas infrastructure will have to resist to hazards 
and absorb their impacts more efficiently and more effectively; accommo-
date and recover the effects of a hazard more efficiently, timely, and safely; 
and be designed/restored to coordinate more efficiently across the various 
phases of a disaster risk management cycle.

In order to effectively enhance the resilience of a gas CI, SecureGas will 
follow a business case (BC)-driven approach, with three main phases as 
depicted in Fig. 21.1 and further analyzed below:

21.3.1  Phase 1: Construct/Develop

In this phase, initial actions include a state-of-the-art analysis in order to 
identify the existing limitations and barriers in practice as well as the cur-
rent challenges, constraints, and needs of the infrastructure managers and 
operators in terms of security against both physical and cyber threats.

Moreover, technology providers and BC owners will interact in order 
to define how the various components can be integrated into the High- 
Level Architecture and how they will interact to serve the purpose of 
achieving the required level of service (LoS). A Concept of Operations 
(CONOPS) will guide the implementation and integration process. As 
such the High-Level Architecture will implement the features of the 
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Platform as a Service (PaaS) concept so that to ensure flexibility, modular-
ity, third-party interoperability and integration, customization, and con-
textualization to the BCs.

The SecureGas CM and CONOPS approach and application relate to 
the necessary inputs such as user requirements, technical requirements, 
potential threats to be covered, performance indicators of solutions, sys-
tem specifications as well as the expected further use of the CM and 
CONOPS during development, implementation, testing, validation, and 
improvement. Main advantages are expected from the CM and CONOPS 
approach for the SecureGas High-Level Reference Architecture (HLRA) 
development as well as the specification of the technical security solutions 
in all three application cases.

Fig. 21.1 SecureGas methodological approach
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21.3.2  Phase 2: Demonstrate

This phase consists of the BC development including adaptation and cus-
tomization of the components to pilots, pilot execution, and performance 
evaluation.

In this direction, initially SecureGas components will be customized, 
integrated, and deployed, as previously developed and incremented, into 
the three BC. Indeed, according to the respective scenarios, the compo-
nents built in phase 1 will be selected and be customized in line with the 
needs and constraints and then be integrated and unified according to CM 
and HLRA. This means that, up to the level required and defined, the 
extended components will be adapted and integrated to the BC existing 
infrastructures (physical and IT) and to the legacy systems in place. To 
allow this implementation is made consistently and effectively, the HLRA 
will be built on the concept of Platform as a Service (PaaS).

The deployment of the aforementioned extended and integrated com-
ponents in the BC will happen through piloting, consisting of testing and 
demonstration. In parallel, supportive and collaborative activities will be 
implemented, such as learning and knowledge sharing, discussions, and 
assessment of best practices.

21.3.3  Phase 3: Validate and Diffuse

This last phase has twofold objectives: on one side to perform a cumulative 
and summative evaluation of SecureGas CM, HLRA, components, and 
their deployment into the BCs and on the other side to make sure that 
SecureGas outcomes and core principles are diffused beyond the consor-
tium reaching a wider community of users.

Regarding the first objective, SecureGas will follow a four-step 
validation- evaluation approach:

 1. Set the context: Identify the actors involved, identify requirements 
and process, define objectives, and identify criteria.

 2. Plan the BC: Define scenarios, analyze criteria, and select evalua-
tion tools.

 3. BC implementation: Plan the BC, conduct validation, and assess 
data quality.

 4. Assess and report results: Assess results, and prepare validation and 
evaluation report.

21 SECURING THE EUROPEAN GAS NETWORK, THE GREEK BUSINESS CASE 



364

For what concerns the “diffusion” aspect, SecureGas will make sure 
that the project outcomes reach a wider community as possible of stake-
holders by defining and implemented an effective and efficient dissemina-
tion and communication strategy. This will be supported by the 
establishment of a project Stakeholder Platform (SP), consisting of repre-
sentatives of gas CI operators/owners, companies delivering services for 
gas network security, and policy makers. Moreover, SecureGas will estab-
lish liaison activities with CEN/CENELEC on the basis of the agreements 
made with the European Commission in supporting the implementation 
of standardization activities, processes, and outcomes in European research 
projects [10].

21.4  technIcal coMPonentS

The SecureGas technical partners will customize, integrate, and deploy 
the extended components, as previously developed and incremented, into 
the three BCs. According to the foreseen scenarios for each BC, the com-
ponents built in phase 1 of the aforementioned methodology will be 
selected and be customized in line with the needs and constraints as 
defined by the scenarios and then will be integrated and unified according 
to CM and HLRA. In the following sections, the set of components that 
will be integrated and address the needs of the Greek BC will be presented.

21.4.1  Joint Cyber-Physical Risk and Resilience Management

The joint cyber-physical risk and resilience management component 
(RMG) aims at enhancing the security and resilience of gas CI networks, 
covering the main principles imposed by resilience and disaster risk man-
agement cycle. Indeed, the RMG component aims at providing support to 
the operators before, during, and after an incident occurrence.

Preincident The RMG component will operate as a standalone tool, sup-
porting gas CI owners, operators, security managers, and decision-makers 
in identifying, assessing, and evaluating risks (physical and cyber) that may 
compromise gas network integrity. For the evaluation of security breach 
scenarios’ risk level, the RMG component adopts the all-hazard approach 
and follows the requirements of a risk management framework, fostering 
thus the targeted and efficient allocation of funds and resources toward 
security.
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The main security risk assessment steps that will be integrated into the 
RMG component are:

 (a) Identification of CI assets: Identification and ranking of all corpo-
rate assets along the gas network, on the basis of their criticality. 
Criticality is typically defined as a measure of the consequences 
associated with the loss or degradation of a particular asset and is 
related to the benefits arising from its prevented nonavailability. 
The assessment of asset’s criticality requires the consideration of its 
role not only in the context of company’s overall service delivery 
and mission but also in relation to the wider network. The criteria 
applied for asset criticality evaluation are, among others, the work-
force at the specific asset, service delivery, interdependencies, and 
potential domino effects of a security incident to adjacent CI assets.

 (b) Identification of threats: Identification of possible sources of threats 
to each critical asset (identified in the previous step) and develop-
ment of security breach scenarios. The RMG component will pro-
vide an extensive threat catalogue, covering physical and cyber 
aspects of security, to enable user have a broad view of potential 
threat sources that could target his network.

 (c) Risk analysis and evaluation: Assessment of the likelihood and con-
sequences of potential security breach scenarios. For those threats 
that are non-probabilistic (e.g., intentional/man-made threats), 
their likelihood of occurrence is estimated considering parame-
ters such as:
• Feasibility, which is the overall likelihood of a certain type of 

attack occurring regardless of the target and relates to the ease 
of attack’s execution from the attacker’s point of view (e.g., 
knowledge about the asset, difficulty in obtaining the type 
of weapon).

• Target attractiveness, which is the likelihood that a certain asset 
would be targeted for a specific type of attack and is related to 
the features of a particular asset that make it more or less likely 
to be attacked (e.g., potential for casualties, symbolic value).

• Vulnerability, which is regarded as the probability of the success-
ful completion of the attack and is closely related to the security 
systems deployed in the CI as well as to the existing security 
procedures.
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The consequences of each scenario are assessed through the evaluation 
of impact-related criteria such as number of casualties, number of fatali-
ties, cost of asset loss, environmental impact, out of service time, etc.

Analyzing input information and drawing on pre-established model 
parameters, the RMG component will inform the user on scenarios’ risk 
level. Appropriate recommendation will be provided in terms of technical, 
organizational, and managerial solutions.

During an Incident Apart from serving as a standalone tool, the RMG 
component will also be integrated in the SecureGas solution, providing 
close to real-time risk assessment capabilities and offering advanced situa-
tional awareness in case of security breach incidents. To do so, the param-
eters applied for risk calculation of both probabilistic and non-probabilistic 
incidents will be modeled and integrated into the component, serving as a 
knowledge database and proving the cognitive ontology for addressing 
security breach scenarios. Thus, for every event detected by the SecureGas 
system (i.e., alert), the RMG component will provide an estimation on its 
risk level. That information will serve as input to the SecureGas UI, so as 
every alert appearing on the operational picture to be linked to a distinct 
risk level.

Post-incident The RMG component will provide targeted recommenda-
tion to the operator on the actions that need to be undertaken for the 
absorption of an event, the efficient response to it, and the fast recovery in 
case of disruption, incorporating the procedures and systems specified 
through operators’ emergency plans and recovery actions.

21.4.2  Cognitive Framework for Biometrics 
and Video Analytics

This component’s objective is to identify malicious physical presence near 
critical gas infrastructures. Data preprocessing and machine learning algo-
rithms will be used to classify different kinds of objects detected from the 
cameras and input sensors within or near the CIs. The output of this task 
will be used to raise alerts when the detected object and its respective 
actions are putting the infrastructure at risk, for example, if someone 
attempts to climb the fence protecting a gas supply station.

A combination of cameras and other instruments, such as accelerome-
ter, vibrometer, door latch, etc., will be used, in order to better identify, 
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verify, and track the object/person by correlating information of their 
presence. The video analysis will be applied within the fenced-in area. 
Planned functionalities include:

• Detection of people that unauthorized enter the perimeter
• License plate recognition for vehicles entering from the outside area
• Face recognition for people entering the perimeter

The identification of authorized entry of persons will be done by match-
ing with white lists where authorized persons are stored. The similar pro-
cedure is also used for vehicles by license plate recognition. In case of an 
unauthorized entry into the perimeter, an alert will be raised to the opera-
tor with information about which location is affected including a snapshot 
of the suspicious individual from the respective camera.

Additionally, Wi-Fi presence analytics will be exploited in this compo-
nent. This solution has the benefit of tracking visitors through a unique 
identifier per device. Having a unique identifier is essential when not just 
tracking the number of people in a space. In order to recognize the suspi-
cious connections, a white list system will be constructed on which we 
could enumerate the authorized connections and let the system alert when 
an unauthorized one gets into the network. An alert can be issued when 
an address does not belong to the white list or when a group of new 
addresses gather in a critical hub. However, it is important to note that 
white lists are not perfect/exhaustive and a determined attacker could 
bypass them. They can be used, as one tool among others, to complement 
the solutions suggested above. The result of this component will be the 
overview of the critical gas infrastructure’s safety and security, via a com-
bination of heterogeneous sensors and respective data processing.

21.4.3  Risk Aware Information to the Population

Mass notification requires a very good preparation and readiness level 
before any emergency occurs. In SecureGas the population is only indi-
rectly notified by the organizations; the authority which has the compe-
tence to notify the population differs per country; however, in most cases 
it is either the civil protection authority or the Public Safety Access Point 
(PSAP) or the national “E-112” service.

The target of the component is to enable gas CI operators to (effi-
ciently) notify authorities (civil protection, first responders, other CI 
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operators) on an emergency situation. The informed decision of commu-
nicating this kind of information will be assisted by the alerts produced by 
the SecureGas platform.

When it comes to warn private, public, or civil authorities, one needs to 
make sure that panic is not provoked among the population.

Once those criteria considered and the need to warn gets compelling, 
we need to communicate as soon as possible in order to activate the reac-
tion of the affected communities and thus minimize damage.

The message to send has to be specific, accurate, clear, and credible. By 
sending that message, we aim to maximize the response capability of the 
concerned authorities and enable them to notify the broader public as 
soon as possible by activating their own emergency plan communication 
system. The message must contain the following:

• The date, time, and location of the incident
• The type of the incident
• The current damage extent and the risks that might come
• Some suggested countermeasures
• The source of the information

21.4.4  Cyber-Physical Correlator

The cyber-physical event correlator component is a machine learning- 
based tool for advanced event processing which will be harnessed to moni-
tor the resources of the SecureGas platform, as well as the results from the 
different components, aggregating the information in order to detect 
threats. The collected data will be processed, and machine learning-based 
event correlation will be applied to discover cyber, physical, or joint anom-
alies and threats for the operation of the gas infrastructure and network.

The input for this component will be aggregated data from multiple 
heterogeneous sources. This includes sensors that will be placed in the CI 
sites to monitor various parameters for physical security, data, and traces 
from cyber activity for the protection against cyber threats and legacy sys-
tems the operators already have, potentially gas grid SCADA, IT, and IoT 
Systems. Moreover, results generated from other components will also be 
incorporated. One of those components will be the algorithms for video 
analysis running as part of the intrusion detection tool. This will feed the 
correlator with information about potential detected persons or objects 

 I. GKOTSIS ET AL.



369

and face or license plate recognition performed on the video surveillance 
within the protected area.

The correlator will perform anomaly detection deriving from rules, 
labeled historical events, and automated artificial intelligence techniques. 
Additionally, parameter forecasting will be included to enable the predic-
tion of future fluctuations of the monitored values and to facilitate prepa-
ration for the upcoming conditions as well as propose potential mitigation 
actions. WINGS will deploy its patented capability to detect anomalies 
projected to gas grids [11].

In order to maximize the accuracy of the component, labeled historical 
events will be given as input to facilitate the training of the model. 
Nevertheless, during the operation of the system, feedback will be acquired 
from the user to confirm the validity of the results and reveal mistakes. The 
feedback will also include classification of the detected events with regard 
to their nature (physical, cyber, mixed) and their significance. The vectors 
corresponding to anomalies and attacks, acquired either by threat data-
bases or by previous events, will then be correlated to vectors produced by 
real-time monitoring of the infrastructure to improve the capability of the 
correlator to both detect and the classify new occurrences.

21.5  the Greek BuSIneSS caSe

As already described in the methodology above, three BCs will be designed 
and implemented within SecureGas. In this section, the customization, 
deployment, and testing of the SecureGas HLRA and the extended com-
ponents described in the previous section will be analyzed in the frame-
work of the Greek BC, which involves two different gas CI operators 
(DEPA and EDAA). This will result in the deployment of a specific secu-
rity solution (i.e., SecureGas service), integrated as far as possible into 
operations and evaluated by the BC owner (i.e., DEPA, EDAA) during 
pilots activities.

The steps to be followed include the definition and documentation of 
the as-is situation; the improvement potential regarding the implementa-
tion of SecureGas at DEPA and EDAA; the identification of CI assets and 
assessment of their criticality, identification of threats, target attractiveness 
assessment, and consequence assessment (Domino effects); as well as defi-
nition of requirements for information to the public.
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This analysis will cover the transportation and distribution (midstream 
up to downstream) of gas at strategic (project planning), tactical (project 
risk assessment), and operational (distribution network) level.

21.5.1  End Users

DEPA (Public Gas Corporation S.A.) is the main NG and LNG importer 
in Greece and actively contributes in the strengthening of the Southern 
Gas Corridor, i.e., the realization of new alternative routing for the NG 
transportation from the Caspian Sea and Middle East to Europe. 
Furthermore, DEPA owns and operates two fast-fill compressed natural 
gas (CNG) and refueling stations for natural gas vehicles (NGV) – buses, 
trucks, and cars – in Attica, Greece. Both facilities serve as central filling 
stations of a fleet of approximately 600 buses and 100 garbage trucks in 
total. The performance of each station is described by the overall flow rate 
of 5,000 Nm3/h, sufficient for 28–36 busses per hour. Stations are sup-
plied by high-pressure pipelines. They consist mainly of an inlet section, a 
compression section, a storage section, and a dispenser filling section.

EDAA (Attiki Gas Distribution Company S.A.) is the distribution sys-
tem operator (DSO) in Attiki, the most populated region in Greece, sup-
plying NG to more than 350,000 households, 6,500 small commercial 
customers, and 200 large commercial and industrial customers, through a 
medium- and low-pressure network of more than 3,100 km. EDAA net-
work is connected with the high-pressure network through 5 city gates 
peripheral in Attiki region, and along there are 150 distribution stations 
and ~180 valve pits, including connections with large customers also refer-
ring to CIs (e.g., hospitals) whose operational continuity would be com-
prised in case of a gas supply failure.

21.5.2  Greek Business Case Scenarios

In the Greek BC, two different types of scenarios will be used in order to 
validate and evaluate the SecureGas solution, in an effort to combine secu-
rity and resilience aspects across both midstream and downstream gas 
infrastructures.

The first scenario type involves the simulation of a strategic risk assess-
ment during life-cycle management of a hypothetical pipeline that is the 
only point for distributing gas nationwide. This strategic scenario engages 
multiple owners and operators to simulate key security and resilience issues 
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and analyze potential threats and hazards affecting the delivery of natural 
gas related to spatial planning of gas networks, (gas) network unavailabil-
ity risks, and diverse sources of threat. Output will focus on defining 
generic risks applicable to all modern in midstream architectures along 
with potential solutions and design security measures.

In the second type, the Greek Gas CIs participate in the analysis of 
attack scenarios involving downstream infrastructures. Potential attacks on 
downstream DSO infrastructures are reviewed along with their intercon-
nections to other CIs. Validation scenarios include both cyber-physical 
and physical-to-cyber-attacks that target modern storage and distribution 
systems on industrial systems and networks, along with physical safety sce-
narios, such as combined terrorist attacks close to highly populated areas 
and sensitive receptors. This aims to provide a framework for detecting, 
assessing, and eventually responding to hybrid attacks to DSO infrastruc-
tures and interconnected CIs through the use of the SecureGas solution. 
Moreover, the proximity of strategic gas network nodes, distribution end-
points, and assets to populated areas and sensitive receptors as well as to 
other CIs is being taken into consideration for the Greek BC. It is deemed 
as one of the most important and integral parameters of the risk assess-
ment and management procedure.

In the aforementioned scenarios, the following threats are some of 
those that are addressed:

• Geopolitical risks/threats
• Physical intrusion (person and vehicle)
• “Man-in-the-middle” attack to ICS/SCADA system
• Manual tampering for midterm corrosion combined with malware 

blocking control panel
• Physical intrusion to data/control rooms, combined with malware 

(e.g., through USB) to kick-start or block ESD
• Unavailability attack for a week, cascading failure to other CI sectors

21.6  concluSIonS

In this chapter the authors have analyzed and presented the methodologi-
cal framework and the details that will be followed in SecureGas project, 
in order to enhance the security and resilience of gas CIs, involved in dif-
ferent phases of the gas value chain, underlying also the necessity to focus 
on such CIs, given that the complexity of the respective networks and the 
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peculiarities of such facilities makes them hard to cope with. More specifi-
cally the Greek Business Case was presented, where the implementation of 
the under development SecureGas solution will be tested and validated. 
The technical components that will be integrated and address the needs of 
the two Greek Gas CI operators were also reported.

At this stage of this research, the outcomes are preliminary, confirming 
though the necessity to have tailor-made solutions and approaches for gas 
CIs security. From the current state of analysis and developments, it 
appeared that actions such as the following should be implemented for 
tangible results:

• Demonstration of systemic security risk and resilience management 
approach including the combination of physical and cyber threats, 
their interconnections, and cascading effects

• Implementation of improved, integrated solutions to prevent, detect, 
respond, and mitigate threats and their customization to specific 
installations

• Assessment of the customized solutions through an extensive set of 
KPIs and establishment of a trustworthy mechanism for sharing 
information and best practices

• Identification and development of viable and effective security para-
digms validated through the BCs
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CHAPTER 22
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in the Protection of Soft Targets: 
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22.1  IntroductIon

The security situation in Europe has been deteriorating. While critical 
infrastructures are largely secured, hence making them hard targets for 
terrorist attacks, any easily accessible crowded place providing a high 
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probability of a successful attack has become a first-choice target. This 
includes public venues such as malls, transport infrastructures, market 
places, schools, hospitals, cultural or sport sites, places of worship, and 
other urban areas. The public character and the variety of venues makes 
the protection of soft targets a very hard task, since security and safety of 
people must be provided while at the same time preserving accessibility.

As pointed out in [1], there is now the need of protection of these soft 
targets, which traditionally would not have been entitled to the constant 
protection of law enforcement agencies (LEAs). Innovative security think-
ing therefore means putting the focus on both soft targets and hard tar-
gets. The key objective is however to protect individuals from serious 
assaults; the protection of private and corporate property is not relevant in 
the context of this chapter. As the protection of soft targets is a recent 
problem that emerged in the last decades, there are no established strate-
gies on how to implement it yet. There is clearly no one-fits-all solution 
because each soft target has its own intricacies to consider. The approach 
to design a security plan is however sometimes pursued in an unstructured 
way [2] and is clearly also influenced by common practices of LEA as well 
as budget and availability considerations [2], which may negatively impact 
its quality. Yet, it is common knowledge that the activity of planning and 
training for preparedness leads to better decisions, especially in critical 
moments, and to  a more effective use of resources. This is where the 
STEPWISE project aims to make a difference, by providing a methodol-
ogy and the software tools to approach security planning in a structured 
way, thus helping with the creation of more solid security designs.

22.2  AssessIng the securIty of PublIc sPAces 
And the ProtectIon of soft tArgets

Prior to designing any security measures for a public space, the potential 
weaknesses of the soft target have to be identified. The features and 
modalities of the venue and of the event that takes place should be assessed 
against any potentially exposed vulnerabilities. The physical security has to 
be taken into account along with all other aspects that embody the soft 
target for this risk assessment: first, it should be clarified what is to be pro-
tected [1]. This is a shared mission among many security stakeholders 
both from public and private sectors. Second, vulnerabilities need to be 
identified and assessed with respect to  their potential  severity. Third, 
potential threats need to be identified together with potential specific 
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targets and their likelihood of occurrence. Fourth, the potential impact of 
the assault should be assessed regarding possible causalties. The broad 
security plans should in fact prioritize saving lives and minimizing harm 
[3]. Although a violent assault may entail damage to property, which may 
represent significant costs, the focus of the paper is exclusively on the 
safety of individuals, which is a priority for LEA. Last, the consequences of 
an incident should be identified and assessed in their severity and other 
relevant aspects.

Clearly, methodologies should assist security planners to pursue a sys-
tematic and systemic approach to security design. A structured approach, 
guided by a methodology, helps to keep the focus on the relevant aspects 
and to avoid neglecting others. An important point often overlooked is 
the human factor. As people are usually under time pressure, some tasks 
need to be prioritized more than others, and some may be entirely forgot-
ten or erroneously deemed to be too resource-intensive to be evaluated.

In the scope of risk assessment, but also when eventually designing 
security measures, all available information and data should be exploited 
to have a comprehensive understanding of the soft target, i.e., its normal 
functioning  and the deviations that may be caused by the event being 
planned. Elements that should be considered are, for example: (1) layout 
of the location and topology from a strategic and vulnerability point of 
view; (2) analysis of processes - e.g., what staff does, who does it in par-
ticular, and when; (3) supply chains, (4) interdependencies; and (5) avail-
able data from similar events and their lessons learned.

In conclusion, a large amount of data needs to be considered for a pro-
found risk assessment and a comprehensive discussion on potential secu-
rity measures. LEAs would strongly benefit from a decision support tool 
that bundles all this information in one place, and that aids in taking better 
informed decisions on this basis. At present, security planning seems to be 
largely a pen and paper task for LEAs, which bear inherent problems of 
communication difficulties because people literally do not see the same 
thing. Here, even just a mere visualization of the venue can clearly con-
tribute immensely to reduce confusion and help users to “be on the 
same page.”

There is no one-fits-all solution for the protection of public spaces. It is 
in fact unfeasible for LEAs to protect all public spaces due to technical and 
mostly economic reasons [2]. Consequently, there is a clear need for inno-
vative and collaborative tools that make it easier for LEAs to work cross- 
sectorally and to devise solid security concepts. The economic aspect 
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governs the choices which are made for the security measures. Providing 
sufficient security while respecting budget constraints, and while  at the 
same time fulfilling the demand to plan flexible, foolproof, and creative 
measures [1] is clearly a hard task. Decision Support Systems are targeting 
this difficulty and are designed to provide the support that is needed in the 
respective knowledge domain, so to help users make better decisions and 
better use of their resources.

22.3  stAte of the Art on decIsIon suPPort 
In the securIty domAIn

The task of management aims to bring an effort to its ultimate good con-
clusion, by deciding the needed courses of action at certain turning points 
where a decision from someone having a systemic perspective is needed. 
This is true in all fields of the human knowledge including ensuring the 
security and safety of people.

All managerial tasks have the latent need to be supported in their effort 
to do a better job, and a relevant, effective, and useful Decision Support 
System (DSS) can play a crucial role in helping “self-confident profession-
als” to rely on the evidence provided by facts [4] and not on wrong mental 
models or beliefs that are backed only by expertise (which of course could 
be biased by one’s experiences). As reported in [5], most of the early 
authors refer to the Gorry and Scott Morton [4] paper (“A Framework for 
Management Information Systems”) in Sloan Management Review in 
1971 as the true starting point for DSS technology. Scott Morton’s doc-
toral thesis [6] at Harvard Business School in 1971 already outlined the 
first concept of what can be seen as a “management decision systems”. 
Later on, a paper from Sprague [7] (“Framework for the Development of 
Decision Support Systems”), in MIS Quarterly in 1980, summarized all 
the essential elements for the design, development, implementation, and 
use of DSSs. As still reported in [5], early case studies analyzed by Keen 
[8] showed several benefits identified by DSS users, among which cost and 
time savings thanks to faster and more effective response.

These and other similar general benefits still appear today in the litera-
ture, even if the underlying DSS technology has changed several times and 
even if such technology gets labelled differently with respect to the core 
idea of DSS. In fact, the DSS architecture mainly builds on three compo-
nents: (1) an interface between the user and the functional routines, (2) a 
data manager, and (3) functional routines.

 S. ARMENIA ET AL.



381

In [5] the authors report that Sprague [9] collected the following “DSS 
characteristics” from several other authors:

 1. DSS aim at the less well-structured, underspecified problems of upper 
level management.

 2. DSS combine the use of models or analytic techniques with traditional 
data access and retrieval functions.

 3. DSS focus on features which make them easy to use by noncomputer 
people in an interactive mode.

 4. DSS emphasize flexibility and adaptability to accommodate changes in 
the environment and the decision-making approach of the user.

Thus, a distinctive feature of the early descriptions of DSS is that it 
should support all phases of decision-making (hence “decision support”).

Additionally, [5] reports about another fundamental and distinguish-
ing feature of a DSS, that is, its iterative design [9], a typical four-steps pro-
cess of information systems development (1. analysis, 2. design, 3. 
development, and 4. testing), which repeats iteratively.

Under a wider perspective, we must notice that modern DSS are not 
only based on IT but also on methodology. The engine of the decisional 
process can be represented by the diagram in Fig. 22.1, in which we did 
not represent explicitly the technological stack, which by the way can be 
quite complex in data representation and fruition, because we wanted 
to draw the reader’s attention on the fact that calculus methods are a key 
element in modern DSS.

Fig. 22.1 A generic representation of the decisional process as presented in [10]
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Moving from  this perspective, it is also worth mentioning that such 
methodologies rely on a number of underlying decision-making theories/
models, whose evolution is captured in Table 22.1, which correlates vari-
ous decision-making theories, modes, and attributes.

In [21] the authors describe the evolution of such decision-making 
tools/techniques characteristics that, over the last 40 years, have evolved 
from a mere descriptive/diagnostic power in operational/tactical environ-
ments to the prescriptive/predictive power with a focus on strategic 
decision- making, capable of an effective response also to potential future 

Table 22.1 A general approach to decision-making

Decision-making models
Analytic Reflective Thinking 

[11]; Organizational 
Decision- Making [12, 
13]; The Knowing 
Organization [14]

Strategic, Informed 
Decision Making for the 
Future [15]
Intelligent Organizations 
[16]

Rules-based Organizational 
Decision- Making [12, 
13]; The Knowing 
Organization [14]

Belief-driven Behavioural Decision 
Theory [17]

Cognitive Naturalistic 
Decision-Making 
[18]; Rapid 
Processing Decision 
Theory [19]

Learning Organization 
[20]
The Knowing 
Organization [14]

Decision-making attributes
Timing Immediate Short-term Long term
Type Critical, urgent Operational, tactical Strategic
Environment Dynamic Recurring Uncertain
Objective React Explain, optimize Predict, act
Technology Mental simulation of 

options using 
leading practices and 
pattern matching

Applying logic or rules, 
plus computerized, 
probabilistic information 
processing

Simulation and decision 
tools with impact 
analysis

Knowledge Tacit knowledge Tacit and explicit 
knowledge

Convergence of explicit 
knowledge with tacit and 
cultural knowledge

Strategies Heuristic Algorithm Convergent analytics

Adapted from Ref. [21]
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environments (hence with the aim to build/increase resilience for the sys-
tem under analysis).

As a growing number of companies/organizations are making use of 
DSS (which – as seen above – can be very different among themselves), it 
is interesting to note that some maturity models have been proposed, with 
a specific reference to the most currently diffused model, which is based 
on data analytics [22]. In this work, we will just cite the Gartner maturity 
model [23] (see Fig. 22.2) that shows four levels of maturity: descriptive, 
diagnostic, predictive, and prescriptive. Such levels can be differentiated 
based on how much automated the decisional process is or how much is 
left to an external intervention by the decision-maker.

It is now worth mentioning a few of the latest innovative approaches in 
building DSS. Again, in their work, in [5] the authors report that the D2I 
joint industry and university research program (cf. [5]) proposed a vision 
that is built around human and system joint intelligence for digitalization: 
in other words, DSS use fast, automatic algorithms for large, well- 
structured, datasets and combine this with knowledge from seasoned con-
text experts. In order to make it work, human users need context relevant 
advice (in real time, with real data and information) that is adapted to their 
cognitive abilities and background knowledge (i.e., advices they can 
understand and use): they ultimately argue that this could be the mission 
statement for the DSS of the 2020s.

Fig. 22.2 Gartner’s analytics maturity model [23]
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The  idea of digital coaching systems got started a few years ago (cf. 
[24]) as an answer to the demand on human operators to master advanced 
automated systems in complex and very large industrial process systems. 
Digital coaching works well with data that is collected from digital devices, 
instruments, tools, monitoring systems, sensor systems, software systems, 
data and knowledge bases, data warehouses, etc. and which gets then pro-
cessed to be usable for the digital systems that will guide and support users.

A well-known attempt of this has been undertaken with the so-called 
Industry 4.0 framework [25], which essentially heavily relies on the digital 
twin concept. The digital twin is basically a digital replica of the organiza-
tion under analysis and provides the possibility to act under the cyber- 
physical perspective that means allowing actions undertaken in the virtual 
environment to affect the physical world. The digital twin concept is 
strictly connected to the digital coaching model, as it requires to master 
the transition from data to information and onwards to knowledge, also 
known as “digital fusion”: a)  data fusion collects and harmonizes data 
from a variety of sources with different formats and labels, b) information 
fusion uses analytics to build syntheses of data to describe, explain, and 
predict key features for problem solving and decision-making, and c) deci-
sions then get “actuated” in the physical replica/twin generating the 
expected/simulated impact (see Fig. 22.3).

Another decision-making framework that integrates the knowledge 
from the process-generated information and the knowledge from the indi-
viduals in an organization has recently been proposed in [10] and, as for 
the above  mentioned digital coaching systems, aims at adapting 
IT-generated content to the cognitive levels of the users, in a sort of triple- 
loop learning process.

A DSS has to be distinguished from a decision-making system, where 
the system actively recommends a result or solution. The creation of a 
decision-making system is feasible if the domain knowledge is well defined, 
structured, and narrow. For example, medical expert systems can be 
counted to this group: a catalogue of clinical symptoms can be turned into 
an ontology to automatically diagnose an illness based on the provided 
symptom information [26].

The domain knowledge regarding the security of soft and hard targets 
is, however, not as well defined and certain aspects are in constant evolu-
tion. Therefore, only DSS are relevant in this domain. The development 
of DSS for the security domain poses a significant challenge: due, in fact, 
to the sensitive nature of information on terrorist attacks and soft target 
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security, data is not necessarily readily available and may be available to 
authorized individuals only. It is likely that a number of DSS in the secu-
rity domain exist for the protection of public spaces; however, online 
information is sparse, such that the majority may be a confidential in- 
house development of private security companies. To our best knowledge, 
a dedicated DSS for the protection of soft targets that would be available 
for LEAs does not exist yet.

There is an ISO standard (ISO 31000) [27] on risk management, 
which aims to help organizations to perform well in an environment full 
of uncertainties. It has already been applied to the assessment of urban 
spaces in the scope of the EC project DESURBS [28]. ISO 31000 does 
not contain specific recommendations and is a general-purpose risk man-
agement tool. It can be argued that safety risks for people are a special case 
and should be excluded from general-purpose risk management, as any 
risk to people is unacceptable.

In recent literature [1, 2] regarding the protection of soft targets, the 
paradigm DDRM is predominant. The acronym stands for:

• Deter: Effective preventive measures should be put in place together. 
The significance of psychological obstacles must not be 
underestimated.

• Detect: Ensure that any suspicious action is rapidly detected.
• React: Response protocols should be in place to react quickly to a 

detection.
• Mitigate: Strategies to mitigate an incident if it happens.

Fig. 22.3 The digital twin decision-making cycle [25]
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Nevertheless, [2] reports that the protection of soft targets is often 
approached in an unstructured way, which often leads to ineffective mea-
sures and a waste of resources.

22.4  beyond the stAte of the Art on decIsIon 
suPPort In the securIty domAIn: 

the stePWIse Project

The STEPWISE project  is an EU-granted project funded under the 
Internal Security Fund Police (ISFP) from DG-Home, which builds on 
top of one of the partners’ previous experiences, CS GROUP’s “Crimson 
by DIGINEXT” platform, using virtual reality and digital twin principles 
for the supervision and protection of sensitive sites, and developing new 
capabilities for a five key phase methodology:

 1. Assessing vulnerability of public spaces. A city has countless public 
spaces, and public events can take place in parallel creating several 
potential soft targets that need at least minimal protection. Prioritization 
is essential. STEPWISE provides a visualization of the venue in 3D and 
traditional cartography in 2D.  Advancing the current paper-based 
manner of assessing maps helps to minimize confusion about the loca-
tions and improves the overall quality of the discussion. Users are 
guided by an adaptable checklist that leads through the process of vul-
nerability assessment.

 2. Creating innovative security plans. The risk assessment of the previ-
ous stage represents the input for this phase where practitioners are 
requested to jointly formulate security measures to eliminate the 
 identified vulnerabilities and adjust security concepts and measures to 
minimize their exposure to potential threats. Again, this stage is guided 
by a checklist that can be customized by the user and which helps to 
identify the key aspects, measures, and operations that are to be taken.

 3. Devising effective response plans. Risk assessments and security plans 
are focused on prevention, helping to minimize the possibility of an 
assault. Clearly, good prevention and deterrence measures cannot 
entirely eliminate the risk. It is therefore necessary to investigate poten-
tial incident scenarios, which is done in this stage. Security profession-
als emphasize that the process of planning for an incident itself is just as 
important – or even more so – than the response plan that is produced. 
As reported in [1], without any kind of plan or protocol, even minor 
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incidents may cause severe confusion and the inability to react ade-
quately in a critical moment.

 4. Assessing plans and designs against various scenarios. In the 3D 
environment that STEPWISE provides, the security and response plans 
can be tested. The user can play through different situations supported 
by 3D equipment on the 3D map and annotations as text or drawings. 
Security measures are notoriously difficult to test, and a test on the 
public space would bother the population apart from the investment of 
time and resources. An evaluation of the security measures in the digital 
mock-up of the venue represents therefore a great advantage.

 5. Enhancing preparedness of first responders by virtual reality train-
ing. Training is undoubtedly a key to a successful incident manage-
ment. STEPWISE therefore provides a training option with virtual 
reality (VR) headsets. Users can immerse into the VR environment to 
familiarize with the layout of the site and to study the topology of the 
buildings. In addition, users are also able to solve problems and take 
decisions in a serious game context.

As shown in Fig. 22.4, the 3D map is a central element in the interface 
where users can work collaboratively and add annotations as text, draw-
ings, or 3D models that represent equipment, such as cars or barriers. This 

Fig. 22.4 The STEPWISE platform for decision support in security planning
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represents a digital playground where potential threat situations can be 
created and discussed with remote colleagues that have the same view on 
the 3D scene. Users can create checklists for each of the methodology 
steps. All the checklists are stored on the server, where they can also be 
archived. In this way, a checklist can be used as a template or simply inspi-
ration for the protection planning of another public space.

The STEPWISE 3D mock-up module is another component of the 
toolkit, which enables the creation of 3D building models as IFC files 
[29] – a BIM [30] compliant file format. 3D building models are mostly 
available for newly constructed buildings, but for older houses, they 
remain a rare resource. The 3D mock-up module therefore provides an 
easy to use building editor where a user can rapidly model a 3D building 
based on available floor plans to be used with the STEPWISE toolkit for 
the risk assessment and the planning of the security measures.

The STEPWISE VR training module provides training capabilities to 
teach the topology of the site and to increase the preparedness of trainees. 
However, this module is not intended to be used while performing opera-
tions, which is currently beyond the scope of the STEPWISE project.

22.5  lImItAtIons And future develoPments

A key aspect of the structured approach to planning security measures for 
the protection of soft targets is the visualization of the venue, notably the 
realistic virtual representation in 3D. Building models with topologically 
correct indoor modelling is, however, still quite a challenge. In fact, as 
for more recently constructed buildings, 3D models could be available, as 
the architectural and construction process nowadays works already with 
3D models and ideally follows the BIM concept, it is easy tounderstand 
that the larger part of a European city consists usually of older and even 
historic buildings, for which a digital replica often does not exist. Where it 
is not the aim of STEPWISE to develop a professional architectural soft-
ware, the STEPWISE 3D mock-up module provides however  a poten-
tial  solution to rapidly sketch and edit 3D building models, but its 
applicability is a function of the complexity of the building that is to be 
modelled. Consequently, a trade-off has been made to ensure high user- 
friendliness such that buildings with simple and largely regular interior 
topology can be modelled. Further development, at the moment beyond 
the scope of the STEPWISE project, may enable the modelling of com-
plex buildings and highly irregular structures. At the same time, there are 
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open source tool available, like FreeCAD [31], which already allow for the 
modelling of complex buildings with a typical CAD approach [32].

In contrast to 3D buildings, a lot of datasets on city-relevant topics has 
been made available in the public domain recently by open data initiatives, 
e.g., [33]. It would be desirable to include this data in STEPWISE as 
another aid for the user. A lot of infrastructure information [34] is also 
present in the OpenStreetMap [35] data. However, the current interface 
does not allow the direct exploitation of it in the cartography view of 
STEPWISE. These are definitely valuable approaches to make the most 
use of the public data and support the decision-making process for 
LEA  which could be included in future releases of the STEPWISE 
platform.

As a last consideration, it is worth noting that not only LEA may profit 
from STEPWISE. As pointed out in [2], most soft targets are privately 
owned venues such as entertainment parks, commercial centers, private 
academic institutions, stadiums, and museums. Some incidents may be too 
insignificant or out of scope for a LEA to intervene. However, they may 
still pose a risk to the security and safety of people. STEPWISE may also 
be of interest for soft target owners to devise their security and response 
plans. As it is quite commonplace knowledge nowadays, preparedness, 
which may be ensured on all levels, helps raising awareness and minimiz-
ing confusion, thus ultimately and generally leading to better reactions in 
critical situations.

22.6  conclusIons

The protection of soft targets is a tremendously hard task due to the vari-
ety of public spaces and economic considerations, while at the same time 
the open and welcoming  character of the site needs to be maintained. 
There is currently no common methodology that helps LEAs to get to a 
reasonable protection plan in a structured way, although the pressure to 
provide effective security measures in the face of the terroristic attacks that 
Europe has experienced in the last decades is clearly high. All of this points 
to the fact that better decision support is needed to create security designs 
which make effective use of available resources. The STEPWISE project 
aims at filling this gap by providing a methodology for systematic security 
planning together with supporting software tools. STEPWISE provides 
3D visualization of public spaces, which advances not only the current pen 
and paper-based planning of most LEAs but also minimizes confusion 
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regarding locations, thus enhancing the overall quality of the security 
discussion. This collaborative tool ultimately allows to jointly formulate 
security designs without a physical presence at the real venue. In addition, 
3D buildings can be created rapidly by means of an easy to use modelling 
application, and are then used in the toolkit to recreate the venue in the 
3D environment. Moreover, the users can familiarize themselves with the 
site and gain  related competence  by improving their skills inside the 
STEPWISE VR training module. In brief, STEPWISE is a decision sup-
port toolkit that could significantly aid in the protection of soft targets 
for LEAs.
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CHAPTER 23

Trials: New Method of Assessing Innovative 
Solution in Crisis Management

Joanna Meitz, Jakub Ryzenko, Marcin Smolarkiewicz, 
and Tomasz Zweg̨liński

23.1  IntroductIon

Current and future challenges due to increasingly severe consequences of 
natural disasters and terrorist threats require the development and uptake 
of innovative solutions that are addressing the operational needs of practi-
tioners dealing with Crisis Management. Project DRIVER+ (Driving 
Innovation in Crisis Management for European Resilience) [1] focusing 
on delivery full service as a completely new environment (test-bed), which 
supports practitioners in finding (Portfolio of Solutions), testing (Trial) 
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and assessing (Trial Guidance Methodology) innovative crisis manage-
ment solutions.

DRIVER+ project has three main objectives:

 1. Develop a pan-European test-bed for crisis management capability 
development:
• Develop a common guidance methodology and tool (supporting 

Trials and the gathering of lessons learned.
• Develop an infrastructure to create relevant environments, for 

enabling the Trialling of new solutions and to explore and share 
CM capabilities.

• Run Trials in order to assess the value of solutions addressing 
specific needs using guidance and infrastructure.

• Ensure the sustainability of the pan-European test-bed.
 2. Develop a well-balanced comprehensive Portfolio of Crisis 

Management Solutions:
• Facilitate the usage of the Portfolio of Solutions.
• Ensure the sustainability of the portfolio of tools.

 3. Facilitate a shared understanding of crisis management across Europe:
• Establish a common background.
• Cooperate with external partners in joint Trials.
• Disseminate project results.

23.2  trIal GuIdance MethodoloGy

The Trial Guidance Methodology (TGM) has been applied in four Trials 
and systematically evaluated [2, 3]. The TGM give step-by-step guidelines 
to carry out robust assessment of the solutions through recommendations 
from the preparation phase until evaluation results [4]. Trial Guidance 
Methodology offers several tools to support and to enable its implemen-
tation as:

Training Module  – providing education, practice and assignments via 
e-learning and face-to-face workshops. Modules cover all aspects of 
organising a Trial and are delivered as a complete training package.

Trial Guidance Methodology Handbook – it’s a practical guide providing 
detailed explanation of the preparatory six-step approach and the execu-
tion and evaluation phases.
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Trial Guidance Tool  – a web-based software tool developed to support 
Trial owners and high-level crisis managers in the implementation of the 
TGM through the Trial phases.

Trial Action Plan – a comprehensive co-working template and checklist to 
plan and prepare a Trial. Records efforts, circulates decisions and aids 
assessing progress.

The TGM describes all steps and needed roles to prepare a Trial. TGM 
consists of three distinct but connected phases:

Preparation phase: The objective of this phase is to design a Trial. The 
design follows an iterative and nonlinear six-step approach. It starts with 
the identification of the objectives and the formulation of research ques-
tions. In the Trial, there is need to address the questions through an 
appropriate data collection plan as well as through evaluation approaches 
and metrics to analyse the data collected during Trial. To do this, realis-
tic scenarios must be developed, and solutions to be trialled must be 
selected to figure out if they can be innovative.

Execution phase: This phase is much more than just the actual Trial. Before 
execution, there is a need to check if everything what is needed to 
gather relevant data is prepared. After checking and testing, everything 
is ready to run your Trial.

Evaluation phase: This phase amounts to a systematic assessment of the 
potential added value of the solutions that were trialled. When the anal-
ysis is done, the next step is to sum up the results, providing evidence of 
the impact of the solutions, and to disseminate the results within and 
beyond of crisis management community (Fig. 23.1).

Trial Guidance Methodology also defines roles and responsibility 
between expert responsible to prepare a Trial. The whole team is called 
Trial Committee and splits to a several different roles to cover all aspects 
needed to create, execute and evaluate a Trial. Trial Owner is responsible 
for the overall management and success of the Trial. Trial Owner is head-
ing and coordinating the Trial Committee and its coordination meetings. 
Ideally, he is a member of organisation that is the “gap owner”. The Trial 
Host is the provider of the premises the Trial takes place and is responsible 
for the infrastructure and the support. Solution Coordinator is the organ-
iser of the socio-technological solutions applied in the Trial and hence 
responsible for the integration and deployment of the solutions. The 

23 TRIALS: NEW METHOD OF ASSESSING INNOVATIVE SOLUTION IN CRISIS… 



396

Test-bed Guidance Coordinator ensures the correct utilisation of the Trial 
Guidance Methodology in the Trial. Trial evaluation coordinator is to 
ensure a high evaluation quality; the evaluation coordinator needs to care-
fully question and verify the overall test-bed application from the very 
beginning up to the end of a Trial. The test-bed infrastructure coordinator 
is heading the technical test-bed support for the Trial. He is responsible to 
deliver the complete technical test-bed infrastructure connecting the solu-
tions with the Trial participants and other platform systems provided by 
the Trial Host.

Fig. 23.1 Trial Guidance Methodology wheel. Phases and steps to prepare 
Trial [4]
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23.3  ValIdatIon of trIal GuIdance MethodoloGy

23.3.1  Evolution of the Methodology

During the project Trial Guidance Methodology was evaluated, and feed-
back was shared and implemented in the next versions. Methodology is 
still under development, and validation process is still ongoing, but first 
outcomes and results look promising and showing a good approach in this 
process.

The time between the first two Trials was intense and entailed an in- 
depth assessment of the lessons identified and learned. The main feedback 
in interest of TGM developers was a question whether methodological 
approach was helpful to assess potential innovative solutions for CM 
development.

While it turned out that the TGM is appropriate for this specific pur-
pose, in the Trial Committees, specific needs emerged, and a significant 
amount of support was deemed necessary to evaluate the solutions in a 
systematic way.

The relevant stakeholders involved in Trials were not always familiar 
with unavoidable processes and steps that lead to Trials. To make sure that 
implementation of TGM is going well and learning process is processing 
on the both sides – practitioners and TGM developers – several activities 
was to gather feedback, and lessons learnt was taken. The main was a focus 
group discussion after each Trial to gather all thoughts from Trial 
Committee. Also during implementation on each phase, several internal 
meetings, informal discussions and working sessions with the Trial owners 
have been done.

To collect data required for Test-bed Guidance Methodology evalua-
tion used for preparation, execution and evaluation phases, and to demon-
strate the level of achievement and success reached in the Trials, validation 
of TGM was done in a frame of focus group discussion after Trial execu-
tion and a set of questioners after finalising each of the phase.

Collection of data for validation of the test-bed methodology approach 
was done from evaluation of:

Guidance Methodology Handbook  – guide how to design and evalu-
ate Trials.

Guidance Tool – support implementation of the TGM.
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Trial (demonstration) infrastructure where stakeholders collaborate in 
testing and evaluating new CM solutions.

It was important that the data has to be acquired and analysed in the 
way to receive results and formulate conclusions regarding the test-bed 
parts mentioned above independent to:

V1. Type and level of quality of solutions which were evaluated dur-
ing the Trial

V2. Crisis management procedures (or their variants designed only for 
the purpose of the Trial) supported by solutions

V3. Level of competence of practitioners and end users being involved 
in the Trial

V4. Level of competence of experts being involved in the preparation 
and execution of the Trial

In drawing conclusions, it was taken into account that the two groups 
(the practitioners involved in the project and the team designing and 
implementing the Trials) may have different levels of competence includ-
ing not only the level of professional, but also different knowledge of the 
usability and implementation of the methodology (TGM) and technical or 
organisational skills.

23.3.2  General Approach to TGM Evaluation

From the perspective of an idealistic general approach to formulate con-
clusions independent on variables V1, V2, V3 and V4, data collected dur-
ing evaluation of the test-bed methodology would be cross-analysed. 
Results of experts’ estimations from qualitative survey would be trans-
formed to quantitative parameters to use statistical methods to obtain reli-
able conclusions about the effectiveness and improvement of the test-bed 
methodology [5]. On Pic. 1 the idea of approach to the evaluation method 
for analysing an effectiveness and improvement of the Trial Guidance 
Methodology is presented. On Tables 1–3 the scheme of idealistic general 
survey for evaluation of the test-bed methodology approach consisting of 
the Guidance Methodology Handbook, the Guidance Tool and Trials 1–4 
infrastructures (environments) is presented (Fig. 23.2).

The concept of idealistic survey for evaluating the Guidance 
Methodology Handbook component of the test-bed is based on two ways 
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of measurement: subjective and objective observations as qualitative meth-
ods. For subjective observations making a separate analysis among groups 
(Trial owner’s crew, end users and practitioners, solution providers, 
Guidance Tool designers, test-bed infrastructure users (coordinator’s 
crew), Guidance Methodology Handbook creators (to allow comparison 
between group of creators of the Handbook and its users)) involved in 
preparation and execution of the Trial was planned. The research methods 
planned to be used were individual depth interview (IDI) with additional 

Fig. 23.2 Approach of the evaluation method for analysing an effectiveness and 
improvement of the test-bed methodology [5]
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technique (extended questionnaire with open-ended, semi-open-ended 
and closed-ended questions). For this purpose, the Key Performance 
Indicators (KPIs) relevant to the design process (improvement from 
Sample to Sample) of the guidance methodology manual were observed, 
defined and analysed. The research methods planned to be used were a 
statistical comparative analysis of the KPIs (corresponding to the different 
Trials and the different stages of preparation and implementation of the 
Trial) and a statistical comparative analysis of the survey results (selected 
questionnaire interview answers). The KPIs were to be measured by (or 
with the participation of) specific groups involved in the preparation and 
execution of the Trial (the team of the Trial owner, solution providers and 
end users supported by the team of the Test-bed Infrastructure 
Coordinator, the Guidance Tool developer and the Guidance Methodology 
Handbook creators), and then collected and analysed. Based on these two 
approaches, also general questions were planned to be asked groups men-
tioned above:

• Does the Guidance Methodology Handbook provide a systematic 
step-by-step guidance to conduct Trials?

• What is an improvement of the Guidance Methodology Handbook 
from the last executed Trial (which stages/parts of methodology 
implementation process were influenced the most and how)?

What is the advantage of using the Guidance Methodology Handbook 
for evaluating CM solutions within an appropriate environment?

23.3.3  Elements of the TGM Evaluation

The general approach presented in section 23.3.2 Evaluation of the 
Testbed Methodology was idealistic in nature and after the Evaluation 
Team realised that the amount of data to be collected was too large due to 
time constraints and the fact that the elements of the Testbed Methodology 
were not complete and would be developed step by step in a learning by 
doing approach, with each subsequent Trial it would become more and 
more mature, it was decided to change the concept. Therefore, a more 
simplified procedure based on an idealistic general approach was planned 
and carried out [5]. The basis of this procedure and the proposal of real-
istic Trial conditions for the evaluation of the Test-bed Guidance 
Methodology are presented below, taking into account:
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• What elements of the Test-bed Guidance Methodology can 
be evaluated

• Who may be questioned to collect data necessary for evaluation
• When evaluation data can be collected, together with conclusions 

regarding the connection of these aspects with each evaluation pro-
cess described in Trial Guidance Methodology

Finding the set of initial KPIs measuring the performance of the Test- 
bed Guidance Methodology against existing methodologies was challeng-
ing regarding the fact that there is no standardised (baseline) methodology 
for crisis management capability development based on systematically con-
ducted Trials and evaluation of solutions within an appropriate testing 
environment. In this area DRIVER+ is an innovative and pragmatic 
approach. Additionally differences existing among CM systems function-
ing in different EU countries together with dissimilarities among organ-
isational systems of certain services (fire brigade, police, emergency service, 
etc.) make the comparison of KPIs’ values very difficult and less reliable.

It is therefore proposed to focus on measuring subjective KPIs – param-
eters that describe (using a limited scale) the subjective assessment that 
users of the Test-bed Guidance Methodology perceived of the compo-
nents of the actual performance indicators. The purpose of this measure-
ment is to answer the question: “To what extent does the Test-bed 
Guidance Methodology improve performance in:

• Resource Management (both human and physical),
• Time management, Financial Management, compared to the meth-

odology used in your country or organisation?”.

Subjective KPIs can be measured using the individual depth interview 
(IDI) with use of additional technique.

Concluded conditions of the realistic survey for evaluating the Test-bed 
Guidance Methodology were as follows. Test-bed as a whole (Trial 
Guidance Methodology Handbook (TGM), Trial Guidance Tool (TGT), 
Trial (test-bed) infrastructure (TBI)) was evaluated throughout (individ-
ual depth interview (IDI) with use of additional technique (extended 
questionnaire), focus group and individual interview (InI). Each compo-
nent of the test-bed methodology was evaluated by using certain tech-
niques (templates) corresponding to the features of the component. In 
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individual depth interview (IDI), Focus Group evaluation, participants, 
validators and observers took part and for individual interview (InI) 
Guidance Tool designers, Trial Guidance Methodology Handbook devel-
opers and test-bed infrastructure coordinators.

The assumption for data collection was that answers for certain ques-
tions collected during surveys (IDI) from validators together with impres-
sion measure (InI) among partners responsible for creation of each 
component of the Test-bed Guidance Methodology will give an input to 
the evaluation of the methodology. Answers for certain questions col-
lected during surveys (IDI) from participants and observers will give an 
input to the Evaluation of the Trial. And answers for certain questions 
collected during surveys (IDI) from validators and observers will give an 
input to the subjective KPIs analysis for the purpose of the Evaluation of 
the Trial.

After each step of the survey results were discussed with focus groups 
and shared among DRIVER+ consortium members. Workshops after each 
Trial were executed to discuss outcomes of the Trial.

23.3.4  First Outcomes

Conducted discussions, meetings, individual depth interviews as a focus 
group discussions and collected data from the questioners at the each 
stage of preparation of each DRVER+ Trial shed light on a major need, 
having much more pragmatic guidelines to understand better who, when 
and how a task should be performed. While the TGM supporters responded 
timely and effectively to requests, it became clear that the initial version of 
the TGM [2] was not user-friendly and the delivery of a manual could not 
wait until October 2019, as originally planned. After feedback TGM 
developers decided to provide a handbook 9  months before the actual 
schedule.

Identifying one prominent aspect in this process was challenging as it 
was more a combination of different elements that led to the decision of 
designing a handbook early enough to be used in Trials 3 and 4. However, 
two considerations played a major role. First and foremost, what was miss-
ing in the first version of the methodology was a comprehensive reference 
to the pan-European test-bed as a whole. The rationale behind the TGM 
was explained along with the design, but the interrelation with the tools 
(intended in the broad sense of the term) was not captured in the first ver-
sion. The reason is that the complexity of the relations and dependencies 
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between DRIVER+ artefacts emerged mainly in the Trials. The necessity 
to offer the “full picture” through a less fragmented didactical approach 
was revealed both in the TGM team and when dealing with Trial owners. 
The second version of the methodology could not focus only on phases 
and steps; instead it should convey a vision of the conditions and the con-
text in which a Trial can be carried out. The test-bed, in all its complexity, 
demanded more attention. While acknowledging that other deliverables 
are available to dig deep into, for instance, technical features, the TGM is 
the glue that keeps the pieces of the puzzle together. Hence, it was recog-
nised as important to outline not only, for instance, the six-step approach 
in the preparation phase but also to indicate which tools can or should 
come into play in each step.

Second, having described the foundations of the methodology, the 
“how to put it into practice” needed to be rethought. To put something 
in practice, clear-cut information and answers were needed. With this in 
mind, it was decided to keep the explanations at a rather general level but 
to provide straightforward directions on who, what, how and when (also 
in terms of amount of time needed to carry out a task). Additionally, 
methods, tools, inputs and outputs should have been visibly indicated. To 
achieve this goal, a new layout was necessary as well as new ways of pre-
senting content. After the decision of creating a handbook earlier each 
month after gathering more feedback, new versions appear. The newest 
version is available on public project DRIVER+ website. As the evaluation 
phase for last Trial is still ongoing, the last version of the handbook taking 
into account all lessons learnt and data analysed after all Trials and also 
validation of Trial Guidance Methodology results will be published in the 
reports and available at the end of April on the DRIVER+ webpage.

23.4  trIal GuIdance MethodoloGy In PractIce: 
how to create and execute a trIal [5]

During the DRIVER+ lifetime, four Trials were organised and executed. 
Trial 1 in May 2018 in Poland, Trial 2 in October 2018 in France, Trial 4 
(The Netherlands Trial) in May 2019 in the Netherlands and Trial 3 (The 
Austrian Trial) in September 2019 in Austria. Trials were planned in this 
order to enable also validation of the Trial Guidance Methodology as 
described in Sect. 23.3.2 [5].
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As Trials have a scientific approach to measure improvements of trialled 
solutions into crisis management in objective way, below this approach 
and overall outcomes as a lesson learnt implemented till now into Trial 
Guidance Methodology after execution of four Trials are presented.

23.4.1  Step Zero

To create a Trial as regards Trial Guidance Methodology, there is a need 
to identify specific capability gaps and/or problems. Trial address specific 
crisis management gaps, for DRIVER+ Trials, these were gaps like the 
cross-border tasking and resource management, the high-level coordina-
tion, the volunteer management and the situation assessment and logis-
tics. Gaps were identified and validated by practitioners during gap 
assessment workshop to make sure that planned Trials will correspond with 
practitioners needs across Europe.

After gap validation, discussion with practitioners was made to identify 
also interesting scenarios – a Trial context in which selected gaps would 
best reflect the needs of practitioners. For DRIVER+ Trials, gaps men-
tioned above were implemented in the following scenarios:

• Trial 1– cascading effects of a flood
• Trial 2 – multiple incidents caused by a scale forest fire
• Trial 3 – an earthquake
• Trial 4 – a flood and a power outage

After the identification of Trial context to create the DRIVER+ Trials, 
a baseline has been created for each of them. Trial context refers to socio-
cultural and legal characteristics of the context in which the Trial is carried 
out (roles, responsibilities, legal constraints); also constraints should be 
taken into account. The baseline is a depiction of the as-is process that 
includes all roles, actions and information exchanges (including the means 
by who they are done) [6]. For DRIVER+ Trials, business process model-
ling notation (BPMN) was used.

When the Trial context and baseline were ready, Step Zero was finalised 
and the second part of the preparation phase – Six-Step Approach – started.
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23.4.2  Six-Step Approach

Six-step approach is an iterative and nonlinear process including all activi-
ties to design a Trial. To define objective each of the Trial Owners use the 
SMART formulation. SMART stand for specific, measurable, achievable, 
reasonable and time-bound.

After first step, the next was to define research questions. The goal of 
defining research questions was to generate robust results regarding the 
added value of trialled solutions. This means that through defining 
research question and taking account Trial context, Trial owner with eval-
uation coordinator identifies research methods and data analysis tech-
niques which will be used to measure impact of trialled solutions on crisis 
management.

To measure impact of trialled solutions on crisis management, collec-
tion of relevant data is important. To do this there are two things to need 
to be taken into account: which kind of data needs to be collected and 
how. The main part is to determine measures and metrics (KPI’s) which 
can give the answer for the research questions. As different objectives and 
research questions were defined for each of the DRIVER+ trials, it is dif-
ficult to provide one best way. In each of DRIVER+ Trials, it was decided 
that observers will collect relevant data by observer support tool (OST) 
and paper questionnaires/checklist to support collected information from 
test-bed technical infrastructure. This approach is very practical because it 
is giving context for raw data collected by machines. Observers always can 
give a comment to what they observed, and this can give reasoning as why 
practitioners reaction/decision was quicker or slower in specific situation. 
Also, they are capturing practitioner-solution interaction.

There is a very important thing that needs to be highlighted here: 
observers and all measurements are not made to check practitioners and 
checking the correctness of their decisions during the Trial. Observers and 
all measurements are to collect the relevant data to check if the solution 
used by practitioners actually answers their needs.

DRIVER+ project creates a list of generics KPI’s for three dimensions: 
Trial, solution and crisis management which are available in Trial 
Guidance Tool.

• Crisis Management Dimension – the most important dimension, as 
is the part where it is measured if new solutions have an impact on 
defined gaps.
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• Trial Dimension – relates to the Trial organisation aspects for exam-
ple the Wi-Fi connection, the number of participants or any tech-
nical issue.

• Solution Dimension – tackles all functionalities as well as the usabil-
ity, novelty, simplicity, etc. of each sociotechnical innovation.

To make sense of the data collected during Trial, there is a need to 
identify different techniques and tools which can help in analysis. In most 
of the cases, the data analysis software is needed, but in noncomplex cases, 
basic software as Excel is enough. Everything depends on data collection 
plan and kind of data itself. In this step it is good to have a discussion with 
an expert to fit the best solution. On this stage it is important to make sure 
that the data which is planned to be collected during evaluation phase by 
using appropriate tools will be easy to draw conclusions. For DRIVER+ 
Trials it was decided that data analysis software will be used because of the 
big amount of different (logs from solutions, logs Inside8 test-bed, 
observers observations, feedback in questionnaires form from practitio-
ners) data collected.

After creation of Trial context, all requirements are known – kind of 
Trial (table-top, field, etc.) and on which level (bronze, silver, gold). 
Scenario formulation is a process of creation specific situation which is 
needed to trigger gap. In this way the process of creation of innovation 
line is starting. Here is the first step of identification where impact of inno-
vative solution is expected.

• Innovation line – the scenario line where innovative solutions (in first 
phase expected functionalities/futures) are connected with the story 
based on baseline.

For DRIVER+ Trials process of selection solutions was complex and 
detailed [6].

When potential set of solution is found, to make confirmation that 
solution is corresponding with a practitioner need is good to execute 
practitioner- centred review based on pre-assessment criteria developed by 
multidisciplinary CM practitioners. The second part is on the hands of 
Trial Committee as actual selection of the solutions, which includes future 
Trial-related consideration, like relation to gaps or the technical require-
ments. Below is presented set of different criteria in three-dimension 
approach used for DIVER+ Trials:
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 1. Can the solution be used to address the initial gap and to provide 
an answer to the main research question of the Trial?

 2. Required skills of end users to use solution.
 3. Functional adequacy with Trial scenario.
 4. Setup.
 5. Trial timing.
 6. Adaption.
 7. Information exchange.
 8. Deployment.
 9. Test-bed integration.
 10. Assessment/evaluation/measurement.
 11. Price.
 12. Other aspects.

To make future selection easier, project DRIVER+ created Portfolio of 
Solutions (PoS) which is a webpage with still increasing number of various 
solutions responding on different crisis management gaps and CM func-
tions. PoS includes all needed information at the beginning of the solution 
searching and preselection with information from evaluation from 
past Trials.

23.4.3  Execution Phase

The Trial Integration Meeting (TIM) aligns the perspectives of the practi-
tioners, solution providers and Trial Committee. To draft the later Trial 
script, the participants discuss the integration of solutions into the practi-
tioners’ operations, the required information exchange as well as the data 
collection and evaluation criteria to address the Trial objectives.

Dry Run 1 is a first run of a Trial to check Trial design and test-bed 
technical infrastructure at the location where the actual Trial will take 
place. This is a step when all Trial organisers (Trial Committee, solution 
providers and other staff) checking if six-step approach were implemented 
correctly and everyone knows what is expected. The readiness of the solu-
tions is checked by running a use cases focused on the functionalities 
which will be used during actual run and not on the scenario storyline.

This step contains the final tests and adaption of each Trial sub-system 
and should end with a complete Trial dry run.

From scenario perspective all injects need to be checked and tested if 
they triggered the gap. During checking of injects, first test for data 
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collection should be made, to be sure if test-bed technical infrastructure, 
the solutions and/or observers will be able to “catch” data needed for 
further evaluation.

On this stage changes are acceptable if they do not change the main 
objectives of the Trial. It’s recommended to do a to-do list with clear 
assignments and start the preparation of Dry Run 2.

The second run of a Trial (Dry Run 2) is a general test in preparation 
phase. As for the Dry Run 1 all test and Trial design need to be tested at 
Trial location to check also the platform. Everything that was changed 
after Dry Run 1 needs to be checked if implementation of those adjust-
ments is feasible and correct. Also training on solution for the practitioners 
needs to be run. There are two ways to make a full rehearsal of a Trial, with 
and without practitioners, which will be players during actual Trial. It is 
not always possible to invite the same practitioner or observer to two meet-
ings (Dry run 2 and Trial) as this requires their full commitment for at least 
2 days per meeting and practitioners often have many other commitments. 
In this case, TGM allows to invite less experience practitioners as partici-
pants or to increase their (participants) number in case to ensure substitu-
tion. This solution implicated the need for a deeper solution and observer 
training before Trial run. Dry Run 2 as a full rehearsal of a Trial needs to 
be prepared as an actual event with all problems and bugs fixed. Scenario 
story, injects and data collection plan need to be ready and fully run.

The main goal of this Dry Run 2 is to ensure that all data can in fact be 
collected. Hence the main focus needs to be on the observer support tool, 
the data collection through solutions and test-bed technical infrastructure 
and that the participant questionnaires are ready and understandable. If 
something is not working, analyse if there is really a need to implement 
this and possibility to have the extra effort in getting it up and run.

After Dry Run 2, no changes can be made. Time until the Trial should 
be allocated for dissemination and communication activities, preparation 
of all necessary documents, instructions, presentations, etc. needed to pro-
mote the Trial as well  to carry out the introduction, trainings (solution, 
OST, safety, etc.) and the Trial itself.

Trial run: This step describes execution of a Trial. The most important 
thing is to make sure during whole execution that all kind of data described 
in the data collection plan is collected. Also, solution training is important 
to give everyone enough time to familiarise the functionalities of the solu-
tions. If some problem will appear as one of the solutions needs to be 
restarted, the Trial needs to be stopped; this is a Trial not an exercise.
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23.4.4  Analysis

This task can be called a Trial evaluation, and it covers the evaluation of 
the level of achievement reached in each Trial regarding the planed goals.

All measurements are made in three dimensions: solution dimension, 
Trial dimension and crisis management dimension. Each dimension can be 
analysed alone and also in relation to the others as they can interfere 
between themselves and in most of the cases can give the context of mea-
surement. As the aim is to assess a solution in relation to a CM gap, it is 
very important to see how this was (maybe even negatively) influenced by 
the Trial or solution dimension. For example, it could be that a solution is 
very well capable of addressing the CM gap; however, during the Trial a 
breakdown of the system can occur due to a technical problem within the 
Trial location (Trial dimension). In this case the participants cannot see 
the whole potential of the solution. This is very important to consider dur-
ing the analysis and evaluation and to ask how these disruptions influenced 
the overall setup and data collection.

After a Trial different kinds of data with various means (observer, test- 
bed technical infrastructure, questionnaire, etc.) were collected according 
to data collection plan. In this step it’s needed to put all data in the same 
format to make it readable and to check deviations. During data quality 
check, deviations are the main points to identify. To be able to identify 
those deviations is good to answer for few questions: Is there data missing 
or broken? If so, is this data critical? If so, think of ways to regain it (repair 
or maybe there is possibility to ask a participant to fill in a dedicated ques-
tionnaire). Even if it is not critical, it is strongly advised to indicate where 
data is missing in evaluation.

After checking, the deviation data need to be structured. The structure 
can be extracted from data collection plan, for example, according to role, 
solution, research question or three dimensions: solution, Trial and CM.

Structured data need to be checked again to start to find patterns and 
second checking of missing data. To be able to go to the next step is good 
to look for things that don’t fit those patterns. Check why they don’t fit. 
Answering for questions also can help: Are there strong deviations? If so, 
is it recommended to find more data related to the aspect (maybe in the 
test-bed technical infrastructure)?. If there is no way to improve the data, 
indicate in the evaluation that the conclusions on this can only be limited. 
After answering questions the data set for analysis needs to be created, 
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excluding irrelevant or poor-quality data but with indication why this 
was done.

After structuring data and patterns, identification data need to be visu-
alised. Furthermore data is put in a first relation to defined KPIs:

Structure – start with the sessions of a Trial, the three dimensions and 
outcomes for the solutions.

Aggregate and visualise data – create relevant graphs or pie charts. First 
match to KPIs and metrics.

Patterns – what is standing out? Second match to KPIs and metrics. Here 
first conclusions may appear and give the trigger to dig deeper to see if 
assumptions turn into facts or into unexpected phenomena.

The data gathered and already analysed now needs to be put into the 
right context. A three-dimensional approach can be helpful here to see 
how gap has been addressed and what more needs to be done to reach 
that goal. It’s good to have a discussion with the practitioners without 
showing them first conclusions. To make it easier, it is good to answer 
questions:

What stands out? What results are remarkable?
Are these results expected? Why or why not?
What are possible explanations for these results? Can putting them in rela-

tion to each of three dimensions be helpful?
What can be concluded based on these results? (Was the gap bridged? At 

least partly?)
Are the results generalisable to other teams/contexts?
What advice can be provided about the solution? Did it address to gap 

as expected?

23.4.5  Reporting

At the end of the Trial, it is recommended to put all structured data into 
document and create something sustainable. With this process Trial action 
plan as a structured document used trough whole process from the prepa-
ration till evaluation phase can help. It is good to write down lessons learnt 
with regard to Trials, etc. – for conducting Trials, for crisis management, 
for organisation, etc.
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It is strongly advised to organise a meeting with all people involved in 
Trial to talk about results and discuss way forward. All results in relation 
to the Trial can be placed in the Trial Guidance Tool and be available for 
each solution, and all post-assessment information can be added for each 
solution in the DRIVER+ knowledge base and Portfolio of Solutions.

The main outcomes from four DRIVER+ Trials are available in the PoS 
and in more elaborated version will be available at the end of April 2020 
on DRIVER+ webpage as the report D941.31–SP94 overall evaluation of 
the Trials and final demo [7].

23.5  conclusIons

To facilitate the uptake and implementation of results, also after the proj-
ect duration, DRIVER+ is supporting the establishment of Centres of 
Expertise (CoE). A CoE is a practitioner-centred organisation that has 
close relations with (applied) research organisations, solution providers 
and policy-makers. A CoE acts as the primary contact point for practitio-
ner organisations at the national or regional level, supports them in using 
Trial Guidance Methodology and other tools, maintains and updates these 
tools and exchanges lessons learned between other Centres of Expertise in 
the various European Member States. CoEs will provide a variety of ser-
vices for practitioners interested in assessing innovative solutions, offering 
for instance access to testing locations (platforms) and support in TGM 
and test-bed implementation. It is expected that one of CoEs will be 
established in Poland, most probably as a cooperation between the Main 
School of Fire Service and the Space Research Centre of Polish Academy 
of Sciences.
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CHAPTER 24

EU Cities Vulnerability Assessment
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24.1  IntroductIon

For decades, terrorism has been a reality in many European countries and 
a continuous threat to a great number of European cities. It seriously 
threatens the safety, the values of democratic states and the rights and 
liberties of citizens. Terrorism brought about long-term negative effects 
for cities and high social costs, not only from a financial but also from a 
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psychological point of view in the sense of an increased feeling of insecu-
rity among locals and visitors [1].

Over the years, strategies to protect public space against terrorism have 
strengthened and evolved, mainly focussing on protecting critical infra-
structures. However, terrorist attacks are evolving as well. By adapting to 
new contexts and opportunities, lately public space has turned into an 
attractive target for terrorist attacks. To illustrate, the latest terrorist attacks 
in European cities such as London (Westminster attack June 2017), Paris 
(Bars, Stade de France, Bataclan, November 2015), Manchester (Manchester 
arena bombing, May 2017), Stockholm (lorry attack April 2017), Berlin 
(Christmas market attack, 2016), Brussels (airport bombing, March 2016) 
and Barcelona (Van attack, August 2017) have occurred in public areas. 
These areas are considered as “soft targets”. This means that crowded pub-
lic places including the metro, shopping centres, sports stadiums, bars, res-
taurants, clubs and commercial sidewalks, easily accessible to the public, 
constitute an easy target for terrorists to do great harm. As per [2] a “soft 
target” is a person, thing or location that is easily accessible to the public 
and relatively unprotected, making it vulnerable to military or terrorist 
attack. Furthermore, threatening the safety of the public additionally affects 
the values of democratic states or the rights and liberties of citizens.

As stated by the European Commission in the Action Plan to support 
the protection of public spaces [3], “local and regional authorities are also 
important stakeholders in the protection of public space”. EU Commission 
is thus committed to reinforce the involvement of these stakeholders by 
promoting the dialogue and exchange of perspectives between national, 
regional and local authorities and supporting the development of opera-
tional projects.
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In this context, the PRoTECT project aims “to strengthen local 
authorities’ capabilities in public spaces protection by putting in place an 
overarching concept where tools, technology, training and field demon-
strations will improve the awareness of local stakeholders towards improv-
ing direct responses to secure public places before, during and after a 
terrorist threat. This cross sectoral project is an initiative of the Core group 
of the European Network of Law Enforcement Technology Services 
(ENLETS) [4]”.

In light of the above, local authorities responsible for the safety and 
security of their citizens must be aware of the vulnerabilities of their public 
spaces in order to be able to adopt appropriate measures to prevent and 
mitigate terrorist attacks and their consequences [5]. In this regard, DG 
HOME has developed the EU Vulnerability Assessment Tool (VAT) [6]. 
The EU VAT is part of the Commission’s efforts to support local and 
regional authorities in the protection of urban spaces. The Commission 
continues to improve it by developing macros to have a complete and 
more useful tool.

As such, one of the project activities is to assess the EU Vulnerability 
Assessment Tool’s (VA) quality by applying the EU VA Tool in five 
European cities (Malaga, Eindhoven, Larissa, Brasov and Vilnius), aiding 
these cities in assessing their vulnerabilities against terrorist attacks, and to 
give the resulting feedback about the use of the EU VA Tool to DG HOME.

24.2  Eu VA tool

In this section, the task of assessing vulnerabilities through the EU 
Vulnerability Assessment Tool (VAT) as well as the underlying conditions 
behind its use is thoroughly explained. Moreover, the chapter provides an 
indication on the stakeholder situations that dictate its use. In this regard, 
it is important to consider the vulnerability assessment in the context of 
the process of safety and security as a whole and the different steps in risk 
management, to understand how a vulnerability assessment fits in and 
what more to do for actual achieving protection for a specific public space. 
In this context, the use of tools such as the EU VAT enables the identifica-
tion of vulnerabilities evident in specific sites against different kinds of 
terrorist attacks. As such specific sites that could be considered as soft 
targets may be highlighted while also indicating cases where existing mea-
sures against terrorism may be considered as efficient/effective.

24 EU CITIES VULNERABILITY ASSESSMENT 
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24.2.1  Public Space of Interest

Municipalities are to some extent (as per case) responsible for the safety 
and security of people within the limits of their governmental jurisdiction, 
especially when considering public spaces. Public spaces, as the term 
implies, are generally open and accessible to members of the public, such 
as roads, parks and municipal buildings. There are cases where public 
spaces are being utilised for specific activities or events with specific social 
dynamics (e.g. concerts, festivals, transportation), resulting in congested 
areas with very high concentration of people. Consequently, a municipal-
ity can potentially consider these areas as areas of higher risk against ter-
rorist attacks.

The activity, and the site where this activity takes place, could be (as per 
case) managed by separate organisations/owners or just one organisa-
tion/owner. This managing body is generally considered to be responsible 
for the security of the public taking part in the activity [5]. Given the 
above, a vulnerability assessment is a task that clearly falls within the 
responsibilities of entities managing the site of interest (or “operator”). In 
this context, the use of tools like the EU VAT segments the site in consid-
eration into subsites as per the their proximity to the area where the activ-
ity takes place (“main site”) and identifies vulnerabilities of these subsites 
on a more granular level. The following categories of main sites can ben-
efit from the EU VAT (Table 24.1):

Table 24.1 Categories of main sites

Category Examples

Transport hubs Train station, bus hub, underground metro stations, etc.
Squares Squares where many events take place, are next to important buildings, 

have regular big markets, festivals, etc.
Shopping areas Malls, main shopping street in city centre, etc.
Nightlife areas Area with a high density of bars, pubs and/or nightclubs, restaurants, 

coffee shops, small concert halls
Cultural venues Concert hall, museum, monuments, sport events, stadiums, 

amusement parks, tourist sites, etc.
Business venues Big hotels with meeting rooms, large offices, conference centres, etc.
Places of 
worship

Churches, mosques, etc.

Institutional 
venues

Public buildings, health buildings, education buildings, etc.
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Aspects such as the selection of a specific public spaces of interest 
(PSOI) and the specificities that relate to s specific event that needs to be 
investigated are the responsibility of the site operators. However, EU VAT 
considers crowd density as being a highly relevant parameter and thus 
includes guidelines towards incorporating crowd density in the process of 
assessing vulnerabilities on a scale from two to five (person per 
square meter).

24.2.2  EU VAT Functionality

The EU VAT assists site operators/responsible entities in performing a 
vulnerability assessment for a specific PSOI.  The tool considers pre-set 
vulnerability dimensions referring to the use of the PSOI. This chapter has 
been based on version 1.00 of the EU VAT produced by DG HOME.

In the context of the above, the EU VAT refers to a Microsoft Excel- 
based methodological tool containing six distinct sections (i.e. six work-
sheets). Each worksheet relates to the specific dimensions that a PSOI’s 
security plan may be decomposed to and assesses vulnerabilities on the 
basis of applicable characteristics. Each worksheet denoted as “phase” 
refers to the following as per case:

• Phase 1: Access to the Venue
• Phase 2: Parking and Transport
• Phase 3: Approach to Venue
• Phase 4: Arrival at Venue
• Phase 5: Venue Security – No Access Control
• Phase 6: Venue Security – With Access Control

Note that Phases 1 to 4 correspond to surrounding sites. Phase 5 or 
Phase 6 refers to the main site. Figure 24.1 provides an example of the six 
phases (P1–P6) for a hypothetical concert venue in a park. Phase 5 and 
Phase 6 are alternatives of each other. As outlined above, the PSOI is dis-
tinguished in a main site and its surroundings (corresponding to the 
phases, outlined above). A graphical example of a hypothetical PSOI’s 
analysis is provided below.

Looking at the tool’s interface (Fig. 24.2), the four main sections refer 
to (i) threat types (Section 1), (ii) situations (Section 2), (iii) measure 
types (Section 3) and (iv) assessment (Section 4).

The general procedure for using the EU VAT is the following:
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Fig. 24.1 Example of a PSOI and EU VAT phase designation

Fig. 24.2 EU VAT interface

 G. KIOUMOURTZIS ET AL.



419

• Decide which phase is relevant for the main site and each surround-
ing site (so the whole PSOI).

• Conceive viable attack scenarios from combinations of threat types 
(Section 1), situations (Section 2) and currently existing natural and 
emplaced security measures categorised as per the considered the 
measure types (Section 3).

• Estimate the consequence and probability of each attack scenario 
following the assessment suggestions (Section 4).

The tool is designed is such a way that users are stimulated to use their 
creativity and imagination in discovering possible attack scenarios, as 
opposed to a design whereby the user is simply asked a lot of detailed 
questions. The risk of the latter approach is that the right questions might 
not be asked and an important vulnerability is overlooked. Scenarios are 
thus presented in the tool as a mixture of possible threat types, images, 
situations, questions and examples  – not necessarily complete in every 
detail and to be taken literally but to be used as inspiration in discussions 
within a team of experts. Once the attack scenarios and levels for the con-
sequences and probabilities have been determined, the risk levels can be 
established by using any risk matrix.

24.3  Workshops And rEsults

This section provides an overview of the findings and the results of the 
vulnerability assessment workshops (VAW) that took place in the cities of 
Vilnius (Lithuania), Larissa (Greece), Eindhoven (the Netherlands), 
Malaga (Spain) and Brasov (Romania), between April and July 2019. 
Overall, the workshops in the five European municipalities were deemed 
successful. The purpose of the workshops in revealing and recording the 
vulnerabilities of the chosen PSOIs was achieved, and stakeholders gained 
awareness of the security status of the PSOI.

Feedback from participants regarding the tool and workshop method-
ology was positive, and further interest has been expressed regarding the 
improvement of cooperation between the stakeholders involved in the 
security of “soft targets”. The findings revealed many applicable security 
and technological solutions. Recommendations for the improvement on 
the tool’s methodology and the process of the assessment were recorded 
and reported to the European Commission.
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24.3.1  Vulnerability Assessment Workshops

Vulnerability assessment workshops were conducted in each of the five 
cities that participate in PRoTECT project. Each workshop was attended 
by members from the municipality with a primary operational focus on 
civil protection, members from the local/national police, emergency/fire 
service and other experts whose fields of expertise covered among others 
the health energy and transport sector. All participants cooperated 
throughout the assessment of vulnerabilities exchanging views based on 
their operational context vis-à-vis a set of realistic threats. In total, 87 
experts and stakeholders were involved in the five workshops “setting on 
the table” a wide spectrum of operating practices and gaps focussing on 
specific PSOIs that each selected for performing the VA.

24.3.2  Categories of Vulnerabilities Identified

Analysis that focussed on the PSOIs assumed for each of the VAW has 
considered that the probability and consequences of an attack may vary 
depending on (a) the phase being considered, (b) the existing security 
measures, (c) the concentration of people and (d) their location in relation 
to the main site. The attack risk level was ranked as low, medium or high 
according to the VAT and its associated risk matrix. Workshops concluded 
that for the current security and operational state of the PSOIs, the follow-
ing attack types present the highest risk levels:

• Firearm attack (automatic firearms)  – scenarios with individuals 
attacking crowd of visitors in areas of large crowd density with auto-
matic weapons were analysed.

• Sharp object attacks (mainly knife) – this type of attack is considered 
more realistic in case of scenarios involving random criminal acts or 
theft rather than scenarios of organised terrorist attacks.

• Vehicle attacks – the scenario of a vehicle driven into the crowd of 
visitors at the main site.

• IED (improvised explosive devices) – the possibility of attacks with 
explosives against areas with high crowd density was examined.

• VBIED (vehicle-borne improvised explosive device) – the possibility 
of hidden explosives.
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In some municipalities, the following types of attack where character-
ised as threats with high-medium consequences and low probability, thus 
of lower priority:

• PBIED (person-borne improvised explosive device)
• Chemical attack
• Biological attack
• Radiological attack

During the workshops, the managing bodies established the criteria 
influencing the consequences and probabilities, as follows:

• Crowd density – the fluctuation throughout the different hours of 
the day was taken into consideration.

• Proximity to the main site – the consequences and the probability of 
an attack vary depending on the location of the area examined in 
relation to the main site and the interconnection of the site.

• Access to weapons – how easy it is for a terrorist to acquire the spe-
cific weapons or materials needed for a specific type of an attack.

• Past events/experience – in some cases there was no experiences; in 
that case a comparison with other terrorist attacks occurred in other 
countries to estimate the impact and probability of the same attack if 
it was implemented on the PSOI analysed.

• Attractiveness of site – If a terrorist will choose to attack a site based 
on factors such as proximity to the main site, possibility of escape, 
surveillance of site, crowd density, etc.

• Existing security measures – how effectively can the currently imple-
mented security measures mitigate the impact of an attack and if the 
existing security measures will prevent a terrorist from carrying out 
an attack.

• Ease of access to site – if adequate security measures are in place to 
prevent the terrorist for attacking a site.

Provided the above, the analysis conducted during the workshops based 
on the EU VAT concluded in a diversity of vulnerabilities faced by PSOIs 
even when considering the same set of threats. In this regard, the VAT, 
based on any assumptions made in the context of the points above will 
facilitate site operators to draw conclusions regarding the faced vulnerabil-
ities for subsequently taking measures for their mitigation.
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24.4  rEcommEndAtIons

In tackling terrorism, local authorities and local stakeholders play a key 
role in terms of prevention of /immediate response to a terrorist act and 
crisis management. During the five VA workshops, it was acknowledged 
that local authorities have an important role in defining security plans and 
elaborating strategies to protect public spaces and specific events from any 
threat, which could jeopardise the security and safety of citizens. 
Municipalities in Europe have developed such strategies for managing 
large events in which they have defined the roles and services involved 
during a crisis. However, what was identified during these workshops is 
that the aforementioned strategies have not systemically integrated an 
assessment of the vulnerabilities against a terrorist attack, especially in cit-
ies, which have never suffered from such attacks.

Given the above, a summary of the recommendations addressed by 
municipalities for the security of “soft targets” based on the five VA pro-
cesses and the experience of the participating stakeholders is outlined below.

These recommendations  have also been validated by the knowledge 
sharing process during the world café sessions that was part of the first 
PRoTECT European Seminar that took place on 17th of July, in the city 
of Brasov, Romania. Eighty representatives from local police, national 
police, local governments, ministries of interior, civil protection and other 
sectors from 13 European countries participated. During the world café, 
challenges, measures and priorities regarding protection of public spaces 
were individually assessed by rotating groups of experts providing insights 
that were eventually aligned to findings of the VAWs.

24.4.1  Recommendations Stemming from VA Process

 1. Improving security strategies of public spaces of interest
• Elaboration/enhancement of the security strategy regarding a 

PSOI. In this regard, a vulnerability assessment should be inte-
grated into the design of a PSOI security plan. It should take place 
recurrently (e.g. annually) or before a big event, led by the munic-
ipal staff.

• Establishment of a map of existing measures protecting such 
spaces implemented by institutional actors as well as other mea-
sures and resources used by other relevant actors.
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• Consideration of vulnerability mitigating actions in the context of 
long-term urban planning.

 2. Fostering coordination in protecting public spaces at a local level
• Information sharing between the municipal staff and the different 

security stakeholders regarding the security plan of a PSOI con-
sidering the existing security measures. Establishment of proce-
dures for an effective cooperation.

• Municipal staff and first responders, should enhance their com-
munication culture and share technical and security information 
regarding “soft targets”. Moreover, local stakeholders should 
inform each other about their critical assets and emergency 
response plans for better security planning and improved situa-
tional awareness.

• Municipal staff, personnel from the local and national LEAs, 
transportation services, private security operators, first respond-
ers, national intelligence, counterterrorism agencies and any other 
relevant actors should participate in the vulnerability assessment 
and in the measures development process to mitigate a risk.

• Information campaigns could be organised, in order to train the 
community on ways to support early warning of terrorist attacks.

 3. Promoting cooperation between the national and local levels
• Improving coordination capacity among local security actors also 

encompassing field training.
• Standardisation of interoperability aspects including communica-

tions, information sharing and systems.
• Field demonstrations and simulations of scenarios should be 

organised with the stakeholders, responsible for the security.

24.4.2  Experience from Other Disciplines

For the effective protection of public spaces, besides risk management, 
security professionals in charge of counterterrorism are making use of 
other crime prevention techniques that involve collaborative working and 
broad engagement of the community against terrorism and raising rele-
vant awareness. Indicative approaches mentioned during the VA work-
shops and during the first seminar are as follows:

Community Policing is a strategy of policing that focuses on building 
ties and working closely with members of the community through 
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interactions with local agencies and members of the public, creating part-
nerships and strategies for reducing crime and disorder. The concept of 
“community policing” is traditionally used by local law enforcement agen-
cies focussing primarily in preventing and solving crimes that have a visible 
impact on everyday security of local community and affect citizen quality 
of life (e.g. burglary, theft and robbery). Community policing can be also 
used by local law enforcement agencies to tackle current terrorist threats. 
In this regard, this approach is used to minimise the spread of radical ide-
ologies and as a form of gathering intelligence. Interaction between the 
police and the public can provide an important source of information for 
the intelligence process and thereby guide the actions of the police, both 
at local and national level [7].

Urban Planning, Design and Management is a multidisciplinary 
approach to prevent crime against the person and property and reduce 
feelings of insecurity, by incorporating evidence-based urban design, plan-
ning and management measures within proposals for urban development. 
Such measures generally seek to embed protective physical features and 
encourage prosocial behaviour through the design and management of a 
location.

European cities are exploring innovative solutions for security chal-
lenges in public spaces, ensuring the physical structures of crowded places 
and promoting safety of citizens. Security by design approach, as men-
tioned in the EU Action Plan to improve the protection of public spaces, 
is being used as a measure to increase security and promote public safety 
through the design of public spaces, lighting and public awareness cam-
paigns as part of urban regeneration measures. Terrorist tactics have 
changed; the targets are less symbolic and more about inflicting maximum 
damage. This has led to deadly attacks in public spaces not previously 
optimised for security, such as the vehicle attacks in Berlin, Barcelona, 
Nice and Westminster Bridge. This creates a huge challenge not only for 
security professionals but also for designers, urbanists and planners.

24.4.3  Tackling Terrorism Without Fuelling Feeling 
of Insecurity

New modalities of terrorist attacks have led to an evaluation of counterter-
rorism protective security in cities. On the one hand, measures to protect 
public space against terrorism have strengthened and evolved mainly 
focussing on protective physical measures (e.g. barriers) in order to 
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mitigate the impact of an incident. On the other hand, urban regeneration 
has mainly focused on inclusivity, liveability and accessibility. These condi-
tions of an urban public space hardly conceal design measures against ter-
rorism and lead to concerns about the exclusionary potential of 
counterterrorism features in certain locations. In this context, a challenge 
of blending protective counterterrorism security measures with urban 
design principles is generated. Protective security in this sense does not 
always enhance the feeling of safety and security and can have the oppo-
site effect.

As explained in [8], during the project seminar keynote session 
(PRoTECT Seminar July 2019) and in [7], the question of whether the 
public and/or perpetrators should see the security measures (or not!) is an 
important dilemma. Showing all security measures for the public might 
result in more or less feelings of insecurity. This also depends on timing. 
For instance, roadblocks, set in place in squares and other crowded spaces 
in prevention of an attack, will probably be perceived as a necessary bur-
den, and the same goes for security measures right after a terrorist attack 
or attempt. If security measures are applied for long periods, they could 
work as a constant reminder that terrorism is a realistic possibility and will 
thus increase fear and feelings of insecurity. This way, terrorist objectives 
to reach their goals spreading fear and terror would be facilitated.

UK [9] considers that when incorporating counterterrorism measures 
into the buildings, appropriate mitigation measures should be sought in 
terms of risk, cost, aesthetics and usability. Where the measures are appro-
priate, vulnerabilities of soft targets to terrorist attacks can be mitigated 
and can also reduce the impact of an attack. These measures must not go 
against necessary conditions of public spaces such inclusivity, liveability 
and accessibility and should consider the impact on feelings of insecurity.

24.5  conclusIons

This chapter presented the PRoTECT project outcomes on vulnerability 
assessments related to the protection of public spaces in five European cit-
ies (Eindhoven, Malaga, Larisa, Vilnius and Brasov) along with the find-
ings of the 1st PRoTECT Seminar that took place on 17th of July in the 
city of Brasov in Romania.

PRoTECT so far has provided its beneficiaries as well as the community 
of users gathered at the first European Seminar, with tangible outcomes as 

24 EU CITIES VULNERABILITY ASSESSMENT 



426

well as strategic directions regarding the improvement of safety and secu-
rity of public spaces.

The five municipalities are now more aware and better trained to assess 
vulnerabilities related to the protection of soft targets and will continue to 
receive the necessary support to identify the adequate solutions to miti-
gate such vulnerabilities. The dissemination and the use of the VAT and its 
manual is to be pursued throughout the project and extended beyond the 
project consortium so as to reach a truly European dimension mindful of 
the local dynamics that contribute to the protection of public spaces.

European Commission has been updated on the application process of 
the VAT at a local level, especially what has worked and what is to be 
improved in order to promote a comprehensive and standardised frame-
work for the protection of public spaces among municipalities, LEAs, pri-
vate operators and other relevant agencies.

The project consortium has gathered enough feedback from the VAWs 
participants to reinforce the process of VA and the proposed methodology 
in the manual. The consortium will ensure that the project results will 
nourish and strengthen the future activities of the project in order to 
deliver a positive operational and policy impact for municipalities willing 
to strengthen their capabilities in public protection.
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CHAPTER 25

Risk-Based Methodological Approach 
for Planning for Emergency Sheltering 

due to Earthquake Disasters
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25.1  IntroductIon

Natural hazards, such as earthquakes, floods, forest fires, volcanic erup-
tions, and landslides, have always been significantly affecting societies and 
even the evolution of civilizations, being a source of inspiration for mythic 
gods and stories (e.g., Enceladus in Greece or Ruaumoko in Maori, New 
Zealand for earthquakes, Mesopotamian mythic floods, etc.). Preventive 
and preparedness measures are taken by governments in order to mini-
mize the risk and reduce the impacts of natural disasters. Nevertheless, 
extreme natural phenomena are able to greatly impact interconnected 
aspects of the societies, the livelihood, the habitat, critical services, the 
economy, as well the social structure itself.
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Since the measured impact of natural hazards on life and health, econ-
omy, society, and the environment is significant, there is a strong need to 
invest in all phases of disaster management cycle, in an attempt to mitigate 
consequences and ensure timely and effective response. Focusing on 
earthquakes, given their devastating potential, emergency planning should 
reflect the principle of protection of life and property, be in accordance 
with the current social situation, and be flexible and adaptable to the needs 
that rise during the course of the response. Following the definition of [1], 
“emergency planning is an exploratory process that provides generic pro-
cedures for managing unforeseen impacts and should use carefully con-
structed scenarios to anticipate the needs that will be generated by 
foreseeable hazards when they strike.” It, thus, incorporates all proce-
dures, distinct and interconnected courses of actions of different stake-
holders, making use of available resources.

As a matter of fact, the capacity building of a state on civil protection 
requires the definition of roles and processes, as well as guarantee of avail-
ability of resources, as a prerequisite of the response mechanism at national 
and local level. Toward the estimation of the necessary resources and the 
structuring of the most appropriate sequence of actions, it is essential to 
perform needs assessment analysis, followed by cost-benefit analysis. This 
implies a close and dynamic collaboration between the scientific commu-
nity and the civil protection authorities. Such a collaboration, on the one 
hand, enables policy and operational decision-makers to base their disaster 
risk management on scientific inputs and, on the other hand, provides 
realistic perspectives and data to research, thus supporting efficient estima-
tion of actual societal needs [2].

Schematic distinction of sheltering policy after earthquake disasters fol-
lows the time frame of assistance: (a) emergency shelters, (b) temporary 
shelters, and (c) temporary housing [3]. Emergency sheltering refers to the 
first hours (usually 24 or 48 hours) after the occurrence of a catastrophic 
event and the provision of immediate assistance in public open spaces. 
Temporary sheltering refers to the time period of a few days up to few 
weeks, and depending on the extent of the affected area, seasonal and 
geographic conditions, the availability of facilities, and other circum-
stances, it is often provided in existing public or private facilities (e.g., 
schools, stadiums, ships, trains), in hotels far from the epicentral area, or 
in tent camps. Instead, temporary housing refers to the needs of a longer 
period, often up to a year or more, and it consists of temporary houses 
(containers or mobile constructions) in camp sites with facilities and 
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services addressed for long-term needs, or state subsidies for renting. Most 
often, though, in disaster management planning with the term emergency 
sheltering, the comprehensive strategy and provision of sheltering assis-
tance during the extended emergency response phase is implied. The latter 
incorporates the time slot since organized accommodation starts to be 
offered and until assisted population is channeled to temporary housing 
solutions or back to their homes (time period of a few weeks up to 
2 months).

Table 25.1 enlists data of sheltering alternatives and quantitative infor-
mation, when available, for recent important earthquake emergencies in 
Europe. It is evident that often a combination of solutions is opted for, 
considering weather conditions, the extent of the affected area and popu-
lation, the availability of existing infrastructures, and the state’s economic 
capacities. It should also be mentioned that most European countries 
(e.g., Greece [4]) consider the deployment of tent or container camps as 
the last sheltering option, when no other option is safe or efficient enough. 
Meanwhile, the recent example of the M6.4 Albanian earthquake should 
be mentioned. Among the 47,265 people directly affected, 10,225 were 
accommodated in 12 shelter camps, 3,613 in hotels throughout the coun-
try, and an unreported number privately arranged [5]. Immediate 
European assistance in tent camp material has arrived, with the Albanian 
government setting as priority their fast removal due to the heavy winter.

25.2  operatIonal Value of rIsk-Based 
needs assessment

During the immediate post-disaster phase, civil protection and governing 
authorities, at national or local level, often assisted by scientific experts, are 
in charge of deciding upon the most appropriate sheltering option and/or 
combination of them. Considering the required flexibility and the inher-
ent urgency in sheltering provision, the authorities should be aware of the 
available facilities per administration unit, and most importantly, they 
should anticipate during the pre-disaster phase for provisions necessary for 
indoor or tent camps, at national or local level. Predesignation of appro-
priate sites for camps deployment is also an essential part of the local con-
tingency planning and is ideally a combination of available sites meeting 
certain conditions (with regard to risk distribution, accessibility, and spe-
cific safety requirements).

25 RISK-BASED METHODOLOGICAL APPROACH FOR PLANNING… 
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Capacity building (resources for risk reduction) and capability planning 
(risk mitigation measures and concept of operations) for different aspects 
of emergency preparedness are essential steps of disaster risk management. 
The latter, according to international guidelines (e.g., [11]), should be 
supported by all necessary steps of risk assessment (i.e., risk identification, 
analysis, evaluation, and treatment [12]) and mapping, in order to address 
timely and effectively the specific identified risks. Scientific methods 

Table 25.1 Sheltering data from past documented earthquake emergencies in 
Europe [6–10]

Emergencies Homeless People in tent 
camps

In other accommodation

Kalamata 
earthquake 1986

35,000 ~100% 4 ferries: 400 families; 1 cruise: 
1,000 people for up to 2 years

Aigio earthquake 
1995

2,100 Assumed 20% 700 people in boat, others in 
145 containers, solutions with 
tents, rent subsidies, containers

Kozani-Grevena 
earthquake 1995

12,000 1200 (10%) Accommodation in churches, 
friends, clubs: later, subsidy for 
reconstruction or prefab houses

Athens earthquake 
1999

70,000 
households 
(~180,000 
people)

~30% (inferred) At later phase: 103 temporary 
housing camps with 6,854 
containers in 33 municipalities, 
distributed to 5,500 
beneficiaries; 30,000 
households applied for rent 
subsidy

L’Aquila 2009 70,000 35,864 (50%) 6,956 in private 
accommodation (10%)
23,168 in hotels (30%)
In total assisted: 65,988 (95%)

Emilia Romagna 
2012

42,000 
(~18–19,000 
households)

Assisted in tents or covered structures: 16,000 
(40%)

Central Italy 2016 August: 4637 people in 43 camps and public 
facilities (e.g., sanitary buildings, sport centers)
October: 31,763 assisted population, in tents, 
hotels, public facilities. Later: subsidies for 
self- arrangement, containers, mobile homes

The percentage corresponds to the ratio of population that was estimated to be sheltered in tent camps 
with respect to the register of homeless people
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informed by operational and strategic reality are able to provide quantita-
tive estimates, with a margin of error to be accounted for, due to inherent 
uncertainties at all steps of the methods. Both political and technical 
decision- makers are then accountable for defining the level of risk accep-
tance, allocating the corresponding budget and performing the necessary 
actions.

Understanding risk, with insights of the order of magnitude of the 
expected impact (at different terms), probability of occurrence, and spatial 
distribution of risk, allows authorities to make educated policies, create 
targeted plans with different levels of escalation, and eventually invest in 
prevention and preparedness with prioritized actions. It is by no means the 
unique and/or final step of disaster risk management and planning; it is an 
evidenced-based input allowing all relevant stakeholders to evaluate 
options, according to several other aspects, i.e., security, logistics, econ-
omy, and social tissue. In an attempt to develop a comprehensive process 
for the scientific support of the civil protection authorities at a strategic 
level, the implementation of the methodology is recommended for con-
tingency planning within the urban tissue, as well as at national level, 
within a concept of national material procurement and optimization of 
distribution of resources throughout the country.

The methodological framework presented herein focuses on a generic 
risk-driven process that allows for the estimation of population that would 
need to evacuate their residences, due to earthquake-induced damage, and 
would finally seek state’s assistance, as a function of their social character-
istics and following past observations. Although needs estimates are often 
based on empirical approaches (e.g., past events), it is admitted by both 
the scientific community and authorities that risk-based scientific methods 
(e.g., risk assessment), when combined with past data, provide a more 
realistic estimation of requirements. The methodology described can be 
equally applied at local or national level, with different, yet consistent 
detail level of input data.

25.3  methodology descrIptIon

Integrated Risk Assessment, proposed herein, incorporates the analysis of 
existing seismic hazard and, taking into account the different dimensions 
of vulnerability of the exposed assets (structures and people), estimates 
their consequences, in physical, human, monetary or other terms, as well 
as the associated occurrence probability. In Fig.  25.1, the flowchart 
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illustrates the steps of risk assessment, based on physical seismic risk mod-
eling that yields loss outcomes in terms of displaced population and incor-
poration of social vulnerability weighting indices for estimating needs, 
based on population that will seek emergency accommodation.

25.3.1  Seismic Risk Assessment

The first step in risk assessment process is the risk identification and the 
estimation of its determining hazard. For the case of earthquakes, this 
analysis corresponds to seismic hazard analysis (H) which is usually per-
formed as a probabilistic (probabilistic seismic hazard analysis (PSHA)) or 
deterministic (deterministic seismic hazard analysis (DSHA)) analysis. 
PSHA provides a probability estimation that selected seismic parameters 
(earthquake magnitude or macroseismic intensity) or ground motion 
parameters (peak ground acceleration, spectral acceleration, etc.) will be 
exceeded at a given site and in a predefined time interval [13]. PSHA 
considers all possible occurrences of earthquakes, surrounding a site, both 
in space and time [14], with the use of an earthquake catalogue. PSHA 
provides the rate of occurrence of earthquakes and particular levels of 
ground motions at the site [15]. DSHA on the other hand is based on 

Fig. 25.1 Integrated risk assessment methodology followed for needs assessment
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developing seismic scenarios with certain seismic parameters (e.g., magni-
tude, fault geometry, focal depth) which could affect the site under con-
sideration by studying the resulting ground motion at the site [15].

Next step is the physical vulnerability assessment (in structural terms) 
(V) of the building assets composing the exposure model. Seismic or 
structural vulnerability is the tendency of a building to suffer a certain 
degree of damage when exposed to seismic excitation of certain intensity. 
There are two main categories of vulnerability methods [16] with several 
available models in literature: (a) empirical or semiempirical, including 
expert elicitation, based on Damage Probability Matrices or vulnerability 
indices composed by statistical observations of recorded damage data on 
buildings of similar characteristics during strong past earthquakes (e.g., 
[17]), and (b) analytical/mechanical methods, employing parametric 
structural analyses of building models for the development of a set of fra-
gility curves per building typology (e.g., global, [18]; national, [19]). 
Fragility curves are relationships expressing the conditional probability 
that different damage grades will be exceeded at specified ground motion 
levels. Having been derived accounting for all possible variations due to 
differences in geometric and material properties of buildings lying within 
a typology, typological fragility curves are important source of uncertain-
ties. All methods have their weaknesses and strengths, and analytical meth-
ods are recommended, having been developed with reliable computational 
models, provided that they are validated with experimental and empiri-
cal data.

The exposure model (E) of an area refers to the building stock and 
respective population that is present in the study area and is exposed to 
seismic hazard (Fig.  25.2). Buildings belonging to the same building 
typology, being in the same geographic location (the level of precision of 
the location depends on the level of the analysis), compose an asset. 
Building typologies are defined according to common characteristics with 
regard to bearing material of the construction, lateral load bearing system, 
building height, construction period against seismic design code evolution 
in the country, and other structural information, if available, that are able 
to allocate to each typology (and thus building) a typological fragility 
curve. Most of the abovementioned information is given by the building 
census of statistical authorities, while further elaboration is required for 
aggregation of typologies. For analysis at local level, in situ inspection is 
also recommended for the creation of a more detailed exposure model and 
derivation of fragility curves representatives of the existing building stock 
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(e.g., [20]). Day and night population per asset, with information from 
the population census, is also part of the exposure model, being crucial for 
the final estimation of risk.

Finally, the risk is assessed as the combination of seismic hazard and 
structural vulnerability. Risk, primarily, provides estimation of the physical 
impact on buildings, with the calculation of the expected damage under a 
specific earthquake scenario: R = H × E × V. Damage assessment is per-
formed on a probabilistic basis; the outcome per asset consists of the prob-
ability of occurrence or exceedance of each damage grade. Depending on 
the vulnerability model selected, four or five damage grades are recog-
nized, spanning between slight damage (for light nonstructural failures) 
and complete damage (for very heavy structural damage up to collapse).

In order to estimate the loss (L), i.e., the quantifiable consequences of 
seismic damage, herein in terms of displaced population, one or more 
consequence models are employed. These are expressed in terms of ratios 
per damage grade, reflecting the probable ratio of buildings that need to 
be evacuated per damage grade. Consequence models are mostly based on 
empirical observations and/or legislative actions. Two possible models are 
thereafter documented for the assessment of displaced population, in 
function to the damage grade and their probability of occurrence per 
physical risk assessment analysis.

According to SYNER-G Study (from L’Aquila data) [21] and engi-
neering judgment, the 40% of moderately damage buildings (DG2) is 
expected to be characterized as “unsafe for use” (“yellow” or “partially 
usable”) during post-earthquake inspection, while the 90% and the 100% 
of extensively (DG3) and completely (DG4) damaged, respectively, are 
characterized as “dangerous for use” (“red” or “unusable”). According to 
post-earthquake guidance (e.g., [22]), all buildings characterized “unsafe” 
or “dangerous” for use should be evacuated until containment measures 
are taken.

An alternative model adopts the assumption that all population (100%) 
from “uninhabitable” buildings is displaced, e.g., following the first- 
degree inspection guidance per Greek legislation. Often, and to the safe 
side, buildings being moderately damaged (DG2) are tagged as “uninhab-
itable” so that they are included into a second-degree, more detailed, 
inspection. Buildings extensively (DG3) and completely (DG4) damaged 
lie within the “uninhabitable” category too.
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25.3.2  Social Vulnerability Modeling

The displaced population estimated from physical risk assessment is the 
first step for an integrated needs assessment. However, local and global 
experience has demonstrated that the  actual number of people seeking 
state’s assistance after large earthquakes is only a percentage of the total 
number of people potentially displaced by the same earthquake. Whether 
the assistance is provided by public shelters, e.g., in tent camps, or by 
other means of accommodation, the willingness of population to be ben-
efitted varies accordingly. This behavior has been worldwide observed and 
is in general determined by the social vulnerability of the population, 
which is often omitted from capability building studies and planning. 
More precisely, the demand for sheltering varies in time, with a peak 
occurring around the fifth day from the event [24]. The dynamic needs of 
sheltering have been studied by [25], concluding on factors able to deter-
mine people’s willingness, such as the degree of damaged residences and 
loss of access to safe key services.

As a matter of fact, data from moderate and large earthquakes of the 
twentieth and twenty-first centuries in Europe (Table 25.1) confirm that 
only a percentage of the homeless population sought shelter in public 
camps, being compatible to the general trend documented worldwide. 
The selection upon a ratio, based on historical observations, strongly 
depends on local situation and may be of an empirical approximation of 
the final population to be assisted and, thus, of needs estimate.

Various models and methodologies exist worldwide for the definition 
and quantification of social parameters, necessary for realistic planning of 
earthquake sheltering needs (e.g., [26–29]). Main parameters that affect 
the willingness and need of people to seek assistance are:

• Social and economic factors such as age, education level, household 
income and tenure, household size, perceived security of neighbor-
hood, and ethnicity

• Access to critical services
• Geographical location of households
• Ratio of damaged buildings in the affected area
• Distance of household to the nearest shelter

Some of the abovementioned data are available from the population 
census, while others need to be retrieved from relevant socioeconomic 
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studies. The correlation of the abovementioned social characteristics with 
the willingness and need of population to be sheltered in public settle-
ments requires deep elaboration of social vulnerability metrics within the 
local social fabric. This is performed by clustering of the classes of the 
variables according to a common social behavior observed and attribution 
of an empirical vulnerability index per class. Equally, the weight factors per 
social variable, indicating the importance of the latter in the willingness 
and need of population to be assisted, should be defined. It is noted that 
different sheltering options also require different calibration of the social 
vulnerability model, as willingness and need of the population for shelter-
ing are a function of the available options. Hence, the estimation of the 
integrated risk (#IR) is constructed in terms of displaced population 
(physical risk outcome #DPL), reduced by a factor resulted from the con-
volution of weight factors per social variable (wj) for k variables; vulnera-
bility index per class within each social variable (vi), for n classes per 
variable; and ratio of population per class of each variable (ri) in the unit 
of study (25.1).

 
# #IR DPL= ⋅ ⋅ ⋅

= =
∑∑
j

k

i

n

j i iw v r
1 1  

(25.1)

Considering the uncertainty and the dispersion each variable are related 
to the inaccessibility to certain information and significant influence of 
local conditions, simplifications of the model may be employed.

When several scenarios are analyzed, at local or national level, the con-
sideration of more than one consequence and/or social vulnerability mod-
els further contributes to the variability of scenarios, yielding a range of 
results.

25.4  local contIngency plannIng

As discussed in [30], the aforementioned risk assessment methodology 
may be followed at local level, within the urban tissue, so as to support the 
local civil protection authorities in their contingency planning, with spatial 
identification of the “most” and “less” affected zones. Safest zones could 
be then considered for predesignation of potential camp sites, in combina-
tion with camp specifications criteria (e.g., [31]) and multi-hazard evalua-
tions. Concentration of resources for search and rescue activities and 
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evacuation may be planned in probable most damaged zones. Damage 
and risk maps are appropriate tool for organization and execution of oper-
ational tabletop or field exercises based on scientific scenarios and realisti-
cally expected outcomes.

A more refined level of analysis is required, considering that input data 
of the exposure model can be provided at census tract or building block 
level. In order to minimize the associated uncertainties and assumptions, 
the most meaningful representation of risk maps is in terms of distribution 
of number of buildings per damage grade (Fig. 25.3, left), accounting for 
the probability each asset lying within each damage grade. For operational 
purposes, each study unit may be characterized by a unique damage grade 
being the mean value of the convolution of the probability per damage 
grade with the respective loss ratio of all buildings per unit. In correspon-
dence to consequence models for population, loss ratio models define an 
estimate of the fraction of building that is expected to be lost per each 
damage grade. Integrated risk outcome in terms of displaced population 
may be estimated at building block level (Fig. 25.3, right), only to map 
areas with more or less affected population. Under no circumstances 
should absolute values be considered and employed.

25.5  geographIc dIstrIButIon of capaBIlItIes

In most European countries, competences are distributed at different 
administrative levels of government, following the principle of subsidiar-
ity, and capabilities have been so far built throughout the different levels. 
This means that local and regional governments are often equipped, even 
partially, with material needed for built-up sheltering options (e.g., tent 
camps), as part of their disaster management planning. The methodology 
presented above, as discussed, is strongly recommended to be employed 
for the needs assessment of the area under their jurisdiction. It is also evi-
dent that rarely can a local administration build capacity that render it 
independent in case of scenarios of significant severity, and it often counts 
for support from neighboring regions or from the central administration.

Should the needs assessment be performed at national level, in order to 
estimate requirements and build capabilities for strengthening the national 
civil protection mechanism, integrated seismic risk assessment is to be per-
formed over a number of seismic scenarios (PSHA and/or DSHA). The 
final mandate of the decision upon final design figures for emergency shel-
tering belongs to the civil protection authorities and decision-makers, 
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being part of a comprehensive strategy. Important is the estimated num-
ber of people for whom camp sheltering capacities should be anticipated, 
considering that material should be acquired a priori and stored in appro-
priate locations for guaranteeing timely and efficient response.

With regard to the storage and maintenance of the material, there are 
often two main options: storage at one or two principle warehouses and 
storage in multiple locations with given areas of jurisdiction. When the 
second option is followed, the optimum allocation of quantities per stor-
age center is recommended to follow a risk-driven approach described 
above, in combination with other logistic-related and cost-effectiveness 
issues. Seismic risk assessment at national level can be performed with the 
outcome of a PSHA analysis at national scale (e.g., for simplification the 
national hazard map of the country may be employed) and structural vul-
nerability and population exposed per administration unit. The risk out-
come per unit may be expressed as a fraction of the total risk, and the total 
material can be distributed proportionally to the fractions per municipal-
ity. According to the jurisdiction areas per storage center, appropriate 
aggregations may be made. Although, interalliance among storage centers 
is a common practice, it is recommended to perform validation of the final 
quantities against probable seismic scenarios in the coverage area of each 
storage center and try to guarantee a minimum level of independence. In 
lack of risk assessment results, a simpler approach consists of the distribu-
tion according to population density, yet in this case, the crucial compo-
nents of building vulnerability and seismic hazard are neglected.

25.6  dIscussIon and conclusIons

Historically in Europe, the highest needs in terms of shelters following 
natural disasters have been emerged due to earthquakes. Several alterna-
tives are employed, according to the number of homeless population, the 
extent of the affected area, and other geographic particularities. Provision 
of emergency sheltering is one of the key pillars of civil protection mecha-
nism, for which roles have to be well defined, competencies should be 
clearly distributed, and capabilities need to be built a priori, for an effec-
tive and timely response.

Toward the estimation of a realistic level of population in need, as well 
as distribution of earthquake impact, a risk-driven approach is proposed 
based on integrated seismic risk assessment. This is composed by two main 
modules: (a) the physical risk assessment, based on the seismic hazard of 
the area of study, the structural vulnerability of its building stock, and the 
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exposed population, and (b) the social vulnerability model that employs 
socioeconomic factors for the approach of the willingness and need of 
population groups to seek state’s assistance. The model is appropriately 
modified for different sheltering options that affect differently people’s 
tendency to be sheltered. The latter component is often omitted from risk 
assessment studies, comprising large uncertainties, inherently related with 
social behavior, and requiring deep knowledge of the local societal fabric. 
Its importance is, though, highlighted, as it yields approximations in terms 
of population fractions that could significantly affect the final design 
figures.

Civil protection authorities and administrations may subsequently build 
capacities based on the latter figures, by acquiring equipment, training, 
and anticipating for human resources, based on the risk-driven needs esti-
mates. Decision upon final figures is made at strategic level taking into 
account several other criteria, economic factors (for cost efficiency), logis-
tics (for time effectiveness), and operational, political, and governance 
issues. Similarly, planning of material storage is a strategic decision, and 
criteria, such as risk distribution, interalliance among storage units and 
local administrations (principle of subsidiarity), logistics, geography, and 
cost, are to be co-evaluated.

The methodology described provides valuable information on the 
expected losses and is considered a valid tool for needs assessment at 
national or local level and contingency planning, enhancing preparedness 
and response. It is thus underlined that although past events are indispens-
able for calibrating models and results, designing and planning is recom-
mended not to be based only on them. Future may evolve differently than 
the past, and a scientific risk-driven approach may only approximate it, 
with hazard and vulnerability estimations. The importance of close col-
laboration and exchange among scientists and decision-makers is, thus, 
highlighted, representing counterparts with distinct and complementary 
roles in disaster risk management process.
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CHAPTER 26

FASTER: First Responder Advanced 
Technologies for Safe and Efficient 

Emergency Response

Anastasios Dimou, Dimitrios G. Kogias, 
Panagiotis Trakadas, Fabio Perossini, Maureen Weller, 

Olivier Balet, Charalampos Z. Patrikakis, 
Theodore Zahariadis, and Petros Daras

26.1  IntroductIon

The European Environment Agency (EAA) reports that Europe is experi-
encing an increasing number of disasters, derived either from natural phe-
nomena, technological accidents or human actions [1]. These disasters 
affect EU citizens, the EU economy and environment every year [2]. 
Over the period 1980–2016, the total reported losses caused by weather- 
and climate-related extremes in the EEA member countries amounted to 
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436 billion EUR. The economic and societal impact will continue to esca-
late, as weather-related disasters alone could affect about two-thirds of the 
EU population annually by the year 2100, according to a recent data- 
driven forecast study [3]. First responders (FRs) are the people who are 
amongst the first to arrive and provide assistance at the disaster scene. First 
responders are typically professionals with specialised training, including 
LEAs, firefighters, emergency medical personnel, rescuers, K9 units, civil 
protection authorities and other related organisations.

Due to the nature of their work, first responders are often operating in 
risky and hazardous conditions disaster sites, like demolished, burnt or 
flooded districts, being exposed to non-visible threats such as very high 
temperatures and dangerous gases. Furthermore, first responders may 
experience incidents (e.g. sudden illness, dizziness or exhaustion strokes) 
during operations, which can prevent them from completing their mission 
but, more importantly, put their own health at risk. Overzealous first 
responders may often not notice early signs or choose to ignore them in 
favour of accomplishing their mission, which can lead to become addi-
tional casualties of the disaster [4].

Despite their willingness and proper training, first responders’ capabili-
ties may be limited by chaotic environments, making it extremely difficult 
for them to estimate the exact position of the victims, dangerous areas, 
other first responder teams or valuable resources. The overwhelming 
amount of information available to them may reduce rather than increase 
their situational awareness. Multiple displays and gadgets are adding clut-
ter to their equipment. Autonomous vehicles are useful in disaster scenes, 
according to a member of the Reykjavik Search and Rescue (SAR) team, 
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who claims that using drones has enabled them to respond faster and more 
accurately [5], but they lack in operational autonomy. Communication 
between first responders and the command and control centre is often 
obstructed by broken, overloaded or non-existent network infrastructure 
[6]. In addition to communication, cooperation and interoperability 
amongst first responders with LEAs and community members needing 
help or willing to help are often ad hoc and lack coordination. Often the 
problem lies not so much in the lack of resources and willingness to pro-
vide help but in the logistics to efficiently direct and deliver assistance to 
the right places where and when it is most needed. These problems raise 
the need to exploit rapidly evolving technological advances towards pro-
tecting first responders from multiple and unexpected dangers and pro-
vide solutions enabling them to operate in a seamless and efficient way in 
any environment and in cooperation with the community.

FASTER aims to address the challenges associated with the protection 
of first responders in hazardous environments, while at the same time 
enhancing their capabilities in terms of situational awareness and commu-
nication. FASTER will provide innovative, accepted and efficient tools 
covering (1) data collection providing a secure IoT platform for distrib-
uted, real-time gathering and processing of heterogeneous physiological 
and critical environmental data from smart textiles, wearables, sensors and 
social media; (2) operational capabilities providing flexible, multifunc-
tional autonomous vehicles, including swarms of them, for extended 
inspection capabilities and physical mitigation; (3) risk assessment provid-
ing tools for individual health assessment and disaster scene analysis for 
early warning and risk mitigation; (4) improved ergonomics providing 
augmented reality tools for enhanced information streaming, as well as 
body and gesture-based interfaces for vehicle navigation and communica-
tion; (5) resilient communication at the field level providing haptic com-
munication capabilities, emergency communication devices, 
communication with K9s and at the infrastructure level through 5G tech-
nologies and UAVs; (6) tactical situational awareness providing innovative 
visualisation services for a portable Common Operational Picture for both 
indoor and outdoor scenarios representation; and (7) efficient coopera-
tion and interoperability amongst first responders, LEA, community 
members and other resource providers to request and deliver assistance 
where and when it is most needed using blockchain technology to give 
everyone involved the ability to write and read data (including sensor 
data) on an open-source platform to speed up disaster relief to a whole 
new level.
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26.2  overall concept

FASTER aims to establish a new approach for disaster response in order to 
improve disaster resilience. This will be accomplished by the targeted 
employment and synergetic deployment of a set of appropriate and com-
plementary technologies. Immediate response is a crucial part of the disas-
ter management cycle for dealing effectively with disasters. Consequently, 
FASTER aims to improve the disaster response and monitoring capabili-
ties by providing first responders with a suite of tools to augment their 
situational awareness and, as a result, enhance their safety and their opera-
tional capacity (Fig. 26.1). The focus of disaster response is mitigating the 
impact of the disaster and ensuring the safety of those in immediate risk. 
However, as this takes place during the emergency, it also includes the 
safety of first responders who provide the means and resources for effective 
disaster mitigation and protection of life. Their in-field effectiveness is 
critical to mitigation and ensuring a short and smooth recovery phase.

Fig. 26.1 FASTER core first responder capacity enhancement and augmenta-
tion tools
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FASTER’s overall concept is illustrated in Fig. 26.2, where it shows 
that at the heart of FASTER’s concept lies on the first responders that will 
be supported by a set of ergonomic and nonintrusive wearable devices that 
comprise sensors, actuators and displays, as well as artificial intelligence 
capacity. These will be responsible for assessing the situation, be it either 
individualised bio-monitoring of the first responders or local environmen-
tal sensing. Their purpose will be to deliver information either in a peer- 
to- peer manner amongst first responders or centralised points of presence.

The distinction made between these two schemes is necessary as disas-
ters can manifest in various – typically uncontrollable – ways, necessitating 
the employment of centralised, decentralised and distributed (P2P) man-
agement schemes. To that end, FASTER will consider both edge-based 
and cloud-based processing and analysis technologies to realise a risk 
assessment and anticipation system that will reach decisions and analyse 
the overall situation to provide targeted information and instructions to 
first responders. These will be delivered by the same wearable devices to 
augment and enhance their operational capacities.

Fig. 26.2 Illustration of FASTER supporting technologies
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26.3  technIcal approach

FASTER will develop a set of tools towards enhancing the operational 
capacity of first responders while increasing their safety in the field. It will 
introduce augmented reality technologies for improved situational aware-
ness and early risk identification, and mobile and wearable technologies 
for better mission management and information delivery to first respond-
ers. Body- and gesture-based user interfaces will be employed to enable 
new capabilities while reducing equipment clutter, offering unprecedented 
ergonomics. Moreover, FASTER will provide a platform of autonomous 
vehicles, namely, drones and robots, aiming to collect valuable informa-
tion from the disaster scene prior to operations, extend situational aware-
ness and offer physical response capabilities to first responders. FASTER 
will gather multimodal data from the field, utilising an IoT network and 
social media content to extract, either locally or in the cloud, meaningful 
information and to provide an enhanced Common Operational Picture to 
the responder teams in a decentralised way using Portable Control Centres. 
It will, additionally, use ledger technology to enable trusted communica-
tion. The whole system will be facilitated by tools for Resilient 
Communications Support featuring opportunistic relay services, emer-
gency communication devices and 5G-enabled communication 
capabilities.

26.3.1  Augmented Reality for Operational Awareness

Mobile augmented reality (AR) can offer more efficient situational aware-
ness and decision making to practitioners in critical conditions that require 
full attention and focus from involved first responders. FASTER aims to 
provide augmented reality (AR) technology delivering in real-time infor-
mation gathered from the other FASTER components (e.g. alerts, team 
status and location, sensor values), filtering the information and providing 
targeted content to the AR user. AR will be supplied both through mobile 
phones and AR glasses (e.g. HoloLens) by superimposing the data to the 
real world. Many different factors may prevent first responders from reach-
ing and visually inspecting unreachable and/or dangerous areas in disaster 
sites, such as ruins, obstacles and harmful or unknown environmental con-
ditions. FASTER aims to extend first responders’ visual perception by 
deploying lightweight and camera-equipped UAVs to explore otherwise 
inaccessible or potentially dangerous areas. These small-factor UAVs will 
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comprise part of the first responders’ gear and will be deployed on demand 
when and where necessary. FASTER will offer first responders an exocen-
tric X-ray-like visualisation of occluded areas from their physical viewpoint, 
rendering the UAVs’ video stream on AR devices. This will widen their 
field of view and offer the ability to make obstacles between the UAV and 
the responder partially transparent.

26.3.2  Mobile and Wearable Technologies

During emergencies there is a strong need of effective coordination 
between the control centre and in-field units. FASTER will design and 
implement a novel mobile application for first responders able to support 
inter-agency communication, manage mission tasking and progress moni-
toring and allow real-time reporting of incidents and of geolocated multi-
media content to improve situational awareness. The mobile application 
will rely on a cloud-based back end and front end to provide data services 
and the user interface for decision-makers at control room, respectively. 
The mobile application will interact with other components to provide 
responders the latest available data, including the location of K9 units.

FASTER will design and develop a prototype regarding the use of sen-
sors in wearable textiles that will be able to collect biometric data. Other 
sensors will be deployed on the first responder’s uniform. All this data will 
be analysed locally using edge computing capabilities to enhance the 
information gained at almost real time. On top of this, the design of the 
solution for FASTER will have to follow the existing security standards for 
the first responder’s uniforms, keeping in mind the protection of elec-
tronic parts of wearables, under extreme conditions that first responders 
may face.

26.3.3  Body and Gesture-Based User Interfaces

In order to improve the ergonomics of the tools, wearable devices will 
capture and identify arm/body movements exploiting artificial intelli-
gence. FASTER will provide non-visual/non-audible communication 
capabilities, translating movements or critical readings from paired wear-
able devices to coded messages, able to be communicated to the team 
members on the field through vibrations on wearable devices. Given that 
often during operations communication infrastructure has collapsed, mes-
sages will be transmitted using IoT communication protocols (e.g. 

26 FASTER: FIRST RESPONDER ADVANCED TECHNOLOGIES FOR SAFE… 



454

Bluetooth Low Energy; BLE). FASTER will also enable UAV navigation 
through gestures.

In the context of FASTER, a novel wearable device for K9s will be 
developed, featuring sensors such as three-axis accelerometer and gyro-
scope, to extract valuable information about K9 behaviour and translate it 
to specific messages that can be transmitted wirelessly through IoT com-
munication protocols to first responders. At the same time, the definition 
of a communication protocol will be studied that will translate the K9’s 
behaviour (e.g. movement or bark) into a message addressed at the person 
in need in order to inform him/her about the K9’s role and provide some 
useful tips that should be followed to facilitate the first responder’s work.

26.3.4  Autonomous Vehicles

FASTER will also present a robotic platform, integrating different sensors 
(optical and thermal cameras, environmental, nuclear, biological, chemi-
cal, radiological and explosives) and, if required by the use cases, a robotic 
arm with several end-effector options (grippers or tools). Wireless com-
munication capabilities will support data exchange of large amounts of 
data (including video) and enabling multi-robot cooperation. It will also 
feature advanced features such as operation control, with enhanced user 
interface and visualisation capabilities, localisation services and 3D map 
generation.

FASTER will employ an array of heavyweight drones of different sizes 
and payload capabilities that will be able to provide different services to 
first responders, such as mapping of the disaster area and physical opera-
tions like carrying heavy equipment and acting as communication nodes in 
an ad hoc network to provide resilient communication. The capability to 
operating in swarms in a coordinated manner following simple operational 
rules will also be provided.

26.3.5  Resilient Communications Support

FASTER will offer a novel, low-cost device, capable of delivering through 
broadcasting, critical information to first responders or instructions to 
civilians. The device will be able to send encrypted and signed messages in 
a massive way, able to cover large number of recipients. By deploying mul-
tiple devices, a mesh communication network could be provided, increas-
ing the coverage area. Triggering message broadcasting will be feasible 
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even from great distances, using the appropriate technology (LoRa or 
short wave to devices).

FASTER will also work on 5G network infrastructure to offer the 
means to manage and orchestrate resources of an edge cloud in the prox-
imity to the geographic area under investigation and in accordance to the 
requirements of the rescue team. This will be achieved by leveraging the 
advantages provided by 5G technologies, including (1) high-speed, zero- 
latency network, (2) capability to extend allocated resources in real time 
and (3) steering traffic efficiently to cover the changing operational needs 
of the responders’ teams in real time.

It has been shown that UAVs can be integrated into a cellular network 
to compensate cell overload or site outage, to enhance public safety in the 
failure of the base stations and to boost the capacity of the network. 
FASTER will provide a resilient communication service based on devices 
from the FASTER ecosystem and an augmented communication support 
through opportunistic relay services, e.g. swarm of drones’ usage, ensur-
ing the minimal acceptable network performance to provide the basic ser-
vices in a crisis scenario.

FASTER will also develop distributed ledger technology that allows 
central systems of first responders and other relief mission participants, 
including social networks and IoT control systems, to connect via a dis-
tributed network. For the involved parties, this means (1) distributed 
power, (2) trusted interoperability, (3) ad hoc capabilities and (4) privacy 
yet can respond to needs they are capable of fulfilling.

26.3.6  Common Operational Picture

FASTER will develop a decentralised solution for Common Operational 
Picture that will be supported by services and tools to deal with an adap-
tive environment, considering contextual information and according to a 
shared situational picture. FASTER advanced visualisation tools will pro-
vide different types of information regarding the position of first respond-
ers, possible victims, evacuation and rescue routes, managing 
countermeasures, resources required and, at the same time, highlight dan-
gerous areas and dangerous environmental conditions through an 
advanced geolocation information system visualisation layer for both 3D 
indoor and outdoor scenarios. FASTER Portable Control Centre will 
allow teams of FRs on the field to make efficient and effective decisions 
organising a proper response.
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FASTER will harness information available in social media content, 
implementing smart filtering techniques that will exclude erroneous or 
misleading data, retaining only informative content related to emergency 
situations and enhance real-time situational assessment. Text mining and 
deep learning techniques will be used to classify social media posts accord-
ing to the event type and map it into relevant categories. Deep learning 
models will be used to recognise scenes depicting emergency situations, 
such as floods, fires, and extreme weather events and also damaged infra-
structures, from social media multimedia content.

26.4  target ScenarIoS of the faSter SyStem

FASTER will be validated in three carefully selected scenarios that cover 
diverse disaster types and involve the tools deployed, namely, a collapsed 
building, urban flooding and an indoor disaster. The pilots will take place 
in Spain, Italy and Finland, respectively. FASTER will be demonstrated in 
a multi-storey building collapse case Fig. 26.3.

The scenario revolves around a structural failure that triggers the com-
plete collapse of a building in an urban environment. Possible escalation 
factors in terms of the risks such a situation poses to first responders 
include building materials, building contents (e.g. storage of chemicals), 
presence of fire and weather conditions. These conditions may bring about 
physical hazards (e.g. unstable rubble pile, electrical equipment or sharp 
objects) or chemical hazards.

The second use case of FASTER consists of a major flood in a city with 
a high building density, which poses challenging hazards to first respond-
ers. Escalation factors may include disruption of services, dangerous debris 
carried by water, live victims trapped under water, looting and people 
stranded on evacuation routes.

The third application of the FASTER solution will be demonstrated in 
an indoor disaster scenario. An explosion in a populated building can 
include many hazards ranging from fires and their implications (e.g. heat 
or smoke), dangerous debris and hazardous materials, to the possibility of 
secondary attacks. Escalation factors may include secondary explosion, 
hostages, shooting, toxic chemical release, etc.
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26.5  exploItatIon plannIng

FASTER is building a community that will consist of the aggregation of 
the relevant first responders and stakeholders in a systematic interactive 
approach. The project will use experience from the activities of the forma-
tion which operate in Member States of the European Union and carry 
out tasks for first responders, including in the field of fire protection as 
well as in the protection of persons and property. The firefighters, police-
men, members of rescue teams and security engineers will share their 
experiences, and the final effect of their cooperation will be new technical, 
technological and organisational solutions in the field of response to crisis 
situations, transport (communication), construction, industrial and also 
natural disasters.

Fig. 26.3 Practice area for first responders in Madrid area, where the technolo-
gies of FASTER will be evaluated during the Spanish pilot
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FASTER is expected to release technologies at an average TRL level 7. 
It is, however, important to have a forecast of future market need for 
FASTER outcomes. According to Gartner (Fig. 26.4), it is evident that 
most of relevant technologies proposed by FASTER to first responders are 
part of their hype cycle in 2018. As innovation proceeds, the array of 
mission-critical tools that can aid emergency services providers will con-
tinue to proliferate. By harnessing technology, FASTER will help provide 
first responders with crucial tools and information they need to operate. 
The project itself is planning to monitor existing players to better focus 
the research throughout the project duration.

Fig. 26.4 Hype cycle for emerging technologies, Gartner
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26.6  concluSIon

FASTER is an ambitious project that aims to provide state of the art tools 
to first responders to improve their capabilities and safety. The envisioned 
toolset is covering a wide range of technological aspects, including com-
munication, augmented situational awareness, remote operations, team 
monitoring and improved operational planning capabilities. All developed 
technologies will be evaluated by first responders within the project, as 
well as external ones, in three pilots addressing diverse scenarios in three 
different countries.

FASTER encompasses all the elements required to research and develop 
new technologies for first responders, actively involving them in the design 
and validation of the tools. The FASTER consortium is an interdisciplin-
ary, while focused team consisting of eight experienced academic/research 
partners, three industrial partners, four SMEs and eight first responder 
organisations including law enforcement agencies, firefighters, medical 
emergency services, K9 units, disaster response teams and civil protection 
organisations. Moreover, in order to ensure the exploitation of the project 
results beyond the lifetime of the project, a community of stakeholders is 
built to support their uptake to the market.
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CHAPTER 27

The Architecture of EVAGUIDE: A Security 
Management Platform for Enhanced 

Situation Awareness and Real-Time Adaptive 
Evacuation Strategies for Large Venues
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27.1  IntroductIon

An evacuation in response to a risk or threat is the movement of people 
away from a designated area that is under threat to a safer area. The need 
for evacuation can arise from naturally occurring events, human-induced 
events (both intentional and unintentional) and events caused by 
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technological failures. The safe evacuation is of paramount importance for 
the safety management of large facilities. This need is the most pressing in 
the case of sports stadia, which routinely host events that gather tens of 
thousands of spectators and have recently become targets of extremism 
and terrorism.

An evacuation plan consists of a footprint of the facility and the main 
safety features (exits, corridors, fire doors, extinguishers), indicating the 
routes for evacuation to safety zones for every part of the infrastructure 
and also including the emergency activation methods. The current evacu-
ation plans are static, failing to effectively manage evacuation situations 
that evolve and change over time. Real-time, dynamic management of an 
evacuation process is of paramount importance and paper-based evacua-
tion plans are of low value in actual stressful conditions, where human 
behaviour is unpredictable.

The technology used to assist evacuation incidents, in most cases, is 
limited to the CCTV monitoring of the areas of the stadium and commu-
nication with safety personnel located near the area where an incident 
occurs, using voice communication over UHF radio.

Current safety procedures are plagued by paper-based, outdated evacu-
ation plans, insufficiently trained personnel and lack of sufficient situa-
tional awareness. There is an apparent need for a solution that will support 
decision-making, increasing the potential for an effective response and 
strengthening preparedness of the venue operators.

27.1.1  EVAGUIDE Platform

EVAGUIDE [1] is a security management platform for enhanced situa-
tion awareness and real-time adaptive evacuation strategies for large ven-
ues used for sports and entertainment events. The system aims to address 
the needs of the safety of large facility visitors during complex evacuation 
processes, following normal and abnormal events (crises) towards the cre-
ation of an easily deployable system that will be able to timely identify new 
threats, designate and sustain a location-based dynamic evacuation route 
(LDER) that improves all corresponding response times under any 
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circumstances. Moreover, it will support the complete life cycle of evacua-
tion planning, simulating complex scenarios, training of safety personnel 
and assessment of the performed actions. It is made up of a number of 
components, one of which is a mobile application that aids the evacuation 
of spectators and staff in different ways.

The mobile application for stewards is a mobile-based communication 
and dispatch mechanism for safety personnel inside the venue as well as in 
the general vicinity around it. It offers rich functionality based on a two- 
way communication mechanism, which is used during an emergency situ-
ation by the stewards and the security officer. Through the mobile 
application for spectators, the users are notified in case of an emergency 
about the situation. If an evacuation is required, they are informed about 
the optimum exit route and are guided through it.

An important prerequisite for the successful implementation of the 
mobile application is information about the position of stewards and spec-
tators. Various indoor localisation technologies have been evaluated, con-
cluding that the most appropriate one is BLE Beacons [2] as it is readily 
available for spectators and stewards alike.

27.1.2  Mobile Application for Spectators

General Description
In case of an emergency, the spectators are notified through the applica-
tion about the situation. The messaging mechanism works through push 
notifications, meaning that the users are notified about the emergency, 
even if the application is not running.

If the situation escalates to the point of an evacuation being needed, the 
application supports the evacuation process by determining the actual 
position of an evacuee and indicating the route to the nearest safe exit.

It also helps identifying spectators who do not seem to progress with 
the evacuation, who may thus require assistance (this is also registered at 
the security operations centre to be managed by the safety command 
chain). It is expected that the security officer will gain increased awareness 
about the progress of the evacuation process, thanks to the connection of 
the mobile apps with the Common Operational Picture (COP). Even in 
the case that not all the spectators have downloaded or activated the 
mobile application, the trends obtained on statistical indices (percent-
ages), based on the situation and whereabouts of thousands of users in an 
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area, will still produce significant value for the situational awareness of the 
safety authorities.

Description of Features
The users of the app have access to the venue’s map as well as the various 
points of interest (POIs) within it, such as the nearest cafe. By selecting a 
POI on the map of the stadium, they can navigate following the on-screen 
directions provided by the applications indoor localisation.

Users can also see their location inside the venue, based on the utilisa-
tion of the BLE Beacons infrastructure and the localisation algorithms 
within the app. This location is not stored at the platform in a normal situ-
ation; only during an actual evacuation will the locations of the spectators 
as calculated from their smartphones will be stored in the platform.

Spectators who wish to report an incident that could potentially repre-
sent a threat can do so using the application. The reported incident 
emerges on the incident reports’ area of the COP screen as an icon, which 
the COP operator can select to get more details. COP offers increased 
awareness to the security officer compared to current CCTV-only systems, 
by taking advantage of the mobile-based communication and dispatch 
mechanism for safety personnel and first responders.

Communication
The application relies on the Internet connection for the following 
functionalities:

• Delivering of push notifications in case of an emergency.
• Downloading and displaying the venue maps from the map provider 

(only the first time the application is used).

Following the download of maps, the application may operate while 
off-line.

Additional Features
To increase the users’ engagement with the application, we plan to offer 
tight integration with the mobile content the club offers its fans, e.g. 
game-specific content, for example, a video clip from a camera in the 
opposite side of the stadium from where the spectator sits. Special offers 
and discounts could also apply for the users of the application while shop-
ping in the venue shops.
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27.1.3  Mobile Application for Stewards

General Description
The mobile application for stewards offers rich functionality based on a 
two-way communication mechanism, which is used during an emergency 
situation by the steward to warn the security officer about existing or 
evolving threats to safety and used by the security officer to dispatch a 
steward to attend a threat.

The mobile-based communication and dispatch is used by stewards/
field safety personnel in real-time evacuation; furthermore, it can also be 
used for personnel training purposes and stadium inspections from secu-
rity authorities. A mobile (smartphone/tablet) application prototype has 
been developed within EVAGUIDE life span, in order to be used by the 
security personnel to report on potential threats and receive notifications 
to attend to incidents. The EVAGUIDE mobile application is comple-
mented by components adapted from commercial off-the-shelf solutions 
(COTS), most significant being the COP.

The application allows stewards to have an overview of the venue map. 
It also displays the tasks that they need to attend to. The stewards can 
report incidents that are happening in the area of their responsibility via 
the application. This report creates a new pending task on the security 
officer’s application.

27.2  Platform desIgn and archItecture

The EVAGUIDE system is composed of four main components (see 
Fig. 27.1 and further analysis below), namely:

• The Communication Middleware, to enable the different subsystems 
and sensing elements of EVAGUIDE to communicate between them

• The EVAGUIDE Core System, to handle the interconnection with 
sensing elements, the alarm raising mechanisms and the control of 
active exit signs and actuators, the algorithms for real-time crowd 
modelling and the calculation of the evacuation route in real time

• The mobile platform, for the safety of spectators as well as for the 
dispatch of safety personnel

• The Common Operational Picture, an off-the-shelf component that 
connects to the EVAGUIDE core to provide an intuitive picture of 

27 THE ARCHITECTURE OF EVAGUIDE: A SECURITY MANAGEMENT… 



466

Common Operation Picture Module (COP) External Clients

API Gateway
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and actuators Legacy systems

WiFi Scanner
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Mobile BE
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PSIA Compatibility Layer
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Fig. 27.1 System architecture, highlighting the core system components
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the situation to support supervisors’ decision-making at the stadium 
operation centre.

The system is complemented by an enabling infrastructure comprised 
of components and sensing elements distributed throughout the stadium:

• A resilient private Wi-Fi communication network used for guaran-
teeing priority access of security personnel to network resources in 
case of mobile network collapse

• Bluetooth beacons infrastructure deployed to support client posi-
tioning both outdoors and indoors

• A Wi-Fi scanner or other people-counting technologies, used to sta-
tistically estimate the number of subscribers

• Active exit signs and actuators

The system will finally attach to and collect generated data from exist-
ing sensing elements (temperature, smoke, fire, etc.) and legacy systems 
available on premise at the large venues where it is intended to be deployed.

27.2.1  Communication Middleware

The Communication Middleware enables the different subsystems and 
sensing elements of EVAGUIDE to communicate in an efficient and 
orchestrated manner. It is based on Apache Kafka, which enables the 
required connectivity between components for the flow of incoming 
information messages from sensors.

From publishers’ side MQTT message protocol [3] is used to send 
messages from sensors to the MQTT broker. This message protocol is 
TCP-based and lightweight with minimal packet overhead, and it is appro-
priate for constrained devices with limited resources. The messages are 
forwarded from MQTT broker to Apache Kafka using connections estab-
lished between them, each for every plane (status, data, control) specifi-
cally configured.

After analysing the functionality of the middleware from publishers’ 
side, the consuming perspective should also be mentioned. At first 
MongoDB is used as a sink database to store messages that arrive at Kafka 
brokers for status and data plane. Kafka communicates with MongoDB by 
using Kafka adapters precisely configured for each plane. Additionally, a 
JAVA application which implements exit sign client is created in order to 
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consume and represent status published messages of each connected 
device. Control messages are handled by the Systems Management Server 
which provides remote monitoring to the administrator.

27.2.2  Location-Based Dynamic Evacuation Route 
Component (LDER)

Normal stadium evacuation routes are static. They are fixed routes from 
each area to stairs, ramps and exit points of the stadium. The EVAGUIDE 
system makes the stadium evacuation strategy dynamic by taking the pre-
vailing situation (numbers of people in different areas + incidents or con-
gestion) and forecasting the congestion from the present into the future 
before an evacuation actually takes place. It would also dynamically change 
those routes given the situation, to optimise the evacuation time or reduce 
congestion.

A location-based dynamic evacuation route is the passage that specta-
tors will take from a certain location to evacuate the stadium, which is 
dynamically calculated during the evacuation and can dynamically change 
during the evacuation as it progresses, if necessary. The LDER component 
takes data from the system measured from the current situation and uses 
crowd models to simulate the evacuation, forecasting congestion and to 
optimise the LDER for the stadium.

Crowd Modelling
The crowd model implemented in EVAGUIDE is based on the network 
model developed as part of the eVACUATE project. A network is created 
that comprises nodes (circular or rectangular) and edges (a line of certain 
width connecting two nodes). These are spaces where spectators can move 
around the stadium, and this network represents all possible routes that 
spectators use when evacuating the stadium.

The model is a mesoscopic agent-based model. Each agent represents 
one spectator in the stadium that will move through the network. The 
mesoscopic nature of the model implies that physical interactions between 
agents are not modelled, but a localised heuristic measures the density in 
the vicinity of the agent and adjusts speed of movement accordingly. 
Demographics are represented by the “speed vs density” profile of the 
agents, which can be calibrated for different audiences.

The model requires the following inputs:
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• Location and number of agents for each edge and node in the network
• Which edges are blocked or reduced in capacity

The location and number of people are calculated by the complex event 
processing engine and are an interpolated count from the actual sensor 
data around the stadium.

Route Optimisation
The initial routing for all areas of the network is based on Dijkstra’s algo-
rithm [4] calculated using the distance to travel along each edge/through 
each node, allowing for each edge to have a cost associated with it that 
would make certain edges more or less attractive to travel along. This pro-
vides the most direct routes for agents without considering the congestion 
or capacity of routes.

The aim of this is to simulate the normal evacuation strategy of the 
stadium, which more often than not follows the normal egress patterns of 
spectators attending the stadium. To ensure that this strategy is followed 
in the initial simulation, large edge costs can be used to deter agents from 
taking a particular route unless no other is available.

When the initial simulation run is complete, the simulation can be 
rerun by increasing edge costs on routes with congestion that might be 
slowing the evacuation down. The simulation is rerun and compared 
against the original to see if the evacuation time has improved. This pro-
cess continues iteratively for N runs, after which the most optimised route 
can be chosen.

A number of situations exist during evacuations whereby having a sin-
gle route from any one point to another would not result in an optimal 
situation. When developing optimisation strategies for the stadium evacu-
ation, it is important to bear in mind that perfectly optimum routing is not 
practical to enact by staff at the stadium. For instance, if the optimal rout-
ing strategy was to send 20% of spectators down path 1, 30% down path 2 
and 50% down path 3 organising this on the ground is impossible. 
Therefore, if multiple routes from one area is the optimum, crowds would 
be split equally (50%/50%, 33%, 33%, 33%, etc.).

27.2.3  Systems Management Server

The Systems Management server’s high-level functionality can be sum-
marised as follows:
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• Monitors the status of the EVAGUIDE subsystems in terms of con-
nectivity and functionality

• Monitors the health of all the other systems attached to EVAGUIDE, 
the building management systems, CCTVs, smoke detectors, access 
control, ticket readers and fire detection systems

• Handles the discovery and registration management of sensing ele-
ments to the system

• Performs geolocation-based association of the exit signs and actua-
tors with the LDER and controls them in terms of activation and 
management.

27.2.4  Complex Event Processing

The Complex Event Processor (CEP) constitutes the component of the 
core engine that is responsible for the real-time detection of hazardous 
events, data storage and provision of warnings and alerts. It is one of the 
core elements, which are closely interdependent with the crowd modelling 
server and the COP module of the EVAGUIDE platform. The CEP sub-
system will not only aggregate and combine the different information 
sources of EVAGUIDE but will also monitor and generate meaningful 
insights per the operational status of a life threatening incident.

The CEP subsystem, based on the WSO2 Stream Processor, collects 
events with multiple messaging formats via multiple transports. It uses 
streaming SQL to process streams and detect complex events patterns, 
and it can also generate and notify the processed results as alerts instanta-
neously and visualise them via real-time interactive and user-friendly 
dashboards.

WSO2 Stream Processor is built as a lightweight, open-source, high- 
performance, stream processing platform which understands streaming 
SQL queries in order to capture, analyse, process and act in real time. This 
will facilitate the EVAGUIDE system with real-time, intelligent and 
actionable insights, while at the same time, its deployment ease allows for 
a multitude of different deployment schemes, aimed at adapting to differ-
ent installation scenarios.

The state-of-the-art Siddhi stream processing and complex event pro-
cessing engine [5] which lies at the core of WSO2 Stream Processor will 
allow the EVAGUIDE system to be enriched with build-reliable and high- 
performing streaming applications that will detect abnormalities in 
real time.
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This also includes:

• An easy to use streaming SQL language specific to WSO2 (Siddhi)
• A variety of stream processing operators via Siddhi such as filtering, 

window operations, aggregations and summarisations, pattern 
machine and event correlations

• Many additional extensions that help developers support more com-
plex use cases.

• Out of the box support for consumption of events and publishing 
alerts through connectors for well-known protocols such as HTTP, 
Kafka, MQTT and payload wise supporting XML, JSON, text, 
binary and key-value messages

• Out of the box integration with popular data storage systems, both 
SQL- and NoSQL-based ones

27.3  eVaguIde PIlot at PaoK toumba stadIum

27.3.1  Configuration of the Pilot

The consortium had the opportunity to pilot test the operation of the 
system and gather initial results between 9 and 11 October 2019 at 
PAOK’s Stadium (“Toumba”) in Thessaloniki, Greece. The third floor of 
the VIP area of the stadium was selected as the demonstration area; it 
includes a VIP seated area, private VIP rooms and public space.

The system equipment was installed and tested during the first 2 days, 
while on the third day, the evacuation scenarios took place. Six cameras 
were placed at strategic locations along the exit route monitoring incom-
ing and outgoing crowd flows at the VIP to and from the seats and the 
VIP restaurant areas. Sensors were installed to monitor temperature, pres-
sure, light level and position of doors (open/closed). Twenty BLE Beacons 
have also been installed in the stadium infrastructure (e.g. seats, corridors) 
near to turning points.

Thirty four volunteers from PAOK’s private security subcontractor 
actively participated in the system tests, providing valuable input to the 
EVAGUIDE partners. The volunteers were informed about the scope and 
objectives of the project.
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27.3.2  Demonstration Scenarios

During the first phase, volunteers start in seated areas, and then at a spe-
cific point in time, they are asked to exit the stadium using normal routes. 
EVAGUIDE consortium team members timed the exit under normal 
conditions.

In the second phase of the scenario, the volunteers are asked to exit the 
stadium under crisis, without the use of the EVAGUIDE system; it 
involves a simulated incident from a torch lit during the evacuation that 
caused a fire. Before the scenario starts, the volunteers are asked to return 
to their seats and download the EVAGUIDE application for spectators. 
The EVAGUIDE counting module connected to the camera provides 
crowd counts during both the ingress and the egress stage. A steward is 
positioned next to the simulated incident with a mobile app. Because of 
the torch, a sensor detects a rise in temperature and the presence of smoke, 
and the respective rule displays the results on COP. The volunteers are 
then asked to exit the stadium. EVAGUIDE will only monitor the situa-
tion, record the times during each exit segment and not be involved. In 
this scenario, as the volunteers are unaware of the incident until the first 
one reaches the blocked point, they will need to retreat and select a differ-
ent route.

In the third phase, similar to the second phase, the sensor detects high 
temperature and smoke (a spectator has lit a torch to celebrate a team’s 
win and the thick smoke rendered the staircase inaccessible). This event 
was displayed on the COP and the safety manager decides to prohibit 
access to the staircase. Immediately the system will calculate an updated 
exit route; this is displayed on the COP. The safety manager decides to 
make this the new evacuation route. The EVAGUIDE facilitates the whole 
process by (1) indicating the exit route on the COP for the safety man-
ager, (2) updating the dynamic signs to change their direction to indicate 
the new evacuation route and (3) sending push notifications to the specta-
tor’s app, informing about the evacuation and displaying the active exit 
route on a simplified diagram of the facility, respective to the individual’s 
position (calculated by the application based on BLE Beacons received 
signals).
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27.3.3  Results

The evacuation time under the optimum conditions was measured at 86 s 
required from the first person to exit to the last.

In the second scenario, where there is a blocked staircase because of the 
fire, confusion is created as the head of the group has to communicate the 
problem to the volunteers that follow, and the latter ones need to become 
the leaders of the group. EVAGUIDE is not offering the active route. As 
a result, the evacuation time was significantly increased 140 s. This is a 
rather underestimated figure given that the volunteers are familiar with 
navigating the stadium and finding alternative routes (being the stadium 
security personnel).

In the third scenario, the volunteers are asked to evacuate following the 
signs and/or the spectator’s app, while the EVAGUIDE platform sup-
ports the evacuation process using the information from sensors and cam-
eras and displaying up-to-date evacuation routes. In this case the evacuation 
time was measured as 97 s with the use of EVAGUIDE. Thus in the case 
of an obstructed exit, the reduced time with EVAGUIDE was measured as 
30% or better.

27.4  conclusIons

The safe evacuation of large crowds from complex facilities is a common 
challenge for facilities across Europe and globally. EVAGUIDE is a secu-
rity management platform for the safe evacuation from stadia and large 
facilities.

EVAGUIDE addresses the safety needs of visitors to large facilities dur-
ing complex evacuation processes, following normal and abnormal events 
(crises), and creates an easily deployable system that in real time can iden-
tify threats, designate and sustain a location-based dynamic evacuation 
route and increase situation awareness and improve response times under 
any circumstances. Moreover, it supports the complete life cycle of evacu-
ation planning, simulating complex scenarios, training of safety personnel 
and assessment of the performed actions.

In EVAGUIDE, the visual representation of the situation in real time is 
offered by an advanced user interface that uses a 3D model of the facility, 
which the operator can control to better understand the situation; this is 
the EVAGUIDE Common Operational Picture. All the information avail-
able from the CCTV cameras, the sensors, the legacy systems and the 
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stewards, as well as critical information from the spectators, is optimally 
displayed. An intelligent engine raises alarms based on rules that combine 
data stemming from the aforementioned sources, while crowd simulations 
are realised in real time taking into account the number and location of 
spectators as well as other parameters (like blocked doors and blocked 
routes because of fire, congestion or collapsed structures) to calculate a 
location-based dynamic evacuation route that changes as the aforemen-
tioned parameters are altered. The optimal route to safety is communi-
cated to evacuees via the proper activation of state-of-the-art active signs 
(using dynamic exit signs, media screens, PA system) that depict the calcu-
lated optimal routes within the stadium. The EVAGUIDE mobile applica-
tion that interacts with the EVAGUIDE core platform offers spectators 
the opportunity to get accurate, dynamic, location-specific personalised 
directions to follow the fastest available route.

The system has been tested with a limited number of volunteers in 
PAOK’s home stadium of Toumba, in Thessaloniki Greece. Results have 
been promising with improvements of 30% in evacuation times expected. 
Those improvements will be even more significant if compared to more 
adverse conditions expected in a case of low visibility and the panic that 
may ensue a real incident. Further to these already very promising results, 
the availability of an exit route specific to one’s position which is continu-
ously calculated in real time to reflect the potential obstructions represents 
a clear breakthrough over existing solutions.
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CHAPTER 28

Stakeholders Involved in Hospitals’ Crisis 
Management Processes
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Ioannis Galatas, Anna Tsekoura, Olivier Theveaneau, 
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28.1  IntroductIon

According to the World Health Organization (WHO) definition “Hospitals 
complement and amplify the effectiveness of many parts of the health sys-
tem, providing continuous availability of services for acute and complex 
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conditions” [1]. Health sector is responsible for delivering services that 
improve, maintain, or restore the health of individuals and their communi-
ties [1]. These services are large and complex and affect and get affected 
by multiple interacting actors, such as doctors, nurses, patients, citizens, 
medical suppliers, health insurance providers, etc., with different back-
grounds, knowledge, organizational beliefs, interests, and culture.

The two most critical hospital’s assets are the patients’ health and their 
electronic health records (EHRs) [2]. The first one can be affected in 
many ways, for example, turning off a critical medical device can cause a 
serious injury to a patient. EHRs contain a host of sensitive information 
about patients’ medical histories, making hospital network security a pri-
mary IT concern. It has been reported that healthcare data is substantially 
more valuable than any other data, as the value for a full set of medical 
credentials can be over $1000 [3].

The healthcare sector is particularly vulnerable due to heavy involve-
ment in patient personal and health information, time constraints, and 
complex day-to-day operations. It is one of the most targeted sectors; 81% 
of 223 organizations surveyed, and >110 million patients in the USA had 
their data compromised in 2015 alone [4], with only 50% of providers 
thinking that they could protect themselves from cyberattacks [4]. It has 
been reported that between 2009 and 2018, there have been 2.546 
healthcare data breaches involving more than 500 records and resulting in 
theft/exposure of 189,945,874 records [5]. It faces unprecedented risks 
and compounding regulatory compliance requirements.

In addition to cyber threats, physical threats are increasingly growing, 
and even healthcare facilities are not immune to them. In an example, in 
2018, at Mercy Hospital in Chicago, four people were killed in a shooting 
[6]. The man was able to make his way from the parking lot where the 
shooting started and proceeded inside the facility. Not only does an inad-
equate physical security leave employees vulnerable, but patients are also 
at risk. In fact, a study shows that hospitals are twice more likely to experi-
ence a physical attack incident than a cyberattack or breach [7]. In this 
direction, several low-cost and initial security measures may be applied, 
ensuring access controls such as requiring patients to be buzzed in past 
reception, proper security at entrances (especially to very sensitive depart-
ments, such as Department of Nuclear Medicine; Blood Banks using irra-
diators; or BioSafety Levels 3 (BSL-3), labs handling hazardous pathogens 
etc.), special access to certain floors through the elevator or from the stair-
way, etc. Badge tap, proximity badges, and biometrics are optimal but 
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expensive solutions. Intrusion detection systems, security lighting, and 
video surveillance are generic categories of security measures that all con-
tribute to a safer environment.

Any physical or cyber incident that causes loss of infrastructure or mas-
sive patient surge, such as natural disasters, terrorist acts, or chemical, bio-
logical, radiological, nuclear, or explosive hazards could affect the 
healthcare services provision and could cause overwhelming pressure to 
the affected health systems. In fact, the importance of physical and cyber-
security in healthcare has never been more pronounced. Now more than 
ever, medical organizations must be vigilant in establishing safeguards 
against physical and cyber threats, which is why it’s imperative to have a 
solid understanding of the risks and protections available.

When physical or cyberattacks occur, a crisis management plan should 
be immediately executed in order to counter the problem and minimize 
the consequences. In crisis management, several internal and external 
stakeholders are involved, having different needs and requirements, trying 
to cooperate, respond, and recover from the crisis. The aim of this chapter 
is to identify and define those stakeholders and the respective processes 
usually followed during crisis management, through a case study con-
ducted in a Greek hospital. Finally, the aforementioned findings and the 
conclusions that are drawn are linked with SAFECARE project 
(H2020-GA787005), during the framework of which this research was 
conducted, which project aims to provide solutions that will improve 
physical and cybersecurity in a seamless and cost-effective way and enhance 
threat prevention, threat detection, incident response, and mitigation of 
impacts, in healthcare infrastructures.

28.2  crIsIs ManageMent Process

In the following paragraphs, the normative literature related to the identi-
fication and definition of the stakeholders involved in crisis management 
process in the healthcare sector and the relative physical and cybersecurity 
rules and policies are described. Crisis management has been defined as 
“the developed capability of an organization to prepare for, anticipate, 
respond to and recover from crisis” [8]. The full cycle of crisis manage-
ment can be described in four phases, as described below:

Preparedness: The aim is to prepare organizations and develop general 
capabilities that will enable them to deliver an appropriate response in any 
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crisis. Preparedness refers to activities, programs, and systems developed 
before crisis that will enhance capabilities of individuals, businesses, com-
munities, and governments to support the response to and recovery from 
future disasters.

Response: Response begins as soon as an event occurs and refers to the 
provision of search and rescue services, medical services, as well as repair-
ing and to the restoration of communication and data systems during a 
crisis. A response plan can support the reduction of casualties, damage, 
and recovery time.

Recovery: When crisis occurs, organizations must be able to carry on with 
their tasks in the midst of the crisis while simultaneously planning for how 
they will recover from the damage the crisis caused. Steps to return to 
normal operations and limit damage to organization and stakeholders 
continue after the incident or crisis [9].

Mitigation: Mitigation refers to the process of reducing or eliminating 
future loss of life and property and injuries resulting from hazards through 
short- and long-term activities. Mitigation strategies may range in scope 
and size.

There exists an imperative need to reinforce our ability to manage crisis 
to a broad variety of threats – both physical and cyber – rising from the 
international environment. This led to the establishment of a comprehen-
sive framework at national and European level concerning the security and 
protection of services and infrastructures that are essential for preserving 
vital societal and economic functions, health, safety, security, and the well- 
being of people against new emerging threats. The Council Directive 
2008/114 [10] on the identification and designation of European critical 
infrastructures along with the 2016/1148 EU Directive on security of 
network and information systems (NIS Directive) [11] and the later 
1082/2013 EU Decision on serious cross-border threats to health [12], 
in combination with the “Cybersecurity Act” [13], the General Data 
Protection Regulation (GDPR) [14] and the existing regulations on the 
“in vitro” and “in vivo” medical devices safety [15, 16], constitutes a set 
of integrity and continuity rules. They also set protective risk mitigation 
measures and incident response plans, based on an all hazards approach 
while supporting strategic exchange of information, facilitating the 
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reinforcement of financial and human recourses and promoting the effec-
tive operational cooperation between all involved stakeholders at 
European level.

The efficient and timely identification of risks, threats, and vulnerabili-
ties of the healthcare sector infrastructures and services the disruption or 
destruction, of which would have significant socioeconomic and environ-
mental impacts, unquestionably requires communication, coordination, 
and cooperation at national level as well as, in order to deter, mitigate and 
neutralize any posed hazard and ensure the functionality, continuity, and 
integrity of all affected assets and systems.

Both generic and case-specific emergency preparedness and response 
plans exist at a national level outlining basic incident response procedures 
and the establishment of necessary security measures. These operational 
plans in combination with specific legal provisions lying under the national 
laws or after the transposition of the relevant European legislative frame-
work into the national legal system designate specific individuals or in- 
hospital agencies, bodies, or committees that have the mandate to fulfill all 
the tasks and responsibilities related to the hospital emergency planning 
and response strategy. These tasks may include general or partial evacua-
tion processes, security procedures that support the protection of the 
venue (e.g., emergency department, the triage area, other healthcare facil-
ities, the morgue, etc.), and other sensitive, critical, or valuable assets and 
areas (e.g., computer room, central servers or blood bank, pharmacy, etc.) 
from unauthorized access. They also might refer to the implementation of 
operational procedures for securing premises perimeter by any unauthor-
ized entry; deployment of entry and exit control measures; implementa-
tion of ambulance trafficking plan; enforcement of measures for the 
preservation of food, water and medical supplies and procedures for the 
protection of IT infrastructure, pharmacy, and blood bank stockpile; etc.

28.3  research Methodology

The research design proposed is the first independent part of the empirical 
research methodology, as illustrated below. The starting point is to review 
the literature, thus developing an understanding of the research area under 
investigation. This led to a specific research area and identified a research 
need. Based on the need of the empirical study, it was decided that the 
research design would utilize a case study strategy through the employ-
ment of qualitative research methods.
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Therefore, various data collection methods such as interviews, docu-
mentation, and observation were used. In the context of this research, 
interviews constituted the main data source in the case. Multiple stake-
holders were interviewed through structured interviews, followed by open 
discussion in some cases. Using an interview agenda that was designed for 
this case, the interviewees replied in specific questions regarding the iden-
tification and evaluation of the crisis management process followed by 
different stakeholders in their healthcare organizations and external inter-
connected ones. Open discussion was used in some cases, following the 
structured interview, in order either to clarify issues that derived from 
structured interviews but also to gather general comments and the per-
spective on health sector security. In addition to the interviews, data were 
collected through several sources like archival documents, minutes for 
meetings, consultancy reports, and the website of the organization; analy-
sis and conclusions were drawn (Fig. 28.1).

28.4  the case study of a greek hosPItal

Based on literature review and case study conducted, in the following 
paragraphs, we identify and define stakeholders involved in crisis manage-
ment in the healthcare setting and describe their respective processes usu-
ally followed. The specific case study was conducted on the basis of the 
methodology described in the previous chapter. The case of a Greek hos-
pital was studied and is analyzed in the following paragraphs. In the con-
text of the hospital infrastructure management factors considered in this 
chapter and in alignment with ENISA’s “Good Practice Guide on 
Vulnerability Disclosure” [17], it was chosen not to identify this hospital.

Fig. 28.1 Empirical research methodology
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The so-called hospital (for confidentiality reasons) provides health ser-
vices and covers the needs of a large area (consisting of several municipali-
ties but also external visiting patients) with approximately 2 million 
residents. It has several departments, covers most medical specialties, and 
is staffed by well-trained medical, nursing, paramedical, and administrative 
personnel. It aims to provide patients high-quality services and improved 
building infrastructure and operate in an efficient, effective, and modern 
way through the use of information systems and medical equipment and 
improve staff ’s terms and conditions of employment.

The hospital has an integrated information system with several subsys-
tems, such as medical and laboratory, nursing, administrative, financial, 
and technical. The hospital has developed its own website and links to 
national web-based applications such as electronic prescription, insurance 
capacity, clinical examination, cloud applications, telemedicine systems, 
digital surgical and robotics equipment, etc. Moreover, the hospital has 
several infrastructures that include among others central air conditioning, 
fire detection and extinguishing systems, access control systems, and 
patient prioritization systems. These infrastructures include power supply, 
power generators, uninterruptible power supply systems (UPS), servers, 
PCs, laptops, storage media (hard-disk drive, redundant array of indepen-
dent disks (RAID), optical drive, Universal Serial Bus (USB) flash drive, 
etc. and all kinds of peripherals, printers, storage, backup devices, active 
and passive network equipment, and all kinds of network and telephone 
devices.

The users of the aforementioned systems are data registrars, sub- 
supporters, developers, trainers, analysts, network specialists, and project 
managers. Critical roles in the organizational structure include the com-
mander, clinic and nursing directors, heads of departments and depart-
ments, and security personnel. Consequently, administrators, doctors, 
information scientists, nurses, support maintenance companies, citizens, 
patients and indirect government agencies, and insurance agencies are 
involved.

The hospital has implemented several security measures and technology 
solutions to deter, detect and react to physical attacks, such as (a) fences/
walls, (b) guards, (c) building control, (d) intrusion detection and access 
control, (e) video and audio surveillance systems, and (f) physical security 
information management (PSIM) systems. As the hospital may also be 
subject to cyberattacks, additional cybersecurity measures have been 
adopted, such as (a) data protection, (b) network monitoring, (c) 
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intrusion response systems, (d) endpoint monitoring, (e) authentication 
and access control systems, (f) software development based on privacy by 
design techniques, (g) IoT sensors for health, and (h) artificial intelligence 
(AI) techniques.

28.4.1  Hospital Physical and Cybersecurity Crisis 
Management Process

Healthcare organizations’ security stakeholders are individuals or organi-
zations that may contribute to, be affected by, or get involved in issues 
related to security planning, response, or recovery in any given emergency 
situation or posed threat. Through the interviews conducted, in the fol-
lowing paragraphs, we identified and defined 18 stakeholders involved in 
crisis management process in the hospital and whether they are involved in 
cyber and/or physical attacks (as displayed in Table 28.1).

Interviewees stated that security stakeholders can be categorized 
according to their involvement and perceived proximity to the healthcare 
organization into internal and external, as further analyzed below.

Internal stakeholders are these entities designated with duties and 
responsibilities within the organization’s environment, play a role to its 
performance, and can affect or can be affected by all the decisions made.

The Data Protection Officer’s (DPO) primary role is to ensure that pro-
cessing personal data of its staff, customers, providers, or any other indi-
viduals follows the applicable data protection rules.

Physical security manager/security personnel main role is to develop and 
implement security policies, protocols, and procedures, manage training 
of security officers and guards (internal and external), and plan and coor-
dinate security operations and staff when responding to alarms and emer-
gencies, all related to the physical part of security.

IT security manager/security personnel is responsible for leading and 
managing all the relevant activities of the Information Security Risk 
Assessment and Security Operations team (implementation, installation, 
monitoring and service/support of healthcare IT infrastructure such as 
networks, platforms, applications, devices, etc.; develop, assess, update, 
and enforce security plans and policies in accordance with IT policies, 
standards, and compliance requirements; respond to cyberattacks and mit-
igate cyber risks; provide reports on security issues/threats; and train the 
IT personnel).

Technical manager/technical staff is also stipulated as internal stake-
holder. The technical staff not only can identify the sensible technical 
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components for a health structure, such as energy, elevators, technical 
gas/fluid, temperature, air control systems, or building management but 
also is responsible to manage physical access rights, hospital Supervisory 
Control and Data Acquisition (SCADA) systems, natural hazards, and 
safety events to healthcare organizations infrastructures and processes.

Security and safety teams are responsible for safeguarding the Hospital 
against physical attacks: (a) technical assets (e.g., gas, electricity, water), 
(b) hazardous materials (e.g., radioactive, diagnostic or therapeutic mate-
rials), (c) personnel and patients, and (d) against natural disasters and fire-
fighting. These teams are continuously trained and participate in tabletop 
and field exercises and simulations with patients, staff, fire brigade, volun-
teers, etc.

Crisis Management Team (CMT) “focuses on detecting the early signs 
of a crisis; identifying the problem; preparation of a crisis management 

Table 28.1 Hospital’s stakeholders involved in physical and cybersecurity crisis 
management process

Hospital safety and security stakeholders Cyberattacks Physical 
attacks

Internal 1. Data Protection Officer V
2. Physical security manager/personnel V
3. IT security manager/personnel V
4. Technical manager/technical staff V V
5. Security and safety teams V
6. Crisis Management Team V V

External 7.  Interconnected Critical Infrastructures and 
related Organizations

V V

8. Law enforcement agencies V V
9. Fire brigade V

10. Emergency medical services (ambulance) V
11. Other healthcare control centers

  Centers for Disease Control and Prevention
  National Health Operations Center
  Greek Atomic Energy Commission

V

12.  General Secretariat for Civil Protection and 
Administrative Regions of Greece

V V

13. Ministry of Health V V
14. HNDGS/Directorate of Cyber Defense V
15 National Intelligence Service V V
16. EETT V
17. ADAE V
18. Hellenic Data Protection Authority V V
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plan; encouraging the employees to face problems; and solving the cri-
sis” [18].

On the other hand, the external stakeholders’ category includes indi-
viduals or groups outside the organization that can affect or can be affected 
by it, as they are conjoint into an interdependent relationship. These are 
described in the following paragraphs:

Interconnected/interdependent critical infrastructures and related orga-
nizations include all types of CIs (as described in the EU Directive 
114/2008, the NIS Directive, and national policies that are further ana-
lyzed in Sect. 28.2 of this chapter), Member States, national authorities 
and EU officials related to CI resilience or healthcare programs and regu-
latory work. These entities also support incident management for physical 
and cyber threats and respond against respective security events.

Law enforcement agencies’ (LEAs) mission is to ensure peace and order 
as well as citizens’ unhindered social development which also includes 
general policing duties and to prevent and interdict crime.

Fire brigade provides fire, rescue, and assistant services and deploys 
operational procedures during natural or man-made disasters (e.g., struc-
tured fires; technological disasters; earthquakes; floods; chemical, biologi-
cal, radiological, nuclear (CBRN) threats; etc.) which also fall into this 
category.

Emergency medical services (EMSs) refer to rescue and emergency ser-
vices that provide medical response to injured or ill people at the scene of 
the accident.

Other healthcare control centers identified through the interviews con-
ducted are the following: (a) Centers for Disease Control and Prevention; 
(b) National Health Operations Center (NHOC), and (c) Greek Atomic 
Energy Commission.

General Secretariat for Civil Protection and Administrative Regions of 
Greece is the body responsible for promoting the country’s civil protection 
relations with relevant international organizations and relevant civil pro-
tection agencies in other countries.

Ministry of Health’s role in crisis management process is to support, 
coordinate, and formulate crisis management process in healthcare 
organizations.

Hellenic National Defense General Staff (HNDGS)/Directorate of 
Cyber Defense is responsible for defending against acts of cyberwarfare and 
for the coordination of cyber defense exercises [19].

 I. GKOTSIS ET AL.



487

National Intelligence Service (EYP) is designated as National Authority 
Against Electronic Attacks (national CERT), competent for preventing 
and statically and actively dealing with electronic attacks against commu-
nication networks, information storage facilities, and computer sys-
tems [20].

Telecommunications and Post Commission (EETT) is the national regu-
lator for electronic communications [21].

ADAE is the Hellenic Authority for Communication Security and 
Privacy [21].

Hellenic Data Protection Authority is a Greek authority responsible for 
the protection of personal data and privacy of individuals constitutes a 
fundamental human right. Data protection law grants the data subjects, 
i.e., individuals, certain rights and imposes certain responsibilities on data 
controllers, i.e., anyone who keeps personal data in a file and processes 
it [22].

28.4.2  Crisis Management Process and Stakeholders Involved 
in Healthcare Organizations

With regard to the crisis management process, from the interviews con-
ducted, it appeared that all external and internal stakeholders get involved 
in the process either by executing sub-tasks, coordinating, managing, or 
by regulating and just getting informed. In the following paragraphs, the 
crisis management process and the stakeholders involved are presented as 
explained by the interviewees. More specifically, they stated that four 
phases, namely, preparedness, response, recover, and mitigate, were also 
followed by the hospital in managing crisis, which are analyzed below:

Preparedness is a continuous cycle of planning, organizing, training, 
equipping, exercising, evaluating, and taking corrective actions that inter-
nal and external stakeholders should cooperate closely to ensure organiza-
tion readiness. Interviewees mentioned that that there exist different 
national crisis management security plans, namely, Sostratos, Xenocrates, 
and Perseus, that describe, for example, the hospital’s spatial planning; 
describe emergency actions to be followed through coherent flow chart; 
set hospital evacuation committee; describe the evacuation process or 
patient transfer to other hospitals; set epidemic prevention measures; level 
of readiness, and activation; etc. [23]. These plans and procedures are part 
of the regulatory framework that the hospital follows and the environment 
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that it operates, independent to any internal plans and procedures, as part 
of the national health sector and network; and depending on its focus, it is 
formulated by different external stakeholders. In addition, training and 
exercising plans are organized and prepared by external stakeholders, as 
displayed in the following Fig. 28.2; and all internal stakeholders should 
get involved. Training and exercising are the cornerstone of preparedness 
which focuses on readiness to respond to all-hazard incidents and 
emergencies.

Response initiates when an incident is detected by an internal stakeholder 
with a manual or automated way. Internal stakeholders should start gath-
ering information that will be used for the initial assessment of the inci-
dent. Information gathering and assessment are crucial and continuous 
steps of this phase, as they highly depend not only on the source, quality, 

Fig. 28.2 Crisis management process and stakeholders involved in healthcare 
organization
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relevance of it but also on the capacity of stakeholders involved in analyz-
ing, interpreting, understanding, and adding value to raw information. 
Based on the criticality of the incident, Crisis Management Team should 
be informed and triggered; and CMT should determine, plan, and define 
which response plan(s) should be activated (e.g., ambulance trafficking 
plan, evacuation, business continuity, etc.); resources should be allocated 
and released and actions should be assigned and tracked. In addition, rela-
tive information (that can be used for management, informative purposes) 
should be communicated on time, accurately, and precisely to internal and 
external stakeholders, in order to manage crisis management process and 
protect the brand and reputation of the organization. The aforementioned 
steps could repeat, till resources return to their original use and status 
(demobilization) and crisis terminates.

Recovery consists of those activities that continue beyond the emergency 
period to restore critical community functions and begin to manage stabi-
lization efforts. This phase starts after the response phase termination and 
is directly affected by decisions made as part of the response. The recovery 
team should decide the recovery actions to be taken, by coordinating 
closely with the Crisis Management Team. Moreover, the evidence from 
the incidence should be collected (in cooperation with relative stakehold-
ers, e.g., law enforcement agencies, fire brigade, etc., depending on the 
nature of the incident) and analyzed; and an evidence report should be 
created. Relative information should be shared with internal and external 
stakeholders and investigations should be assisted. Moreover, as crisis 
serves as a major learning opportunity for both individuals and organiza-
tions as a whole, the overall process should be reviewed, and plans, proce-
dures, tools, facilities, etc. should be evaluated, to identify areas for 
improvement. Following the evaluation lessons learnt should be identi-
fied, and recommendations/changes should be made.

Mitigation is the process to reduce loss of life and property by reducing 
the impact of crisis. It involves structural (such as change the characteris-
tics of buildings; flood control projects, raising building elevations, etc.) 
and nonstructural measures (adopting or changing physical and cyber 
access control codes, training, insurance, discussion, planning, etc.). 
Nearly all internal stakeholders should get involved in the mitigation phase.
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Finally, interviewees mentioned that the following functionalities could 
support them in cooperating timely, effectively, and efficiently in crisis 
management process:

• Should be able to exchange on-time, accurate, and precise informa-
tion on hospital suspicious behavior, threats, and events with internal 
and external stakeholders.

• Should be able to exchange on-time, accurate, and precise informa-
tion on security events with internal and external stakeholders, in 
order to support incident response (e.g., provide mobile power gen-
erators, triage tents, etc.).

• Access control system should be integrated with other security sys-
tems, to enhance information provided (e.g., CCTV with access con-
trol and personnel shift timetables).

• Cyber and physical security monitoring systems should be managed 
in a holistic and integrated way, to enhance crisis management process.

28.5  conclusIons

In this chapter the authors have analyzed and presented the security and 
crisis management stakeholders and processes in the healthcare setting. It 
is important to focus on such an approach since the stakeholders involved 
in this significant area are many and with many different interests. The 
proposed approach is novel in terms that is combining a crisis manage-
ment process with stakeholders approach, and it is applied in an area, 
which lacks of research and can support healthcare organizations in crisis 
management. Hence, the authors suggest that a combination of the crisis 
management process with stakeholders approach can be used in other sec-
tors as well. However, to apply this combination in other areas, the stake-
holders (of the sector under investigation) should be first understood and 
identified.

The outcomes of this research presented herein are based on a real-life 
case study. This is one of the limitations of this work as the data and the 
observations derived from this case cannot be generalized. Nonetheless, it 
is not the intention of this chapter to offer prescriptive guidelines to crisis 
management in healthcare but rather describe a case study perspective that 
allows others to relate their experiences to those reported. Thus, this 
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chapter offers a broader understanding of the phenomenon of crisis man-
agement in the area of healthcare. Last but not least, from the analysis it 
appeared that it would be interesting to analyze the process in more detail 
and examine how the different security operational centers run and affect 
the process. Moreover, a more detailed categorization of the stakeholders 
could be useful.

Acknowledgments The work presented in this chapter has been conducted in the 
framework of SAFECARE project, which has received funding from the European 
Union’s H2020 research and innovation program under grant agreement 
no. 787002.

references

 1. World Health Organization. (2019). Health systems. [Online]. [Cited: 09 01, 
2019]. http://www.euro.who.int/en/health- topics/Health- systems/pages/
health- systems.

 2. ENISA. (2016). Securing hospitals: A research study and blueprint. Independent 
Security Evaluators. [Online]. https://www.securityevaluators.com/wp- 
content/uploads/2017/07/securing_hospitals.pdf.

 3. Sulleyman, A. (2017). NHS cyber attack: Why stolen medical information is 
so much more valuable than financial data. The Independent. [Online]. 
https://www.independent.co.uk/life- style/gadgets- and- tech/news/nhs- 
cyber- attack- medical- data- records- stolen- why- so- valuable- to- sell- 
financial- a7733171.html.

 4. KPMG. (2015). Health care and cyber security: Increasing threats require 
increased capabilities. [Online]. https://assets.kpmg/content/dam/kpmg/
pdf/2015/09/cyber- health- care- survey- kpmg- 2015.pdf.

 5. HIPAA. (2018). Healthcare data breach statistics. HIPAA Journal. [Online]. 
https://www.hipaajournal.com/healthcare- data- breach- statistics/.

 6. Brad, E. (2018). 4 dead in Mercy Hospital shooting after gunman goes on 
rampage. CBS Chicago. [Online]. https://chicago.cbslocal.
com/2018/11/19/mercy- hospital- gunman- officer- killed/.

 7. Adelafa, L. (2018). Healthcare experiences twice the number of cyber attacks as 
other industries. [Online]. https://www.csoonline.com/article/3260191/
healthcare- experiences- twice- the- number- of- cyber- attacks- as- other- 
industries.html.

 8. British Standard Institute (BSI). (2014). BS11200: Crisis Management – guid-
ance and good practice. s.l.: BSI.

28 STAKEHOLDERS INVOLVED IN HOSPITALS’ CRISIS MANAGEMENT… 

http://www.euro.who.int/en/health-topics/Health-systems/pages/health-systems
http://www.euro.who.int/en/health-topics/Health-systems/pages/health-systems
https://www.securityevaluators.com/wp-content/uploads/2017/07/securing_hospitals.pdf
https://www.securityevaluators.com/wp-content/uploads/2017/07/securing_hospitals.pdf
https://www.independent.co.uk/life-style/gadgets-and-tech/news/nhs-cyber-attack-medical-data-records-stolen-why-so-valuable-to-sell-financial-a7733171.html
https://www.independent.co.uk/life-style/gadgets-and-tech/news/nhs-cyber-attack-medical-data-records-stolen-why-so-valuable-to-sell-financial-a7733171.html
https://www.independent.co.uk/life-style/gadgets-and-tech/news/nhs-cyber-attack-medical-data-records-stolen-why-so-valuable-to-sell-financial-a7733171.html
https://assets.kpmg/content/dam/kpmg/pdf/2015/09/cyber-health-care-survey-kpmg-2015.pdf
https://assets.kpmg/content/dam/kpmg/pdf/2015/09/cyber-health-care-survey-kpmg-2015.pdf
https://www.hipaajournal.com/healthcare-data-breach-statistics/
https://chicago.cbslocal.com/2018/11/19/mercy-hospital-gunman-officer-killed/
https://chicago.cbslocal.com/2018/11/19/mercy-hospital-gunman-officer-killed/
https://www.csoonline.com/article/3260191/healthcare-experiences-twice-the-number-of-cyber-attacks-as-other-industries.html
https://www.csoonline.com/article/3260191/healthcare-experiences-twice-the-number-of-cyber-attacks-as-other-industries.html
https://www.csoonline.com/article/3260191/healthcare-experiences-twice-the-number-of-cyber-attacks-as-other-industries.html


492

 9. Deloitte. (2016). Cyber crisis management: Readiness, response, and recov-
ery. Deloitte. [Online]. https://www.google.com/url?sa=t&rct=j&q=&esrc=s
&source=web&cd=16&cad=rja&uact=8&ved=2ahUKEwij0amRn_3lAhXISx
UIHeu5AWAQFjAPegQICRAC&url=https%3A%2F%2Fwww2.deloitte.
com%2Fcontent%2Fdam%2FDeloitte%2Fde%2FDocuments%2Frisk%2FDeloi
tte- Cyber- crisis- management- Rea.

 10. EU. (2008). Council Directive 2008/114/EC. [Online]. https://eur- lex.
e u r o p a . e u / l e g a l -  c o n t e n t / E N / T X T / ? u r i = u r i s e r v % 3 A O J . L _ 
2008.345.01.0075.01.ENG.

 11. EU. (2016). The Directive on security of network and information systems (NIS 
Directive). [Online]. https://ec.europa.eu/digital- single- market/en/
network- and- information- security- nis- directive.

 12. EU. (2013). Decision No 1082/2013/EU of the European Parliament and of 
the Council of 22 October 2013 on serious cross-border threats to health and 
repealing Decision No 2119/98/EC. [Online]. https://ec.europa.eu/health/
sites/health/files/preparedness_response.

 13. EU. (2017). Cybersecurity Act. [Online]. https://eur- lex.europa.eu/legal- 
content/EN/TXT/?uri=COM:2017:0477:FIN.

 14. EU. (2016). Regulation (EU) 2016/679 of the European Parliament and of 
The Council of 27 April 2016 on the protection of natural persons with regard to 
the processing of personal data and on the free movement of such data, and repeal-
ing Directive 95/46/EC (GDPR). [Online]. https://eur- lex.europa.eu/legal- 
content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=EN.

 15. EU. (2017). Regulation (EU) 2017/746. [Online]. https://eur- lex.europa.
eu/legal- content/EN/TXT/?uri=CELEX:32017R0746.

 16. EU. (2017). Regulation (EU) 2017/745. [Online]. https://eur- lex.europa.
eu/legal- content/EN/TXT/?uri=CELEX:32017R0745.

 17. ENISA. (2016). Good practice guide on vulnerability disclosure. From challenges 
to recommendations. [Online]. https://www.enisa.europa.eu/publications/
vulnerability- disclosure.

 18. Mikušová, M., & Horváthová, P. (2019). Prepared for a crisis? Basic elements 
of crisis management in an organisation. Economic Research-Ekonomska 
Istraživanja, 32(1), 1844–1868.

 19. Hellenic National Defence General Staff. (2019). Hellenic National Defence 
General Staff. [Online]. http://www.geetha.mil.gr/en/hndgs- en/history-
 en.html.

 20. NIS. (2019). NIS. [Online]. http://www.nis.gr/portal/page/portal/NIS/.

 I. GKOTSIS ET AL.

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=16&cad=rja&uact=8&ved=2ahUKEwij0amRn_3lAhXISxUIHeu5AWAQFjAPegQICRAC&url=https://www2.deloitte.com/content/dam/Deloitte/de/Documents/risk/Deloitte-Cyber-crisis-management-Rea
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=16&cad=rja&uact=8&ved=2ahUKEwij0amRn_3lAhXISxUIHeu5AWAQFjAPegQICRAC&url=https://www2.deloitte.com/content/dam/Deloitte/de/Documents/risk/Deloitte-Cyber-crisis-management-Rea
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=16&cad=rja&uact=8&ved=2ahUKEwij0amRn_3lAhXISxUIHeu5AWAQFjAPegQICRAC&url=https://www2.deloitte.com/content/dam/Deloitte/de/Documents/risk/Deloitte-Cyber-crisis-management-Rea
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=16&cad=rja&uact=8&ved=2ahUKEwij0amRn_3lAhXISxUIHeu5AWAQFjAPegQICRAC&url=https://www2.deloitte.com/content/dam/Deloitte/de/Documents/risk/Deloitte-Cyber-crisis-management-Rea
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=16&cad=rja&uact=8&ved=2ahUKEwij0amRn_3lAhXISxUIHeu5AWAQFjAPegQICRAC&url=https://www2.deloitte.com/content/dam/Deloitte/de/Documents/risk/Deloitte-Cyber-crisis-management-Rea
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_2008.345.01.0075.01.ENG
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_2008.345.01.0075.01.ENG
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_2008.345.01.0075.01.ENG
https://ec.europa.eu/digital-single-market/en/network-and-information-security-nis-directive
https://ec.europa.eu/digital-single-market/en/network-and-information-security-nis-directive
https://ec.europa.eu/health/sites/health/files/preparedness_response
https://ec.europa.eu/health/sites/health/files/preparedness_response
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM:2017:0477:FIN
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM:2017:0477:FIN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32017R0746
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32017R0746
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32017R0745
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32017R0745
https://www.enisa.europa.eu/publications/vulnerability-disclosure
https://www.enisa.europa.eu/publications/vulnerability-disclosure
http://www.geetha.mil.gr/en/hndgs-en/history-en.html
http://www.geetha.mil.gr/en/hndgs-en/history-en.html
http://www.nis.gr/portal/page/portal/NIS/


493

 21. ENISA. (2019). Greek National Cyber Security Strategy. [Online]. https://
www.enisa.europa.eu/topics/national- cyber- security- strategies/ncss- map/
national- cyber- security- strategies- interactive- map/strategies/national- cyber- 
security- strategy- greece/view.

 22. Data Protection Authority. (2019). Data protection authority. [Online]. 
https://www.dpa.gr/portal/page?_pageid=33,40911&_dad=portal&_schema 
=PORTAL.

 23. Gika, D. (2017). Operational readiness plan at hospital unit level for Natural 
and Technological Hazards. [Online]. https://pergamos.lib.uoa.gr/uoa/dl/
frontend/file/lib/default/data/1332514/theFile/1332519.

28 STAKEHOLDERS INVOLVED IN HOSPITALS’ CRISIS MANAGEMENT… 

https://www.enisa.europa.eu/topics/national-cyber-security-strategies/ncss-map/national-cyber-security-strategies-interactive-map/strategies/national-cyber-security-strategy-greece/view
https://www.enisa.europa.eu/topics/national-cyber-security-strategies/ncss-map/national-cyber-security-strategies-interactive-map/strategies/national-cyber-security-strategy-greece/view
https://www.enisa.europa.eu/topics/national-cyber-security-strategies/ncss-map/national-cyber-security-strategies-interactive-map/strategies/national-cyber-security-strategy-greece/view
https://www.enisa.europa.eu/topics/national-cyber-security-strategies/ncss-map/national-cyber-security-strategies-interactive-map/strategies/national-cyber-security-strategy-greece/view
https://www.dpa.gr/portal/page?_pageid=33,40911&_dad=portal&_schema=PORTAL
https://www.dpa.gr/portal/page?_pageid=33,40911&_dad=portal&_schema=PORTAL
https://pergamos.lib.uoa.gr/uoa/dl/frontend/file/lib/default/data/1332514/theFile/1332519
https://pergamos.lib.uoa.gr/uoa/dl/frontend/file/lib/default/data/1332514/theFile/1332519


495© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2021
B. Akhgar et al. (eds.), Technology Development for Security 
Practitioners, Security Informatics and Law Enforcement, 
https://doi.org/10.1007/978-3-030-69460-9_29

CHAPTER 29

Multiple Drone Platform for Emergency 
Response Missions

Ilias Gkotsis, Paraskevi Petsioti, Georgios Eftychidis, 
Maria Terzi, and Panayiotis Kolios

29.1  IntroductIon

Several technologies have been used for natural disasters detection and 
monitoring including ground sensors, watchers, satellite imaging, etc. 
However, these methods are not yet able to offer a fast and reliable solution 
for a real-time detection and monitoring. Unmanned aerial vehicles 
(UAVs) have a significant raise of use. Drone-based monitoring can provide 
a low-cost, easy-to-operate, and rapid imaging solution [1] especially in 
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public safety missions. Over the last years, UAVs are used in several emer-
gency response missions, around the world, during a fire, in search and 
rescue, during or after a flood event, in delivering first aids, etc. They have 
also significant rise in different sectors, such as photogrammetry, infra-
structure inspection, safety and security, etc. According to PwC research, 
more and more companies are interested in the drone industry, develop-
ing hardware tools for drones, such as for multispectral sensors, hyper-
spectral, RGB, goggles for visual observer, etc. The type of payloads 
(sensors that UAVs carry) plays an important role in the ability of UAV- 
based monitoring and detection of the points of interest [2]. As an exam-
ple, thermal sensors can recognize the difference of the temperature 
between objects, and as a result detection of humans could occur even on 
no light conditions. In general, the industry sector analyzes and adjusts to 
the needs of the market, developing respective innovative technologies. 
This was also SWIFTERS’ driving force that this chapter is analyzing, pre-
senting an innovative solution that addresses end users’ needs.

As depicted in Fig. 29.1, in 2015 the total value of drone solutions was 
$127,3b, with the highest amount referring to the sector of infrastruc-
tures (45.2% of the total amount), and security taking the fourth position, 
with 10.5%. Adding to this, the EU states that there are over 1700 

Fig. 29.1 The industries where drones could really take off, 2015. (Statista, 
Source PwC [10])
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different types of drones produced by official manufacturers (with 
approximately one-third made in the EU) [3, 4].

Following the above, based on Fig. 29.2, the UAVs’ revenue for the 
next years and specifically, from 2016 to 2025, will have about 40% raise 
per year. This is significant revenue for the uses of UAVs, showing that 
they will be used more from day to day, as, for example, by first responders, 
and most probably not only one drone but a swarm of them.

29.2  End-usEr rEquIrEmEnts

29.2.1  Requirements Gathering Methodology

Taking advantage from the evolution in drone sector, SWIFTERS devel-
oped a platform that will support emergency response operations. In order 
to address as much as possible of the end users’ needs and requirements, a 
questionnaire regarding the use of UAS and swarms during civil protec-
tion missions was shaped and distributed to both project end users and 
external stakeholders, such as civil protection authorities, emergency man-
agement services, and law enforcement agencies. In some cases, the ques-
tionnaire has been combined with open discussion and interviews.

Fig. 29.2 Projected commercial drone revenue from 2015 to 2025 (in million 
US dollars). (Source: de Miguel Molina and Santamarina Campos [9])
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Part I of the questionnaire consisted of multiple-choice questions, 
regarding the organizational profile of the responder, the type of disasters 
and missions that each organization deals with, the tasks of emergency 
evacuation missions, the use of UAVs, payloads related to their missions, 
and the expected number of the users for the control of the swarm during 
a mission. In addition, Part II consisted of open questions related to the 
end user needs during the most important operational missions for them.

29.2.2  Requirements Analysis

In respect of Part I, the organizations that took part in the questionnaire, 
the most common disasters addressed are fires, floods, and landsides, as 
depicted in Fig. 29.3.

With regard to the types of missions that the stakeholders are imple-
menting during emergency response, those of high priority are related to 
real-time information, situation monitoring, and search and rescue (see 
Fig. 29.4).

In addition, 86% of the organizations they already have purchased a 
UAV, and they used them in the following missions: security and safety 
surveillance, mapping, monitoring of broken embankments, emergency 
evacuation procedures, exercises, fire prevention, etc. For those end users 
that do have hands on experience with the UAV usage but also for the rest, 
the most essential payloads consist of (a) optical camera and (b) video and 
data link. GPS and IR/thermal camera are the payloads following with 
slight difference of importance.

Fig. 29.3 Types of disasters that the responding organization deals with
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Finally, most of the end users (43%) have declared the combination of 
one pilot and one payload controller as the most appropriate for swarm 
control. On the other hand, none of the end users find appropriate to use 
one pilot/controller for the whole swarm.

In respect to Part II, the responses were varied according the missions 
of each organization. The most common answer is to have a tool to detect 
people (also in the sea, wounded or in a gorge). Also, another requirement 
is the real-time information (thermal, RGB and video) for situational 
awareness and monitoring the affected area even at night, in an autono-
mous way, sending all this information back to a command center. With 
this tool they could find hospitality areas and evacuation routes for the 
victims and persons in danger, etc. Another important requirement is that 
of delivering packages such as first aids, water, life vest, etc. Finally, another 
requirement is to reduce the number of the resources and response 
time needed.

29.3  rolEs and capabIlItIEs of dronEs

The use of more than one drone in the emergency response and evacua-
tion operations after a disaster could be helpful, faster, and less expensive. 
Having a swarm of drones means that the end user will have the capability 
of using multiple drones for the same mission/task or that each drone will 
have a specific role that can be applied simultaneously. Based on the 

Fig. 29.4 Types of disasters that the responding organization conducts during 
emergency response
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aforementioned gathered requirements, which have also been combined 
with others coming from literature review, scientific research, lessons 
learned, and best practices, the following roles for UAVs with respective 
capabilities have been identified and implemented during SWIFTERS:

Real-time information in a disaster event, first responders need real timely 
delivery of accurate data to make correct decisions [5], provide evidence 
of the impact and depict the extent of damage, guide emergency respond-
ers, and have situational awareness. Valuable information is related to 
location of entrapped people, preliminary damage assessment, environ-
mental monitoring, status of access or evacuation roads/paths, potential 
hazards, etc.

Reconnaissance and mapping (RAM) high-resolution images and 3D 
topographical mapping could help first responders by identify disaster 
prone areas or pinpointing critical infrastructures that need to be secured 
or restored immediately.

Primary humanitarian aid and supply delivery specific UAVs can deliver 
supplies whether the first responders could not have access, keeping vic-
tims alive for appropriate time to be rescued (e.g., first-aid kits, bottles of 
water, tools, mobile phone, etc.).

Search and rescue (SaR) drones could search for and rescue people who 
may be lost, dead, wounded, or in the sea, by detecting and locating them, 
providing shortest/easiest path to the rescuers to reach them or evacuated 
them, reducing response time, searching during low or no light condi-
tions, and improving safety of first responders.

Restoring telecommunication during an event, drones can restore the 
damaged communication infrastructure or could serve as temporary 
airborne warning and control systems (AWACS) platforms, sending Wi-Fi 
and cell phone coverage.

Monitoring, forecasting, and early warnings drones could monitor and 
send information for further analysis, for example, for forecasts and 
become a sign for early warning [6, 7].
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29.4  sWIftErs platform

29.4.1  Architecture

Based on the aforementioned requirements and roles, the SWIFTERS 
platform was designed to provide a modular, extendable, scalable, stable, 
and reliable infrastructure to enable end users’ functional and nonfunc-
tional requirements. It is focused on enabling the connection, communi-
cation, and control of a UAV swarm as well as on hosting multiple 
algorithms such as UAV swarm routing and computer vision. The system 
architecture, presented in Fig. 29.5, consists of five main layers with dif-
ferent components. Each layer is briefly presented below and thoroughly 
discussed in an individual section.

29.4.2  Graphical User Interfaces

The graphical user interfaces enable the platform to be accessible to the 
end users and be utilized to the best of its performance and to the maxi-
mum of the features offered. It must be designed to be light in terms of 
memory requirements and most importantly be user-friendly and provide 
a good experience to its targeted users. The SWIFTERS ground control 
platform offers two graphical user interfaces: (a) the web GUI and (b) the 
control GUI. Each of the interfaces is designed with different purposes.

Fig. 29.5 System architecture of the SWIFTERS platform
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The web GUI serves as a monitoring interface to the swarm platform, 
easily accessible by any web browser from any type of device. Through this 
interface, users will be able to view the operation taking place on a map, 
the position, and state of the UAVs. User will be able to watch the video 
feed from all UAVs with potentially enabled the detection of people 
and cars.

The control GUI is designed for the first responders who will control 
and instruct the swarm of drones to perform different tasks. In a simple 
and intuitive yet multifeatured graphical user interface, users will be able 
to view everything the web GUI offers and as an extension issue opera-
tional tasks to the drones. The control GUI is presented in Fig. 29.6.

The control GUI allows the operator to design a mission consisting of 
one or more tasks. The platform consists of different components: a top 
menu, a base map, info panels, command buttons, and the live feeds of the 
cameras. The top menu includes, among others, the available tasks such as 
the monitoring an area and monitoring a specific point. The main map 
shows the location of each drone and the current battery level of the 
drone. Additionally, the map is used to visualize the commands send to 
the drones such to monitor a particular area or specific points on the map. 
Info panels are provided to present important information regarding the 
state of the drones such as the current position (latitude, longitude, alti-
tude) and state (battery level, any warnings, or obstacles). At the bottom 
of the user interface, quick access command buttons are provided to 
instruct drones to monitor an area, to synchronized take off, land, and 
return home. Additionally, buttons are provided to enable the detection of 
people and vehicles on the drone’s camera footage. Any detections are 
simultaneously presented on the map.

29.4.3  Ground Control Station

External API Manager. The external API manager is responsible for 
handling all requests for resources not hosted within the boundaries of the 
SWIFTERS platforms. It has an important role since it is the component 
that can enhance our system with external knowledge and other open- 
source services. The external API manager can serve external APIs to mul-
tiple resources such as for maps, for altitude levels of buildings to an area, 
or for weather data such as wind levels. The external API manager is 
hosted on the ground control station and is able to communicate with 
both the ROS master and the database manager.
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Map Server. The map server is a fundamental part of the ground control 
station, and it is responsible for serving offline and online maps to the 
ground control application. Offline maps are very important for first 
responders who most of the times operate in locations with insufficient or 
no Internet coverage. The map server hosts satellite maps of the countries 
of interest and serves them so they can be accessed by any client within the 
same network as the map server.

ROS Master. The ROS master in the ground control station initiates and 
hosts the communication between all the UAVs, events, and clients con-
nected to the platform. We note that although the ROS master is part of 
the ground control station, it can be hosted on either the same or a com-
pletely different machine of the rest of the components. This is important 
since the ROS master is a crucial part of our system that required perpetual 
execution. If the ROS master is unable to initiate the communication net-
work and is unable to respond to requests or transfer data, it means that 
our system will not be able to operate. Therefore, the ROS master can be 
hosted on a second machine and have duplicated versions, and its reliabil-
ity shall be evaluated before sending mission commands to UAVs.

Video Web Streamer. Providing real-time video feed from the UAVs 
connected to the platform is very important for the first responders. The 
aerial view provides them with information for situational assessment and 
allows them to better design the operation. Also, it helps them monitor 
events and locate people, buildings, and other points of interest. Video 
web streamer has the role of handling the video received from the UAVs 
and making it available to the graphical user interfaces that the end users 
will operate. Similarly, to the ROS master, this is part of the ground con-
trol station; however, it can still be operating from a different machine. 
Such an option will allow the expensive in terms of resources video web 
streamer operate effectively, without interfering with the performance of 
the other modules.

Database Manager. The database manager is responsible for serving an 
API to make the database accessible. Using the database manager, the 
UAVs and other software clients – such as the user interfaces – can per-
form asynchronous requests to add and get data from the database. In 
order for a request to be performed, the database manager checks that the 
request comes from within the network and no access to external users is 
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provided to the database. For example, every UAV at every second reports 
its latitude, longitude, and altitude by making a request to the database 
manager. The database manager receives the requests and after assessing 
their origin proceeds with saving the data to the appropriate table. The 
database manager can be hosted on any machine; however, it shall be 
hosted near the database as well as the drone manager to avoid any latency 
in the communication between the UAVs and the database.

Drone Manager. The drone manager is based in the ground control sta-
tion, and its role is focused on handling the connection to the UAVs as a 
service. It is responsible for identifying which UAVs are connected to the 
system – that is, which UAV is connected (identifiable by manufacture 
type and id), what equipment is attached to the UAV, and what is its bat-
tery level. Also, it is responsible for handling the operation of the drones 
and sending the user commands into UAV-understandable commands to 
the appropriate modules. It is one of the most important modules for 
enabling a UAV swarm, and it communicates with almost all the other 
components in the system.

Task Manager. The task manager, also located in the ground control sta-
tion, is the module that enables all the developed UAV and UAV swarm 
cooperation algorithms to be accessible and usable by the graphical user 
interfaces. It can provide any developed algorithms as a service, and it can 
be further extended without interfering with the rest of the system. Any 
algorithm selected by the user via the task manager will receive data from 
the drone manager and any other component of the system required – 
such as the graphical user interface and the external API manager; it will 
be executed on the ground control station and in collaboration with the 
drone manager translated to a set of commands and send to the appropri-
ate UAVs.

Database and Backup. The database is responsible for storing all the 
data available to the system. The data include all the characteristics of the 
drones, logs with their status (such as battery levels) at every second, any 
mission commands sent by the graphical user interface, all images received 
from drones, and any other data handled in the SWIFTERS platform. All 
data are encrypted and are stored only and as long as the data serve the 
requirement mission. The database is accessible only from the database 
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manager  – a decision made to protect its reliability and security from 
external threads.

29.4.4  Algorithms

SWIFTERS integrates multi-drone tasking algorithms to effectively enable 
users to execute parallel tasks using individual drones while also undertak-
ing multi-drone tasks. The algorithm considers (a) the demand for the 
requested tasks and (b) the capacity of each drone to complete that task. 
SWIFTERS accepts as input the number of  UAVs, the number of tasks, 
the maximum total mission time if there is one, the location of the depot, 
the speed of the UAV, and the recharging time required to replenish 
battery levels by some amount.

29.4.5  Functionalities

As discussed, the SWIFTERS platform enables the utilization of multiple 
drones in emergency repose missions. Using this platform, first responders 
can monitor the real-time state and position of each of the connected drones. 
Users can also instruct drones to visit a particular location in a click-and-go 
fashion and scan an area to detect people and vehicles (or other important 
objects) while viewing live feeds form the camera views of the drones.

Monitoring Point. The SWIFTERS platform enables users to instruct 
individual drones to visit specific points, through a dedicated command. 
As shown below, the user can simply select the drone and the points on the 
map and click “GO” to instruct the drone to visit the given path (Fig. 29.7).

Monitoring Area. The SWIFTERS platform enables scanning an area 
using multiple drones. In this task, the underlying vehicle routing algo-
rithms are used to compute the path of each drone based on the battery 
levels of the drone and the given altitude. This can be achieved by clicking 
the monitoring area button at the bottom of the screen, then selecting the 
drones, selecting the area of interest, clicking visualize paths, and then 
clicking “GO (Fig. 29.8).”

Detecting People and Vehicles. SWIFTERS enables the detection of people 
and vehicles and other important objects using the TensorFlow frame-
work. TensorFlow is an open- source machine learning library and frame-
work which enables the training, testing, and usage of machine learning 
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models in a plethora of tasks including object detection on images. Using 
TensorFlow, we relied on a pretrained deep learning model to detect 
objects on the video received from the UAV [8].

The user can enable the detection by clicking on the “Enable 
Detections” button shown in the user interface. Upon detecting an object, 
the module sends the detected object frames to the ground control station 
of the SWIFTERS platform using ROS messages. The platform then sends 
the detected frames to the database and to the user interface which displays 
them on the map (as a pin) using the current location of the drone. This 
allows the user of the SWIFTERS platform to receive alters of the objects 
detected and their location and view the image with the detected object 
(Fig. 29.9).

29.5  lEssons lEarnEd

SWIFTERS has participated in various search and rescue, maritime, fire, 
and flooding exercises, such as:

• “Lellapa” 2018 fire drill, in Cyprus. The drill saw the involvement 
and collaboration of multiple emergency response departments in 

Fig. 29.7 User Interface during monitoring points task
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Cyprus including the Fire Service, Forestry Department, the non-
profit Emergency Response Unit, and the Ministry of Foreign Affairs 
Command Centre.

• “ARGONAUT” at the port of Larnaca, Cyprus. During the exercise, 
a swarm of drones was instructed via the SWIFTERS UAV swam 
platform to monitor the area near the Larnaca Port. The live video 
feeds of the drones were transmitted via the SWIFTERS platform, 
and object detection algorithms were used to detect boats. 
 Additionally, the video captured via the SWIFTERS platform was 
live streamed over the Internet to allow interested parties to observe 
the evolution of the exercise.

• “ALKAIOS II” in the port of Mytilene, Greece. The purpose of the 
exercise was testing the coordination and cooperation of actors 
involved to deal with large-scale maritime accidents (including envi-
ronmental impact of oil spills), as well as to enhance the sense of 
security of the island’s residents and visitors, particularly in view of 
the tourist season. During the exercise, a swarm of drones was 
instructed via the SWIFTERS UAV swam platform (tested for the 
first time in a full-scale exercise) to monitor the accident. The live 

Fig. 29.8 User interface during monitoring area
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video feeds of the drones were transmitted via the SWIFTERS plat-
form to the coordination center to provide situational awareness. 
Additionally, the SWIFTERS platform was used to search and detect 
people, boats, and vehicles.

During the exercises the software platform was presented with explicit 
focus on presenting the value it can offer in emergency response missions. 
During the exercises, the monitoring points and monitoring area with 
multiple UAVs as well as the people and vehicle detection features were 
demonstrated to the participants. In every demonstration, time was allo-
cated after the exercise for gathering feedback and listening to the first 
responders’ needs. Based on this feedback, but also from that coming 
from other demos and trainings, the following lessons have been learned, 
categorized under a set of key quality indicators, as depicted in the follow-
ing Table 29.1.

Fig. 29.9 Drone video feed and detection module https://www.statista.com/
chart/5729/the-industries-where-drones-could-really-take-off/
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29.6  conclusIons

A single UAV to simultaneously undertake all the roles needed in evacua-
tion and other types of operations following a disaster is a for sure a great 
challenge. Planning and monitoring of the operation, as well as receiving 
and exploiting of data recorded by the sensors, can potentially be more 
useful/beneficial when using swarm of UAVs that act simultaneously, 
instead of using a single UAV. Furthermore, several UAVs, even from dif-
ferent agencies, can be coordinated and operated based on the interoper-
ability of the platforms. Different payloads carried by unmanned vehicles 
can provide different type of information, which can be combined and 
assessed to provide situation awareness in a broad area.

In this direction, this chapter provides a summary of the work con-
ducted during the 2 years and the respective results of the SWIFTERS 
project. The presented project results supported the development of a 
software package, featuring emergency operation planning capabilities 
enabled by UAV swarms, such as task allocation to individual UAVs of the 
swarm (e.g., monitoring emergency event progress, identifying stranded 
survivors, marking the evacuation path, etc.), and path planning for each 
UAV. In doing this, the SWIFTERS project supported the allocation of 

Table 29.1 Lessons learned on swarm of UAVs

Key quality indicators Using UAVs in swarm

Evacuation time It will take much less time for an evacuee to be saved
The total time of the evacuation will be decreased significantly

Response time The reaction time will be decreased, due to the automatic 
procedures of the system
There will be no delay

Human costs The evacuees will stay in danger less time, which means that more 
people will be saved
Delivering supplies will save more peoples

Capacity and source 
planning indicators

Preparation for and proceed with evacuation will be significantly 
faster, due to automatic deployment and support/replace of 
human resources

Cost-effectiveness Mission total operational cost will decrease, due to operational time 
reduction
Insurance costs will decrease, as less disruptive impacts will occur
The macroeconomic impact of the disaster will point the 
advantage of using UAVs
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emergency response and evacuation operations to UAVs in an intelligent 
way with the ultimate goal of improving response efficiency and reducing 
evacuation times.
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CHAPTER 30

Towards to Integrate a Multilayer Machine 
Learning Data Fusion Approach into Crisis 

Classification and Risk Assessment 
of Extreme Natural Events

Gerasimos Antzoulatos, Ilias Koulalis, 
Anastasios Karakostas, Stefanos Vrochidis, 

and Ioannis Kompatsiaris

30.1  IntroductIon

Natural disasters can be defined as a combination of natural hazardous, 
extreme and unexpected threats, such as floods, wildfires, earthquakes, 
hurricanes, thunderstorms, etc. that may cause significant damages and 
losses of human lives, especially in highly vulnerable communities that are 
incapable of withstanding the adversities arising from them [11, 34, 50]. 
A recent report of Centre for Research on the Epidemiology of Disasters 
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(CRED) based on data from the Emergency Events Database (EM-DAT1) 
states that in 2018, there were 315 natural disaster events recorded with 
11,804 deaths, over 68.5 million people affected and around US $132 
billion in economic losses across the world. Natural disasters are localised 
and have a very severe impact on local economies and communities, and 
recovery usually takes a very long time [34].

It is worth to mention that this decade saw a significant decrease to the 
annual average of catastrophic events, of deaths, of people affected and of 
financial losses compared to the previous decade [19]. Contrary to the 
decrease that is seen and despite of many technological advances, the 
intensity, the frequency and extent of damage and devastation due to 
disasters are increasing year after year [19, 40]. Shock natural crisis events 
have short- and long-term devastating impact on the sustainable manage-
ment and viability of natural, cultural and residential environments, the 
local and regional economies and societies. The climate change, the rapid 
and unplanned urbanisation, the population growth and the environmen-
tal degradation are factors that partially affect the escalation of the disas-
trous impacts from extreme natural events [40]. Especially, in low- and 
middle-income countries, disasters are a major contributor to entrench 
poverty and often lead to a downturn in the trajectory of socioeconomic 
development and exacerbate poverty (Sustainable Development Goal 1: 
End poverty in all its forms everywhere2 [46, 47]. Thus, the utilisation of 
risk-based decision support systems that encapsulate the rise of techno-
logical achievements is increasingly important to deal with the complexity 
and uncertainty at extreme natural events [18, 34, 40, 43, 50].

In recent years, machine learning and deep learning algorithms have 
aided in solving domain-specific problems in the disaster risk manage-
ment, including the prevention of new, the reduction of existing natural or 
human-made disaster risks as well as the monitoring of them [18, 24]. The 
rapid increase in the usage of machine learning techniques may be attrib-
uted partly to an unprecedented increase in the development and use of 
Internet of Things (IoT), the autonomous vehicle systems and unmanned 
aerial drones, which are equipped with a wide variety of sensors and cam-
eras generating massive and diverse data that need to be processed in real- 
time to gain added value in the field of disaster risk assessment [24]. 
Despite advances in risk assessment techniques, the ability of real-time risk 

1 https://www.emdat.be/
2 https://sustainabledevelopment.un.org/sdg1
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assessment, which fostered with the knowledge extracted dynamically 
from the field of interest, is limited [7, 24, 39, 54]. As the needs for seam-
lessly and dynamic risk assessment increases, the development and utilisa-
tion of machine learning algorithms capable of addressing the emerging 
risk assessment challenges may also increase [24].

In this chapter, we attempt to briefly present the theoretical back-
ground behind disaster management, focusing on the risk assessment pro-
cess. Moreover, we review state-of-the-art machine learning methodologies 
that have been started to penetrate into natural disaster management, aim-
ing to tackle the challenges in that multisectoral and multidisciplinary field 
of disaster management and risk assessment process (Sect. 30.2). In Sect. 
30.3, we describe the proposed methodological framework for the 
dynamic assessment of the severity of extreme crisis events and discuss the 
challenges involved and how to effectively address them (Sect. 30.4).

30.2  related Work

30.2.1  Risk Assessment

In literature, prominent studies have suggested various perspectives on 
risk, including the combination of expected consequences, probabilities 
and impacts [7, 39, 54]. In disaster management sciences, the risk is 
expressed as a function of hazard (probability) and vulnerability. The latter 
could be presented as the expected losses and the preparedness of our 
societies [20]. Figure 30.1 shows a two-dimensional risk matrix proposed 
by the European Commission in 2010 that relates the likelihood (proba-
bility) and impact (loss), for a graphical representation of multiple risks in 
a comparative way [40].

 Risk Hazard,Vulnerability Hazard,Loss,Preparedness� � � � � �f f  (30.1)

In 2017, the UN Office for Disaster Risk Reduction (UNISDR), aim-
ing to include the Sendai Framework for Disaster Risk Reduction 
2015–2030 [47], has suggested a new definition concerning the disaster 
risk. Therefore, disaster risk3 can be considered as the potential loss of life, 
injury or destroyed or damaged assets which could occur to a system, society or 
a community in a specific period of time, determined probabilistically as a 

3 https://www.undrr.org/terminology/disaster-risk
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function of hazard, exposure, vulnerability and capacity. Following the 
definition suggested in the Sendai Framework for Disaster Risk Reduction 
2015–2030, the risk should compromise three elements [40]:

• Hazard: the adverse event causing the loss
• Exposure: the property, people, plant or environment that are threat-

ened by the event
• Vulnerability: how the exposure at risk is vulnerable to an adverse 

event of that kind

The definition of disaster risk reflects the concept of hazardous events 
and disasters as the outcome of continuously present risk conditions. In 
the natural disaster management field, the notion of risk is difficult to 
clearly defined as there are serious constraints such as an inherent uncer-
tainty, the availability of limited resources in impacted areas and dynamic 
changes in the environment [39, 40, 50, 54]. Hence, it is vital to properly 
prepare and protect society and the environment to understand the com-
plicated notion of the risk. Risk assessment can be considered as the overall 
process of risk identification, analysis and evaluation leading to provide a 

Fig. 30.1 Risk matrix proposed by the European Commission. (Source: 
European Commission [40])
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framework to determine the effectiveness of disaster risk management, risk 
prevention and/or risk mitigation [40].

According to the UNISDR, disaster risk assessment4 can be seen as a 
qualitative or quantitative approach to determine the nature and extent of 
disaster risk by analysing potential hazards and evaluating existing condi-
tions of exposure and vulnerability that together could harm people, property, 
services, livelihoods and the environment on which they depend.

The above definitions incorporate the notion of knowledge implicitly. 
However, as knowledge is central to the risk assessment process, the defi-
nition of risk should be extended to make it explicit [8, 39, 54]. Namely, 
the above equation (Eq. 30.1) can be stated as follows:

 Risk Hazard,Vulnerability,Knowledge� � �f  (30.2)

Considering the knowledge dimension in the equation (Eq. 30.2), a 
three-dimensional risk matrix would be created, as depicted in Fig. 30.2. 
This formulation indicates that the outcomes of the risk assessment pro-
cess are related explicitly with the underline background knowledge as 

4 https://www.undrr.org/terminology/disaster-risk-assessment

Fig. 30.2 Three-dimensional risk matrix integrate the dimension of the knowl-
edge. (Source: Ref. [39])
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well as the related assumptions made and parameter values assigned [54]. 
Extending the concept of risk assessment with the knowledge dimension 
requires the development of available knowledge models, which will rep-
resent and express the relevant uncertainties and use proper metrics (prob-
abilities or others) to describe risks. Machine learning methodologies are 
suggested in this study as a possible option to tackle the challenges of the 
unpredictability and dynamically changing environment and deal with 
unknown and new events [39, 54].

30.2.2  Machine Learning in Disaster Management

The idea of using machine learning/deep Learning techniques in the field 
of disaster/crisis management is not new, as they have been used in image 
understanding, scene recognition and object detection [13, 14, 23, 25, 
26, 28, 41, 45, 48, 51, 53]. Recently, machine/deep learning methodolo-
gies have been applied to monitor and detect hazardous natural disasters, 
such as floods, wildfires, etc. by analysing images and videos from UAVs, 
cameras or mobile devices as well as satellite images [2, 6, 12, 15, 17, 21, 
22, 27, 29, 30, 33, 35, 44]. Furthermore, the analysis of visual and textual 
content receiving from social media posts has raised a lot of interest in the 
domain of disaster management as it allows crisis managers to discover 
useful, relevant information and knowledge about a catastrophic natural 
event, by analysing the growing volumes of public messages available [1, 
9, 10, 16, 31, 32, 37, 38, 49, 52].

A detailed review of the different approaches proposed for natural 
disaster management using synthetic information retrieved from social 
media and satellite imagery is conducted in [43]. In [36], a systematic 
literature approach to report the application of artificial intelligence meth-
ods in disaster risk communication was conducted. In this review work, 
the authors conclude that research focuses on applying ML/DL tech-
niques to achieve advances in two broad areas: (1) multi-parameter moni-
toring for early warning and (2) multimodal information extraction and 
classification to provide real-time situational awareness. State-of-the-art 
AI technologies applied in these areas are included in this study. 
Furthermore, in [50], the authors attempted to analyse the role of the big 
data in natural disaster risk management (DRM) and contact a review of 
the literature aiming to map the big data sources with the achievements in 
different disaster risk management phases and technological advances.
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30.3  the ProPosed MethodologIcal aPProach

In the framework of the EU Horizon 2020 funded project beAWARE,5 a 
crisis classification component was designed and developed aiming to pro-
vide twofold functionalities in an innovative and beneficial manner for the 
authorities and crisis managers. This component consists of two main 
modules that cover the pre-emergency and emergency phases of the disas-
ter management cycle, namely, the Early Warning module and the Real- 
time Monitoring and Risk Assessment module, described briefly in the 
following subsections.

30.3.1  High-Level Architecture of the Early Warning Module

The Early Warning module assesses the overall severity level of an impend-
ing crisis by fusing heterogeneous sensory data and forecasts from various 
resources. This goal performs in three main steps (Fig. 30.3), which are 
described briefly below:

5 https://beaware-project.eu

Fig. 30.3 High-Level Architecture of Early Warning module
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• Data acquisition: Computational routines were implemented to 
allow understanding the database structures of the open data services 
of the Finnish Meteorological Institute (FMI), FROST-Server and 
geoServer, as well as of spreadsheets (XLSX file extension) contain-
ing monitoring data at daily or sub-daily intervals. Currently, the 
data acquisition tool fetches the sensory data from the OGC 
SensorThings API,6 which follows the OGC standard.7 However, it 
could be extended and customised to receive various types of sensing 
data following different protocols.

• Sensor Fusion Module: A rule-based approach has been developed to 
fuse the obtained data and estimate the overall crisis level in the 
region of interest. Data from multiple sensors are combined to 
extract the best estimate about the crisis level of smaller or larger 
regions of interest, based on the preset parameters. In [4] a detailed 
description of this approach has been exhibited.

• Visualisation module: Spatial data coming from different sources, in 
diverse formats, coordinate systems, and modalities are converted to 
a common representation and are projected to user friendly environ-
ments which allow users to investigate and assess the results interac-
tively. In this context, topics for risk/impact maps, damage maps and 
early warning are produced and propagated for visual 
representation.

30.3.2  High-Level Architecture of the Real-Time Monitoring 
and Risk Assessment Module

The Real-time Monitoring and Risk Assessment module has been designed 
and developed to acquire and analyse data and information from hetero-
geneous sources to assess the severity level of the crisis in real time. In 
particular, this module leverages the information collected by citizens and 
first responders at the field along with data received from sensors located 
in the region of interest, to dynamically estimate the crisis severity level 
and positively impact on the emergency response at operational and stra-
tegic levels (Fig. 30.4).

Similarly, to the Early Warning module, the Real-time Monitoring and 
Risk Assessment module relies on a multilayer fusion approach that consists 

6 https://www.opengeospatial.org/standards/sensorthings
7 https://www.opengeospatial.org/
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of a data/information fusion layer and a decision fusion layer. In the infor-
mation/data fusion phase, the Sensor Fusion Module obtains the real-time 
sensory data and combines them by implementing a rule-based approach. 
The outcome is fed to the Decision Fusion Module, where the analysis 
results of the various beAWARE modules are combined to deliver an over-
all assessment of the severity of an on-going crisis. Specifically, the analysis 
of images and video data taken by drones and mobile or fixed cameras, 
voice messages and social media messages are forwarded to the Decision 
Fusion Module to be combined at a higher level and result in reliable re- 
estimates regarding the crisis level.

Recent work [3] has used a simplified approach to the above architec-
ture based on the results of images analysed with techniques from the 
machine/deep learning field, in a fire scenario. The Decision Fusion Module 
was fuelled with spatial clustering capabilities to group the fire incidents 
and provide local-based estimations for the severity level of the on-going 
fire event.

A more complete version of the Real-time Monitoring and Risk 
Assessment module was demonstrated in the flood pilot in Vicenza, within 

Fig. 30.4 High-Level Architecture of Real-Time Monitoring and Risk 
Assessment module
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the framework of the beAWARE8 project. There, the Sensor Fusion Module 
obtained sensory data for the river water level as well as for the weather 
conditions in the region of interest. In the Decision Fusion Module, the 
aggregated sensory results were combined with the analysis of the incident 
reports, obtained from citizens and first responders, as well as with other 
multimedia analysis results. Historical information from flood risk maps 
was utilised in order to strengthen the decision-making process. The mod-
ule dynamically assessed the on-going flood crisis level in the region of 
interest providing useful information to the crisis managers. The results of 
the aforementioned flood pilot use case are presented briefly in the follow-
ing section.

30.3.2.1  Results from Flood Pilot
During the emergency phase, the Real-Time Monitoring and Risk 
Assessment component is activated, aiming to track and inform authorities 
and decision-makers regarding the evolution of the potential flood crisis 
event. Sensors have been installed in the specific locations at the region of 
Vicenza enabling to measure and convey in real-time weather (tempera-
ture, humidity, precipitation, etc.) and hydrological (e.g., river water level) 
observations (Fig. 30.5).

8 https://beaware-project.eu/

Fig. 30.5 Weather stations in Vicenza region in which sensors provide real-time 
observation of river water level and precipitation
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The analysis of acquired observations includes (a) the estimation of the 
flood crisis severity level employing a weighted average approach and (b) 
the creation and propagation of the appropriate messages to raise aware-
ness of the civil protection authorities and crisis managers concerning the 
status of the river water level, precipitation level at specific weather stations 
and the ongoing flood severity level in the region of interest. The number 
of generated messages depends on the number of observations that 
exceeds predefined thresholds specified by authorities. Using various arti-
ficial datasets that can simulate different conditions, the Real-Time 
Monitoring and Risk Assessment component needs around 13.10 ± 2.08 sec-
onds on average to generate approximately 10 messages for river water 
level and 12 messages for precipitation.

Another functionality of the Real-Time Monitoring and Risk Assessment 
component that it is worth to mention here is the process to assess dynam-
ically the risk of ongoing flood crisis events that exploit information from 
citizens’ mobile application. The following algorithm uses local informa-
tion reported voluntarily by citizens to estimate the current flood crisis risk 
based on details given about people in danger, water level in adjacent 
buildings or other historical assets, etc. Briefly, the steps of the algorithm 
are the following:

Step 1. Data Acquisition: includes the processes to request the data 
related to the evolution of the flood crisis from citizens’ mobile applica-
tion via properly designed reports. Those data are retrieved from the 
beAWARE Knowledge Base Ontology.

Step 2. Data Analysis: estimates the risk assessment by the exploitation 
the receiving information from the citizens. It includes the calculations 
of hazard, exposure, vulnerability and, finally, the hydraulic risk and 
severity of each incident. The obtained information is enriched by link-
ing with data extracted from risk maps provided by local authorities 
(AAWA) in ArcGIS files. Those files are stored in beAWARE’s geoServer 
and relate to historical river water level observations, the exposure assets 
and their vulnerability in the Vicenza region as well as the severity level 
and risk estimations.

Step 3. Store the incident report and results of the analysis to the local 
database and create the appropriate messages to update the status of 
each incident displayed in the Public-safety answering point (PSAP).

Step 4. Calculate the accumulated risk assessment relying on the severity 
of all obtained incident reports.
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Step 5. Store the results to the local database and create the appropriate 
messages to the dashboard in order to update the corresponding plots.

To evaluate the risk assessment algorithm, messages from various loca-
tions near the selected points of interest, such as hospitals (red polygon), 
other health care facilities (light brown polygons), public buildings (brown 
polygons) and places of relief (green polygons), are sent in the beAWARE 
system as shown in Fig.  30.6, other health care facilities (light brown 
 polygons), public buildings (brown polygons) and places of relief (green 
polygons) are sent in the beAWARE system as shown in Fig. 30.6.

The distribution of the 50 incoming incident messages on the map is 
presented in Fig. 30.7. The majority of the incoming messages, 36% (18 
out of 50), were categorised as severe by the risk assessment algorithm 
(Step 2), while the other 26% (13 out of 50) were rated as Extreme. Also, 
five messages (10%) were categorised as moderate by the algorithm and 
the rest (14, i.e. 28%) as of minor severity.

Fig. 30.6 Points of interest in Vicenza district. (Source: https://beaware.server.
de/servlet/is/696/)
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The most critical issue and significant challenge in the risk assessment 
algorithm is to handle incoming urgent messages from impacted citizens, 
directly and accurately. Thus, execution time is a critical metric that we 
want to evaluate in relation with the number of incoming messages. As 
expected, notable overhead in the runtime introduced when the risk 
assessment algorithm posts requests to the geoServer to link data from the 
risk maps (green bars in Fig. 30.8). It is worth noting that from those 30 
cases, the 20 need to employ the geoServer services to estimate the hazard 
value and detect the exposure elements. However, the execution time 
does not exceed 3.2 seconds.

30.3.3  Enhance Crisis Classification Module with Machine 
Learning Techniques

The above proposed multi-level fusion approach for estimating the crisis 
severity level and risk assessment could be extended by incorporating 
state-of-the-art machine learning methodologies. This section will present 
some thoughts in this direction. The proposed integrated framework is 
illustrated in the Fig.  30.9 and consists of two main levels: the Early 

Fig. 30.7 Incoming incidents and their severity characterised by risk assessment 
algorithm
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Fig. 30.8 Execution time (total and average) per incident report

Fig. 30.9 Methodological schema for using ML/DL techniques in risk assess-
ment process
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Fusion Level and the Decision Fusion Level, aiming to synthesise data 
from different sources and adapt the latest machine learning methodolo-
gies, serving different phases of disaster risk management continuous 
process.

The heterogeneous data sources provide various kinds of data into the 
system, from sensors’ measurements (real numbers) to videos from drones 
(UAVs) and satellite images, asynchronous and seamless. The obtained 
data indicate some specific crisis incidents captured from citizens or first 
responders or even from machines, such as sensors located in the field of 
interest, satellite imagery and UAVs during their flights. To extract useful 
and valuable information, the system should analyse and fuse the data 
from each modality and generate alternative decisions (modality decisions) 
regarding a crisis event, mostly in long-term mitigation/prevention (pre-
crisis) and short-term preparation and prevention (i.e. “preparedness”) 
phase. These alternatives should be further analysed, semantically enriched 
and combined in a higher level providing a set of potential decisions to 
crisis managers. The ultimate objective is to enable crisis managers and 
authorities to make actionable decisions, by effectively and efficiently han-
dling an upcoming natural crisis event or during the early stages of a natu-
ral disaster.

In the beAWARE framework, the Early Fusion Level is considered as a 
collection of independent components whose purpose is to discover crisis 
events as emerged from raw data analysis. In general, such components 
can be integrated into the system to perform concept extraction from 
social media, audio, sensor data, images or videos. Depending on each 
component’s design principles and capabilities, the set of extracted con-
cepts can reveal critical insights regarding the extreme natural hazardous 
events, such as location, type of crisis event and number of people involved. 
At this level, the features extracted from the input data of various modali-
ties and summarised as visual, textual, audio and sensing features usually 
have different representations. The analytical units, such as image analysis 
(IMAGAN), video analysis (VIDAN), text analysis (TA), social media 
analysis (SMA), automatic speech recognition (ASR) and Sensor Fusion 
Module, fuse heterogeneous features by employing machine learning 
methodologies (i.e. support vector machines, neural networks, Deep- 
Learning Convolution Neural Networks (CNNs), etc.) to create unified 
representations at the semantic level about the severity and the critical 
characteristics of a crisis event. Innovative machine learning techniques 
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and deep learning neural networks could be included at the Early Fusion 
Level, to perform analysis task on the integrated multiple media and its 
associated features or the intermediate decisions and which is referred as 
multimedia fusion [5].

In the proposed schema, the Decision Fusion Level covers both the 
pre-disaster and the during disaster phases. In these phases, the develop-
ment and deployment of innovative machine learning methodologies to 
fuse the analysis modules’ outcomes intelligently play a significant role in 
the disaster risk management process.

Natural disasters are difficult to forecast because of the complexity of 
the physical phenomena and the variability of the parameters involved 
[50]. In the mitigation/prevention phase, machine learning methods can 
allow experts and crisis managers to identify timely geographical and infra-
structure risks. Analysing satellite images and mapping the results to GIS 
maps assist in the long-term assessment and risk reduction phase. 
Additionally, the combination of the crowdsourcing and machine learning 
techniques to interpret social media and user-generated disaster data sup-
ports risk assessment processes. Likewise, exploiting predictive analytical 
results and combining them with other alternatives, using intelligent tech-
niques, enable the crisis level estimation before the disaster occurs.

The enhancement of prediction capability becomes by using sensory 
data along with the integrating big earth observation data. Hence, the 
forecasting models better understand the underlying physical schemes 
providing valuable estimations regarding the weather and the characteris-
tics of natural disasters, such as floods, wildfires, heatwaves, etc.

Effective detection and seamlessly monitoring are very helpful in 
improving the management of disasters. In the preparedness phase of a 
natural disaster, the analysis of remote sensing data, which is available in 
different spatial and temporal resolutions, along with real-time obtained 
data from sensors and user-generated data from social media posts, which 
contain multimedia and textual content, facilitates a better understanding 
of the context of location, timing, causes and impacts of natural disasters. 
Automatic extraction and discovery of novel, hidden knowledge from the 
acquired data relative to the disaster impacted areas facilitate the quick 
availability of the required information to the crisis managers and first 
responders to handle the ongoing crisis efficiently. Hence, the proposed 
schema encompasses machine learning techniques that enable the com-
pound of the available alternatives generated from the analytical processes 
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and result in the classification of the crisis event in terms of its severity level 
and estimation of its risk.

The general steps for the application of the above framework to the 
estimation of the crisis severity level and risk assessment employing 
machine learning techniques are the following [18]:

• Define project’s goals: The targets of the machine learning techniques 
of each level of the above process (Early Fusion and Decision Fusion 
Level) in both phases of the disaster risk management process (pre- 
disaster and during a disaster) should be determined. The objective 
of the DRM project should be translated to the output variable that 
is targeted.

• Data acquisition: One of the significant steps in the implementation 
of ML techniques is the process of collecting the data. In the pro-
posed framework, the data are generated from heterogeneous sources 
that have different specific characteristics. Thus, processes like the 
edit, modify, transform and harmonise of the obtained data assets 
should be adopted, before applying a machine learning technique. 
For instance, the analysis of satellite remote sensing imagery of many 
different kinds and resolutions has been already carried out by 
employing ML algorithms. Currently, work in the DRM sector often 
involves using high-resolution (sub-meter spatial accuracy to 10 m 
or so) panchromatic and multispectral imagery from satellites, 
drones, and airplanes, which produce a vast and varied volume of 
data streams. Thus, the appropriate resources for storing and prepro-
cessing the obtained big data should be specified and implemented.

• Training/validation data collection: Labelled samples or reference 
data are required to train the model and validate the ML algorithm 
outputs. The collection of these labelled samples is often the most 
expensive part of ML projects.

• Exploring datasets: Exploratory data analysis is an important prepro-
cessing step, as it assists in determining which machine learning algo-
rithm and data that most suitable to apply. This analysis also clarifies 
which input variables are correlated with each other, what is most 
closely related to the output variable, the distributions of variables or 
whether a combination or transformation of the input variables 
should be carried out. Moreover, in this step, the outlier detection 
and removal processes should be adopted, as the existence of them 
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could skew the results dramatically by altering the variance in the 
data in disproportionate ways.

• Choice of machine learning algorithm: as the ML methodologies are 
data-driven, the choice of the appropriate algorithm depends on the 
size of the data set, the number of features and the available compu-
tational resources. The best way to decide is to analyse which algo-
rithms have been used to tackle similar problems in the past. A 
common approach applies multiple models and selects the best per-
forming one. However, it is important to understand and compare 
models that have been tuned optimally so that the comparison is 
actually assessing the model effectiveness and is not biased by the 
parametrisation behind it. In the proposed framework, the appropri-
ate deep/machine learning methods should be chosen to serve the 
needs for analysis and fusion of the heterogeneous data in both levels 
of DRM process at precrisis and during the crisis phase.

• Developing the code and training the ML algorithm: the extensive 
application of ML techniques in many disciplines leads to the devel-
opment of powerful algorithms in many programming languages 
and available in user interfaces. There are a number of readily avail-
able ML algorithms inside remote sensing and GIS software pack-
ages, some of which are free  – like the GRASS GIS plug in for 
QGIS.  In addition, any number of ML algorithms from open or 
proprietary libraries, such as TensorFlow9 can be combined and cus-
tomised to achieve any project’s goals. On top of that, a number of 
customised ML services are available on cloud computing platforms 
like AWS, Azure and Google Cloud services. The training process of 
an ML model is very crucial and involves providing the learning 
algorithm (ML algorithm) along with the training data that it should 
be learned from. The term ML model refers to the model artefact 
that is created by the training process. The training data must con-
tain a tuple of input attributes and the correct answer, known as a 
target or target attribute. The learning algorithm finds patterns in 
the training data that map the input data attributes to the target 
(class), and it outputs an ML model that captures these patterns. The 
training set is used to teach the model to distinguish the classes to be 
predicted by it. Each ML algorithm requires a number of model 
parameters to be determined. By evaluating trained model’s accuracy 

9 https://www.tensorflow.org/
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on the validation set, the different model parameter settings can be 
compared and finally would be chosen the best ones that suit the 
particular problem. The ultimate goal is to utilise the training model 
to get predictions on new data (testing set) for which you do not 
know the target.

• Validation, reinforcement and re-running: To attain the objectives of 
the training process, the ML model produces intermediate results 
that need to be validated in terms of accuracy. This is usually achieved 
by comparing the output data to a validation dataset that is consid-
ered the “truth”, or accurate within a range acceptable for the proj-
ect’s goals.

• Final data output: Once training is complete, the generalisation abil-
ity of the ML model should be evaluated by the utilisation of the 
testing set. This set should not be employed during model develop-
ment and is only used to check final model output accuracy. In some 
cases, the testing set is actually a new dataset, such as in a case where 
you want to apply a previously developed model to a new region. 
The final data output is achieved once the accuracy of the output 
dataset is deemed adequate for the goal of the project.

30.4  dIscussIon

Despite the progress made in the utilisation of machine learning method-
ologies in risk assessment and general in all the phases of disaster manage-
ment, there are still challenges that should be addressed. Machine learning 
techniques are data-driven approaches, meaning that they are heavily 
related to the data’s availability. Especially in the phase of the training, 
relevant data need to be employed to build effective machine learning 
models that will predict the evolution of natural hazards successfully. 
Moreover, machine learning algorithms can combine various types of data. 
However, the reliability of the ML models adequately relates to the tar-
geted output. Irrelevant data may incur additional costs without improv-
ing the model predictions and often lead to misleading results [18, 43, 50].

Additionally, the use of social media and satellite imagery in disaster 
analysis involves challenges of collecting, handling and processing a diver-
sified set of multimedia content information obtained from heterogeneous 
social media platforms [43]. Hence, the relevance and authenticity of con-
tent shared via social media and its association with disaster detection can 
be considered one of the key research challenges nowadays, as researchers 
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stated in [43]. Furthermore, the crisis managers should analyse the huge 
volume of received data and parameters in a short time to make decisions 
and actions for handling an evolving crisis event. Additionally, their work 
is hindered by the highly unstable and rapidly changing environment mak-
ing it sometimes very difficult or even impossible to receive the correct 
decision.

In conclusion, in this study, we proposed a unified framework that fos-
ters tailoring technological achievements in machine learning and enables 
the crisis managers and authorities to manage the pre-emergency and 
emergency phases of a hazardous natural event efficiently. Specifically, the 
federated platform compiles processes that are able to multi-level fuse data 
and information from heterogeneous sources. The detected events and 
predictions are collected and further analysed to assist crisis managers in 
efficiently making decisions. Furthermore, as pointed out in [42], uncer-
tainties of multiple data sources are inherent in the data and propagate to 
disaster preparedness and response models, affecting the knowledge gen-
eration and decreasing the end-users’ trust. Thus, sophisticated machine 
learning methods can be integrated into the proposed framework to deal 
with uncertainties, by enhancing human awareness concerning them, 
eliminating unrelated data, aiding in prediction analysis and identifying 
optimal response strategies towards to efficient decision-making. 
Additionally, the integration of machine learning methodologies in the 
aforementioned natural hazard risk reduction framework permits the 
dynamical assessment of vulnerability and exposure. Hence, it constitutes 
a response system that enables adaptation to environmental changes and 
different climate-induced hazards and risks. However, further work should 
be made to evaluate the proposed framework in real conditions of extreme 
natural events case as well as transboundary and multi-hazard crisis.
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