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Preface

We are happy to introduce the proceedings of the 2020 European Alliance for Inno-
vation (EAI) International Conference on Forthcoming Networks and Sustainability in
the IoT Era (EAI FoNeS-IoT 2020). This conference brought together researchers,
academics, developers and practitioners around the world who are contributing to
application areas for advanced communication systems and the development of new
services, in an attempt to facilitate the tremendous growth of new devices and smart
things that need to be connected to the Internet through a variety of wireless tech-
nologies. In addition to this, thanks to the rapid advancement of facilitating tech-
nologies, we were also able to accept contributions in the areas of pervasive sensing,
multimedia sensing, machine learning, deep learning, unmanned aerial vehicles, and
cloud and edge computing, which have the potential to introduce services and business
models beyond the traditional mobile Internet.

The technical program of FoNeS-IoT 2020 consisted of 13 full papers, in oral
presentation sessions at the main conference tracks. The conference tracks were: Track
1 – IoT and Network Applications; Track 2 – Machine Learning and Distributed
Computing; and Track 3 – Cellular Networks and Security. In addition to the
high-quality technical paper presentations from our contributors, the technical program
also featured a keynote speech from Associate Prof. Ahmed Abdelgawad. Our keynote
speaker considered the design and implementation of IoT signal processing systems in
his presentation.

Coordination with the steering chairs, Imrich Chlamtac and Fadi Al-Turjman, was
essential for the success of the conference. We sincerely appreciate their feedback,
support and guidance. It was also a pleasure to work with our organizing committee
team, and we would like to thank them for their hard work in organizing and supporting
the conference. In particular, the Technical Program Committee, led by our Chair Prof.
Huan Nguyen and Co-Chairs Dr. Purav Shah and Dr. Yöney Kırsal Ever contributed
the peer-review process of technical papers and made a high-quality technical program.
We are also grateful to the Conference Managers, Natasha Onofrei and Eliška Vlčková.

The FoNeS-IoT 2020 conference was able to provide a good forum for researchers,
academics, students, developers and practitioners. We sincerely hope that the
FoNeS-IoT 2020 proceedings will serve as an important resource and reference, and
that future FoNeS-IoT conferences will be at least as successful as the one we orga-
nized in 2020.

Thank you.

October 2020 Enver Ever
Fadi Al-Turjman
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From Traditional House Price Appraisal
to Computer Vision-Based: A Survey

Naser Naser1(B), Sertan Serte1, and Fadi Al-Turjman2

1 Department of Electrical and Electronics Engineering, Near East University, Nicosia, Cyprus
nasersmn751@gmail.com, sertan.serte@neu.edu.tr

2 Research Center for AI and Iot, Near East University, Nicosia, Cyprus
fadi.alturjman@neu.edu.tr

Abstract. Online house price appraisal involved complex and quite challenging
task. Several researches have been proposed in the literature, providing various
techniques and tools for finding and pricing houses to make the process more effi-
cient, comfortable, and reliable for realtors and clients. Traditional house appraisal
approaches focused on the economic and demographic variables and mainly used
statistical methods to estimate the houses’ values. Even though those estimates
provide valuable information, they are extremely unreliable in certain situations.
The interior and exterior appearance, which is not considered in the estimation
using these techniques, is one of the crucial variables influencing the valuation
of a house. Recent advances in digital cameras, machine learning, deep learning,
computer vision, and the Internet of Things (IoT) have led to the development
of sophisticated house appraisal techniques, taking into account the houses’ eco-
nomic, demographic, and pictorial information. This survey article investigates
the current state of the art and future trends in house price appraisal methods.

Keywords: House appraisal ·Machine learning · Computer vision · CNN · IoT

1 Introduction

Several studies have been carried out in order to establish reliable and straightforward
house pricing platforms for realtors and their clients. Traditional techniques have been
used for many years and are still used by some realtors to date. Still, with the evolution
of Artificial Intelligence, much simpler and more accurate techniques are being studied,
and they demonstrate excellent results. The conventional Hedonic methods, which are
statistic-based using econometric and demographic variables, are hectic and rely onmany
variables; they might also not provide the house’s visual features, making it difficult for
a client in the house search. Traditionally, econometric and demographic variables are
used in house price evaluation by looking at income, repeat sale of property cells, crime
rate, population, house size (per squaremeter), building years, architecture, venue, living
costs of carbon emissions, and citizens’well-being, as the visual aspects of the houses are
not taken into consideration by these approaches, the knowledge is inadequate to provide

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
E. Ever and F. Al-Turjman (Eds.): FoNeS-IoT 2020, LNICST 353, pp. 1–10, 2021.
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2 N. Naser et al.

a detailed assessment [1–10]. In determining the price of houses, there are several factors
to be considered, interior features such as the floor, furniture, building quality, paints,
decoration design, number of rooms, reception, heating systems, toilets, and bathrooms
[11, 12]. External assessment is based on the building quality and street views (Fig. 1),
natural landmarks like castles, canals, coast, green areas, and human-made structures like
castles, athletic fields (Fig. 2) and the houses external features around [13]. Geographical
Information System (GIS) was also used in some house price estimation or prediction
research to provide information about the neighborhood base on proximity of house
location from some variables like amenities such as school, worship areas, fire stations,
hospitals, shopping areas, and road accessibility to the workplace and all, in the GIS
methods outstanding performance are also recorded [14–16].

Fig. 1. GIS image house outdoor and street view

Fig. 2. Landscape of areas

2 Reviews

In this review, emphasis will be given more to visual and hybrid house pricing appraisal
methods. It gives buyers a clear picture and gives a more efficient prediction of the
property based on the house’s interior, neighborhood view, and exterior quality. Several
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classical machine learning techniques are used in house price appraisal prediction or
estimation [1, 2]. A Dynamic Model Averaging and Dynamic model Selection was used
to estimate houses’ prices using state-level all transaction house price index to forecast
houses’ property prices in 50 states in the United States. In this work, nominal data
from the mid-1970s was used to forecast available from the Federal Housing Finance
Agency. All-transactions indexes are constructed using repeat-sales and refinancing’s
on the same single-family properties and are available at a quarterly frequency. [3]
made a comparison between Hedonic models with Artificial Neural Network, the house
prices in Turkey are examined for the urban, rural and whole country using the 2004
Household Budget SurveyData to determine the price, the variables for pricing the house
include size, number of rooms, age of building Heating systems and other structural
features, and in the research ANN outperforms the Hedonic methods [4] price prediction
using Machine learning techniques was used in predicting the prices of houses in the
United States, the RIPPER, Naïve Bayesian, and AdaBoost were compared and the
RIPPER outperforms the other two machine learning techniques in terms of accuracy.
This shows that the RIPPER can be a good tool for the prediction of the house price. [6]
examine the information from the Hedonic and Spatiotemporal method, thoughmachine
learning has shown great success with algorithms like SVM and Tree-based techniques,
in their research tree technique with bagging show greater performance with the local
spatiotemporal method and less performance with global spatiotemporal.

Distributed model with paragraph vector using xgboot to improve the model by
missing values, Analytic hierarchy process (AHP), which is one of the Multi-Criteria
Decision Analysis (MCDA) methods, is used to reproduce coefficients which would
base for real estate valuation, the xgboos improves performance by dealing with missing
variables in a data [10]. In [7] sudden house price drop has been predicted usingEnsemble
Empirical Mode Decomposition (EEMD) from the field of signal processing with the
Support Vector Regression (SVR) methodology that originates from machine learning,
the performance of the models was compared with a randomwalk. RandomWalk (RW),
a Bayesian Autoregressive and a Bayesian Vector Autoregressive model. The dataset
record is from 1989-2012 which include real house price, unemployment, real GDP per
capita, population, real construction work, etc. [8] several Machine learning techniques
like partial least squares (PLS), support vectormachine (SVM), and least squares support
vectormachine (LSSVM)was employed to forecast homevalues, due to the non-linearity
of the data, PLS performance was not as good as SVM and LSSVM. The variables in the
data include per capital crime rate of the town. Also, theHybridmodel of Particle Swamp
Optimization with regression was used. PSO is used for selection of affect variables
and regression analysis is used to determine the optimal coefficient in prediction. The
result from this research proved combination regression and PSO is suitable and get the
minimum prediction error obtained which is IDR 14.186. the study was based on two
years of data, the building coast tends to be stable and the land rate tends to change [5].

Satellite images may be used as instruments for pricing a house depending on the
position of the house and the neighborhood, but nominal or time series data are often
important in the prediction at the same time [17]. Focus on using satellite and street
image to estimate the price of houses in an area, the satellite map gives the geographic
location and the street view provide the detail information of the street In which a buyer
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will decide on base on the research it was observed that using image features from the
street like the buildings around, store and schools andGIS information provides distances
between the house and amenities which are determining factors in having more accurate
prediction of house price compared to the traditional methods of housing prediction that
is using age and size. A Deep Neural Network was used to extract features from Google
Street View images and Bing aerial images in estimating the house price model, a linear
and nonlinear models were used in considering the neighbourhood based on a dataset
containing traditional attributes including location, structural and neighbourhood. An
Analytic Hierarchy Process (AHP), which is one of theMulti-Criteria Decision Analysis
(MCDA) methods, issued to reproduce coefficients which would base for real estate
valuation. The AHP and MCDA were integrated with GIS data to predict house prices
in an area, a time series data was used In training the models and the houses are located
on the GIS map, with this method the prices of houses in the area can be estimated using
the GIS platform [14] (Fig. 3).

Fig. 3. Indoors views

Asmention earlier, visual features are very important in giving a client a clear picture
of the property the client is intending to buy, though, the econometric and demographic
data are also important but with the database that can provide both the econometric and
demographic data, using supervised learning we can extract features from a scene base
and know the price of the objects in the scene base on the labels of the classes of the
images and from those features, we can calculate or predict the price of the properties.
As research was carried out in evaluating the price of second-hand items and license
plate numbers the performance was commendable as the buyer can see the item and the
physical status of the item [18, 19]. Poursaeed et al. in [11] employed house external and
interior features to evaluate the houses, in their research the impact of the interior features
such as the furniture, floors, decoration was considered in extracting the features of Deep
Neural Network with DenseNet backbone was used to identify features in a scene, and
a loss was calculated at the end of the network between the features price value and the
price value obtained from a dataset for house price estimation. Supervised training was
performed as the image data was classified into eight levels of luxury (Table 1).

The beauty of the outdoor scene is very important in pricing a house, these views
include natural vegetation like mountains, canal coast and lots more, for the man-made
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Table 1. Comparison of the proposed method with existing techniques

Reference Techniques Data Predictors Case study area

(You et al. 2017) Recurrent Neural
Network (RNN)

Images Visual Features San Jose, New
York

(Risse and Kern
2016)

Dynamic model
averaging

Time series macroeconomic,
monetary,
demographic

Belgium, France,
Germany Italy,
Netherland and
Spain

(Bork and
Møller 2015)

Dynamic model
averaging

Time series macroeconomic
and demographic

USA

(Selim 2009) Hedonic
regression, ANN

Time series Locational and
structural
characteristic

Turkey

(Park and Kwon
2015)

Naïve Bayesian,
Adaptive Boost
(AdaBoost)
RIPPER

Time series Locational and
structural
characteristic

Fairfax country

(Nur et al. 2017) Regression,
Particle Swarm
Optimization
(PSO)

Time series Locational and
structural
characteristic

Malang, East
Java, Indonesia

(Pace and
Hayunga 2020)

Hedonic, support
vector machine
(SVM),
Classification
And Regression
Trees (CART)

Time series Locational and
structural
characteristic

UK

(Plakandaras
et al. 2015)

Ensemble
Empirical Mode
Decomposition
(EEMD), Support
Vector regression
(SVR)

Time series Macroeconomic
and demographic

USA

(Mu et al. 2014) SVM, Least
square SVM
(LSSVM)

Time series Macroeconomic
and demographic

Boston

(Poursaeed et al.
2018)

Deep CNN
(ConvNets)

Images and
metadata

Image features
and home
characteristics
including size,
number of
bedrooms

USA

(continued)
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Table 1. (continued)

Reference Techniques Data Predictors Case study area

(Bency et al.
2017)

Deep
convolutional
Neural Net-work
(CNN)

satellite imagery Image features
and house
attributes

London,
Birmingham and
Liverpool

(Law et al. 2019) Deep
convolutional
neural-networks
(ConvNets)

Street and
satellite images

House attributes;
age, size
accessibility and
visual features

London UK

(Yao et al. 2018) Convolutional
neural network
for united mining
(UMCNN) and
Random Forest

Images and time
series

Spatial
information,
social media data
and visual
features

Shenzhen, China

(Gu et al. 2011) Hybrid of genetic
algorithm and
support vector
machines

Time series Previous selling
price

Tangshan city,
Chna

(Kuşan et al.
2010)

Fuzzy logic Time series Environmental
factors

Eskisehir city in
Turkey

(Ahmed and
Moustafa 2016)

NN, SVM Images and time
series

Visual and
textual features

USA

(Milunovich
2020)

Machine learning
and deep learning
algorithms

Time series Previous selling
price

Australia

(Jiang and Shen
2019)

FFNN and deep
learning
algorithms

Time series Previous selling
price

Shanghai China

(Liu and Liu
2019)

LSTM and GA Time series Residential,
economic
features and state
financial policies

Shenzhen, China

Proposed
method

Deep Learning
(CNN)

Images & Time
series

Image visual
features,
locational and
structural
characteristics

Northern Cyprus

structures such as castles, green areas, grasses, and athletic fields were considered in
their research [13]. To extract these features a Convolutional Neural Network was used
using transfer learning on pre-trained networks such as Alexnet, VGG16, GooglNet and
ResNet were employed [19]. Computer vision-based car detection was used using CNN
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to determine the values of areas in a region in United State, images of care make and
models data were in cooperated with demographic and socio-economic data to predict
the well-being, income, carbon emission, cost of living and voting power of citizens in
the area, with these parameters pricing of houses in the area can be determined though
that was not the of the researches, it can cooperate with another computer vision-based
housing appraisal techniques to determine the housing price in an area [15]. Spatial Auto
Correlation was used to find the correlation between the house and the neighbourhood
and Deep Convolutional Neural Network was used to perform the feature extraction
base on transfer learning to extract features from the GIS maps, with the concatenation
of house-level explanatory variables such as neighbourhood infrastructure, number of
longitude and latitude, rooms and receptions, stores, worship areas, fire station, social
and cultural sites and at the end of the network three regression techniques where used,
linear, random forest and Multi-Layer Perceptron (MLP) Regression to have the best
prediction of the house price as shown Fig. 4.

Fig. 4. The architecture of deep convolutional neural network

Furthermore, Koch et al. [12] uses CNN with AlexNet backbone to predict the
building condition of a house for pricing, several patches of the houses are being trained to
determine the quality of a building, this will help buyer to assess the buildings externally
and with that, the asking price of the house can be compared with the estimated price
base on the building quality as to how in Fig. 5. The use of Unmanned Ariel Vehicle
can also be used to determine the price of a house appraisal, by using cameras on them
to extract features from the scene, but the major challenge is privacy low and hard to
maintain, but it the feature it might be possible [20].

Fig. 5. Outdoor view of houses
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3 Enabling Technologies

Inmost of the computer vision-based approach, the data are stored in clouds, and personal
computers, for a client to know the price of the house, he has to contact the realtor if the
agent does not provide a web platform, the client can access a web platform in which it
has access to the data stored and process in the cloud, due to the limitations of the points
mentioned earlier, internet of things can provide a solution by providing high capacity
storage, big data analysis, and a better communication protocol.

In IoT we have Infrastructure as a Service (IaaS) in which a realtor has the ability of
web hosting, the realtor can install applications and operating systems, while Platform
as a Service (PaaS) realtor can install, build and control applications and Software as
a Services (SaaS) realtor can access and use the software at a remote location using a
web browser. The benefits of cloud computing are that it doesn’t require you to maintain
or manage it (no need to have an IT expert), the realtor does not need to worry about
capacity and data is accessible at any time. The protocol of the IoT addresses the issue of
data speed, encoding, addressing, the exchange between devices and retransmission of
lost package. The end device is embedded systems like computers and phones. For the
IoT, we have the end devices such as computers, tablets, phones, sensors, printers, VR
and AR, barcode scanners, gadgets which provides the realtor and the client information
they seek regarding a house, the media of communication of the network can be either
using copper wire, fibre optics or wireless networks such as Wifi or Bluetooth, the end
devices and the media are connected via intermediary network devices like switches,
repeater and so on. Efficient data communication is very important to achieve computer
vision-based house prizing appraisal and to have efficient information about the property.

4 Discussions

Predicting or pricing a house is not an easy task, it is a task that requires a lot of variables
to be looked at, with e evolution of computer vision-based housing price prediction,
this will be easier for both the realtor and the client to find the house price in any
location, neighbourhood, or base on the interior and exterior features of the house, the
review in the previous section shows that there is a great performance from the visual
techniques, easy understanding of properties by having the visual information unlike the
traditional econometric and demographic methods, but still, the neighbourhood satellite
images can also provide the location price base on the methods used in evaluating the
neighbourhood, both the traditional time series data and the image data must be in use
for an efficient house pricing. To ease the prediction and finding the prices of houses for
both the realtor and the client, IoT as an emerging technology can address the issue by
providing reliable, fast, efficient and user friendly devices that can exchange data at any
point and location in time.

5 Conclusions

The future of computer vision-based in the industry of real estate is very bright because
with computer vision information from a scene can be extracted and be used for the
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purpose intended, in house pricing appraisal, internal, outdoor, external and satellite
information of a house can be known and base on that a good estimate of the house
could be known. Also, it is easier for the client to have a clear insight of what they are
intending to buy and them realtor can estimate the house price base of the asking price of
the property. In conclusion, more efforts should be given to the area of computer vision
in housing pricing and there are lots to be more like setting up datasets for the intended
purpose and more algorithms to be developed since most of the works carried out uses
transfer learning base on pre-trained networks.
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Abstract. A key application for IoT based technologies in the field of healthcare
is wireless medical sensors that can be used to monitor patients’ physiological
information such as heartbeat, bowel activity and lung sounds. Real-time detec-
tion of bowel motility after major abdominal surgery has significant importance
for the patients’ healing process. Due to temporal cessation of intestinal motil-
ity after the surgery, a period of fasting is commonly practiced, and patients are
fed with fluids following the recovery of bowel motility. Many studies have been
conducted to monitor intestinal motility and automatically detect bowel activity.
Detection and identification are challenging because of the ambient noise in clin-
ical environments. Active noise cancellation methods remove unwanted signals
by using adaptive filters. In this paper, active noise cancellation simulations were
performed in order to remove ambient noise from gastrointestinal auscultation
recordings. The simulation setup was created based on a previously developed
IoT-driven electronic stethoscope by our group. Five widely used adaptive filter
algorithms: Least Mean Squares, Normalized Least Mean Squares, Affine Projec-
tion, Recursive Least Squares, and Adaptive Lattice were tested, and performance
evaluations are reported.

Keywords: Adaptive filters · Active noise cancellation · Bowel activity detection

1 Introduction

Auscultation is the typical means of observing internal body sounds using a simple tool
called a stethoscope and commonly performed in clinical environments. Gastrointestinal
auscultation is necessary for diagnosing diseases such as irritable bowel syndrome and
sepsis. This technique is also used for detecting the recovery of bowel activity of patients
who had major abdominal surgery. Real-time detection of bowel motility is significantly
essential for the patients’ healing process. Due to temporal cessation of intestinalmotility
after the surgery, a period of fasting is commonly practiced, and patients are fed with
fluids following the recovery of bowel motility [1].
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For long term bowel activity monitoring, we developed electronic stethoscope
designs in our previous studies [2–4]. The duration of a single bowel sound (BS) is
typically between 0.02 and 0.1 s [5–7]. The intensity of the intestinal activity and the
sound generated from the activity are observed in direct proportion. The sound generated
by intestinal activity is observed as non-stationary short-term signal often mixed with
heartbeat, movement, and breathing noises [5, 7].

In the auscultation recordings obtained in clinical environments, various other noises
can be observed as a result of the operation of nearby devices, whichmakes the automatic
detection of bowel sounds challenging. As a preprocessing step, filtering such noises
increases the success of the BS detection algorithms. Adaptive filters are widely used
for active noise cancellation (ANC) in biomedical applications for the attenuation of
interfering ambient noises [8–14].

In this study, ANC simulations were performed in order to remove ambient noises
from bowel activity auscultation recordings. The simulation setup was created based on
a previously developed IoT-driven electronic stethoscope that has two microphones [2].
Four different simulation scenarios are designed to generate synthetic auscultation data.
Noises are generated using the White Gaussian Noise (WGN) model since it is the basic
noise model used to represent many random noises that occur in nature [15]. Five widely
used adaptive filter algorithms: Least Mean Square (LMS), Normalized LMS (NLMS),
Affine Projection (AP), Recursive Least Squares (RLS), and Adaptive Lattice (AL) were
tested for ANC. Each simulation was performed 100 times in order to obtain accurate
results, and performance evaluations are reported.

2 Background

2.1 Adaptive Filters

Adaptive filters are digital filters whose coefficients change to make the filter converge
to an optimal state. Adaptive filters are widely used in signal processing applications
such as noise cancellation, system identification, inversemodeling, prediction, etc. Fig. 1
shows the block diagram of the adaptive filter environment. An adaptive filter has two
main substructures: a digital filter and an adapting algorithm. The digital filter operates
the input signal and produces an estimate of the desired signal [16, 17].
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Fig. 1. The block diagram of the adaptive filter

Adaptive filter’s output signal y(n) is the multiplication of the digital filter’s coeffi-
cients w(n) and the input signal x(n) (see Eq. 1). The error signal e(n) is the difference
between the desired signal d(n) and output signal y(n) (see Eq. 2). Digital filter’s coef-
ficients are updated iteratively by the adapting algorithm to minimize the mean square
error (MSE) (see Eq. 3). When the error is minimized, the filter reaches an optimal state
[16, 17].

y(n) = wT (n)x(n) (1)

e(n) = d(n) − y(n) (2)

w(n+ 1) = w(n) + f (e(n)) (3)

Themain difference between adaptive algorithms is the filter update rule of the digital
filter coefficients. In this study, following five widely used adaptive filter algorithms [16,
17] are tested for active noise cancellation:

– The Least-Mean-Square (LMS) Algorithm
– The Normalized LMS (NLMS) Algorithm
– Affine Projection (AP) Adaptive Filter
– The Recursive Least-Squares (RLS) Algorithm
– Adaptive Lattice (AL) Filter.

2.2 IoT-Driven Electronic Stethoscope

We developed an IoT-driven electronic stethoscope (see Fig. 2) to collect, monitor, and
detect bowel activity signals in our previous studies [2, 3]. An electret microphone is
located in the stethoscope’s chest piece in order to observe bowel sounds. Often, ambient
noise in clinical environments is observed and classified as bowel activity. Thus, a second
microphone, placed in the opposite direction, is utilized to observe ambient noise, and
active noise cancellation is applied to attenuate interfering noise on the bowel activity
auscultation.
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Fig. 2. The IoT-driven electronic stethoscope

A wireless microcontroller (JN5168–001-M00, NXP) is utilized for digitization and
wireless data transmission. Signals are sampled with 10-bit ADC at 5 kHz sampling
frequency and transmitted wirelessly to the receiving device. The electronic stethoscope
is also equippedwith a battery that powers the system for up to 18 h in the communication
state. Thus, the patients can move freely during the operation of this device, and it allows
real-time bowel sound monitoring.

3 Materials and Methods

In this section, ANC experiments are performed in order to compare performances of the
selected adaptive filters. Synthetic auscultation data was generated to perform different
simulations. The block diagram of the ANC application for the electronic stethoscope
is shown in Fig. 3.

Fig. 3. The block diagram of ANC application
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For our IoT-driven electronic stethoscope, the first microphone (Mic.1), which is
located inside the chest piece to observe BSs, was assigned as the desired signal d(n)
of the adaptive filter. The second microphone (Mic.2) observes only ambient noise and
was assigned as the input signal x(n) of the adaptive filter. Due to the shape, orientation,
and structure of the chest piece, the first microphone observes noise different from the
second microphone. This difference is represented with the Channel block in Fig. 3. In
order to generate synthetic auscultation data, this response was identified.

The desired signal d(n) consists of BS signals s(n), ambient noise n1(n) and back-
ground noise w1(n) (see Eq. 4). The input signal x(n) consists of ambient noise n0(n)
and background noise w0(n) (see Eq. 5). The ambient noise observed with the first
microphone n1(n) is correlated with the ambient noise observed with the second micro-
phone n0(n) (see Eq. 6). The background noise (BN) caused by electronic hardware,
digitization.

d(n) = s(n) + n1(n) + w1(n) (4)

x(n) = n0(n) + w0(n) (5)

n1(n) = n0(n)wc(n) (6)

3.1 Electronic Stethoscope System Identification

The filter that represents the amplitude and morphological transformation of the source
signal observed in different microphones is shown with the Channel block in Fig. 3.
In this section, Channel’s frequency response is identified to generate synthetic data
for ANC simulations. In order to estimate the Channel’s properties, we used the RLS
adaptive filter with the unknown system identification setting. The reason for using the
RLS adaptive filter is its high performance and convergence rate over the other adaptive
filters [16]. Since the Channel’s identification is performed offline, the computational
cost of the RLS algorithm, which is significantly higher than the other adaptive filters,
is not a concern.

We placed the electronic stethoscope on the subject’s abdomen and applied 1-s long
signals comprising 0.2 s long impulsive noise (IN) with the power of 20 dB from a
distance of 50 cm away. INs are created using the WGN model since it is a basic model
to represent any random noise that occurs in nature [15]. In this case, ambient noise
obtained with the second microphone n0(n) is used as the adaptive filter input x(n), and
altered ambient noise obtained with the first microphone n1(n) is used as the desired
signal d(n).

In order to discover the optimal response model, different lengths (8, 16, 32, 64, 128,
256) of FIR filters, also called the number of taps, were tested. The test was performed
10 times and the average of system response parameters was used as the final model.
The power of the error signal e(n), the correlation between the output signal y(n) and
the desired signal d(n), and computation times were calculated to evaluate convergence
performance. The results were reported as mean value and standard deviation (μ ± σ )
in Table 1. Lower power value and high correlation value mean better convergence.
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Table 1. Average performances of adaptive filters for Channel identification

Filter length (N) Computation time (s)
t

Power of error signal (dB)
Pe(n)

Correlation
Corr(y(n), d(n))

8 0.0367 ± 0.0035 9.0865 ± 0.6128 0.6696 ± 0.0237

16 0.0398 ± 0.0040 7.3568 ± 0.6298 0.7906 ± 0.0189

32 0.0428 ± 0.0043 4.8317 ± 0.6827 0.8875 ± 0.0131

64 0.0684 ± 0.0049 1.7899 ± 0.7969 0.9450 ± 0.0088

128 0.2686 ± 0.0192 0.6299 ± 0.8502 0.9574 ± 0.0079

256 0.4604 ± 0.0299 0.5223 ± 0.8156 0.9582 ± 0.0078

The performance of adaptive filter increased by the filter length. The adaptive filters
with the lengths of 8, 16, 32, 64 showed poor convergence performance. The 128-tap
adaptive filter showed optimal performance since the average power of the error signal
was lower than 1 dB and the correlation between its output and desired signal was
more than 0.95. The 256-tap adaptive filter showed slightly better performance than the
128-tap adaptive filter, but its computation time was substantially higher than the others.

Fig. 4. Estimated filter coefficients wc(n) of Channel

Estimated average FIR filter coefficients wc(n) were extracted for further ANC sim-
ulations (Fig. 4). Figure 5 shows the magnitude and the phase response of the Channel.
Some signals up to 500 Hz were amplified and others were attenuated. This frequency
response is especially suitable for observing BSs and explains why bell-shaped chest
pieces are used, since bowel activity signals happen to be between 100 and 500 Hz.
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Fig. 5. Estimated magnitude response and phase response of Channel

3.2 ANC Simulation

For this study, we performed ANC simulations with five widely used adaptive filter
algorithms: LMS, NLMS, AP, RLS, and AL. Four different simulation scenarios were
designed to assess ANC performances of the adaptive filters in different situations. For
each simulation, different synthetic auscultation signal was generated for both micro-
phones. A single burst bowel sound signal was extracted from a real auscultation record
and was used as the BS signal. Ambient noise n0(n) was designed as zero-mean IN
and generated using the WGN model. Altered ambient noise n1(n) was obtained by
filtering original ambient noise n0(n) using FIR coefficients that represents electronic
stethoscope frequency response. Finally, zero-mean additive WGN is used as BN. In
these simulations, signal parameters were determined based on the observations of real
auscultation recordings taken with the developed electronic stethoscope (Table 2).

Table 2. Signal parameters of synthetic data generation

Symbol Parameter name Parameter value

fs Sampling
frequency

5000 Hz

Ps Power of BS
signal

~20 dB

ts Duration of BS
signal

0.04 s

Pn Power of IN 20 dB

tn Duration of IN 0.2 s

Pw Power of BN −5 dB
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Based on empirical tests, adaptive filter parameters were optimized as in Table 3. As
shown in Fig. 3, the error signal e(n) is the output of the ANC application. Performances
of adaptive filters evaluated based on the MSE, computation time, the power of the error
signal e(n), and the correlation between desired signal d(n) and error signal e(n). Power
of the error signal was evaluated for noise reduction performance, and the correlation
value was evaluated for observing corruptions in BS signals caused by the filtering
process.

Table 3. Parameters of adaptive filter algorithms

Symbol Parameter name Parameter value

N Length of digital filter 128

μLMS Adaptation step size of LMS algorithm 0.00003

μNLMS Adaptation step size of NLMS algorithm 1

μAP Adaptation step size of AP filter 1

LAP Projection order of AP filter 8

λRLS Forgetting factor of RLS algorithm 1

λAL Forgetting factor of AL filter algorithm 1

Table 4 shows generated signal content for each simulation. These ANC simulations
were performed 100 times, and for each of them, synthetic auscultation signals were
randomly generated. The results were reported as mean value and standard deviation
(μ ± σ ) in the results section.

Table 4. Synthetic auscultation signal content for each type of simulation

Sim. Nr. Simulation name Signal duration # of BS # of IN BN exists

1 Single IN 0.2 0 1 No

2 Multiple IN 60 0 10 Yes

3 Multiple IN and BS 60 30 10 Yes

4 Multiple IN and BS without
BN

60 30 10 No

Descriptions of four ANC simulations are as follows:

Simulation 1 (Single IN): In this simulation, 0.2 s long input signal x(n) and desired
signal d(n)were generated, as shown in Fig. 6. These signals consist of only one IN. BN
and BS signals were not used. Then, ANC applications using selected adaptive filters
were performed. This simulation was performed to compare convergence speed from
the MSE performance of selected adaptive filter algorithms.
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Fig. 6. An example of generated synthetic auscultation data in Simulation 1

Simulation 2 (Multiple IN): In this simulation, 60 s long input signal x(n) and desired
signal d(n) were generated, as shown in Fig. 7. A dedicated number of INs were ran-
domly located, and BNwas also added. Then, ANC applications using selected adaptive
filters were performed. The purpose of this simulation was to compare adaptive filter
performances against random INs where BSs do not exist.

Fig. 7. An example of generated synthetic auscultation data in Simulation 2

Simulation 3 (Multiple IN and BS): In this simulation, 60 s input signal x(n) and
desired signal d(n) were generated, as shown in Fig. 8. A dedicated number of INs
and BSs were randomly located, and BN was also added. Then, ANC applications using
selected adaptive filters were performed. The purpose of this simulation was to compare
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filter performances against random INs where BSs exist and check if adaptive filters
cause any corruption in BSs.

Fig. 8. An example of generated synthetic auscultation data in Simulation 3

Simulation 4 (Multiple IN and BS without BN): In this simulation, 60 s input signal
x(n) and desired signal d(n) were generated as shown in Fig. 9. A dedicated number
of INs and BSs were randomly located. No BN was generated. The purpose of this
simulation was to compare filter performances against random INs where BN is absent
and check if adaptive filters cause any corruption in BSs.

Fig. 9. An example of generated synthetic auscultation data in Simulation 4
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4 Results and Discussion

This section shows the results for four different ANC simulations. Each ANC simulation
was performed 100 times in order to obtain accurate results. Performance results of
adaptive filters were reported as mean ± standard deviation. Fig. 10 shows the average
MSE for the first simulation. RLS and AL algorithms reached the minimumMSE value
after 150 samples, NLMS and AP algorithms reached around 500 samples, and LMS
reached around 1000 samples.

Fig. 10. Average MSE performance of adaptive filter algorithms for Simulation 1

Mean power and standard deviation of the average MSE values were calculated and
utilized for evaluation as in Table 5. Small power and standard deviation values mean
faster convergence. RLS and AL adaptive filters converged faster than other adaptive
filters. Although RLS filter performed better, it had a significantly higher computational
cost than AL filter.

Table 5. Performance assessments of the adaptive filter algorithms for Simulation 1

Adaptive filter Computation time (s)
t

PMSE
(dB)

σMSE
(dB)

LMS 0.0248 ± 0.0372 16.2237 4.9100

NLMS 0.0209 ± 0.0055 8.0090 2.1511

AP 0.2350 ± 0.0386 5.6985 1.6476

RLS 0.4716 ± 0.0802 −11.1466 0.2640

AL 0.1809 ± 0.0293 −6.5609 0.4442

Table 6 shows the results for simulation 2. LMS and AL algorithm attenuated ambi-
ent noise significantly better than the others. Although the computational cost of LMS
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filter lower than the AL filter, the AL filter performed more stable considering standard
deviation values.

Table 6. Performance assessments of the adaptive filter algorithms for Simulation 2

Adaptive filter Computation time (s)
t

Power of Error Signal
(dB)
Pe(n)

LMS 0.0270 ± 0.0019 −3.9845 ± 0.0758

NLMS 0.0332 ± 0.0016 0.0056 ± 0.1334

AP 5.6195 ± 0.0954 −0.0245 ± 0.1222

RLS 13.0457 ± 0.5606 −3.4346 ± 0.2039

AL 2.3526 ± 0.0440 −3.9927 ± 0.0527

Table 7 shows the results for Simulation 3. In this simulation AL filter attenuated
ambient noise while preserving bowel signals better than others.

Table 7. Performance assessments of the adaptive filter algorithms for Simulation 3

Adaptive filter Computation time (s)
t

Power of error signal (dB)
Pe(n)

Correlation
Corr(s(n), e(n))

LMS 0.0272 ± 0.0014 0.9603 ± 0.0908 0.9620 ± 0.0038

NLMS 0.0333 ± 0.0017 4.4116 ± 0.2302 0.6464 ± 0.0172

AP 5.7599 ± 0.1087 4.4308 ± 0.2469 0.6441 ± 0.0171

RLS 13.1852 ± 0.4335 1.1337 ± 0.1146 0.9432 ± 0.0102

AL 2.3666 ± 0.0484 0.9445 ± 0.0909 0.9639 ± 0.0033

Table 8 shows the results for Simulation 4. In this simulation LMS filter attenuated
ambient noise while preserving BS signals better than others. It can be seen from the
tables that BN effected the performance of the LMS adaptive filter, but the AL filter
performed more stable overall.
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Table 8. Performance assessments of the adaptive filter algorithms for Simulation 4

Adaptive filter Computation time (s)
t

Power of error signal (dB)
Pe(n)

Correlation
Corr(s(n), e(n))

LMS 0.0254 ± 0.0016 −0.5568 ± 0.1334 0.9763 ± 0.0046

NLMS 0.0326 ± 0.0012 −0.2078 ± 1.0882 0.9441 ± 0.0728

AP 5.4839 ± 0.1508 −0.2032 ± 0.4351 0.9393 ± 0.0381

RLS 13.3520 ± 0.2913 0.63955 ± .0381 0.9288 ± 0.2169

AL 2.3464 ± 0.0402 −0.1796 ± 2.0064 0.9522 ± 0.1361

5 Conclusion

Continuous monitoring of bowel activity is desirable to perform research on healing
enhancement after surgery. Noise in clinical environments creates an additional chal-
lenge for automated bowel sound detection systems. In this paper, we evaluated the
performances of adaptive filters and performed simulations for the electronic stetho-
scope that was developed by our group. The findings of this study showed that AL and
LMS filters perform better than others. In terms of computation, the LMS algorithm
is less demanding. The downside of the LMS is it does not have an adaptive step size
control and sometimes converges to unstable filter coefficients that result in outlier val-
ues. As a result, the AL filter algorithm is selected for ANC for bowel activity detection
applications due to its high noise reduction performance and moderate computational
cost. For future studies, the AL filter will be implemented in C language and run using
the developed device in clinical environments.
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Abstract. Since individuals with needs in the general public increased,
the work introduced is a navigation system that will give a solid and
durable obstacle detection and environmental imager and navigation for
the user. It provides minimal cost system to permit navigation. The
obstacle detection is to distinguish the deterrent and guide the visually
impaired (VIP) about a suitable pathway. The framework utilises sensor
based obstacle detection, and sends back buzzer or audio sound as a reac-
tion that warns the VIP about position. The primary technique utilised
by each blind or visually impaired is the strolling stick for identifying
deterrent in which its functionality is restricted, it doesn’t secure terri-
tories close to the head let alone all obstacle. This framework acquires
data about impediments close to the head and provides the right path-
way for the VIP. When utilised with a mobile stick, the VIP is completely
ensured against a snag, and the route is made simple. The environmental
imager and navigation mode is the sound and visual guide for the VIP
which permits users to just touch a button and proposed destination
to the caregiver. This includes GPS and live video feed direction. The
general system is versatile and can be conveyed by a VIP. The accuracy
achieved for the system differs from 94.15% to 99.72%. The percentage
rate of the snag discovery for either indoor or outside varies from 95.40%
to 99.67%. This examination will Increase the VIP mobility significantly.
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1 Introduction

Visually impaired, can likewise be referred to as vision loss, it is a decrease in
the capacity to see, it causes non-fixable issues as standard methods, similar to
glasses. It likewise incorporates those with diminished capacity to have a rea-
sonable vision since they probably won’t approach glasses or focal points. Visual
debilitation causes challenges for individuals with ordinary day by day exercises,
for example, driving, strolling, mingling, and perusing. Vision hindrance is a
significant issue that wean a human being of approximately 80–90% and is a
genuine effect on experts social, and individual life [1]. The WHO measures the
visually impaired (VIP) to be 285 million; most are more than 50 years old,
although, in ongoing social orders, the information on visual impairment and
requirements are ineffectively identified for VIP, whereas, Fig. 1 depicts a pie
chart illustrating the global cause of blindness. Detecting obstacle is one of the
significant highlights which have been considered in the improvement of versa-
tility assistive gadgets for the old. Present-day portability assistive gadgets are
furnished with this capacity as a hindrance finder during strolling either in the
indoor or open condition. Identification of impediments on the pathway is imper-
ative to prevent a crash with deterrents which can make the client experience a
fall. Thus, falls are a major issue in a maturing populace. CDC expressed that
1 out of 3 grown-ups which are 65 years of age and more, falls every year and of
the individuals who fall, about 20% to 30% endure moderate to extreme wounds
that make it difficult for them to live or to get around autonomously [2].

Another choice that gives the best travel help to the visually impaired is the
dog guide. Given the advantageous interaction between the VIP and his canine,
the preparation and the relationship to the dog are the keys to progress for
this strategy. The canine can identify complex circumstances like cross strolls,
steps, possible risk, and more [3]. The client can feel the mentality of his canine,
investigate the circumstance, and provide him fitting requests. However, dogs
are still a long way from being moderate, because it’s around the cost of a
decent vehicle, and their normal life span is restricted, with a minimum of 8
years. Thus, a visually impaired individual utilising a guide dog, which must be
more aware of signs from the pooch than an individual utilising a stick. Then
again, the white stick can just distinguish obstacles up to the abdomen level.
Thus, there are a few sorts of impediments that the white stick can’t identify
because of its measurement, shape, or restriction. Also, the canine won’t advise
the visually impaired person about the need to go amiss from hindrances over
the abdomen level. Notwithstanding, when contrasted with the white stick, the
canine is progressively compelling while managing deterrents underneath the
abdomen level. Outwardly, blind individuals can’t do visual assignments in day
to day life. This makes life hard for individuals who have this medical issue.
Generally, VIP utilises a stick to go to anyplace or to discover a path. For this
situation, they face numerous issues while navigating in a jam-packed spots.

In any case, utilising numerous technologies, their life turns out to be sim-
ple, free, and agreeable. These advances incorporate an Electronic Travel Aid
(ETA), route frameworks and so on, these innovations have some downside [4,5].
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Regular individuals visit numerous spots like shopping centres, businesses, and
so on. On the other hand, those spots are obscure, in which they follow a map
that is available at passages. Individuals can see that map outwardly however the
VIP can’t see that map. This paper assists the VIP to overcome these challenges.
Utilising this proposed system, VIP can without no much effort move on grounds
of any shopping spots, universities, or enormous enterprises. For example, in
outdoor circumstances, handheld GPS frameworks for the visually impaired are
currently accessible. These apparatuses are not useful for neighbourhood navi-
gation, path arranging, and crash avoidance [6]. This paper portrays a system
for a navigation apparatus for the VIP’s. All things considered, there is a lot of
augmentations for it, for instance slants instead of steps, handrails, lifts, etc. In
any case, improvements are limited to express spots and it is difficult for the VIP
to live in most of the propositions spots at present. Especially for daze person-
als who have no visual information, there is a lot of difficulties in the standard
day by day circumstances. These people have a lot of issues to acquire common
information. Moreover, obstacles that are not dangerous to basic people can get
hazardous to them. Even though they use sticks to secure this information, it is
as yet hard for them to walk around in most of the spots. A lot of studies have
not been really up a structure to helps these people.

Fig. 1. Diagram illustrating the global cause of blindness [7].

This paper presents a corresponding solution of deterrent discovery for visu-
ally impaired individuals and an answer for outwardly blind individuals. Util-
ising this proposed framework, VIP can undoubtedly move in different spots,
shopping malls, universities, or huge businesses. In this work, our contribution
and proposition is as the following, an overview of related works about visu-
ally impaired navigation system is evaluated. Key plan factors that are required
in adding to this framework are put forth. We depict the proposed sensor and
Global Positioning System (GPS) receiver for outdoor and indoor navigation
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respectively. We outline the accuracy and impact of the proposed framework.
Lastly, we portray design issues and difficulties in this paper.

Given the reason for this work, its structure and content of the paper is
introduced as follows. With the introduction of comparative studies, it adds
to the idea of the situation, likewise, we additionally assess the systems and
methods utilised which are introduced in Sect. 2. Though, in Sect. 3 we discuss
the strategy just as the materials utilised. In Sect. 4, we set forth the outcome
gotten from the examination. Finally, Sect. 5 concludes the end and discussion
of the contribution introduced in this paper. Moreover, Table 1 gives a rundown
of the abbreviation utilised and its definition.

Table 1. Abbreviations.

Terms Meaning

VIP Visually Impaired Persons

GPS Global Positioning System

ETA Electronic Travel Aid

WHO World Health Organisation

CDC Centre of Disease Control

RFID Radio Frequency Identification

GPRS General Packet Radio Service

MCU Microcontroller Unit

PCB Printed Circuit Board

US Ultrasonic Sensor

PSD Position Sensitive Detector

GIS Geographic Information System

API Application Programming Interface

2 Literature Review

In the most recent years, the exploration networks have attempted to create
arrangements to tackle or limit issues presented from deterrents when a visually
impaired individual is moving all around. Authors in [8] propose an answer that
incorporates glasses with an installed camera and an array that holds 400 termi-
nals and it is associated with the glasses using an adaptable link. Glasses catch
ongoing pictures and pictures are planned into the array depicting dark scale.
The white level has a solid incitement, the dim stage has a medium incitement
and the dark level has no incitement by any means. In any case, this arrange-
ment is obtrusive and requests a major timeframe for adjustment. Authors in
[9] presented an extended white stick that can distinguish objects at foot level,
leg level, and chest level, or even at the head level by using ultrasound sensors.
Dissimilar to past arrangements the Ultracane is incredibly ergonomic, however
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it is excessively costly. On the other hand, authors in [10] deduced a conve-
nient gadget that supplements the long white stick by identifying boundaries
up to 2,5 ms and reports them through acoustic signs or buzzer. Beam is an
answer more affordable than Ultracane yet it needs consistent utilisation of one
of the visually impaired client’s hands. As we would like to think this is certainly
not a decent arrangement since utilising the Ray gadget and a white stick, two
hands of the visually impaired individual are hoarded. Different arrangements
attempt to control clients outside [11–13] or inside [14–17] however they are not
carefully situated for snag location. These arrangements ordinarily use GPS for
outdoors and an instrumented domain for inside. In contrast to every one of these
arrangements, analysts of the SmartVision venture have built up a framework
that joins the utilisation of GPS mix with Radio Frequency Identification Tech-
nology (RFID) to gauge the area of the client. With the help of an exceptionally
structured Geographic Information System (GIS), thus, this framework can tell
the client about relevant data, similar to the nearness of deterrents or adminis-
trations in the region. The framework is additionally ready to compute courses
with explicit goals considering the client’s constraints. The interface with the
RFID is made through a peruser set on an explicitly evolved white stick. This
white stick instrument interfaces with a cell phone using Bluetooth. However,
the interface with the client is created by haptic innovation and text-to-discourse
[18,19]. So also, Blind Guide is focused on both indoor and outdoor situations. It
is non-obtrusive and it does not need the client’s hands to be conveyed. Authors
in [20] plan an inventive indoor route and data framework for any spots, such as
shopping centres dependent on existing innovations. This will be an agreeable
and accommodating framework for blind individuals in shopping centres. This
proposition framework depends on the user’s advanced cell and remote sensors.
Whereas, in [21] they proposed a framework that gives data utilising sound signs.
This framework makes VIP self-subordinate. VIP application can be used after
an effective login by the client utilising it with speech recognition. Authors in
[22] structured a wearable framework for outdoor use which permits the VIP to
recognise and stay away from hindrances. However, in [23] the authors gives a
route and area determination framework for the VIP utilising an RFID. However,
each RFID labeled is customised after establishment with spatial directions and
data depicting the close by places. Authors in [24] structured a smart stick which
is utilised for brilliant route finding for disabled individuals in indoor and outside
condition separately utilising camera. Authors in [25] depict the engineering and
execution of a framework that will assist with exploring outdoor movement for
the VIP. In this framework, GPS and obstacle detection were deduced for the
VIP guide.

3 Methodology

This section involves the behavior, structure, and more perspectives on the
framework. The description is formal and it depicts the proposed system in
general, unionised such that it supports thinking which incorporates the struc-
tures and behavior. The engineering of the system comprises of components of
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the system and the development of the system that will work hand in hand while
using the general framework. An outline is given in Fig. 2.

Fig. 2. The system architecture.

3.1 System Description

Fundamentally, a visually impaired individual utilises a stick as a guide for them
to secure themselves against obstruction. Practically all region is secured with
the stick, for the most part, territories close to the ground like steps and so
on. The proposed framework is explicitly intended to watch the region to the
head and close to his legs. The framework is intended to give full, absolute
route and path planning to the VIP about the environment. It manages the
person along snag freeway and gives data about suitable or obstructed way,
including separation between impediments, with the utilisation of sensors. It
likewise as a Tele-help/Tele-direction framework which is a human guide, in
which the VIP utilises a camera and GPS to help and make a constant path
planning. The proposed system is developed in two modules, obstacle detection,
and environmental imager module. The obstacle detection can also be referred to
as the first step of Electronic Travel Aid (ETAs), while the environmental imager
can be sub-classed into VIP’s and caregiver’s terminal which is the second and
third step of ETAs that is Environment Imager and Orientation & Navigation
Systems (ONS).

Obstacle Detection. This module is the subset of the first step of ETAs which
is obstacle detection and is a device worn by visually impaired it scans the envi-
ronment and surroundings in closed spaces. The devices are tasked with assisting
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VIP by intercepting objects placed in their path. It is compulsory that the pro-
totype proposed has to comply with the size suitable for the VIP for installing
it successfully and for data collection and testing. Thus, the layouts designed for
both printed circuits boards can then be prolonged to add interconnection with
multiple layers suitable following the components for the system. The logical
structure of our system is segmented to this precise sector and is depicted in
Fig. 3. This Section comprehends the activities for hardware installation. The
main components which are ultrasonic sensors and the microcontroller will be
discussed in detail. The next few sections describe the development of hardware
and designing of the system, it also includes discussions compilation of all other
components needed for the system. The module will also possess some of these
characteristics to the user:

• Will be able to detect obstacles.
• Will be able to detect the distance between users and obstacles.
• Will be able to provide a good pathway to the user.
• Will also make the user interact with his surroundings.

Fig. 3. The system description of obstacle detection.

Environmental Imager and Navigation System. This module is the subset
of the second and third classes of ETAs which are Environment Imagers and Ori-
entation & Navigation Systems (ONS) which scan the surrounding in close and
near spaces. This system comprises of getting distanced spaces and acquires data
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Fig. 4. The system description of the environmental imager and navigation system.

through a larger base distributed networks for example Digital Maps, GPS, and
expanded access to the wireless communication networks and the internet. The
innovative class associated with the ONS is determined on guiding the visually
impaired through a remote human guide which is known as Tele-assistance/Tele-
guidance systems. They are given the assignment to assist the visually impaired
to cut off objects on their path and grants appropriate path planning. The logi-
cal structure of our system is segmented to this precise sector and is depicted in
Fig. 4. The module will also possess some of these characteristics to the users:

• Users will have a speed dial to call customer care.
• Users will have a locator (GPS) on so customer care can get user location.
• Customer care will navigate the user through a satellite view and appropriate

path planning.
• Users will also have a camera so customer care can see in real-time.

3.2 System Component

In this section, we describe both modules components and how these components
are used to provide the desired functional capabilities.



Design of a Navigation System for the Blind/Visually Impaired 33

Fig. 5. Block diagram of the obstacle detection system.

Obstacle Detection Component. This module comprises of the user Control,
sensor Control, and output. User control entails switches which will allow the
visually impaired to select the System?s operation mode. The mode of operation
is through Audio and buzzer. These operations are offered to the VIP in taking
output by himself on his own accord. Meanwhile, it might not be preferable for
him in getting the output in one mode he can rely on the other mode. Likewise,
when more of the noise presents itself in the surrounding the buzzer operation
might not be portable for him. Another switch which is also controlled, that
is the initialising switch. Initialising switch can be pressed when the visually
impaired wants to terminate the operation.

This sensor control decides when to alert the sensor to place a measurement,
also receives the output value from the given sensor and simplifies it, and con-
trolling the sensor value. Essentially, that is creating a sensor module. Therefore,
that is making use of an ultrasonic sensor (US) to detect and provide an appro-
priate path. The primary intuition is to evade the obstacle using the simplest
route. Table 3 shows the specification of the ultrasonic sensor used.

Lastly, the output is given to the visually impaired consists of the indication
when the user meets obstacles and provide an appropriate path to the VIP. They
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Table 2. Specifications of the obstacle detection system.

Item Specification

Effective distance of obstacle detection 1.5 m

Effective width for walking pathway 0.5 m

Sensing Environment Indoor and outdoor

Types of obstacle Plastic, Plywood, Concrete, Glass, Wood

Shapes of obstacle detected Circle, Rectangular, Cylinder

Minimum size of obstacle detection 6 cm

Alerting medium Vibration, Audio message

Table 3. Specifications of the ultrasonic sensor used.

Sensor Ultrasonic

Range 0.15–6.45 m

Resolute 2.54 cm

Width ±30◦

Mass 4.3 g

are two output modes, buzzer mode, and audio mode. Users as the privilege to
pick any modes of preference concerning the convenience of the VIP. Sometimes
buzzer is preferable, mostly when there is more noise into the surrounding. Audio
is mostly used relatively when environmental noise is minima and whereas buzzer
might irritation to the VIP. Figure 5 illustrates the block representation of the
system. There are specific functionalities completed by these components. Table 2
shows the specifications of the obstacle detection system.

The environmental imager and navigation system comprises of two modes,
VIP and caregiver?s terminals. In the VIP terminal, the visually impaired initi-
ates a call from the application installed on his phone to the configured caregiver
if he needs support. The visually impaired gets guidance by voice instruction
using headphones. The VIP will be able to initiate a video call when the tele-
guidance session starts and start the video live stream which the caregiver can
see from is terminal. The caregiver will get the notification about call initiation
and termination. This system comprises of the smartphone, camera, headphones,
and a cane.

The caregiver terminal can make use of a tablet or a workstation as a termi-
nal. Thus, it gets and initiates the call and live stream from the mobile device
given to the VIP and gets VIP?s real-time location coordinates with the use of
GPS. VIP can utilise one or more personals as his caregiver, this system grants
caregivers to be able to mediate time and load in the assistance by the availabil-
ity of status info. Thus, it will be studied if there will be an adequate need for
the caregiver to override the visually impaired at a particular instance.
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3.3 Experimental Process

During the test stage, before utilising the system, the modules undergo individual
tests as an integrated system. The advantage of the ultrasonic sensor is its sharp
line of sight and small beam angle. As the ultrasonic sensor executes a principle
based on echo, studies on its reflective characteristics are very important. The
reflection properties were studied on different surfaces, such as, on a concrete
wall, wood, metal, and static human body. Smooth surfaces were detected at a
maximum range of the ultrasonic sensors. Metal surfaces generate the highest
reflections followed by the concrete walls, the wood, and then the human body.
In the system evaluation, a test method was proposed. By covering the user’s eye,
the difficulties in navigation were simulated. Any movement by the individual
with the system is protected from surrounding obstacles. A walking stick is
used in securing the areas below the head and the areas close to the head are
protected by obstacle sensing in the system. To make complete programming we
use microcontrollers and then it is simulated on Proteus to find the efficiency.
There is a low cost in the system by using efficient yet cheap components like a
simple buzzer and an audio module because the majority of the visually impaired
belongs to the lower class of income. There is a distinct goal in the proposed
system, and that is obstacle detection and sending an alert to the VIP through
means such as a buzzer and an audio message. Figure 6 depicts the flow chart
of the systems process. These algorithms for the full process of the system is
analysed as follows:

• Start.
• Initialization of port.
• Microcontroller

• Call to read the US.
• If US ≥ 200 (value of threshold)

• If Yes, then go to 5.
• If No, return to 3.

• US enabled by Microcontroller.
• US is ready to detect an obstacle or threshold.
• MCU gets signals dished from sensors and then calculates US sensor distance.
• The microcontroller ADC converts the analog distance value or threshold into

a digital value.
• The digitised data (distance) or threshold are being sent by the MCU to the

wireless transmitter module.
• A module which is the wireless transmission read the code and send data in

digital form.
• The receiver gets the soften signal and does a form of demodulation, which

is then passed to the microcontroller.
• Decoding and conversion of the value of the distance to TTL logic level data

are being done by the microcontroller.
• The distance value is being displayed by the microcontroller and initiates the

alarm with the value of the given distance.
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• Alarms are being triggered by the microcontroller (buzzer or audio) based on
the individual interest.

• End.

While the environmental imager and navigation system, in testing the ability
to use the system, we will be experimenting by covering the user eyes as this is
part of the experimental study with the system and also analysing the camera
images and GPS component. Figure 7 depicts the communication process of the
systems. Testing the process is as follows:

• 1st step: VIP starts a phone guidance session then gets voice instruction from
the remote caregiver to navigate by the click of a button on the application
installed on his phone. A speed dial will be initiated. The VIP says is intended
destination.

• 2nd step: VIP initiates a live stream and the location of VIP will be sent to
the caregiver.

• 3rd step: VIP follows the guidance in which the caregiver navigates with
adequate path planning.

• 4th step: User terminates the call.

Testing caregiver:

• 1st step: Firstly, the caregiver receives a tele-guidance call from the VIP and
guides him by instructions. He checks VIP to confirm VIP. And tell VIP to
turn on is a smart device.

• 2nd step: The remote caregiver guides VIP and navigates the user through
the right path. And gets the VIP location and navigates him to his desired
destination. Through satellite view and live stream with the help of his smart
mobile device.

• 3rd step: Caregiver gets an indication of call termination.
• Test step: The caregiver acknowledges termination.

Considering the requirements like user criteria, the performance, and the
ability, usefulness, and economic feasibility, thus it can as well be said that the
system considers most of them. In concern with the last requirement that is
economic feasibility, it is clear that the cost is low including the hardware used.
This system can be managed on a large scale were the only disadvantages will
be the lack of connectivity.

3.4 Visualisation

The fundamental point of representation or visualisation is to display all the
results graphically or in a tabular form for easy understanding. Imagining this
information graphically with the help of the system, just so the outcomes of
the experiment are exhibited instinctively. The information perception process
is portrayed as getting and investigating the information, information represen-
tation, structure determination, show the outcome, conclusion, and lastly, the
procedure of representation is refined.
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Fig. 6. The obstacle detection system process.

3.5 Computational Environment

The experiments carried out in this paper were implemented physically and using
simulation software like Proteus, Arduino interface, and android studio. These
are open source and it propels the utilisation of various strategies. They are also
a no-pay and a standard programming condition consisting of a solid suite of
instruments for information examination and factual methods. It takes a shot
on multiple platforms like Windows, macOS, or Linux, and with this, current
highlights can be included. The testing and simulation operation was evaluated
on a pc with, 2.6 GHz and 8 GB RAM. Whereas, the physical experiment was
carried out in both outdoor and indoor conditions.
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Fig. 7. The environmental imager and navigation system process.

4 Results

As stated in earlier chapters, the performance of the system and the accuracy
of the obstacle detection system built is dependent of all the hardware compo-
nents that serve as the transmitter and the receiver for the obstacle detection
module while on the other hand both the caregiver and VIP are required for the
environmental imager module.

Following the specifications, the system detects obstacles present on the path-
ways to get the alarms activated for the output in the receiving end. At this stage
of this report, the proposed system has been completely designed and is fully
functioning so here we will take you through the outcome of the complete system
and highlight the specifications and uniqueness of the system.
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Table 4. Obstacle detection system sensibility towards different angles and distance.

Distance (cm) Measured distance in cm with corresponding angles

– 120◦ 110◦ 100◦ 90◦ 80◦ 70◦ 60◦

30 28.56 28.7 29.15 29.98 29.24 28.65 28.43

50 30.1 45.24 48.62 49.98 48.88 46.1 30.15

70 – 65.2 69.94 70.02 69.62 64.9 –

90 – 75.34 88.56 89.86 88.24 76.2 –

110 – – 105.22 108.42 104.78 – –

130 – – 124.98 137.84 12370 – –

150 – – 144.34 148.68 143.84 – –

170 – – – 168.55 – – –

Fig. 8. The measurement for the distance using an ultrasonic sensor.

Table 4 shows the outcomes uncovered from the sensor, it can identify deter-
rents from 30 cm to 170 cm when confronting 90◦ edges. At the point where the
deterrent is at 10◦ to one side and left of 90◦, then the sensors can distinguish
the conceivable impediment up to 150 cm. The sensors can in any case distin-
guish obstructions at more extensive points for separations under 110 cm. Thus,
it is demonstrated that the framework is sufficient to recognise all prospects of
hindrances that are present along the normal pathway of 50 cm. In light of 50 cm
of way width, the conceivable point of snag discovery can be resolved utilising
the trigonometry condition as represented in Fig. 8.

The sensor accuracy is steady for either outdoor or indoor situations as
appeared in Table 5 and Table 6 for various colours and different sizes of deter-
rents. The level of identification is exceptionally trustworthy for the sensor at
decided situation changing from 50 cm to 150 cm where it has a 20 cm span for
every estimation. The identification score accomplished for each separation fluc-
tuates from 94.15% to 99.72%. Thus, the normal percentage rate of the obstacle
discovery for the surface shades for either indoor or outside differs from 95.40%
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Table 5. Sensors accuracy and average accuracy towards obstacle surface colour.

Surface colour of obstacle Initial distance (cm) Accuracy (%) Accuracy average (%)

Indoor Outdoor

Black 50 99.92 98.84 99.38

70 94.8 96.23 95.52

90 97.19 99.72 98.46

110 95.29 95.75 95.52

130 97.77 94.83 96.3

150 96.54 94.33 95.44

Yellow 50 97.56 95.96 96.76

70 98.43 99.94 99.19

90 98.53 99.72 99.13

110 97.08 98.13 97.61

130 95.86 94.83 95.35

150 96.05 94.33 95.19

White 50 99.84 98.84 99.34

70 97.51 99.94 98.73

90 98.17 97.39 97.78

110 98.98 98.13 98.56

130 97.43 94.83 96.13

150 97.07 94.33 95.7

Red 50 98.14 98.84 98.49

70 95.97 96.22 96.1

90 98.59 99.72 99.16

110 96.6 95.75 96.18

130 96.43 94.83 95.63

150 96.56 94.33 95.45

to 99.67%. These rates of exactness show that the sensor could distinguish the
hindrance accurately for each setting separations. The rate distinction between
the recognition of indoor and outside condition is under 0.05% for the sensor.
This is for each decided separations dependent on a wide range of colour and
sizes of hindrances.

The precision of the sensor towards various states of obstruction has
marginally diminished for various situations at decided intervals. In any case,
the normal level of precision toward various deterrent shape is as yet in worthy
range as shown in Table 7. The exact outcomes express that the normal recog-
nition towards football at 150 cm of good ways from the client is 90.78%. Thus,
the football-size utilised in the estimation is 10.54–10.86 cm, were is viewed as
little, yet the sensor can in any case recognise it. The general exhibitions of the
sensor to distinguish the deterrent are acceptable paying little heed to their size,
shapes, and color of the obstacle.

Every strategy of the experimental coordination is clarified, including the cal-
culation and programming setup like in Figs. 9 and 10. All experiments are effec-
tively performed. The aftereffects of every one of the experiments are recorded,
shown, and talked about in detail. Thus, the key discoveries of the effort in this
part spread the systems execution, precision, and investigation. From the esti-
mation part of the system, the usefulness and affectability of the sensor are of
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Fig. 9. The experimental coordination as the calculation.

Fig. 10. The experimental coordinationas programming setup.

extraordinary significance and are examined in detail. To confirm this, the delib-
erate outcomes are contrasted. The outcome demonstrates that the programming
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Table 6. Sensors accuracy and average accuracy towards obstacle size.

Obstacle size Initial distance (cm) Accuracy (%) Accuracy average (%)

Outdoor Indoor

15 cm× 25 cm 50 99.04 98.4 98.72

70 98.63 98.4 98.52

90 98.78 98.4 98.59

110 98.76 98.4 98.58

130 99.23 99.65 99.44

150 99.68 99.91 99.8

10 cm× 20 cm 50 96.52 96.52 96.52

70 97.97 98.63 98.3

90 98.78 95.96 97.37

110 98.8 98.8 98.8

130 99 98.4 98.7

150 99.55 99.91 99.73

6 cm× 14 cm 50 96.52 97.44 96.98

70 97.97 97.97 97.97

90 95.96 98.78 97.37

110 96.98 99.29 98.14

130 97.69 99.65 98.67

150 99.91 99.91 99.91

Table 7. Sensors accuracy and average accuracy towards obstacle shape.

Obstacle shape Initial distance (cm) Distance measured (cm) Accuracy (%) Accuracy average (%)

Outdoor Indoor Indoor Outdoor

Rectangular 50 48.7 50.42 99.16 97.4 98.28

70 67 69.15 98.79 95.71 97.25

90 87.2 90.44 99.51 96.89 98.2

110 107.2 109.82 99.84 97.45 98.65

130 127.4 130.04 99.97 98 98.99

150 148.19 149.97 99.98 98.8 99.39

Circle 50 52.02 49.42 98.84 95.96 97.4

70 69.95 69.95 99.94 99.94 99.94

90 90.25 90.25 99.72 99.72 99.72

110 107.94 110.54 99.51 98.13 98.82

130 123.28 123.28 94.83 94.83 94.83

150 136.29 136.03 90.69 90.86 90.78

Cylinder 50 50.25 49.96 99.92 99.5 99.71

70 69.79 73.64 94.8 99.7 97.25

90 91.21 92.53 97.19 98.66 97.93

110 108.87 115.18 95.29 98.97 97.13

130 125.62 127.1 97.97 96.63 97.3

150 145.44 147.81 98.54 96.96 97.75

stage is imperative to guarantee effectiveness. Further work at that point incor-
porates the investigation of the system which is intentionally intended to be
enacted when the impediment is identified. Various movement styles of walking
were also considered, this employment is additionally muddled and tested, par-
ticularly in the parts of the human body and the appropriateness of alerts types.
Results from both limited component examination and trial works have demon-
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strated that the sensors are fit for distinguishing different kinds of hindrances
materials, surface color, and size of impediments. In this way, the results show
the accuracy and effectiveness of the system.

5 Conclusion

In the introduced paper, we presented and depicted a safe system for the mobil-
ity of the visually impaired people/ blind. One of the focal points of the system
is, it makes the user mindful about hindrances of the right side, left side, and
front side adequately. We are utilising the benefits of the blind stick and recogni-
tion by sensor investigation. The system gives a total and all-out route and the
correct pathway. We made the incorporation of a mobile stick into the system
since it is supposed to be the most widely recognized method of walking for VIP
with the goal that it tends to be extremely helpful for them. The system can
give precision in recognising hindrances of right, left, and front, with comfort for
the user assuring protection from both head and ground level, it is also low in
cost and an exceptionally low power utilisation. The environmental imager and
navigation system are settled with the possibility that the individual can be ren-
dered help by audio information from a caregiver which gets an actual lifestream
video from the camera of the VIP. In this manner, the utilisation of the full sys-
tem for the VIP and caregiver are all presented and tested. The quantitative
assessment to explore the demeanour given by the VIP including route planning
were put forth. The accuracy accomplished for the system varies from 94.15% to
99.72%. The percentage rate of the snag discovery for either indoor or outside
varies from 95.40% to 99.67%. This assessment will increase the VIP versatility
essentially at whatever point being thought of. This paper is without a doubt a
groundbreaking experience that empowers acing a far-reaching range related to
designing abilities and skill. Given the measures during the study, future explo-
ration is to be considered to give intelligent guidance utilising AI, also utilising a
neuro-fuzzy control calculation into programming the microcontroller is strongly
recommended, joining the framework with RFID, battery observing circuit can
be introduced in the framework. Low flexibly of current will influence the preci-
sion of the sensor. Finally new gadgets for detecting, advances coordinated chips
can be introduced in the system created.
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Abstract. Reliable data access is essential to an increasingly smart automated
and pervasive digital environment. Mobile networks are very important in a fully
connected smart digital world, everything needs to be linked, from people to
vehicles, sensors, things, cloud services and even robotic agents. 5 G wireless
networks currently being deployed offer significant enhancements beyond LTE,
butmay not satisfy the full networking requirements of the growing digital society.
This paper outlines technology which are intended to convert the sixth-generation
6 G wireless network and which we consider to be an enabler for several potential
cases of 6 G use. We offer a detailed system-level perspective on 6 G scenarios
and specifications, frameworks, standards, research activities and 6 G technology
that can either be addressed by enhancing the 5 G architecture or implementing
entirely new communication paradigms.

Keywords: 6G · Applications · Standardization · Research activities · Capacity ·
B5G · Network 2030 ·Wireless communications

1 Introduction

While 5 G has been promoted worldwide, research organizations and universities are
expected to expand beyond 5 G and 6 G into green networks providing high quality
service and energy efficiency. Significant improvements in mobile network architecture
are needed in order to meet potential applications’ demands. The 6 G strategy is to
undergo incomparable breakthroughs and merge existing traditional mobile networks
with the newly emerging space, air and submarine networks aim of providing worldwide
internet connectivity [1].

In other words, the number of new IoE facilities is increasing exponentially, exam-
ples include augmented reality technologies, telehealth, 3D touch, aerial vehicle, brain-
computer systems and self-connected devices like virtual reality, mixed reality, extended
reality and augmented reality. These applications, undermine the original 5 G target of
promoting fast package URLLC services [2].

In other words, a wireless infrastructure must have high reliability, low latencies and
faster data speeds for uplink and downlink devices in order to work effectively using
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IoE technologies like XR and autonomous, connected systems. There will be a range
of unique challenges to addressing this new generation of services, from categorizing
a fundamental rate-reliability-latency balance controlling their efficiency to exploiting
frequencies above sub6 GHz to transforming wireless networks into an autonomous,
smart network infrastructure that provides to orchestrate communication-related control
location flexibly [3].

In order to address these obstacles, an ambitious 6 G wireless network must be
developed, based on the demand and technical trends of IoE applications. The 6G drivers
are a mix of existing developments in emerging technology, modern technologies such
as fitness trackers, smartwatches, implants, Artificial intelligence, X Reality devices,
and more. Latest trends include densification, higher speeds and longer antennas.

This article’s main contribution is a positive, forward-looking 6 G technology vision
outlining the requirements, applications, developments and emerging new technologies
that will guide the 6 G revolution. This project also outlines the latest 6 G services and
sets out a detailed research roadmap and guidelines that will make the leap from current
5 G systems to 6 G easier.

The rest of this article is arranged as follows; section one is introduction, Sect. 2
is summarizing the literature review, Sect. 3 Mobile communications development.
Section 4 provides a detailed description of 6 G: Enabling Technologies. Section 5
provides a brief overview of 6 G Driving Applications & Metrics, and Sect. 6 explains
standardization and research activities. Section 7 discusses challenges and future 6 G
research guidelines. This study is finally concluded in Sect. 8.

2 Literature Review

Authors [4] outlined a vision for 6 Gmobile networks capable of meeting IoE’s growing
needs. They start with a 6 G sketch from the perspective of frequency and space resource
utilization. Then they talked about some attractive recent solutions that could bring the
dream closer to reality. Finally, a number of challenges have been addressed in the 6
G Communication network, which will hopefully serve as a guideline for their future
development.Wenote that their flexibility and versatility are key features of 6Gnetworks
and the design of 6 G networks is a truly multidisciplinary field of science. They did not
cover the effect of 6 G in the fields of medical imaging, semiconductor, spectroscopy,
chemistry and even biotechnology.

Authors [5] outlined a vision for 6 G mobile networks capable of meeting IoE’s
growing needs. They start with a 6 G sketch from the point of view of time, frequency
and space resource utilization. Then they talked about some interesting recent solutions
that could bring the dream closer to reality. Finally, a number of challenges have been
addressed in the 6 G Communication network, which will hopefully serve as a guideline
for their future development. We note that their flexibility and versatility are key features
of 6 G networks and the design of 6 G networks is a truly multidisciplinary field of
science. The impact of 6G in the fields ofmedical imaging, semiconductor, spectroscopy,
chemistry, and even biotechnology was not covered.

This paper [6] recommends a study on wireless use of 6 G in green networks. They
begin with the introduction of the 1 G to 5 G wireless network, which implies a growth
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trend of 6 G to some extent. Then there are three entirely new developments in the latest
technological paradigm shift, including terrestrial and non-terrestrial network conver-
gence, the genuinely smart connections made possible by the omnipresent AI and an
improved network protocol stacking structure. Finally, the emphasis is on technology
that is evolving. New spectrum technologies, such as THz communication and VLC,
as well as new communication paradigms including molecular and quantum commu-
nication, have been discussed which are expected to boost data rates significantly and
become key elements in a stable society. Innovations in key technology, including the
introduction of the bloc chain, flexible and intelligent materials and environmentally
sensitive communication, are also clarified. This project also describes the new 6 G
technologies and provides a comprehensive research road map and guidance, which will
help you move from 5 G to 6 G systems (Table 1).

Table 1. Comparison of previous research.

References Design
factors

6G Drivers Standards Spectrum Applications R&D groups

[7] ✓ ✓ ✓

[8] ✓ ✓ ✓

[9] ✓ ✓ ✓ ✓

[10] ✓ ✓ ✓

[11] ✓ ✓ ✓

[12] ✓ ✓ ✓

Proposed
study

✓ ✓ ✓ ✓ ✓ ✓

3 Development of Mobile Communication

Telecommunications technology seems to have progressed over many decades after first
generation began in 1980, next generation began in 1992, 3 G started in 2001, 4 G started
in 2011 or LTE Long Term Evolution, and the lastly 5 G network is expected in 2020 [6].
4 G supports 1 Gbit/s for low mobility and 100 Mbit/s for high mobility at present. The
last 5 g has a 10 GBit/s rating for low mobility and a 1 GBit/s rating for high mobility
and a 15 ms latency of 4 G and a predicted 5G rating of approximately 1 ms [13].

The first mobile generation Telecommunications technology seemed to have evolved
on the basis of the analogue system over the decades of contact in the 1980s. The most
common analogue 1G systems in the United States are the AdvancedMobile Phone Sys-
tem (AMPS). Nordic Mobile Telephone (NMT), TACS and a range of analogue devices
have also been on the European market in the 1980s. Both 1 G standards use speech
signal frequency modulation techniques. The cell spectrum was divided into a range
of channels not efficient in terms of the available radio spectrum, thereby limiting the
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number of calls received at any point. Analogue systems are based on circuit technology
and communicate only voice and data [14].

Second generation was launched at the end of the 1990s. Wireless technology is
used by second generation mobile phones. With a data rate of up to 64 kbps, GSM was
the first second generation system to be used for voice communication. Because of the
low power radio signals, the 2 G cell phone battery lasts longer. Services such as SMS
Short message Service and email are also offered. GSM, Code DivisionMultiple Access
CDMA and IS-95 were the main technologies [15].

The third generation (3 G) wireless networks offer 2 G and 2.5 G backwards compat-
ibility. The 3 G technology was initially developed for high-speed Internet connectivity
and different forms of web surfing applications. The 3 G standard offers some attractive
facilities, one of which is video conferencing, which allows several parties to commu-
nicate face to face even though they are at a long distance. This service is beneficial for
business sectors where video conferencing takes place at different conferences. 3 G also
offers multimedia, video, gaming and internet connectivity facilities at a very high data
rate [16].

4 G provides mobile networking opportunities to provide quicker and improved
connectivity experiences for mobile broadband and to continue to expand, providing
moreflexibility in communication and secure and real-time connections. The air interface
represents a significant advance of 4Gandhas implemented a streamlinedAll-IP network
architecture. This is a fundamental benefit over 3G since the functionality of the RNC,
and the BSC Base Station Controller is distributed between the Evolved Node B (eNB),
servers andgateways.However, since the 4Garchitecture enables interoperationbetween
various wireless technologies, the networks have a more significant effect on network
efficiency and security [17].

The fifth generation of mobile communications, the goal of 5 G, is to bring about
revolutionary changes in data speed, latency, network stability, energy efficiency and
significant convergence. It not only utilizes the latest spectrum ofmicrowave bands (3.3–
4.2 GHz) but also makes the most of the most revolutionary use of the millimetre-wave
band, substantially high speeds (up to 10 Gbps). 5 G applies innovative access technol-
ogy, including the Beam Multiple Access Division (BDMA) and the Dual Carrier Filter
Bank (FBMC). Many new technologies are implemented into 5 G to increase network
performance: bigMIMO capacity enhancement, network mobility software-defined net-
works (SDNs), spectral quality system (D2D), network traffic reduction Information-
Centric Networking (ICN) and rapid roll-out of various services [12]. IMT 2020 pro-
posed three major 5 G scenarios for implementation: improved eMBB broadband net-
work, ultra-reliable and low-latency (URLLC) communications, and mass-server-style
mMTC communications [18].

Over the last two decades, cellular networking technology has evolved steadily from
the 2 GGlobal Mobile System (GSM) to the 4 G Long Term Evolution-Advanced (LTE-
A) system. The primary reward was more bandwidth and less latency. Although the
actual rate of data transmission is throughput, latency depends primarily on how fast
each data stream moves. Some related parameters, such as jitter, inter channel inter-
ference, connectivity, scalability, energy consumption and compatibility with legacy
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networks, are also taken into account when developing new mobile technologies along
with throughput-based efficiency improvements [13] (Table 2).

Table 2. Comparison of 4G, 5G & 6G.

Features 4G 5G 6G

Time 2010 2020 2030

Spectrum 2–8 Ghz 3–300 GHZ 95 GHz to 3 THz

Data rate 100 MBS 20 Gbs 1 Tbs

Mobility 350 km/h 500 km/h >1000 km/h

Bandwidth 1.25–20 MHZ 0.25–1 Ghz Up to 3 THz

AI integration No Partial Fully

Automation integration No Partial Fully

Xr No Partial Fully

4 Sixth Generation Enabling Technologies

In order to facilitate and ensure the quality of the above-listed services, it is essential to
integrate a cohort of new disruptive technologies into 6 G. Small cells to small cells: the
need for higher data rates and SEEs in patterns 1 and 2 everywhere motivates exploration
of higher frequency bands above 6 GHz in 6 G in any case. This includes advanced mm-
wave technology to make handheld mm waves possible in early 6 G systems. As 6 G
advances frequencies beyond the mm waves, the Terahertz (THz) band may have to be
used. The scale of 6 G cells must be decreased from small to microcells by using higher
waves and THz frequencies [19].

Every generation up to 5 G will continue to be subject to the three basic dimensions:
spectral spectrum, spectral efficiency and spatial reuse: 6G. RF technology can increase
power in low bands and allow better use of spectrum. There is a chance that the spectrum
will be increased at least tenfold by using terahertz frequency bands. The use of MIMO
bands will increase spectral efficiency not only in centimeter wave but also in millimeter
wave MM Wave bands as we switch from analogue to hybrid to digital beams in the
lower mm-Wave bands. With huge MIMO costs dropping, even larger arrays can be
deployed to improve spectral efficiency further.

Network densification will undoubtedly continue to grow – not only because of
capacity but also to have more excellent coverage at higher frequency ranges, higher
data rates and greater reliability.

Much broader spectrum access is also available; sharing between operators with
already licensed SDR-powered spectrum andAI/ML-powered spectrumwill allowmuch
higher reuse of spectrum. Effective reuse of spectrum is especially important in lower
bands as they have strong non-linear optical propagation characteristics (NLOS), and
their spectrum resources are limited [20] (Fig. 1).
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Fig. 1. 6G main Applications, trends, and technologies [21]

4.1 Terahertz Communications

The terahertz frequency band, the last radio spectrum range, is 0.1 to 10 THz and is con-
sidered to be a terahertz distance. The Terahertz strip is designed to offer exceptionally
high performance, low latency and brand new devices up to the data speed of Tbps. In
mill metric wavebands where network bandwidth is seldom 1 GHz, this might not be
feasible. The first IEEE 802–100 Gbps project, IEEE 802.15d, was authorized in March
2014, although there was no standard business plan available. The Terahertz range offers
a variety of wireless communication advantages, including broad bandwidths>50 GHz,
allowing Tbps links, higher frequency, short wavelengths with wide resolution and short
time-domain pulses for high resolution sensing and positioning [22].

In other words, Terahertz communication is designed as a key 6 G technology that
requires 100+Gbps data rate, one-millisecond latency and other performance metrics.
THz would fuel a number of groundbreaking emerging technologies as a robust wire-
less network, including advanced WLAN networking systems such as Tera-WLAN,
Terahertz network backhaul and other long-awaited new paradigms. While the carrier’s
change to higher frequencies is noticeable, it is still difficult for mm-wave systems to
consider a TBP data rate that is limited by the overall precision of the usable bandwidth
of less than 10 GHz. Next door to the mm-wave band, with four strengths: 1) tens to
100 GHz broad resource band; 2) second-level pic symbol length; 3) thousands of anten-
nas with a long integration sub-millimeter; 4). Extreme interference without legacy THz
(0–10 GHz) has demonstrated its ability as the key wireless technology to fulfil future
6 g wireless device requirements [23].



52 S. Abdullahi and F. Al-Turjman

4.2 Artificial Intelligence in 6G

The architecture of six G networks is enormous, multi-layered, complex, diverse and
heterogeneous. Also, 6 G networks will facilitate smooth communications and provide
a wide range of QoS requirements for a wide range of devices, as well as process
large amounts of physical data. High computational capacities, cognitive capabilities,
optimization of expertise and intelligent recognition capabilitieswhich can be used in 6G
networks to intelligently optimize performance, discover knowledge, advanced learning,
organization of systems and complicated decisionmaking.With the aid of AI, we present
the intelligent 6 G network architecture that is supported by AI. That is divided mainly
into four layers: smart sensing, data mining and analytics, intelligent control layer and
smart application layer [24].

4.3 Big Data Analytics for 6G

BigDataAnalytics is the first natural application ofAI. Four types of 6G analytics can be
used, namely descriptive, diagnostic, and predictive and drug analysis. Descriptive ana-
lytics provides an overview of network performance, traffic profile, channel conditions,
user perspectives and so on in historical data. It dramatically increases the perception of
the situation of network operators and service providers. Diagnostic analytics allows the
independent detection of network faults and malfunctions, the detection of root causes
of network anomalies and the subsequent improvement of network reliability and pro-
tection. Predictive analytics uses data to predict future events, including traffic patterns,
user locations, and user behavior and preferences, as well as resource availability. Pre-
scriptive analytics uses predictions that include resource management, network slicing
and virtualization, caching, edge computing, etc. Note that a wide-ranging collection
and analysis of data raises concerns about data privacy, security, ethics and ownership.
The 6 G architecture and protocols are also designed to preserve data security, privacy
and dignity. At the same time, it is equally necessary that legislation and regulations be
formulated in the sense of 6 G to address data ethics and ownership, taking into account
the need for a fair risk and profit balance [25].

4.4 Holographic Communications

Holographic communication is one of the glamor of the 6 G period Hologram is a Three-
dimensional technology that tries to manipulate beamed light rays to the target and then
uses a recording instrument to capture the resulting interference pattern. Indeed, 3D
images are not sufficiently transmitted without a stereo voice to demonstrate the charac-
teristics of the presence. The 6 G era will motivate the development of a platform for the
capture of multiple physical presences in each configuration by reconfigurable stereo
audio. In other words, entities have the freedom to interact and modify the holographic
and video data received if necessary. Holographic data should be supplied by secure
network connections, with high bandwidth [26].
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5 6G Driving Applications and Metrics

Innovative technologies power every new generation of cell systems. 6 G is nothing but
the groundbreaking development of innovative new technologies and technical develop-
ments to shape their efficiency targets while redefining 5 G standard services. 6 G is no
exception. In this segment, we will introduce the main applications which will inspire
6 G implementation, followed by technical developments, goal performance indicators
and the new service requirements. Although traditional applications, including live mul-
timedia streaming, remain central to 6 G, four new applications will be fundamental
driving forces for system success [19].

5.1 Multisensory XR Applications

Innovative technologies power every new generation of cell Cross Reality will create a
range of AR/MR/VR 6 G killer spectrum applications. Since it cannot have very low
latencies for data-intensive XR applications, all sensory inputs are still not completely
capable of being received in the next 5 G networks. A real immersive AR/MR/VR expe-
rience calls for a comprehensive specification that covers not only wireless, computer,
storage but also human senses, cognition and physiological perception requirements. For
this reason, it must also take into account minimum and maximum perceptive parame-
ters and limitations during the development process (computing, encoding) in order to
combine the physical parameters of the user with the conventional.

5.2 Orbital Angular Momentum Communication

A broad analysis was performed on an orbital angular momentum (OAM) called the
electromagnetic wave vortex. The phase-turning factor of the radio vortex signals is
exp(-jl) relative to the conventional electromagnetic (PE) wave-based plane. The key
advantages of OAM are the electro-magnetic wave characteristics associated with beam
vorticity and phase specificity, which have an infinite number of own states (i.e. orthogo-
nal modes) that improve transmission capability and theoretical spectral efficiency over
a wide range of channels. OAMhas opened up a new layer of electromagnetic wavemul-
tiplexing, which will provide a new way to significantly increase spectrum efficiency
and is expected to be introduced for future 6 G wireless communication networks [22].

5.3 Tele-Operated Driving

Telecommunicated driving is a remote operating system that enables car remote control.
The Smart Transportation System (ITS) refers to this concept. This application needs to
satisfy the requirements, namely extremely low latency, highly reliable connection and
the highest level of safety. In order to support this feature, vehicles must also enhance
collision prevention by combining the sensors on a specific avoidance algorithm. The
concept will be used in several segments, starting with the industrial and the military
ends [27].
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5.4 Robotics and Autonomous Systems

A variety of automotive technology experts are currently studying vehicles and wired
cars. The 6 G systems are used for the attachment of robots and the implementation
of autonomous systems. The UAV drone delivery system is an example of this kind
of system. An automated 6 G wireless communication vehicle will radically change
our everyday life-styles. The network of 6 G is intended to contribute to the develop-
ment of self-propelled cars (stand-alone automobiles and non-driving vehicles). A self-
driving vehicle looks to the world through a combination of different sensors including
light-sensing and light-spectrum, compass, radar, GPS, vibration, odometer and inertial
measurement units [28].

6 Standardization and Research Activities

A short overview of 6 G research and standardization activities is given in this section.
Overall, manufacturing organizations and governments launched 6 G activities with a
view to evolving and defining the 6-G system and modifying the framework in addition
to the wireless business model.

The FCC expanded the scope to establish in the United States a new category of
experimental licenses of 95 GHz to 3 THz. IEEE introduced the IEEE Future Network
under the banner of “Enabling 5G and beyond.” In order tomeet the service requirements
of future networks by 2030 ITU-T Group 13 also has established an ITU-T Focus Group
Innovation Network 2030. In order to develop key technologies for 6 Gmobile networks,
SamsungElectronics has opened a research and development facility. In order to speed up
the production of solutions and standardize 6 G, Samsung carries out extensive cellular
technology research, with the next-generation telecom research team being turned into
a Centre.

The 6 G research activities under Finland’s flagship program were initiated at Oulu
University. 6 G Flagship research is grouped into four common research components:
wireless networking, distributed computing, infrastructure and applications. For impor-
tant technical components of 6 G systems, scientific innovations will be made. ITU-R’s
ITU Radio Communications Sector 5 G standardization activities were based on IMT-
2020. ITU-R is therefore expected to release IMT-2030, which will summarize possible
mobile communications requirements by 2030.

A successful first 6 G wireless summit was held in Lapland, Finland, in March 2019.
Academics, industry experts and suppliers from all over the world conducted a wide and
successful debate. The summit was attended by leadingwireless networking researchers.
The summit was also attended by the world’s leading telecommunications firms. The
Summit will open discussions on key topics such as the motivation behind 6 G, the move
from 5 G to 6 G, the evolving 6 G market and technology support.

7 Challenges and Future Research Direction

To incorporate 6 G communication systems effectively, a range of technical challenges
must be overcome. Some possible problems are briefly discussed below.
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Terahertz Band: the THz band is the largest wireless 6 G limit. Although high levels
of data are obtained, high frequencies are amajor challenge in resolving high road losses.
For long-distance communication, atmospheric absorption and transmission losses are
very high. This is an exciting subject to explore. The massive bandwidth means that new
Multi-Path models need to be designed to solve the frequency dispersion problem.

Network Security The wireless 6 G network links not only smartphones but also
intelligent automation, AI and XR. It should therefore be considered modern secu-
rity techniques using advanced cryptographic methods, including physical layer safety
techniques and low-cost network protection techniques, low complexity and too high
security.

8 Conclusions

The rising demand for 5 G telecommunications technology in 2030 has not been met.
Research in 6 G should also be undertaken to achieve its objectives by 2030. New
features in 6 G and future applications and technologies to be implemented in 6 G are
presented in this report. The fundamental problems in 6 G technologies are discussed
here. It is concluded that 6 G will improve network power, merge various technologies
and enhance the QoS offering a super-smart companywith the entire network connected.

Ultimately the 6 G network can hit terabit speeds per second and an average of 1000
plus. Instant holographic networking in wireless nodes is always available everywhere in
10 years (2030-). The future will become an utterly data-driven society in which people
and objects (thousands of seconds) are almost instantaneously connected.
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Abstract. With the increasing demand of electric power and pressure of mitigat-
ing GHG emissions, electric utilities are inclined towards increasing the renew-
able capacity in their electricity mix. Solar photovoltaic systems, being one of
the major contributors in sustainable energy production, cover a vital portion of
global cumulative installed renewable capacity. To ensure the optimal efficiency
and avoid any forthcoming outage, monitoring of photovoltaic plants is an essen-
tial element of integrating renewable into current generation systems. Authors
review the types of photovoltaic plants based on configuration and the parameters
that are optimal for energy monitoring. It also includes the measuring techniques
for the different parameters of monitoring. Familiarity with these parameters and
their measuring techniques is essential in development of an efficient photovoltaic
energy monitoring system. Various components of these monitoring systems are
exposed to extreme weather conditions which reduce their life span. In addition,
the efficiency of the photovoltaic modules degrade over time and the cost and
complexity of energy monitoring systems limits their usage at a larger scale.

Keywords: Energy monitoring · Photovoltaic plants · Grid-connected · IoT

1 Introduction

As the energy demand increases, electric utilities are under high pressure for incremental
production as well as finding new and reliable resources for power generation. With the
current global warming crises, utilities are more inclined towards finding sustainable
power resources. The use of fossil fuels for electricity production seems inevitable in
foreseeable future, but renewable energy seems to be digging a strong foundation for
long term utilization along with the help of material sciences laboring to reduce the
carbon footprint [1]. Renewable energy can be defined as any persistent and repetitive
energy source naturally available in environment, whereas the non-renewable energy
can be defined as the underground non-replenishable static sources of energy extracted
by humans [2]. Importance of renewable energy can be realized from different factors
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measured in our local or global environment. Carbon Dioxide and other Green House
Gas concentration in atmosphere is increasing rapidly every year. CO2 abundance in
atmosphere has up surged to more than 410 ppm in the beginning of year 2020 from
360 ppm almost two decades ago. Moreover, other GHGs have also increased to 1.6
annual GHG index, making the CO2 equivalent concentration of GHG up to>500 ppm
in the atmosphere today [3]. In addition to that, radiative forcing of carbon dioxide
has increased almost 60% in last three decades [4]. Energy consumption for the year
2019 saw the highs of 627 quad BTUs, which is projected to increase to 910 quad BTUs
with in next three decades [5]. With the set pathway that is being followed, the climatic
risk are unavoidable and global warming is inevitable. This calls the attention towards
utilization of clean and environmental friendly energy resources, to avail the renewable
resources present in local environment for the better future.

Another way to cope with this increasing demand of energy is the efficient use of
energy on each and every node from production till consumption. Efficient use of energy
saves up tonnes of GHGs, and is projected to be one of the far-reaching contributor in the
measures taken for climate change mitigation [6]. One of the key factors in the effective
implementation of efficient energy usage is energy monitoring. Energy monitoring is an
efficacious technique practiced by utilities and consumers.

Solar energy, first in the line of renewable energy resources, is an abundant and
sustainable energy source used since ancient times to harness energy has evolved a lot in
recent times and used in multiple ways to produce energy such as photovoltaic, thermal
electricity, and solar fuels [7]. In the light of its contribution towards healthier energy
production, government of various countries have provided subsidies to consumer and
utilities for adding solar energy into their energy mix, which has led to a global increase
of cumulative installed capacity of solar panels to more than 620 GW in 2019 [8]. With
this constant increase in the solar energy, it is now necessary to monitor the photovoltaic
energy production to predict and resolve unwanted circumstances [9].

2 Photovoltaic Energy Monitoring

In addition to the global increase of installed photovoltaic energy capacity, to overcome
the global climate crises industrialists have taken a step towards photovoltaic energy,
which forecasts a skyrocketing rise in photovoltaic plants in coming years [10]. Therefore
monitoring is necessary to achieve desired results in photovoltaic energy as a number of
factors affect control the optimal outcome of generation. For instance, partial shadow-
ing of photovoltaic panels cause somewhere around 10–20% energy loss annually [11].
Consequently, different monitoring technologies have been developed to sense undesir-
able events, such as production loss due to climatic or geographical conditions etc. and
tackle them to achieve optimal potential of photovoltaic panels [12]. With the increase in
solar energy installation, the monitoring systems are becoming more and more sophisti-
cated with a lot of research and development being labored to yield an effective and low
cost monitoring system. This section provides an overview of photovoltaic monitoring
systems.

The basic elements of photovoltaic monitoring system includes sensors, signal con-
ditioning unit, personal computer, and system control unit. First and foremost element
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of monitoring system ‘sensors’ measure the variables in real time which are then fil-
tered, amplified, and processed by signal condition unit. The microcontroller in this unit
transmits the conditioned signal to a computer which instructs the system control unit
based on analysis and user commands [10].

2.1 Classification of Photovoltaic Systems

Photovoltaic systems can be categorized based on various factors which includes con-
figuration, connection type etc. Among these categories grid connected and stand-alone
photovoltaic systems are the major configurations, whereas they can be connected to
hybrid systems and other utilities. The major classifications of these systems based on
their configurations are further explained as follows.

Stand-Alone Photovoltaic Systems. Stand-alone photovoltaic systems, also known as
direct coupled photovoltaic systems, as the name suggests are directly connected to
load. These systems are subcategorized based on their availability of battery connection.
With the absence of storage element, these systems are functional only during the day
light, provide optimal output energy when used with maximum power point tracking.
These systems, when used with storage element, require some additional components
for battery safety such as charge controller to prevent any damage by disconnecting the
generation and load side during faulty conditions [13].

Grid Connected Photovoltaic Systems. Grid connected photovoltaic systems com-
prises of photovoltaic panels, power conditioning unit, and distribution panel. The DC
power generated by the panels is converted to AC power by the power conditioning unit.
Themajor function of the conditioning unit is the conversion of DC toACwith respect to
the requirements imposed by the connected grid. As the name suggests, that these photo-
voltaic modules are connected to grid, so functionality of conditioning unit is to mind the
voltage, frequency and power impositions of the connected grid. A bi-directional inter-
face is provided by a distribution panel between the output of power conditioning unit
and grid/on-site load. These on-site distribution panel allows the electricity provision
directly to AC load and/or grid system [14].

In addition to these major categories of photovoltaic systems, there are hybrid sys-
tems as well which include Wind-Photovoltaic and Diesel-Photovoltaic hybrid system.
These systems are integration of photovoltaic with wind turbines, or diesel generators
which can havemultiple configuration topologies in accordancewith the aforementioned
configuration schemes.

2.2 Energy Monitoring Variables

The sporadic nature of solar energy does not allow regular power output and the fluc-
tuations may result into grid stress [15]. The richness of monitoring system can be
contemplated by the selection of variables to be measured which are to be selected
based on British Standard BS IEC 61724 [16]. Regardless of the configuration topology
of photovoltaic panels, some of the most important monitoring variables include solar
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radiation, ambient and module temperature, and the panel’s voltage and current. Table
1 enlists the essential variables that are covered by a photovoltaic energy monitoring
system, whose measurement techniques will later be discussed in detail.

Table 1. Energy monitoring variables for photovoltaic panels.

Configuration system Variables

Stand-alone system i Output:
Voltage, Current, Power

Grid connected system i Output:
Voltage, Current, Power, Energy
ii Current & Power:
To and from utility grid
iii Grid Voltage

i Irradiance
ii Temperature:
Ambient air, PV Module
iii Wind:
Speed, Direction, Humidity,
Atmospheric pressure

2.3 Measurement of Variables

Measurement of the monitoring variables is a sensitive and crucial part of energy mon-
itoring systems. These variables depict the conditions of photovoltaic systems and the
atmosphere around it, which help maintaining the stability of system and preventing it
from any forthcoming faulty conditions. The parameters of photovoltaic modules and
the atmosphere that reflect the major contribution, such as current, voltage, temperature,
and solar radiation of monitoring system are mentioned in Table 2. Current measure-
ment plays an important role in the stability of the system and can be measured with
a number of different methods which follow discrete working principles [17]. Voltage
measurement of photovoltaic plants is dependent on the type of configuration, to mea-
sure different level of voltages at different nodes of generation and transmission system.
An estimate of 45% increase in electricity demand is forecasted within next two decades
[5].

With such expected high demands, when grid connected photovoltaic capacity
increases, inevitably the stress on the grid system will increase with the variation in
the voltage level. Consequently, it is of utmost importance that the voltage levels of
the photovoltaic plants should be monitored to forecast any system outage [18, 19]. In
addition to these, measurement of solar radiation at the site of photovoltaic plant is of
crucial importance as it determines the generation potential of any photovoltaic panel
[20]. Furthermore, the temperature measurement of the photovoltaic panel and the atmo-
sphere around it is a key factor in achieving the optimal efficiency as vital portion of the
solar radiation received by the photovoltaic panel results into its higher temperature [21].
Table 2 also mention different classifications and methods of measuring these variables.
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Table 2. Photovoltaic energy monitoring variables.

Measurement variable Working principal Method

Current Ohm’s law Shunt resistor
Trace resistance shunting

Faraday’s law of induction Rogowski Coil
Current Transformer

Magnetic field effect Hall effect
Magneto resistance effect

Faraday effect Polarimeter detection
Interferometer detection

Voltage Resistive potential divider
Potential transformer
Capacitive coupled voltage transformer
Electro-optical voltage sensor

Solar Radiation Thermoelectric
Thermos-mechanical
Photoelectric
Calorimetric

Radiation sensor

Temperature Thermocouple
Resistive temperature detector
Thermistor
Silicon temperature sensor

3 Components of Monitoring Systems

A wide range of instruments are used for measuring the variables of monitoring sys-
tems mentioned above. Selection of these instruments is a process of precision, as these
functional limitation of these components define the efficiency and reliability of themon-
itoring system. Selection of these components is dependent on various factors including
scale of photovoltaic plant, cost limitations, location, and environmental restrains etc.
some of the major components used in the development of measuring unit of monitoring
system are mentioned as follows.

Sensors: Current, Voltage, Temperature, Solar radiation, Wind speed, Hygrometer,
and Barometer.

Data: Acquisition, transmission, storage, and analysis system.

4 Challenges of Photovoltaic Energy Monitoring Systems

Solar energy harvesting have seen its peak in this decade and photovoltaic systems are
gradually becoming more and more sophisticated. With this advancement, trailblazing
energymonitoring systems are following the path alongwithwhich comes hindrance due
to the wide range of instruments used in the practical application. As mentioned previ-
ously, different sensor and components, installed on-site bear harsh climatic conditions.
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These environmental conditions such as high temperature, long exposure to sunlight, and
corrosive environment etc. may result into short lifespan or inaccurate measurements,
eventually the reliability of the sensors and other components reduce over time.

With this reduced reliability of sensors, the timely transmission of measurements
can also be questioned, as delayed transmission consequently results into delayed anal-
ysis, processing, and commanding the system. One of the major challenge faced by the
researcher is the degradation of photovoltaic modules and the system as a whole, as dif-
ferent parts of the energy conversion system, under different environmental conditions,
have different effects on the power output of the module and this degradation continues
over time.

5 Discussion

Working condition vary for each and every individual site of photovoltaic plant, which
results into discrete selection of sensors and other components for particular photovoltaic
plant. Depending on the scale of PV plant, shunt or Hall-effect sensors are used widely
for currentmeasurements. Former sensor is low cost but inaccurate at high current values,
whereas the latter is a high cost, high accuracy sensor. Other sensors are either costlier
or have practical constraints which allows usage in particular situations only. Voltage
measurement is carried out with the help of potential divider, potential transformer,
and capacitive coupled voltage transformers, which are used for low, medium, and high
voltagemeasurement respectively. Solar radiation sensors are used based on the working
principle required such as conversion of solar heat into electric signal or measurement
of diffused radiation etc. Lastly, for the temperature measurement of the modules or
the air ambient temperature on-site of plant, thermocouples and resistive temperature
detectors are examples of widely used sensors. Former has the tendency of inaccuracy
and non-linearity with temperature, whereas the latter has high accuracy and varies
linearly.

6 Proposed Protective Measures

With the rapid research and development, energy monitoring systems are becoming
more futuristic. From the measurement of monitoring parameters to data processing,
till the handling of forecasted events, every step has a room for improvement. The
outdoor sensors exposed to extreme conditions, especially in sunlight can have face over
temperature inside the equipment for which the high endurance against temperature
must be ensured for optimal efficiency and reliability. In-person visual checks should be
performed more often to make sure of the accurate conversion system operation. Table
3 mentions few protective measures that should also be followed to ensure operation of
outdoor equipment against corrosive environment.
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Table 3. Suggested measures for protection of monitoring systems.

Parameters/Components Suggestion

Cables Use of protective cable boots to increase endurance against harsh
climate and corrosion

Calibration End to end calibration must be carried out to avoid offset errors in
outdoor environment

Temperature Sensors and other components which are directly exposed to
sunlight should have high endurance rating against intense
temperature

Measuring Errors Ensure the precision and omission of measurement errors to
acquire true value from sensors

Measuring Individuals High frequency of data acquisition, in other terms larger data set
with short recording intervals should be ensured for early
forecasting of failures

Examining Interval In-person visual checks should be performed more often to ensure
the accurate operation of in/out-door equipment

7 Conclusion

An extensive overview of types of photovoltaic plants, their energy monitoring systems
which include the parameters to be measured for efficient monitoring and the sensors
used for the measurement of given parameters are detailed. Covering each and every
individual sensor is improbable due to complexity and time constraints. Overview can
be further expanded to cover the different case studies which have followed mentioned
working principles, and comparison can be made in the efficiency results of individual
sensors. Hopefully the collective information covered in article can come in handy while
developing an efficient photovoltaic energy monitoring system.
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Abstract. The work proposed in this paper is the application of machine learning
techniques in recognizing patterns and predicting student success rate on the bases
of their performance on their previous grades in this IoT era. With this, using
machine learning algorithms improves predicting student grade efficiently. This
method is implemented with their previous academic data for students present
in the tertiary institution. However, the education system of students in Portugal
have enhanced during the past decades. Precisely, the inadequate achievement of
success in critical courses like the Portuguese language and also Mathematics
is a grave issue. In this paper, we intend to analyze student’s success in tertiary
institutions using ML techniques. Real-world raw data were received by using
existing data from the school. The two core courses were modeled, also four
ML techniques were tested. The results gotten shows that student success rates
can greatly be instigated by their previous performance. With the direct outcome
of the research, a more adequate predicting tool can also be developed, which
improves education quality and enhances resource management for schools. This
study is said to increase student performance greatly if taken into consideration.

Keywords: Educational system · Linear regression ·Machine learning · Support
vector machine · Neural networks · K-nearest neighbors

1 Introduction

Tertiary institutions are priority stations for greater knowledge. Reservation of Students’
concerning an institution is a matter of soaring interest [1]. Some studies have been
carried out in universities sitting out dropout rates of students, this problem highly
increases in the early year due to support lacking, during their undergraduate course.
A first-year undergraduate is referred to as a year of Make or Break because of this
[2]. Without support with regards to student course or complexity, this may lead to
demotivating the student and can be a cause of withdrawer for that particular course [3].
There will be an important aspect to deploy a way in supporting students to be retained
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at a higher education institution [4, 5]. Prediction grades early is a way out that as the
potential in monitoring the progress of these students concerning their degree courses
which are taken at the university and this will give rise to the student process of learning
base on grades being predicted.

Recognition of pattern has these functions. a) The extraction of features (measuring
and selecting properties representation of input raw data in a form that is reduced).
b) Matching patterns (comparing input patterns in referencing patterns with the use
of distance measuring). c) Memory reference template (the input pattern is compared
against it). d) Making decisions (in finding out the closest nearest reference template to
the given input pattern) [6]. Amongst the entire stated unit, the more crucial component
is a matching pattern, which locates the best coordinate and the distance-related between
the reference designs and the obscure test input. Patterns are a discrete sequence of real
numbers, sequence index is usually being defined at times [7–9]. The rate of success
relies mostly on how the pattern test is close to the templates reference [10]. Moreover,
due to the noise and distortion givenwhile handling the pattern test, this similarity desired
may deteriorate, whereas consequently the process may lapse in that one and may begin
making mistakes in matching.

However, with this, institutions need to make advancement in developing an educa-
tional model that asserts on the implementation of ICT (information and communica-
tion technologies), this could offer a high functioning tool inequality in social respon-
sibility and opportunities, and also encourages knowledge construction process [11].
Technology-enhanced learning (TEL) is known as applying technology to the processes
of teaching-learning. Using digital technology in having the goal of enhancing the expe-
rience of teaching-learning, iswhat this term is coined from. TEL relevance has increased
due to the emerging number of huge technological resources which aids in the devel-
opment of student critical thinking [11]. TEL incorporates a large number of emerging
technologies like, LMS (learning management systems), mobile applications learning,
augmented and virtual interventions, services learning in the cloud, networking, etc.
[12].

Some of the related techniques stated above, if they are applied, will have a huge
impact on the educational system, it will also manage and generate a large number of
data far and wide as present [13]. Text mining, big data, data mining, and intelligent data
are some specific new technologies in fulfilling data analysis tasks. The merging of these
technologies in association with the educational systems will give rise in analyzing the
data, also transforming it into fruitful and meaningful information [14].

In examining the establishment’s information we utilize, learning investigation, and
educational data mining (EDM). These are the developing criteria used for guidance.
The analysis are made possible through various statistical techniques and tool including
DMand alsoML. This is one of the objectives leading to analytics learning, this provides
the analysis of the given data originated from the educational archive [15].

Based on some of the stated principles, the main objective is recognizing a pattern
while predicting student grades following several attributes in regards to their perfor-
mance academically. This is proven formidable by individual student tracking, by sub-
ject, area, and so on. The significance of this tracking is to minimize the rate of dropout
and as well as providing follow up for students for educational system improvement.
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Student retention rate is a term that implies the student rate in a cohort whose studies has
not been abandoned for another institution. This term is highly significant for university
admin because this affects the rate of graduation directly [16]. Once the identity of the
student is provided to the prediction technique, it becomes easier to give closer attention
to prevent them from leaving their studies untouched. Moreover, some early admonition
method could be studied and implemented to help the presentation pace of understudies
[17].

In this work, the contributions are as follows.

• We overview the literature about grade predictions in detail.
• We summarize key design factors that are required and the collection of real-world
data.

• We categorize the different procedures for ML techniques in predicting the grades.
• We outline patterns gotten during the predictions.
• We summarize issues and challenges in this paper.

The paper is presented as follows. Presentation of similar studies which adds to the
concept of the situation, also we evaluate the methodologies and techniques used which
are presented in Sect. 2. Whereas, in Sect. 3 we describe the method as well as the
materials used. In Sect. 4, we put forth the result and pattern gotten from the experiment.
Finally, Sect. 5 presents the conclusion and discussion of the contributions presented
in this paper. Also, Table 1 provides a summarization of the abbreviation used and its
definition.

Table 1. Abbreviations used

Terms Meaning

ICT Information and communication technologies

EDM Educational data mining

LMS Learning management systems

TEL Technology-enhanced learning

SVM Support vector machine

DEWS Dropout early warning systems

MF Matrix factorization

FM Factorization machine

PLMR Personalized multi-linear regression

ML Machine learning

NN Neural networks

LR Linear regression

SL Supervised learning

VS Virtual studio
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2 Literature Review

Some research works in student’s performance prediction comes to facilitate planning
of degree or pinpoint students at risk. They’ve been a stretch range of works related to
EDM, where many tool were put forward with the aim of knowledge discovery, decision
making, and the provision recommendations. In [18] is a study concerning big data
application in the educational system, it is said that it aids big data techniques while
some analytic learning can be supported, such as attrition risk detection, performance
prediction, visualization of data, feedback intelligence, the recommendation of courses,
estimationof student skills, grouping and collaborationof student andbehavior detection,
amid others. In the study, the prediction analysis functionality is emphasized, which is
circled in predicting the behavior of student, performance, and skills.

University of Northern Taiwan was used as a case study in [22], educational big
data approaches and analytic learning were used in predicting and for the calculation
of the course. This paper applies the principal regression component in predicting the
final academic performance of students. In this paper, some attributes extraneous to the
problem, like the behavior of video-gaming, behavior of outside class practice, quiz, and
assignment score, including after school tutorials, were also added.

A study carried out concerning factors impacting software correction [23], it is
concluded that when using educational environments and data mining, it presents two
methods of data analysis generally used. This is based on a descriptive model and of the
premise of the prediction model. The predictive approach generally uses the supervised
learning technique in estimating the foreign values of the dependent variables [24]. In
contrast, the descriptive model mostly uses unsupervised learning for it to recognize a
pattern that interprets its structure of data being extracted [25].

The collaborative filtering method is a common technique in predicting the future
performance of students in their academic year, which is dependent on student grades.
In the sector of education, the collaborative filtering technique is on the premise that
the performance of students which prediction is done is gotten from the previous grades
completed successfully. In [26] the future prediction of the evaluation grade for the
academic year, using the collaborative filtering method on the bases of factorization
probabilistic Bayesian models and matrix.

In another paper [27], a collaborative filtering application method was described, the
aim is in predicting student performance from the start of the student’s year, based on
the student grades. This implementation is on student learning representation from the
grades based on courses taken by the student, for it to align students with attributes they
have in common. The information system of Masaryk University was used as a case
study using its stored historic data. The gotten results show an effective approach just
like using common machine learning methods, just like SVM.

In other papers, the researchers proposed the evolution of techniques that make use
of previous data of course by grades, having the aim of predicting the success of students
[28]. The idea is based on using a linear model and factorization low-range matrix. The
paper gave an evaluation of the technique using data gotten from Minnesota university,
which content is previous grades of close to twelve and a half years working period. The
method shows when focusing on a specific course, the accuracy improves in predicting
grades.
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In [29], presents a peculiar method which makes use of a recommendation system
for the extraction of education data, mostly when predicting students’ performance.
Invalidating this approach, the recommendations system technique is being compared
with the traditionalmethodof regression, such as linear regressionor logistics. In addition
to the contribution of works done in applying the system recommendation techniques,
just like factorization of a matrix in the system of education, for future grade prediction.

With big data, the benefit and opportunity it brings to the education system are reg-
ularly being researched. The relationship, scrutiny between the education environment
and also big data are discussed in [30]. This paper overviews different tools, methods,
big data algorithms, and methods implemented in the education system to gain knowl-
edge of its impacts which includes the learning and teaching progress. The analysis
gotten from the paper recommends that the fusion of a way based on big data is very
important. This path contributes automatically by improving the process of studying,
for its process must be aligned accurately in the system of education. A smart system
for some e-learning courses based on big data is discussed in [32]. In this paper, the
approach of the association of rules is implemented to discover the relationship gotten
between academic activities in which the student carries out. Based on the extracted
rules, the accurate price catalog is gotten following the preferences and behavior of the
student. Lastly, the result derived shows the effectiveness and scalability of the expected
recommendation system.

The last grade expectation dependent on the restricted introductory information of
students and courses which is a difficult errand because of the vast majority of the
understudies are roused in the primary semester. Yet, as the time went there may be an
abatement in inspiration and execution of the student. The calculation can be utilized
in both regression and classification settings to anticipate students’ presentation in a
course and arrange them into two gatherings. The authors in [33] used supportive in
representing a calculation to foresee the last grade of an individual understudy when
the normal precision of the forecast is adequate. The authors in [34] considered relapse
models with variable choice and variable conglomeration way to deal with anticipat-
ing the presentation of graduate understudies and their totals. The examination likewise
showed that the ideal forecast of the presentation of every understudy would permit
educators to intercede in like manner. They have utilized a dataset of 171 understudies
from Eidgen¨ossische Technische Hochschule (ETH) Zürich, Switzerland. According
to their findings, the undergraduate performance of the students could explain 54% of
the variance in graduate-level performance. By analyzing the structure of the under-
graduate program, they assessed a set 3 of students’ abilities. Their results can be used
as a methodological basis for deriving principle guidelines for admissions committees
(Table 2).
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Table 2. Systematic Summary of some Literature.

Ref Study purpose Dataset Methods/techniques Relevant findings

[35] Factorization
approaches to
predict student
performance

Two real-world
datasets from KDD
Cup 2010

Matrix Factorization MF technique can
predict performance
by guessing

[36] Matrix
factorization
models

2 real-world datasets
From KDD Cup
2010

Matrix Factorization
and Tensor based
Factorization

MF techniques are
useful for sparse
data to predict the
performance

[37] Build a dropout
early warning
system

2006–2007 of
grade7 cohorts

Early Dropout
Warning Systems
(DEWS)

DEWS predicts
dropout rate

[38] Predict students’
course grades for
the next enrolment
term

33000 GMU
students’ data of fall
2014

Factorization
Machine

FM models have a
high level of
prediction with no
error

[39] Predict next term
course grades and
within-class
assessment
performance

30,754 GMU,
14,505 UMN and
13,130 SU
Students’ data

Personalized
Multi-Linear
Regression models
(PLMR)

PLMR and MF,
predict next term
grades with lower
error

[33] Predict the grades
of individual
students in
traditional
Classrooms

700 UCLA
undergraduate
Student’s data

Regression and
classification

In-class evaluations
enable the timely
identification of
weak students

3 Materials and Methodology

In this paper, a guided methodology like in Fig. 1 is put forward.

• The data cleansing and collection of historic dataset of the grades taken from students,
takes effect.

• The technique of machine learning is selected.
• The model for student grade prediction is gotten from the previous data being
processed.

• The obtained results are visualized and analyzed.

3.1 Description of the Data

The data utilized in the paper is poised of the instructive information of 355 students. The
total of the previous record of grades for the students’ is 6359, this correlates to courses
of the students. The dataset is for student accomplishment in tertiary education of two
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Fig. 1. Diagram of the proposed methodology.

different courses. The attribute of these data includes grades of student, demographic,
school, and socially relevant features, and it was gathered by making use of data from
the school. Two different sets of data are put forward regarding their achievement in
two definite courses, which are Mathematics and Portuguese. In [33], both data were
shaped with regression and classification exercise. However, more importantly, the mark
attribute is G3 which has a firm interrelationship with the attribute G1 and G2. This is
so because of G3 being the final academic year grade, whereas, G2 and G1 correlate
with 2nd and 1st-grade period. It will be tedious in predicting G3 without having G1 and
G2, this predicting scheme is highly beneficial. Additionally, the information is being
gotten from the establishment’s instruction framework and are put away in a CSV file
system format. The data was repeatedly collected in the tertiary institution and stored in
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the form of an integrated data repository. Table 3 shows a quick case of the dataset with
its attribute. To prevail in a course, every student must have a good pass mark in their
G1, G2, and G3 which are first grade, second grade, and last grade respectively. This
method is applied fairly to the courses and it is a circular method in the institution as a
whole.

Table 3. Dataset samples.

G1 G2 G3 Study time
(hours)

Failures Absences

0 5 6 6 2 0 6

1 5 5 6 2 0 4

2 7 8 10 2 3 10

3 15 14 15 3 0 2

4 6 10 10 2 0 4

In the pre-handling phase of the information, duplicated documents and invalid value
in attributes G1, G2, and G3 were discarded. Another significant task was to make some
data anonymous for it to abide by the international standards of data protection. The
phase was accomplished by discarding the personal data information like ID number,
names, and surnames. Table 4 shows the grade classification. In Fig. 2 and 3, it depicts
the cumulative grade variables and the cumulative pass and fail variable respectively. It
cites the number of students who passed and failed and also the grade with the highest
value and lowest value.

Table 4. The grade classification system.

Excellent Good Satisfactory Sufficient Fail

Score 16–20 14–15 12–13 10–11 0–9

Grades A B C D F

3.2 Selecting Machine Learning Techniques

This paper, we utilize AI strategies and information digging in predicting precisely
historic student grades dataset.On this historical student dataset for the tertiary institution
degree, techniques of supervised learning will be utilized in deciding a prescient model
that will establish the framework for the improvement of things to come of a system
for the student grade prediction. Predicting students’ scholastic execution is said to be
one of the trending problems, furthermore, it speaks to an unbending assignment of
information mining in education. Regression is one of the widely used techniques, and
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Fig. 2. Histograms of the pass and fail variable.

Fig. 3. Histograms of the cumulative grade variables.

it is applied to get a prescient model that can be utilized to foresee future information
records. The procedure incorporates Training and testing [33]. In the preparation step,
the preparation dataset is broken down using the picked regression calculation.

3.3 Experimental Process

During the test stage, before utilizing the ML technique, an investigation was done in
gathering the information to rapidly distinguish students with a specific type of conduct.
The assignment of information grouping specifically is applicable since it is the main
stage inmining information.During this task, it has the chance of recognizing similarities
with comparative qualities, which can be applied as a beginning point to investigate
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future forecasts. In a subsequent stage, utilizing the regression calculation against the
qualities with the student’s grades, with this we are expecting the measure of student
who passed the subjects to be distinguished. At that point, it is an expectation endeavored
with different evaluations and qualities. After recognizing the patterns utilizing various
significant attributes against theG3 (final grade), themodelswere also testedwith various
machine learning techniques namely LR, KNN, SVM, and NNwith this we could depict
the best model. The results will be discussed in the following sections.

3.4 Data Visualization

The fundamental point of representation is displaying all the attributes of this dataset and
speaking to it graphically. Imagining this information in a graphical illustration which
comprises the help of attributes, just so the outcomes of the experiment are exhibited
instinctively. The information perception process is portrayed as getting and investigating
the information, information representation, structure determination, stacking informa-
tion into the application, show the outcome, and conclusion, and lastly the procedure of
representation is refined.

3.5 Computational Environment

The experiments carried out in this paper were implemented using the VScode, it is an
open-source condition that propels the utilization of SL strategies. VScode is a no-pay
and a standard programming condition consisting of a solid suite of instruments for
information examination and factual methods. It takes a shot on multiple platforms like
Windows,macOS, or Linux, andwith this current highlights can be included. Tensorflow
for VScode, is a library that set forward many thorough capacities for regression and
classification tasks. In particular, the library makes use of linear Regression, (NN),
KNN, and (SVM) packages. Although, the present implementation was not built in light
of execution yet, but summarizing the patterns and the best models. The operation was
evaluated on a pc with, 2.6 GHz and 8 GB RAM.

4 Results

Here the objective isn’t to surmise about the prescient capacities of the model but to
recognize a pattern in their final grade in regards to some attribute and compare the
accuracy with other models, as discussed in the previous sections. But this is to give
a simple description of the patterns and to summarize the best models. Thus, certain
attributes will be selected in the recognition of patterns but the whole dataset will be
used when comparing it with other models. The lists of attributes are G1, G2, study time,
failures, and absences against the final grade which is G3. The figures below show the
outcome of the prediction against G3.
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4.1 Recognizing the Pattern in the Grades

In recognizing a pattern theremust be a consideration in the extraction of certain features,
it must get a matching pattern with the use of a memory reference template (comparing
against each other) and then finally make a decision. The figures below represent the
graphical illustration that will be used in recognizing a pattern with the student grades.
Where G1, G2, and G3, are first grade, second grade, and last grade respectively. With
the various attributes against the final grade, it shows that some attributes like absence
from school and the time spent on studying affected the student’s grades. With this the
number of students who passed due to their absence and lack in study time was low. To
help improve the students’ performance they should spend more time studying and they
should be more punctual in school to increase their success rate.

In Fig. 4 it is observed that the strength of the student’s study time against their final
grade is of great significance. It shows that the more time spent on studying increases
their chances of getting a higher final grade. However, students with lower study time are
on an average scale. If it is worth mentioning, the institution should consider balancing
the study time for students for them to have a higher chance of getting a good grade.

Fig. 4. Final grade against study time.

InFig. 5 it is observed that the strength of the student’s final grade against their failures
is highly significant. The pattern shows that the amount of failures in the final grade is
much in contrast to the number of people with less failure. However, students with an
average failure rate are on an average scale. If it is worth mentioning, the institution
should consider improving the academic activities when it comes to their final exams for
them to have a higher chance of getting a good grade. While in Fig. 6, it shows that the
number of students presents in school all the time or most time, in this case, it increases
their chances of performing well in school. However, students with most absenteeism
are on an average or less average failure rate. If it is worth mentioning, the institution
should consider improving and adding care to the absentees in school due to one thing
or an order, just for them to have a higher chance of getting a good grade.
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Fig. 5. Final grade against Failures.

Fig. 6. Final grade against absences.

In Fig. 7 it is observed that the capability of the student’s final grade against their
first grade is significant. It shows that the number of students who did well in their first
grade performed well in their final grade. If it is worth mentioning, the institution should
encourage the students in performing better in their first and second grades for them to
have a higher chance of getting a good grade in their finals as shown in Fig. 8.
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Fig. 7. Final grade against grade 1.

Fig. 8. Final grade against G2.

4.2 Accuracy with Other Models

The aim here is not to deduce the capability of prediction for each model, but to give
a simple depiction that outlines the differences in the SL models. Thus, all attributes
will be used in this implementation. In Table 5 shows the variance in each model after
cross-validation.

Where:

Experiment 1: With all variables except G3.
Experiment 2: Similar to Experiment 1 yet no G2 (the second grade).
Experiment 3: Similar to Experiment 2 yet no G1 (the first grade).
Experiment 4: With all variables.
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Table 5. Accuracies of various models on the experiments.

Models LR SVM NN KNN (=13)

Experiment 1 0.82 0.86 0.89 0.75

Experiment 2 0.89 0.80 0.81 0.73

Experiment 3 0.88 0.75 0.79 0.70

Experiment 4 0.86 0.77 0.81 0.72

The whole data set collected in this research has been split into training (90%) and
testing (10%) subsets and Neural Network, LR, Support Vector Machine, and KNN
models were built. After applying the cross-validation, the ensemble method combines
four machine learning algorithms that were applied in the experiment as shown in Fig. 9.

Fig. 9. 90% split prediction ensemble mode.

After models are built, they have been assembled into the final prediction system. It
is observed that the data is “almost” linearly separable and good accuracy is obtained
using LR. Thus, with the other models used with the given data to predict the accuracy,
were still good predictions in contrast to the LR. The distinguishing attributes are still
the grades. The used techniques were at that point prepared on the new preparing set
acquired by consolidating approval and preparing set utilized in the previous experi-
ment. On assessing the final execution, models were tried on the data, and assessment
of the models was finalized by looking at the final results. It is demonstrated in Table 5
that KNN accuracy is low in contrast to other models. Table 5 displays the general sig-
nificance of each info variable as estimated by the model. To explain the examination,
just the four most pertinent models are utilized with 4 experiments. These four models
present an overall impact on thewhole data. Also, G2 is the feature that ismore important
for the experiment 1, while G1 is important for the test 2 arrangement. Additionally, the
quantity of past disappointments, related to the past performance of students, is a sig-
nificant factor when student scores are not accessible. In any case, there are other seen
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factors, for instance, school-related segment, and social factors while thinking about
student performance. The K-Nearest Neighbor calculation (k-NN) is the most broadly
utilized technique for classifying or regression dependent on nearest records in the ele-
ment space. It is a sort of case-based learning or lethargic learning approach, where the
capacity is just approximated locally and all calculation is conceded until characteriza-
tion. In k-NN, an item is characterized by a dominant part vote of its neighbors, with the
article being relegated to the class generally it is basic among its k closest neighbors.
There is no general most ideal decision of k, it differs from information to information
and is normally decided through hit and preliminary mode. However, it make limits
between classes less unmistakable. We tried different values with various estimations of
k including, 1, 3, 5, 7, 9, and 11. The best outcomes is k = 13 and we present them in
Table 5 even if it wasn’t the best model.

5 Conclusion

Education is a pivotal component in our locale. MLmethods permit a high-level method
for extricating information from crude information, offering a fascinating chance for
areas with regards to the education system. Although, proportionate studies have made
use of ML techniques in improving school resource management and the quality of
education is enhanced. In this paper, an accomplishment was made in the recognition of
patterns and prediction of the student evaluations of two classes by utilizing their past
grades, social, segment, and other related information from the school. ML procedures
objectives like, LinearRegression,NNandSVM,KNN,were tried.Additionally, explicit
info determinations were investigated. The outcomes gotten uncovers that it is practical
in accomplishing a high precision of forecast, given that the previous school grades
are known. This affirms student achievement is exceptionally influenced by their past
exhibitions. In this paper, a methodology was put forth in monitoring and foreseeing
the presentation of students in the education framework. The point of the methodology
was to get the best precise outcome and the best pattern to be followed for student
improvement so that the learning system can be deduced for the institution. However,
with the recognition of patterns, we were to determine some factors that will hinder
the improvement of student’s grades if taken into consideration. Also, there should be
a consideration in increasing the experiments capability to more schools so the student
databases canbe enriched.However, this iswith the expectation for the nonlinear function
techniques to be of more benefit, since they are more sensitive to inputs that are not
irrelevant. Also, more research is to be carried out to get more understanding of why and
how some attributes affect the performance of students. This study is said to increase
student performance greatly if taken into consideration.
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Abstract. The exponential growth in the number of Internet of Things
(IoT) devices, the sensitive nature of data they produce, and the simple
nature of these devices makes IoT systems vulnerable to a wide range
cyber-threats. Physical attacks are one of the major concerns for IoT
device security. Security solutions for the IoT have to be accurate and
quick since many real time applications depend on the data generated
by these devices. In this article, we undertake the IoT authentication
problem by proposing a fast protocol RapidAuth, which also restricts
physical attacks. The proposed protocol uses Physical Unclonable Func-
tions to achieve the security goals and requires the exchange of only two
messages between the server and an IoT device. The analysis of Rapi-
dAuth proves its’ robustness against various types of attacks as well as
its’ efficiency in terms of computation, communication, memory over-
heads and energy consumption.

Keywords: IoT security · Authentication · ProVerif · PUF

1 Introduction

The world has seen an exponential growth in the number of IoT devices. These
devices are envisioned as the enablers of smart cities, smart factories, and smart
healthcare, among others. Many IoT devices are simple and low cost devices gen-
erating huge amounts of sensitive data. Moreover, IoT devices often use wireless
interfaces and the Internet to communicate data to a server or data center,
exposing them to a wide range of cyber attacks/threats. Some of the major
security requirements for the correct operation of the IoT based systems include
authentication, secure booting, authorization, data integrity and privacy [1–5].
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Traditionally, security protocols/techniques for the Internet were designed
with two major assumptions: (i) any device connected to the Internet is physi-
cally well protected, i.e., an adversary may try to launch an attack from a remote
location by eavesdropping, tampering, and injecting packets etc. into the net-
work but cannot physically access the device and (ii) the systems connected to
the Internet have no limitation of power and memory. However, both of these
assumption are no longer valid for the IoT. IoT devices may be deployed in
remote location in the field where an adversary can easily gain physical access
to the device. Moreover, many IoT devices are constrained in terms of energy,
memory, and processing capabilities. Therefore, any security protocol designed
for the IoT not only needs to be computationally efficient but must also be secure
against physical and side channel attacks [6]. To address these issues, we propose
the use of Physical Unclonable Functions (PUFs). PUFs are hardware security
primitives that provide a challenge-response mechanism. PUFs exploit the vari-
ations in the physical factors during the manufacturing process of integrated
circuits (ICs) to produce a unique response when excited with a given challenge.
The inherent variability in IC manufacturing makes it practically impossible to
clone or replicate a PUF, making them an attractive choice to establish a root
of trust in IoT systems.

Elliptic curve cryptography (ECC) has emerged as a cryptographic technique
which is not only computationally efficient but also requires shorter keys for the
same level of security as compared to traditional crypto-systems [7]. The advent
of TinyECC [8] has further made it an attractive choice for security protocols
in the IoT. This paper uses ECC to speed up the authentication process and
propose an authentication protocol which requires the exchange of only two
messages between an IoT device and the server.

1.1 Contributions

In this paper, we tackle the issue of authentication in IoT systems. Following
are the major contribution of this work:

1. We propose RapidAuth, a protocol for IoT that achieves mutual authenti-
cation of an IoT device and server in the minimum possible number of mes-
sages, i.e., the server needs to send and receive only one message to complete
authentication.

2. The proposed protocol uses PUFs to eliminate the requirement of any stored
secrets on the IoT device, making it secure against physical attacks.

3. The RapidAuth can support in forming a session key without any extra over-
head.

1.2 Paper Outline

The rest of the paper is organized as follows: Sects. 2 and 3 present the related
work and a brief introduction to PUFs, respectively. Section 4 presents the net-
work model, assumptions, and notations for the system model. We present the
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proposed RapidAuth in Sect. 5. Sections 7 and 8 present a security and per-
formance analysis of RapidAuth, respectively. Finally, concluding remarks are
given in Sect. 9.

2 Related Work

Most of the existing techniques for authentication in IoT systems [9–11] suf-
fer from two major problems. Firstly, they rely on complex computations and
secondly, the IoT devices need to store some secrets in their memory. These
properties make them inapt for IoT devices.

PUFs as the hardware security primitives are proposed in [1] to be used in
IoT devices for high optimization. The existing literature on authentication for
RFID and wireless sensor networks using PUFs include [12–14]. However, these
techniques also rely on some initial secrets stored in the memory of communicat-
ing device; while theses secrets are vulnerable to physical attacks. Moreover, the
exisitng methods [12–14] lose the efficiency due to communication extensive and
time consuming challenge-response pairs (CRPs) for each device at the server
making them non-scalable.

One of the most relevant protocols in literature for our work is [15], which
used zero-knowledge proof of knowledge (ZKPK) to extend physical security in
combination with password and PUF. Although protocol [15] does not rely on
stored secrets, their technique is undermined by the user password requirement.
Moreover, Sect. 8 shows that their technique is not only computationally complex
but also has a higher communication overhead.

3 Preliminary Background

PUFs are building blocks of the proposed RapidAuth protocol. Therefore, this
sections briefly describes the characteristic of PUFs. A PUF is a noisy function
defined through the random variations settled during chip manufacturing and is
embedded in a physical circuit [16–18]. A PUF takes a challenge C as the input
and produces a unique output R, which is a function of C and physical structure
of related circuit, i.e., R ← PUF (C).

The physical basis of a PUF resists the production of its’ physical clone [19].
This property makes them appealing in the field of security to safeguard against
invasive or side-channel attacks. PUFs have the following desirable properties
[20]:

– Straightforward and easy to construct and evaluate.
– Output is tantamount to a random function.
– The same challenge always produces the same response with high probability.

However, the same challenge produces a response differ with high probability
with a different PUF.
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4 System Models

Following subsections briefly define the network model along with some assump-
tions made for the environment and the notation guide in Table 1 for the symbols
employed in the paper:

4.1 Network Model

Fig. 1. Network model

The network model is shown in Fig. 1, where the IoT devices are connected to
data center through borer router and by the using public internet.

4.2 Assumptions

The following assumptions are made regarding the network model and proposed
protocol:

a. Each IoT device has an embedded PUF.
b. The IoT device and the PUF is considered a system-on-chip. A tempering

attempt to PUF will render the PUF useless [15].
c. There is a secure channel between microcontroller and PUF within an IoT

device and all communication between the both mentioned entities is through
the secure channel [22].
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d. The data center/server is considered to have unlimited resources and is
trusted; whereas, IoT devices have limited energy, memory, and processing
capabilities.

e. The adversary is assumed to have capabilities of eavesdropping the communi-
cation, injecting new packets and replaying old ones. The adversary can also
initiate session or impersonate other users.

Table 1. Notation guide

Notations Meanings

IDj Identity (ID) of the IoT device

H(X) Hash of X

‖ Concatenation

Ci Challenge message in ith iteration

Ri Output/Response of PUF for Ci

{M}K Encrypting M using K as key

5 RapidAuth Protocol

This section illustrates the proposed RapidAuth protocol designed specifically
to provide mutual authentication for IoT systems using PUFs.

5.1 Mutual Authentication

For RapidAuth, the server is assumed to have the CRP pair of each device
prior to authentication, added manually or electronically for each IoT device
from the manufacturer provided list. Moreover, RapidAuth makes use of elliptic
curve cryptography (ECC) and keeping in consideration an elliptic curve C,
finite and prime field Fq, where q = pn, an elliptic curve point G ∈ C an
embedding function m �→ Em, are publicly available [23]. RapidAuth consists of
the following steps:

1. The server generates a nonce N1 and an integer a randomly and then com-
putes z1 = aG. The server then reads the corresponding CRP (Ci, Ri) for
IDA and sends the ECC challenge z1, the PUF challenge Ci, and {M1, N1}Ri

along with the respective MAC to the device IDA.
2. As shown in Fig. 2, the IoT device carries out the following operations after

receiving message 1:
i) Uses its PUF and the challenge Ci to obtain the PUF response Ri.
ii) Uses Ri to obtain N1 and verifies the received MAC. If the verification

fails, the authentication request is terminated.
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Fig. 2. Authentication phase

iii) Generates b and N2 randomly.
iv) Calculates z2 = bG and r = ERi + bz1, where ERi is the response of

embedding function to Ri.
v) Sends z2, r, {D,N1, N2}Ri and the respective MAC in message 2 to the

server, as shown in Fig. 2. Note that D is used to represent any data the
IoT device IDA may wish to send to the server.

At the conclusion of the protocol, the server has successfully authenticated
the IoT device IDA and has received data D.

5.2 Session Key Formation

To construct a session key, both the device IDA and the server can use the secret
nonces N1 and N2. For example, they may use H(N1)⊕H(N2) as the secret key
for the current session. Note that if an adversary somehow succeeds in obtaining
the secret key, the system may remain uncompromised, as adversary remains
unable to compute Ri as well as the valid data.
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6 Protocol Verification

To prove the correctness of RapidAuth, we use the formal verification method
for protocols proposed in [24]. For correctness proof, following properties are
proved for RapidAuth:

1. Completeness: The protocols accepts all valid inputs.
2. Deadlock freeness: The protocol does not stays indefinitely and there are

no deadlock states.
3. Livelock or tempo-blocking Freeness: The protocol is free of infinite

loops.
4. Termination: Initiating with an start state, the protocol transitions on valid

inputs and always ends up in a well-defined final state.
5. Free of non-executable interactions: The protocol is free of any interac-

tion except the transmission and reception. Precisely, the interaction paths
are followed under normal conditions.

For verification purposes under the adopted model [24], a directed graph
for each communicating entity is created as shown in Fig. 3, where gS and gA
represent server and the device IDA respectively. The state of a protocol machine
is represented by a circle. Moreover, the transmission and reception of message
m are represented by -m and +m respectively. One execution of RapidAuth for
gA and gS is shown below:

– gA: [0] +1[1] −2[0]
– gS : [0] −1[1] +2[0]

The bracket numbers show the state in Fig. 3. The in-sequence events for gA
(IDA) initiates from state 0, and after receiving message 1 goes to state 1. Now
in state 1, gA (IDA) sends message 2 and enters in state 0 again. Similar is the
in-sequence interpretation of server states against the corresponding events. For
both entities, state 0 is initial as well as final state.

Fig. 3. Directed graph/FSM for RapidAuth

For reachablitiy analysis, we adopted the methods proposed in [24,25]. Here,
the system states are represented by a matrix and the state matrix for RapidAuth
can be given by:
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⎡
⎢⎢⎢⎢⎣

Server server → A
STATE CHANNEL

A → server A
CHANNEL STATE

⎤
⎥⎥⎥⎥⎦

. (1)

The elements in the matrix represent the message by the corresponding entity
or current state of the finite state machine (FSM) of the same and at initiation,
every entity is in its’ initial state i.e. state 0 as shown in Fig. 3. Now if server
sends message 1 to IDA, the FSM of the server transitions into state 1. Following
is representative state matrix:

c

[
S1 1
E S0

]
. (2)

The S1 at row 1 (R1), column 1(C1) in state representative matrix (2) shows
that server state is 1, while 1 at {R1, C2} shows that server has sent message
1 to the device (IDA). Likewise, E at {R2, C1} represents that IDA has not
transmitted any message and is currently in state 0 represented by S0.

The results of the reachability analysis of RapidAuth are shown in Fig.
4, where SSi represents overall system states; whereas, subsystems subsequent
states are shown through Si notations. Furthermore, the sending and receiving
of message i by X (server or device) causes a state change, which s represented
on corresponding directed arcs as X−i (X+i).

Fig. 4. Reachability analysis for RapidAuth

Figure 4 shows that RapidAuth accepts all valid inputs thereby inferring
the completeness property. A potential deadlock state occurs if all channels are
empty instead of start or final state. Figure 4 shows that RapidAuth is free of any
potential deadlock state, indicating deadlock freeness. Similarly, we observe that
RapidAuth does not contain any potential deadlock state and always terminates
in state SS0 , implying deadlock freeness and termination. Moreover, Fig. 4 shows
that RapidAuth is free of infinite loops and always transitions on realizable
inputs, inferring livelock freeness, and absence of non-executable interactions.
Thus, this shows that RapidAuth can be considered correct.
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7 Security Analysis

The Mao & Boyd logic [26] is used to provide a formal security analysis of
RapidAuth. The readers are referred to [26] for further details of the methodology
[26]. For proof purposes, the device IDA and server IDS are represented by A
and S, respectively. Note that we want to formally prove the authentication
goals using the Mao & Boyd logic, i.e, authentication of S to A and A to S [27].

As first step, the idealized version of RapidAuth messages using Mao & Boyd
logic is as follow:

1. S → A : S,A, z1, {N1}Ri .
2. A → S : z2|rRN1|N2, {D,N1RN2}Ri .

The set of initial assumptions for the RapidAuth is as follows:

1. A A
Ri

↔ S and S A
Ri

↔ S: A can generate Ri by giving the correct
challenge Ci to its PUF. Similarly,S maintains the database of CRPs for all
devices.

2. A
Ri

� N1: Message 1 in the idealized protocol.

3. S
Ri

� N2: Message 2 in the idealized protocol.

To prove the authentication properties we can use the set of inference rules
given in [26]. The authentication proof is given in Fig. 5a; where, realization of
the transmission of N1 by S verifies the authentication of S to A To prove this,

the statement we intend to prove is written in the bottom i.e., A S
Ri

|∼ N1

which represents the claim that “A believes S sent N1 using Ri”. The next rule
that is applied is the authentication [26]. This rule states that S sent N1 if it can

be proven that Ri is a good secret key between A and S, i.e., A A
Ri

↔ S and that

A has obtained N1 using Ri as the decryption key, i.e., A
Ri

� N1. The circles in
Fig. 5a indicate that both of these statement are part of the initial assumptions.
Thus, this establishes the authentication of the server to the IoT device IDA.
Similarly, Fig. 5b shows the tableau for the proof of the authentication of IoT
device IDA to the server.

7.1 Elliptic Curve Cryptography Security

RapidAuth uses ECC for mutual authentication between the IoT device and the
server. The proposed scheme can be compromised by an attacker if he/she can
extract a or b from the ECC parameters i.e., z1, z2, and r. Thus, the attacker has
to solve the discrete logarithm problem (DLP) based on elliptic curve denoted
as ECDLP:

Definition 7.1. Let C be an elliptic curve defined over Fq with P1, P2 ∈ C (EC
points), then the ECDLP problem is to find an integer r such that P2 = rP1.
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A S
Ri

|∼N1

A A
Ri
↔S

∧
A

Ri

� N1

(a) A believes S sent N1 using Ri as the encryption key” (S to A proof)

S A
Ri

|∼N2

A A
Ri
↔S

∧
S

Ri

� N2

(b) S believes A sent N2 using Ri as the encryption key” (A to S proof)

Fig. 5. Authentication proofs

The ECDLP problem is believed to be harder than the general DLP. Therefore,
the attacker needs to solve an intractable puzzle where-as the IoT device only
requires simple arithmetic operations (e.g.. addition/subtraction). Apart from
computational efficiency, the key lengths for ECC are much shorter than con-
temporary crypto-systems for the same level of security. Moreover, shorter keys
can in turn also reduce the consumption of crucial resources such as power and
bandwidth.

7.2 Cloning and Physical Attacks

RapidAuth uses PUFs to safeguard against cloning attacks. It has been shown
that every PUF outputs a unique value and it is a hard problem to clone a PUF
[18]. As IoT devices may be deployed at locations that are easily accessible to an
adversary, it is desirable that these devices do not reveal any secrets even if an
adversary has physical access to them. Most of the existing PUF based authenti-
cation protocols discussed in Sect. 2 require the IoT device to store some private
key and/or other secrets, which makes them vulnerable to physical attacks. How-
ever, RapidAuth does not store any secrets in the IoT device. Moreover, as the
PUF and the device’s microcontroller are assumed to be a SOC, therefore, an
adversary cannot listen to the communication between the PUF and the chip
[21]. This shows that physical attacks are rendered useless in RapidAuth.

8 Performance Analysis

This section presents a comparative analysis of the performance of RapidAuth
and the existing relevant protocol proposed by Frikken et al. [15], keeping into
consideration the metrics consisting of computation, communication costs and
verification delays.
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8.1 Computational Complexity

The computational complexity as illustrated in Table 2, consists of the basic
operations and their frequency involved in completion of authentication process;
the basic operations include: hash (NH), MAC (NMAC), encryption/decryption
(NENC), modular exponentiation (Nexp), modular multiplication (N×), point
addition (NECC+) and point multiplication (NECC×). For proposed scheme,
these values can be directly obtained from Fig. 2 by analyzing the basic operation
involved and their number of occurrences.

Table 2. Computational complexity

Scheme IoT device Server

RapidAuth 1NMAC + 1NENC + 1NECC+ + 1NECC× 1NMAC + 1NENC + 1NECC×
[15] 2NH + 2Nexp + N× + 2NMAC 1NH + 3Nexp + 1NMAC

The universal hashing based MAC (UMACS) [28] with O(n) as worst case
running time for input size n [29,30], is kept in consideration for comparison
purposes. For block ciphers, the time complexity is also O(n); whereas, for m
bit field size the complexities of ECC addition and multiplication are O(mk) and
O(mk+1), respectively, where k = 1.585 by following the results presented in [32].
Therefore, time complexity of RapidAuth for both IDA and S can be shown as
O(n+mk+1). We assume MACs based on universal hashing (UMACS) [28] with
O(n) as that have a worst case time complexity of O(n) [29,30] for a message
size n; while the complexity of the protocol presented in [15] can be given by
O(n + M(l)k) for both entities, as [15] used modular exponentiation; where, k
represents exponent and l represent the key size (bit operands) [31]. Note that
the key size for [15] is at least 5 orders of magnitude larger than the field size
of ECC used in RapidAuth [7]. This shows that the computation complexity of
RapidAuth is significantly lower than [15].

Table 3. Parameter lengths

Parameter Size (bits)

ID 8 [33]

N1, N2 48 [34]

C, R 128 [35]

MAC 128 [28]
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8.2 Communication Overhead

To compute the communication overhead incurred in proposed and related
scheme [15], we consider the parameter sizes as shown in Table 3. Referring
Table 3, for encryption/decryption, the block cipher (e.g.. CLEFIA) with length
128-bits is considered [35]. UMAC has also same 128-bit length [28]. Therefore,
the length of message 1 is 60-byte (480-bits) and size of message 2 is 68-byte
(544-bits). Message 1 is longer and has byte length less than a single transmis-
sion unit with length 128-bytes in 6LowPAN [36]. Therefore, RapidAuth takes
acquires single transmission unit for each message (message 1 and 2); whereas,
the protocol in [15] completes the process in 3 transmission units. His shows
that RapidAuth has higher communication efficiency due to transmission of less
messages.

8.3 Verification Delay

As evident from the previous discussion, RapidAuth is not only offers computa-
tional efficiency but also has a lower communication overhead. Moreover, unlike
most authentication protocols which require the exchange of at-least three mes-
sages, RapidAuth requires only two messages to complete authentication. Note
that a PUF has extremely high throughput with a negligible delay [13]. Thus,
this shows that RapidAuth can significantly reduce the delay of authentication
and is fast enough to be used in real time applications with strict timing delay
requirements.

9 Conclusions

In this paper, we presented a novel protocol RapidAuth to extend authentication
between a server and an IoT device. RapidAuth uses ECC to complete mutual
authentication by the exchange of only two messages between the server and a
device. Moreover, RapidAuth employs PUFs as hardware security primitives and
does not store any secret parameter in device memory to restrict physical attacks.
RapidAuth can also be used for authenticated key exchange for establishing
session keys. We showed that RapidAuth is not only robust against various
types of attacks including physical attacks but is also efficient enough for simple
and low cost IoT devices.
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Abstract. As botnet style distributed denial of service (DDoS) attacks continue
to proliferate the Internet of Things (IoT) landscape, researchers have struggled
to provide a definitive way of addressing concerns related to the IoT’s security. In
this paper, we work from the axiom that DDoS attacks are easiest to detect at the
target of the attack but are best mitigated closer to the attacker by implementing
four machine learning models that detect botnet-infected DDoS attackers on their
access network. These models operate on network packet counts, which can easily
be gathered by an access router, and run in real-time or near real-time, even on
a low power device, namely a Raspberry Pi. We introduce a novel method for
visualizing network activity as graphical heatmaps and use convolutional neural
network (CNN) models designed for embedded devices and mobile platforms to
classify network traffic as benign or malicious. We compare this approach using
a support vector machine (SVM) and a long short-term memory recurrent neural
network (LSTM). Based on our results, we conclude that the use of lightweight
CNNs to analyze network traffic through graphical heatmaps provides highly
accurate botnet-based DDoS attack detection for IoT access networks, with an
average accuracy of 99.8%, despite our training dataset being between 73×–
2170× smaller than those seen in relatedworks, and runtimes ranging from334ms
to 2 s on a Raspberry Pi.

Keywords: Convolutional neural networks · Deep learning · Distributed denial
of service attacks · IoT security · LSTM · Support vector machines

1 Introduction

Internet ofThingsDevices (IoTDs) are often characterizedby their limited computational
resources. For the first time in the relatively short history of the field, security experts are
having to work toward securing devices less powerful than their predecessors, all while
these connected IoTDs are causing network sizes to grow immensely. As a consequence,
modern security practices and procedures as used in the modern Internet cannot be
applied here. In an effort to address these mounting concerns, researchers are faced with
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the task of providing an acceptable level of security to the IoT that is dependable and
suited to its unique technological landscape.

As the authors of [1] highlight, many researchers have turned to deep learning as a
method of achieving IoT security. Deep learning’s state-of-the-art results acrossmachine
learning domains and excellence at processing large quantities of data with little feature
engineering make it a promising candidate for network security applications, as they
provide a low cost to the access router in terms of gathering and computing metrics for a
model to operate on. However, the use of deep learning is not without its shortcomings.
The authors in [2] explain that IoTDs are often too power constrained to effectively carry
out deep learning on their own but the latency introduced by offloading the work to a
cloud-based server is unacceptable in many time-sensitive applications.

To address these concerns, in this paper, we present an DDoS attack detection system
which gathers ingressing and egressing packet counts for each host on the network, so
that a standard access router will not be overly burdened by data collection, from an IoT
access network and presents it to lightweight machine learning models for analysis. The
novelty of our proposed approach is in representing network traffic in a given window
of time as a graphical heatmap and utilizing lightweight CNNs to label the heatmap as
representing normal or malicious traffic. We compare the performance of lightweight
CNNs using graphical heatmaps with SVMs and LSTMs in terms of accuracy and
processing time on a Raspberry Pi.

The rest of the paper is organized as follows: previous approaches for attack detection
in IoT using deep learning techniques as well as architectures for deploying scalable
and decentralized attack detection systems are explored in Sect. 2. Our novel approach
of producing visual representations of network traffic in a given period of time and
utilizing lightweight CNN image classifiers to detect malicious activity on IoT networks
presented in Sect. 3 along with our implementation details. In Sect. 4, we present our
experimental results. Finally, in Sect. 5 we explore directions for future work and present
our concluding remarks.

2 Related Works

Diro and Chilamkurti presented a deep learning approach to IoT security in [3]. They
posited that deep learning would be effective in safeguarding against the large number
of derivative zero-day attacks seen in the IoT which are merely small variations of pre-
viously encountered attacks. Additionally, the authors proposed a method of bringing
their detection model closer to the ground by distributing it across multiple fog layer
nodes. This would ensure that internet latency would not render their system ineffective
while sidestepping the difficulties of deploying their system directly to IoTDs. To test
their approach, Diro and Chilamkurti used 1-to-n encoding to transform instances from
the NSL-KDD dataset into input to their deep neural network. The authors then trained
and tested their network, achieving results in excess of 99% accuracy. Diro and Chil-
amkurti’s work stands out from their peers in terms of their detailed analysis of their
method’s detection performance outside of accuracy alone. The authors also provided
their network’s detection rates, false alarm rates, precision, recall, and F1 score, all of
which provide valuable information for comparing their approach to others. Their work
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is also notable in that they keep their detection mechanism close to the network edge;
however, the work presented by Diro and Chilamkurti lacks design decisions around tar-
geting deployment on edge devices and does not show that their approach would remain
effective in such environments.

McDermott, Majdani, and Petrovski explored the application of using deep learning
to detecting botnet-style DDoS attacks, such asMirai, where DDoS attacks are launched
from compromised IoT devices in [4]. They deployed Mirai against a testbed of IoTDs
and used the resulting data to develop a method of transforming captured packets from
a string to a neural network input vector using word embedding. The authors then
leveraged a bidirectional long short-term memory recurrent neural network to achieve
highly accurate results in identifying traffic from botnet infected IoTDs. McDermott,
Majdani, and Petrovski compared their bi-directional LSTM to a traditional LSTM and
found that it achieved slightly higher accuracy; however, the authors only provided their
performance metrics in terms of accuracy alone, so we are unsure how their approach
compares to other works in terms of metrics such as false alarm rate and precision.
Similar to Diro and Chilamkurti, McDermott, Majdani, and Petrovski’s work does not
show that their proposed solution would remain viable on edge devices.

Similarly, Median et al. took on the challenge of securing against botnet style attacks
in [5]. Unlike [3] and [4], the authors utilized an unsupervised approach by training
autoencoders on normal traffic data that could serve as anomaly detectors. In their app-
roach, each IoTDwould have a deep autoencoder responsible for differentiating between
normal and suspicious traffic. In experimental tests, this approach also achieved a high
degree of accuracy. It achieved a very promising detection rate of 100%, a low average
false alarm rate of 0.007, and a low detection time of 174 ms with a standard deviation
of 212 ms. Unfortunately, this solution requires training a different model for each host
on a network, making it infeasible for real world deployment.

In contrast to the previous works, Bhardwaj, Miranda, and Gavrilovska sought to
use edge computing to detect and mitigate DDoS attacks in [6]. Their work was largely
based on the principle that detection ismost effectivewhen deployed close to the victim’s
access link whereas mitigation is best carried out close to the attack source. In the case of
botnet style IoTDDoS attacks, deploying the detection andmitigation scheme to the net-
work edge accomplishes both of these goals simultaneously. The authors forewent deep
learning methods in favor of lighter weight approaches due to the resource constraints
present in edge level devices and achieved a very low detection latency. However, they
were unable to provide data on the detection accuracy of their approach, so we cannot
be certain how their work compares to others in that regard.

A similar idea was explored by Bhunia and Gurusamy in [7], who leveraged the
emerging concept of software defined networking to achieve attack detection and miti-
gation. Utilizing the power provided by the control plane, the authors were able to apply
more powerful techniques than in [6], specifically a support vector machine, while still
remaining close to the network edge for the purposes of attack detection and mitigation.
The most compelling aspect of Bhunia and Gurusamy’s work is that they utilized an
SVM as opposed to more cutting-edge machine learning approaches. SVM’s are far less
computationally complex than deep learning models, meaning that they would provide
detection at a much lower overhead than deep learning approaches. If SVMs can perform
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the task of network traffic classification with acceptable accuracy, they could prove to
be the idea learning model for this domain; however, emerging deep learning techniques
may render the increased efficiency of SVMs irrelevant.

Several researchers have attempted to reduce the computational cost of deep learning
and make them deployable to mobile platforms and embedded systems. The results of
their efforts are known as lightweightmodels. Two in particular have risen to prominence
for their effectiveness on low power devices are SqueezeNet [8] and MobileNet [9].

SqueezeNet, introduced by Iandola et al. in [8], sought to design a compressed
AlexNet style convolutional neural network suitable for embedded systems and FPGAs.
The outcome of their effort was a CNN that used 50× fewer parameters and took up
510× less memory than AlexNet without sacrificing accuracy.

MobileNet, as seen in [9], is a family of deep learning models designed with mobile
platforms, such as cellphones, in mind. It leverages novel deep learning features to
achieve 200× less computations with 10× fewer parameters than YOLOv2.

Motivated by the advancements seen in SqueezeNet andMobileNet, we utilize these
models to analyze network traffic through a novel method presented in Sect. 3. In
doing so, we hope to achieve the high degree of accuracy seen by other deep learning
approaches without sacrificing runtime efficiency. We utilize SVMs as seen in Bhunia
and Gurusamy’s work to compare our approach with an extremely efficient learning
model. Motivated by McDermott, Majdani, and Petrovski, we also compare our app-
roach with an LSTM; however, in order to prioritize computational efficiency, we utilize
a single-directional LSTM as opposed to a bi-direction LSTM, which only achieved
slightly better results in their work. Finally, inspired by Diro and Chilamkurti’s excel-
lent analysis of their model’s performance, we will utilize their accuracy metrics when
comparing these four models.

3 Proposed Approach and Implementation

Bringing the aforementioned concepts together, we hypothesize that a system can be
created to accurately detect DDoS attacks against an IoT network that can operate on
the network edges. As illustrated in Fig. 1, it consists of two main components: a data
aggregation module and a machine learning network traffic classification module. The
data aggregation module counts the number of packets sent and received by each host
on the network across a predefined interval of time. The network traffic classification
module labels aggregated network traffic as either normal traffic or attack traffic and
transmits this information back to the access router so that steps toward mitigating any
ongoing attacks could be taken.

Both of the lightweight CNN models we use were originally designed as image
classifiers and therefore expect an input matrix representing a 255 × 255 image with 3
color channels. We introduce the new concept of representing traffic on the network in
a period of time as a graphical heatmap, as seen in Figs. 2 and 3. Each row of the graph
represents the amount of traffic as measured in packets sent and received by a device on
the network in the window of time. The first column represents the volume of packets
received by the device and the second column represents the volume of packets the device
sent. Darker colors represent lower amounts of traffic, with black representing a device
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Fig. 1. Proposed system design.

which sent or received nearly no traffic over the network in the time frame, and purple and
blue representing gradually increasing amounts of traffic respectively. Brighter colors
represent higher amounts of traffic with red, orange, and white representing increasing
amounts of traffic. Extraneous visual information that would not be useful to the models,
namely the y-axis labels, was then removed.

Fig. 2. An example heatmap used to train the CNN models.

In order to ascertain the effectiveness of our proposed system,we selected a dataset to
simulate real-time traffic.Our selected dataset is theBot IoTdataset created byKoroniotis
et al. [10]. It contains network flow CSVs of a simulated IoT network. The authors of
the dataset gathered network flow statistics from their simulated network under several
types of botnet-style attacks, which can be categorized into roughly three categories:
data theft, probing attacks, and denial of service attacks [10]. The denial of service
attacks category includes single-source DoS and DDoS attacks taking place over UDP,
TCP, and HTTP. Seeing as Botnet based denial of service attacks are usually distributed
and rarely single origin, we focused on the DDoS attack examples. According to Wang,
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Fig. 3. An example image training batch used to train the CNN models.

Mohaisen, Chang, and Chen’s extensive analysis of botnet-based DDoS attacks, the
overwhelming majority are carried out with the HTTP, TCP, and UDP communication
protocols, therefore we elected to use all DDoS subclasses available in the dataset for
training and comparison [11].

To simulate this system, we implement a pipeline from dataset to model that formats
the data such that it represents traffic from a small interval of time on an IoT network
and creates an input appropriate for a given machine learning model. This data pipeline
is illustrated in Fig. 4. First, the data is split into discrete time intervals by a Data
TransformationModule. Then, a Dataset Factory formats that data into input appropriate
for each model under consideration and splits it into a training, testing, and, where
applicable, cross-validation dataset. We describe each component of this simulation in
the following subsections.

Fig. 4. Testbed data pipeline
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3.1 Data Transformation Module

While the dataset provided by Koroniotis et al. provides useful and thorough data, it is
stored as network flow information. Each flow is of variable length, some lasting less
than a second and some lasting well over half an hour. In order to simulate real-time data,
we separated the data into discrete and uniform time intervals. In a live deployment, the
time interval should be long enough that the CNN is able to operate on the aggregated
data, but short enough as to minimize the delay from the beginning of an attack to its
detection. According to the Botnet characteristic analysis in [11], botnet-based DDoS
attacks usually last between 6–7 min, 20–40 min, or 2–3 h. To allow for early detection
even on the low end of these distributions, we use an interval of 20 s.

To extract the number of packets sent and received by each device in a frame of time,
we first select all flows matching a specific target class, for example DDoS TCP traffic,
and sort them by the flows’ start time. We use the earliest start time available in the list
of flows and use it as the beginning time for each frame. We then iterate over each flow
and determine if its start and end times are contained within the current frame. If this
is true, we add the flow’s source address and the total number of source to destination
and destination to source packets to the current frame. If the flow begins in the current
window, but extends past the end of the current frame, we calculate the total percentage
of the flow which occurs in the current frame and add that percentage of the packet
counts the current frame and create a new flow with a start time corresponding with
the ending time of the current frame, the original flow’s ending time, and packet counts
equal to the original flow’s minus the ones added to the current frame. Once a flow is
encountered with a start time past the current frames ending time, the current frame is
considered complete and a new frame is initialized. This is expressed in pseudo code in
Algorithm 1.
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Algorithm 1: Transforming network flows into traffic frames of uniform length

Input: Array of flows sorted by start time
current_frame = []
frame_start = flows[0].start_time
frame.end = frame_start + frame_length
for each flow in flows do
if startsAndEndsInFrame(flow) then
current_frame.append(flow)

if startsInFrameEndsAfter(flow) then
percent_in_frame = findOverlap(flow, frame_start,
frame_end)

// Packets sent in current frame
src_pckts_in = flow.src_pkts * percent_in_frame
dst_pckts_in = flow.dst_pkts * percent_in_frame
// Packets sent after current frame
src_pckts_out = flow.src_pkts * (1–percent_in_frame) 
dst_pckts_out = flow.dst_pkts * (1-percent_in_frame) 
// Make flow containing data outside current frame
newFlow = newFlow(flow.addr, src_pckts_out,
dst_pckts_out) 

flows.insert(newFlow) 
flow.src_pckts = flow.src_pckts_in
flow.dst_pckts = flow.dst_pckts_in
current_frame.append(flow)

else
write(current_frame) 
current_frame = []
frame_start = frame_end
frame_end += frame_length

end if
end for

3.2 Dataset Factory

The dataset factory is responsible for taking the network flows generated by the data
transformationmodule and creating datasets compatible with our various machine learn-
ing models. To provide the lightweight CNNs the visual data they were designed for,
heatmaps as described in Sect. 3 are produced for each network frame. For both the
LSTM and SVM, each frame is translated into a one-dimensional array of the sent and
received packet counts for each host. This array is of length 2n, where n is the number
of hosts on the network.

We split our data into four distinct datasets: a UDP traffic dataset, a TCP traffic
dataset, a TCP and HTTP traffic dataset, and a dataset where all traffic regardless of
protocol is separated into two classes (normal vs DDoS). The reasoning behind these
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datasets is that each protocol exhibits different patterns and characteristics, therefore
maintaining and utilizing multiple models for different protocols may be worth the
associated cost if it leads to a more accurate detection mechanism. However, if a single
general-purposemodel is sufficient for detection, the increased efficiencywould be ideal.
While HTTP is carried over the TCP protocol, the authors of [10] kept them as distinct
classes in the BoT IoT dataset. We chose to preserve this distinction in our traffic frame
datasets, although they would likely appear identical to a network router, which does not
have awareness of application level protocols. Nevertheless, using one dataset of only
Koroniotis et al.’s TCP data and comparing it to datasets with their HTTP data included
allows us to observe if there are any notable effects on the accuracy of our machine
learning algorithms based on this factor.

For the SVMs, each dataset is split in half with 50% of the data being used for
testing and training respectively. Similarly, the LSTM and lightweight CNN models
also used 50% of their available data for testing; however, only 30% was used for
training, leaving 20% of the data to be used as a cross-validation set. To eliminate class
bias in the deep learning models, the training set was down sampled to provide roughly
even representation between classes. The size and distribution of the testing datasets are
given in Table 1. Because the SVM datasets were split evenly, the training dataset sizes
were equal to the testing dataset size ±1 sample per class. Table 2 shows the size and
distribution of the down sampled training datasets for the deep learning models. There
are far fewer training samples for the normal traffic class here due to the dataset being
down sampled to provide even representation of each class.

Table 1. Testing datasets description

Dataset Normal DDoS

UDP 2037 62

TCP 2030 57

TCP + HTTP 2030 89

All traffic 4067 150

Table 2. LSTM and CNN training dataset description.

Dataset Normal DDoS

UDP 36 36

TCP 34 34

TCP + HTTP 53 53

All traffic 89 89

Note that even our largest training set for the deep learning models, the all traffic
dataset, only consists of 178 samples. This is over 2,170× smaller than the smallest
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testing dataset utilized byMcDermott, Majdani, and Petrovski in [4], 707× smaller than
the dataset utilized by Diro and Chilamkurti in [3], and 73× smaller than the smallest
dataset utilized by Meidan et al. in [5].

4 Results

4.1 Model Performance Analysis

Of the sources we discussed in our literature review, Diro and Chilamkurti provided the
most detailed analysis of their model’s performance; therefore, we utilize their metrics
in measuring our networks accuracy. Accuracy is used to measure the overall number of
correctly labelled inputs in the testing dataset. Detection ratio (DR) measures the ratio
of attack examples correctly labelled (this is particularly useful when the representation
of classes in the testing dataset is unbalanced). False alarm rate (FAR) gives a measure
of how many examples of benign traffic were labelled as attack traffic. Precision mea-
sures how many of the samples labelled as attack traffic are actual attack traffic. Recall
measures how often attack traffic was correctly labelled. Finally, because an ideal traffic
classifier will balance precision and recall, the F1 score is used to measure how well the
network balanced these two metrics.

Given the following values:

• True Positive (TP): the number of training examples correctly labelled as attack
traffic

• True Negative (TN): the number of training examples correctly labelled as benign
traffic

• False Positive (FP): the number of training examples incorrectly labelled as attack
traffic

• False Negative (FN): the number of training examples incorrectly labelled as normal
traffic

the accuracy metrics listed in the above paragraph can be calculated as follows:

Accuracy = (TP + TN)

(TP + TN + FP + FN)
(1)

DR = TP

(TP + FN)
(2)

FAR = FP

(TN + FP)
(3)

Precision = TP

(TP + FP)
(4)

Recall = TP

(TP + FN)
(5)

F1Score = 2TP

(2TP + FP + FN)
(6)
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4.2 Accuracy

The results for model accuracy, detection rate, and false alarm rate calculated for each
dataset are given in Table 3. Table 4 gives the results for precision, recall, and F1 scores.
Table 5 takes the average accuracy, detection rate, false alarm rate, and F1 scores for
each model across all datasets to allow for comparison between each model.

Table 3. Accuracy (Acc), detection rate (DR), and false alarm rate (FAR) for each classifier

Model Dataset Acc (%) DR (%) FAR (%)

SVM All
traffic

99.5 94.0 0.3

TCP 99.9 98.2 0.0

TCP +
HTTP

99.9 97.8 0.0

UDP 99.7 90.3 0.0

SqueezeNet All
traffic

99.8 98.7 0.2

TCP 99.8 98.2 0.1

TCP +
HTTP

97.8 98.9 0.1

UDP 99.7 100.0 0.3

MobileNet All
traffic

99.8 100.0 0.2

TCP 99.8 100.0 0.1

TCP +
HTTP

99.9 100.0 0.1

UDP 99.7 100.0 0.3

LSTM All
traffic

99.7 97.4 0.2

TCP 99.9 100.0 0.1

TCP +
HTTP

99.8 98.9 0.1

UDP 99.9 96.8 0.0
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Table 4. Precision, recall, and F1 Scores for each classifier

Model Dataset Precision (%) Recall (%) F1 Score (%)

SVM All traffic 91.0 94.0 92.5

TCP 100.0 98.2 99.1

TCP + HTTP 100.0 97.8 98.9

UDP 100.0 90.3 94.9

SqueezeNet All traffic 95.5 98.7 97.1

TCP 94.9 98.2 96.6

TCP + HTTP 97.8 98.9 98.3

UDP 91.2 100.0 95.4

MobileNet All traffic 95.0 100.0 97.4

TCP 96.6 100.0 98.3

TCP + HTTP 97.8 100.0 98.9

UDP 89.9 100.0 94.7

LSTM All traffic 94.8 97.4 96.1

TCP 96.6 100.0 98.3

TCP + HTTP 96.7 98.9 97.8

UDP 98.4 96.8 97.6

Table 5. Average accuracy, detection rate (DR), false alarm rate (FAR), and F1 score for each
model

Metric SVM SqueezeNet MobileNet LSTM

Acc (%) 99.75 99.28 99.80 99.83

DR (%) 95.08 98.95 100.0 98.28

FAR (%) 0.08 0.18 0.18 0.1

F1 Score
(%)

96.35 96.85 97.33 97.45

From the above tables, we can see that the SVM performed the worst out of all
compared models in terms of detection rate and F1 score. MobileNet outperformed
SqueezeNet in every metric except for false accuracy rate, where it got the same score.
TheLSTMdemonstrates slightly better performance inAccuracy, false alarm rate, andF1
score, but it did not achieveMobileNet’s perfect detection rate, indicating thatMobileNet
is the better choice for this task.
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4.3 Runtime Performance

To ascertain the performance of our models when running on a resource constrained
system,we ran ourmodels on aRaspberryPi 4with 4 gigabytes ofRAMand1.5 gigahertz
processor. Table 6 gives the average time to label a traffic frame as normal or malicious
taken over 4,219 frames.

The SVM had the fastest processing time of all compared models; however, both
SqueezeNet and the LSTM achieved acceptable performance. While MobileNet had the
longest runtime, slightly over 2 s, we observe that according toWang, Mohaisen, Chang,
and Chen’s work that the majority of botnet-based DDoS attacks take place over one of
these three time intervals: 6–7 min, 20–40 min, and 2–3 h [11]. Even on the scale of the
smallest interval, 2 s is an insignificant length of time, especially when considering the
detection mechanism is constrained to a Raspberry Pi’s processing power. Therefore,
we conclude that MobileNet remains a strong candidate for botnet-based DDoS attack
detection on edge hardware.

Table 6. Model performance on raspberry pi.

Model Average runtime (seconds) standard deviation

SVM 0.0003 5.919 × 10–5

SqueezeNet 0.334 0.053

MobileNet 2.043 0.149

LSTM 0.001 1.011 × 10–4

5 Conclusion and Future Work

In this paper we presented a system for detecting botnet DDoS attacks originating on
an IoT access network. We introduced a novel method of visualizing network traffic as
graphical heatmaps and using lightweight CNN models to classify them as representing
normal or malicious traffic. The results of our experiments are very promising. Based
on the results presented in Sect. 4, we draw the following conclusions:

• Our novel method of utilizing lightweight CNN’s trained to classify visual represen-
tations of network traffic windows presented in Sect. 3 proved to be highly accurate.
MobileNet achieved an average accuracy of 99.8%, exceeding Diro and Chilamkurti’s
result of 99.2% accuracy in [3], and McDermott, Majdani, and Petrovski’s average
accuracy of 96.1% in detecting botnet-based DDoS attacks [4].

• Our approach is network based and does not require training a different classifier for
each host on the network as seen in Meidan et al.’s work in [5]. This means that our
proposed solution has far better scalability for increasing network sizes.

• Our accuracy was achieved on a comparatively tiny dataset, between 73×–2170×
smaller than those seen in [3, 4], and [5].
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• Our slowest classifier exhibited an average processing time of 2.043 s, while every
other model performed in a fraction of a second when run on a Raspberry Pi, showing
that these classifiers could operate on access networks without specialized hardware.

For future work, we observed that there are several shortcomings of using a dataset
to ascertain the effectiveness of our system. First, the emulated IoT network used to
gather the dataset we utilized has the botnet attackers and the attack target on the same
network. We understand from the botnet analysis provided in [11] that botnet attackers
are usually located far away from their target geospatially to avoid detection. Secondly,
in our current work, it is possible for a network frame labelled as a DDoS instance to
very closely resemble normal traffic. This is because the overlap between the frame and
the DDoS flows in the data transformation module can be very small. If a 20 s frame
only has a fewmilliseconds worth of DDoS traffic, this would be flagged by our analysis
model as a false negative, when in reality it only represents a delayed detection. Finally,
while SqueezeNet demonstrated far lower processing latency than MobileNet, it failed
to match MobileNet in terms of accuracy. Considering the extremely small size of our
dataset, it is reasonable to speculate that using an emulated IoT network to gather an
expanded training dataset may allow us to train a SqueezeNet classifier with accuracy
comparable to MobileNet while retaining its faster runtime. To address these issues, we
are now actively working toward the development of an emulated IoT network testbed.
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Abstract. Optical Wireless Communication (OWC) is regarded as an
auspicious communication approach that can outperform the existing
wireless technology. It utilizes LED lights, whose subtle variation in
radiant intensity generate a binary data stream. This is perceived by
a photodiode, that converts it to electric signals for further interpreta-
tion. This article aims at exploring the use of this emerging technology
in order to control wirelessly industrial robots, overcoming the need for
wires, especially in environments where radio waves are not working due
to environmental factors or not allowed for safety reasons. We performed
experiments to ensure the suitability and efficiency of OWC based tech-
nology for the aforementioned scope and “in vitro” tests in various Line-
of-Sight (LoS) and Non-Line-of-Sight (NLoS) configurations to observe
the system throughput and reliability. The technology performance in
the “clear LoS” and in the presence of a transparent barrier, were also
analyzed.

Keywords: Visible light communication · Optical Wireless
Communication · Industrial Robots · Performance

1 Introduction

Autonomous robots are a crucial component of Industry 4.0 [1]. They can be
used in order to improve the speed and accuracy of operations, especially in
warehousing and manufacturing environments. Robots can work alongside with
humans for added efficiency while reducing the employee injury risk in dangerous
environments. To date most of the commercially available robots are supported
by wired consoles that are used to move the robot during its programming stage
while in production its motion is automated. The necessary features that a robot
console should have are joint movements, dead-man button, and emergency stop.
The dead-man button is a switch that is activated or deactivated if the human
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operator becomes unable, such as through death, loss of consciousness, or being
bodily removed from control. The robot is allowed to move until such button is
pressed, once it is released the robot is prevented to move, both by stopping the
motions and by preventing new motions to start. The emergency stop button is
a mushroom-headed red button that, when pressed, will immediately stop the
robot. This is typically implemented in a purely hardware fashion in order to
have a high reliability. The emergency stop uses a communication line that is sep-
arated from the robot manoeuvring communication line. This is done to totally
exclude software logic that could impact on the reliability and real-timeness of
this critical feature. Although wired consoles can ensure real-time and reliable
communication they reduce the operator degree of movement hence efficiency.
This is way various wireless console by using Radio Frequency (RF) based solu-
tions have been attempted (e.g., WiFi and Bluetooth). The problem of these
solutions is that they fail to operate in many real industrial factories. This can
be consequence of harsh signal propagation conditions together with interference
with coexisting radio technologies that operate in the same frequency. This may
lead to poor network performance or even failures [2]. The contribution of this
paper is the application of the OWC technology for wireless manoeuvring of
robots in industrial environment.

1.1 Optical Wireless Communication at Glance

OWC is a communication standard that operates in the electromagnetic spec-
trum of light, which is 1 mm to 10 nm wavelength. A photodiode acts as a
receiver while a light source performs as a data transmitter [3,4]. OWC can
enhance the data rate capacity of wireless networks, enables energy-efficient com-
munication, and materializes data communication in susceptible environments.
OWC is certain to replace the older radio waves based technology due to the
highly congested radio spectrum, at least in very localized environments such
as supermarkets, offices and industries. Currently various research challenges
such as modulation schemes, throughput and advanced networking are being
investigated to achieve the highest data rates for next-generation communica-
tion [5]. Many OWC-based applications have been developed, including toys, air
conditioners, TV remotes controllers, human sensing, vehicle-to-vehicle commu-
nication, underwater communication and bar code readers. In the near future,
unmanned aerial vehicles (UAVs) will play a significant role in commercial activ-
ities and are expected to make use of OWC technologies besides radio frequency
technologies for stable, secure and high bandwidth communications [6,7]. The
academia and research industry have established the IEEE 802.11bb task group
to modify the existing MAC and physical layer according to OWC [8].

2 Paper Contribution

The contribution of this paper is the application of the OWC technology for
wireless manoeuvring of robots in industrial environment. To this ending we
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need to address the following basic questions: (i) would OWC have satisfac-
tory performance in terms of latency, reliability and throughput when compared
to wired and RF-based wireless communication?; (ii) will these non functional
requirements be satisfied in case of a moving operator?; (iii) how can we imple-
ment the dead-man button and emergency stop channel with the highest possible
reliability?. In order to answer these questions we performed cautious ‘in vitro’
experiments to test the latency, reliability and throughput of a prototype OWC
system. After successful completion of the ‘in vitro’ settings we replicated the
experiments in real case study scenarios for moving robots inside various farms.
Experiments were performed in various LoS and NLoS configurations to observe
the system throughput and reliability. The technology performance in the “clear
LoS” and in the presence of a transparent barrier, were also analyzed. We also
analyzed the use of a pointing system for the link to be kept always in opti-
mal conditions and proposed an additional communication channel for a reliable
emergency stop. Our experiments show that OWC based communication can be
used for wireless manoeuvring of robots.

This article can be summarised as follows: Sect. 3 presents a review of the
most recent and relevant literature, Sect. 4 presents our experimental setup,
Sect. 5 provides a detailed analysis of the experimental results and Sect. 6 con-
cludes the article and offers future research directions.

3 Literature Review

In this section we report various case studies where OWC technology has been
tested.

OWC Based Vehicle Collision Avoiding System. Intelligent transportation
system and vehicles safety are one of primary concerns of smart city projects [9–
11]. The researchers in academia and industry are working to develop advanced
systems that could drastically minimize the rate of accidents [12–14]. In order
to achieve the preceding goal, OWC has been proposed as a possible solution
because of its properties. First of all it has a huge and unregulated spectrum, high
transmission capacity, and mature enough LED technology. Many solutions have
been proposed, such as microwave radar systems and short range radio systems,
but all of these architectures suffer from frequency competition and weather
conditions changing. These studies focus on the rear-end collision scene, that is
the most common type of accident.

In [15], the authors have proposed a OWC based prototype to enhance the
safety and efficiency of intelligent transport systems (ITS). In the proposed
methodology, light emitted from the brake lamps of a vehicle can be used to
transmit messages to the following vehicle so that necessary safety measures
can be taken in time. The experimental results show that the prior prototype
can identify hard brakes over a distance of 20 m and can offer an alert warn-
ing to following vehicles driving slower than 80 km/h. The authors in [16] have
also proposed a OWC based rear-collision avoidance system. The efficiency of
the proposed technique has been verified by implementing different case studies.
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In [17], the authors developed a OWC-based V2V communication prototype.
Various techniques like frequency shift keying (FSK), phase shift keying, and
amplitude shift keying were implemented. Different measuring parameters e.g.,
received optical power, bit error rate (Ber), and received signal voltage were
assessed to characterize V2V communication. The results reveals that 3.5 Mb/s
and 500 Kb/s data rates were achieved over the distances of 0.5 and 15 m respec-
tively. The experimental results validated the efficiency of OWC-based proposed
architecture and its importance in V2V communication.

OWC and Underwater Robots. Nowadays, OWC is emerging as a method to
provide high data rates and low latency for underwater wireless communication
[18]. The OWC-based systems outperform radio wireless in terms of reach and
bandwidth with the LoS as a prerequisite. The proposed solution to this problem
is to implement a feedback control to direct the light emitters and detectors to
each other.

The system is motivated by the need for wireless communication systems in
the robotic inspection of nuclear reactors, which are permanently underwater.
An approach based on OWC has been pursued due to the significant range and
bandwidth advantages of the technology in this specific environment.

There is an urgent need for a more thorough investigation of underwater
structures as an added safety measure. The need for a pointing system is crucial
as the optical components are inherently directional and require a continuous
LoS to maintain a data link.

The authors in [19] mainly focus on the use of light as a localization medium
via an unusual general strategy, where the light source is integrated into a full
inertial measurement unit for estimation of orientation and position. In this
way, the optical communication system is in a dual-use configuration. The light
signal is both interpreted using a circuit to attain a data signal and analyzed
using different sensors and techniques to gain an estimate of the orientation and
position of the vehicle.

OWC Technology Based Robots in Pipelines. In the near future, robots
are expected to be employed in pipelines with protracted distances and com-
plicated networks. These robots need to be highly efficient in terms of wireless
communication but the presence of EM interference, Faraday cage effects and
low energy efficiency can undermine their performance in said environment. In
[20], the authors proposed to employ a wheeled robot equipped with a OWC-
based transmitter and receiver to assess their efficacy inside a pipeline. The
attained experimental results are satisfactory as the proposed system is capable
to establish a good communication link and provide illumination inside the pipe.

OWC for Enhanced Control of Autonomous Delivery Robots. The exist-
ing robot systems are mainly focused on robot functionality and position accu-
racy with fewer concerns about their safety. Regarding robot safety, OWC shows
promising potential. The authors in [21], developed a robot having an enhanced
navigation control system using a joint of navigation sensors and OWC-based
technology using in-building installed LEDs. The proposed robot system has
been tested in a real hospital and shown satisfactory experimental results.
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Fig. 1. The access point. Fig. 2. The TX driver.

4 Experimental Setup

In this section we explain all details that are related to our experiments. We
provide hardware, software and strategies chosen together with the motivations
that led to such choices.

Our experiments were performed by using the development kit manufactured
by pureLiFi. It consists of two USB Li-Fi dongles (see Fig. 3), two Li-Fi ready
LED lamps and two access points (see Fig. 1). The access point (in which is
implemented an infrared receiver) is wired to the lamp via the TX driver (see
Fig. 2) and to the rest of the wired network. It acts as a signal modulator and is
responsible for generating the signal the lamp will reproduce.

The dongle is wired to the computer via USB and it has implemented an
infrared transmitter and a visible light photodiode so that it can transmit and
receive data.

Fig. 3. The USB dongle.
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The data link layer of the pureLiFi system is compliant with the 802.11
protocol (CSMA/CA with RTS/CTS and ACK) while its physical layer uses
light has the medium of data communication.

4.1 Reference System Architecture

Figure 4 and 5 show the setup we used for our ‘in vitro’ experiments. Com-
munication was performed by assuming that a host computer 2 (this simulates
the console) exchanges data with a host computer 1 (this simulates the robot’s
continuous numeric control (CNC)). The continuous numeric control provides
instructions on where and if to move the robot’s joints. The console is connected
with the OWC access point while the CNC is connected with a local router.
Router and access point are connected by means of a local Ethernet cable. We
used this setting in order to emulate the robot controlling scenario.

Fig. 4. The proposed architecture for test setup.

In the ‘in vitro’ experiments the wired network was isolated from the traffic,
i.e., only the traffic sent via OWC was observable and we made sure that no light
interference was present. This was not the same in the industrial experiments
where interference was possible.

4.2 Performance Measures

Our aim is to estimate reliability in terms of Packet Error Rate (PER), through-
put and Latency. These were evaluated by performing various experiments (e.g.,
LoS and NLoS).
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Fig. 5. The “in vitro” environment. Fig. 6. The “real life” environment.

Packet Error Rate (PER) Estimation. We are interested in evaluating the
PER that is related to the link between the console and the OWC access point.
This can give an estimate on the quality of the light channel under various
conditions. There are various methods for performing PER tests for wireless
networks [22]. On way is to compare the raw data bits that are received by the
OWC access point with the ones that are sent by the consoles. This can allow us
to measure the Bit Error Rate (BER) that can be used in order to estimate the
PER. This is calculated by assuming a uniformly distributed error which can lead
to gross overestimation of PER. Another way to estimate the PER is to count the
number of CRC mismatches at the OWC access point. With the 32-bit CRC used
by the 802.11 standard the probability of undetected erroneous packets is very
small (i.e., 2.3E−10). Both methods (BER and CRC) require a specific vendor
software to get data from the MAC layer. When this is not available, packets
with an unreliable protocol (such as UDP) can be transmitted. The PER can
be obtained by counting the number of missing packets at the router side since
any packets with errors is dropped. We use this technique in order to estimate
the quality of the connection between the OWC access point and the console 1

since no specific vendor software to get OWC MAC layer data was available.
For each time slot Ti (all time slots have equal duration) we have calculated

the average packet error rate PERTi
according to the following formula:

PERTi
=

FA
Ti

− FR
Ti

FA
Ti

where FR
Ti

is the number of frames that were received at the router during
transmission between the console and the router via OWC; FA

Ti
is the total

1 This measure gives a good indication of the OWC to console connection. In fact, the
wired connection between router and OWC has a constant and very low PER.
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number of frames that were sent; FA
Ti

−FR
Ti

is the number of frame that were not
received.

The average error rate PER was calculated according to the following for-
mula:

PER =
∑N

i=0 PERTi

N

where N is the total number of time slots.
The confidence interval of the experiment was calculated in the following

manner:

PER ± Z
s√
N

where s is the standard deviation and Z is the confidence interval (0.95 in our
case) and Z s√

N
the margin of error. In all graphs we always plot the average in

blue and we always plot the statistics endpoints PER−Z s√
N

and PER+Z s√
N

in red and yellow, respectively. For instance, Fig. 7 shows in blue the average
PER, in red the lower endpoint and in blue the upper one.

For each experiment, we have collected several days of data exchange. More
precisely, for each day all packets exchanged during 4.5 h of communication
between console and OWC have been collected. These have been divided into
chunks of 10 min. For each chunk we calculated PERTi

. These have been aver-
aged together in order to obtain the PER of an experiment.

We have implemented a client UDP program that sends packets to a server
program. Sent and received packets have been counted at the client and server
side, respectively. We have double checked the packet counting by using the
Wireshark packet analyser.

Throughput. Throughput is the number of messages that are successfully
delivered per unit of time. This is consequence of the available bandwidth, qual-
ity of links (error rate) and hardware limitations. Throughput is measured from
the arrival of the first bit from console at the router. This is done in order to
decouple the concept of throughput from the concept of latency. We use a TCP
throughput based estimation where for each time slot Ti the console sends to the
router packets as fast as the hardware will allow. We calculated the throughout
Ri for the time slot Ti by using the following formula:

Ri =
Bi

Ti

where Bi is the total amount of byte that were sent during the time slot Ti.
For each experiments we collected thousands of time slots Ti which were used
to calculate the following average throughput rate R:

R =
∑N

i=0 Ri

N
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where N is the total amount of time slots and Ri is the throughout of the time
slot Ti. The confidence interval of the experiment was calculated by using the
following formula:

R ± Z
s√
N

where s is the standard deviation and Z is the confidence interval (0.95 in our
case) and Z s√

N
the margin of error. Like for the PER, in all graphs we always

plot the average in blue and we always plot the statistics endpoints R − Z s√
N

and R + Z s√
N

in red and yellow, respectively.
We have implemented a client TCP program that sends packets to a server

program. The client runs on the console while the server at the router. The time
to receive the packets have been taken at the client side. We have double checked
the throughput results obtained by using the Wireshark packet analyser and the
iPerf 3 tool. This is a widely used command-line tool written in C for network
performance measurement. We did not use iPerf only since it might use other
protocols such as TELNET or serial to output the intermediary results at each
interval which might introduce undesired overhead. This may negatively impact
the throughput results.

Latency. We use the round-trip time (RTT) in order to estimate the time it
takes for an acknowledgement to be received by the console. More precisely, we
measure the time it takes for 512 bytes to be sent by the console to the router
and the related acknowledgement to be received back. We have chosen 512 byte
since it is a sufficient amount of data for controlling the movement of the robots.

For each slot Si we have estimated the average RTTi by applying the follow-
ing formula:

RTTi =
j=Ni∑

j=0

T (Pj)

where T (Pj) is the round-trip time for the packet Pj and Ni the number of packet
sent for the slot Si (this has been set to a thousand). We have also calculated
the peaksi. This counts the number of packet whose RTT exceeds the time of
30 ms for the slot Si. Exceeding this time is considered no safe when controlling
the arm of a robot.

For each experiment we have calculated the average RTT by using the fol-
lowing formula:

RTT =

∑j=N
j=0 RTTi

N
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where N is the number of slots which have been set to a thousand. The total
percentage of peaks was calculated according to the following formula:

peaks =

∑j=N
j=0 peaksi
∑j=N

j=0 Ni

where
∑j=N

j=0 Ni is the total amount of packets sent for all slots.
The confidence interval of the experiment was calculated in the following

manner:

RTT ± Z
s√
N

where s is the standard deviation and Z is the confidence interval (0.95 in our
case) and Z s√

N
the margin of error. Like for the PER, in all graphs we always

plot the average in blue and we always plot the statistics endpoints RTT −Z s√
N

and RTT + Z s√
N

in red and yellow, respectively.
We have implemented a client TCP program that sends packets to a server

program. The client runs on the console while the server at the router. The time
to receive the ack on the client side has been recorded every time. We have
double checked the throughput results obtained by using the Wireshark packet
analyser and the TCP-latency tool. This is a command-line tool implemented
in Python that is born from the need of running network diagnosis tasks on
serverless infrastructure (many providers do not include ICMP support).

5 Experiments and Test Results

In this section, we describe all experiments that we have performed and we
discuss their results.

5.1 Throughput and per Tests

We performed various experiments in order to observe the variation in through-
put, PER and Latency by changing the following settings: (i) LoS and NLoS;
(ii) the vertical position of the lamp from 0.5 m to 5 m while keeping the dongle
stationary under the lamp (horizontal position 0 m); (iii) changing the horizontal
position of the dongle from 0 m to 2 m while keeping the vertical position of the
lamp at 2.5 m and 5 m from the ground. In line-of-sight the coupled transmitters
and receivers directly “face” each other while in NLoS the signal is not carried
by the light beam directly but by its reflection.
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“In Vitro” Tests. Figures 7 and 8 show the results for LoS tests where the
dongle position varies vertically between 0.5 and 2.5 m. This scenario is shown
is Fig. 9. As expected, the speed and error rate have opposite behaviour. From
the results, it is evident that as the distance increases, the throughput decreases.
At the test’s poles, the speed dropped by approximately one-third of the peak
value and the error rate is doubled.

Fig. 7. Throughput for vertical distance
variation, LoS. (Color figure online)

Fig. 8. Error rate for vertical distance
variation, LoS.

Fig. 9. Vertical ‘in vitro’ scenario with
LoS.

Fig. 10. Horizontal ‘in vitro’ scenario
with LoS.

Fig. 11. Throughput for horizontal dis-
tance variation, LoS.

Fig. 12. Error rate for horizontal dis-
tance variation, LoS.
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Fig. 13. Throughput for vertical dis-
tance variation, NLoS.

Fig. 14. Error rate for vertical distance
variation, NLoS.

Figures 11 and 12 present the results for LoS tests where the dongle position
varies horizontally (with a fixed vertical distance of 2.5 m from the light source).
More precisely, the horizontal distance varies between 0 and 1.25 m from the
centre of the cone light. This setting is shown in Fig. 10. We can observe that
the speed and error rate have diverging responses. At the extreme values of the
test, speed dropped by around three times from the peak performances and the
error rate gets tripled.

Figures 13 and 14 depict the results for NLoS tests where the position of the
dongle varies vertically (the distance is considered from the surface reflecting
light). Figure 15 shows this setting. We can see that the console is faced toward
a reflecting surface. The distance from this surface (Δv in Fig. 15) is varied
between 0.25 m and 1 m. Figures 13 and 14 show that at the polar values of the
experiment, speed reduces by approximately one third from the peak value and
the error rate almost doubled. Here the values in terms of throughput are much
lower than the LoS configuration and the error rate is also higher.

Figures 16 and 17 portray the results for the NLoS experiments where the
position of the dongle changes horizontally (the vertical distance is constant and
is 0.2 m, the nearest possible to the reflected light source so that the reflection
of the infrared light can reach the access point). Considering the extreme values
of the attained results (Figs. 16 and 17), the speed becomes almost half of the
peak value and the error rate exceeds the threefold.

Experiments Inside the Farms. The first noticeable outcome of farm exper-
iments was that the NLoS experiments inside all farms were not possible since
communication links simply failed to establish. The distances involved were to
large (see Fig. 6) thus the reflection of the light source was too weak to be received
at the OWC access point.

The experiments inside the farms were only performed by varying the hori-
zontal distance from the center of the light cone. The operator’s console would
be around 1.5 m from the ground in the best case while the lamp was about
5 m from the console. This was the height of all the warehouse ceiling where
the experiments were performed. Two types of experiments were conducted, in
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Fig. 15. Vertical ‘in vitro’ scenario with NLoS.

Fig. 16. Throughput for horizontal
distance variation, NLoS.

Fig. 17. Error rate for horizontal dis-
tance variation, NLoS.

Fig. 18. Experiments inside the
industry with LoS.

Fig. 19. Experiments inside the industry
with a transparent obstacle in the middle

one case the console and the lamp were in LoS without any obstacle in between
(see Fig. 18). In the second case a transparent barrier during between the OWC
communication and the console was placed (see Fig. 19). This was done in order
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Fig. 20. Throughput for horizontal
distance variation in LoS test.

Fig. 21. Error rate for horizontal dis-
tance variation in LoS test.

to simulate a plexiglass material that could separate the operator and the robot.
The addition of the transparent barrier definitely affected the packet error rate
and the throughput but real time (i.e., response time) within certain time limit
can be still ensured.

Figure 20 and 21 show the throughput and the packet error rate when the
dongle position varies horizontally from 0 to 2 m and no obstacle is used. It is
worth noticing that the throughput almost halved when compared to the ‘in
vitro’ experiments of Figs. 11. This is because the height of the lamp doubled
(from 2.5 m to 5 m). It is also worth noticing that the packet error rate increased
approximately by 50% when compared to the ‘in vitro’ experiments of Fig. 17.

Figures 22 and 23 show the throughput and the packet error rate in the
presence of transparent plexiglass barrier between the console and the lamp.
The position of the dongle varies horizontally from 0 to 2 m. The throughput
drops by about 25% and the error rate increase of 20%. This is consequence of
the plexiglass introduction.

Fig. 22. Throughput for horizon-
tal distance variation in LoS case
test when plexiglass acts as com-
munication obstacle.

Fig. 23. Error rate for horizontal dis-
tance variation in LoS case experiment
when plexiglass is inserted as communi-
cation barrier.
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5.2 Latency Tests

Table 1. RTTs test “in vitro”.

Scenario Average (ms) Lower (ms) Upper (ms) Peaks

LoS 1 7,7124 7,7038 7,721 897 10−7

LoS 2 7,7516 7,4248 7,7608 901 10−7

NLoS 3 7,7582 7,7461 7,7703 900 10−7

“In Vitro” Tests. We have tested the latency our ‘in vitro’ scenarios by using
the following three scenarios: (Los 1) the height of the lamp is 2.5 m while the
horizontal distance Δh is 0 m (see Fig. 9); (Los 2) the height of the lamp is 2.5 m
while the horizontal distance Δh is 1.2 m (see Fig. 9); (NLos 1) the height of the
lamp is 2.5 m while the horizontal distance is 0 m (see Fig. 15), the console has no
line of sight with the OWC lamp and faces a surface at distance Δh = 0.25. The
latency results of these scenarios are shown in Table 1. We can see that for all
scenarios the response time is always very low. This is consequence on the very
small amount of data that is sent for each packet (512 byte) and its periodicity
(every 100 ms). We can also notice that in all scenarios that we have considered
there is always a good throughput and a low PER (see Sect. 5.1 for details). It
is worth noting that the percentage of packets that exceeds the 30 ms (that is
the peaks) is extremely low in all scenarios.

Table 2. RTT tests in real-life environment.

Scenario Average (ms) Lower (ms) Upper (ms) Peaks

LoS 1 7,7337 7,7194 7,7479 908 10−7

LoS 2 7,7762 7,7619 7,7904 907 10−7

Real-Life Environment Test. We have tested the latency also for our indus-
trial case study by using the following two scenarios: (Los 1) the height of the
lamp is 5 m while the horizontal distance Δh is 2 m (see Fig. 17); (Los 2) the
height of the lamp is 5 m while the horizontal distance Δh is 2; a plexiglass
between console and lamp is added (see Fig. 19). The latency results of these
scenarios are shown in Table 2. We can see that in all scenarios the response
time is always very low and the results obtained are equal to the ‘in vitro’ sce-
nario.
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5.3 Discussion

Our research questions were positively answered. The Light technology has sat-
isfactory performance in terms of latency, reliability and throughput when com-
pared to wired and RF-based wireless communication inside factories. While our
experiments show that was possible to manoeuvre robots by using OWC, they
also showed that WiFi could not be used because of various forms of interference.
This lead to poor reliability and throughput.

Thanks to the high reliability of the light channel the dead-man button could
be implemented. We recall that this is a switch that is activated or deactivated
if the human operator becomes unable, such as through death, loss of conscious-
ness, or being bodily removed from control. The robot is allowed to move until
such button is pressed, once it is released the robot is prevented to move. The
man dead button was impossible to implement over WiFi.

6 Conclusion and Future Work

We conducted various experiments to observe the suitability and efficiency of
OWC based technology for anthropomorphic robots control in industrial envi-
ronments. The tests have shown overall satisfying results. In the “in vitro” tests,
where the hardware was in the working range specified by the manufacturer,
throughput and reliability tests have always shown acceptable results in LoS
configuration. The real-life environment based tests presented satisfactory results
in the assumed configurations. From the performance comparison between the
“clear LoS” and the plexiglass tests, it’s evident that a transparent obstacle is
not that much of high concern for the technology, but it is highly preferable to
have a clear LoS. As for the real-timeness tests are concerned, they have shown
very good results as the latency peaks are very few and the average latency is
very low, hence making OWC a very good candidate for this kind of application.

We achieved all the proposed objectives, though for this kind of application
there is the need for a specific implementation in order to make it usable when
bigger distances are in play.

6.1 Future Developments

In future research work, we aim to take measurements regarding light intensity
using available hardware, so that can be sized a new hypothetical system which
can be developed for simulation purposes. After the simulation phase, will be
conducted an estimate of the hardware needed to build a prototype. Then will be
built a prototype that implements the additional safety channel and a pointing
system analogous to the one described in Sect. 3. Regarding the safety channel
its communications will be processed separately from the motion’s in order to
respect industrial standards regarding safety and for the system to be as robust
as possible, as this is the most critical feature in this application. We are also
planning to implement a pointing system. This is deemed as necessary in order to
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offer the operator the highest degree of movement while maintaining the optical
link’s quality as close as possible to the best conditions.

Acknowledgment. We thank the start-up Misco Valley for supporting all the exper-
iments and providing the experimental hardware.
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A., Uzunović, T., Volić, I. (eds.) IAT 2019. LNNS, vol. 83, pp. 355–364. Springer,
Cham (2020). https://doi.org/10.1007/978-3-030-24986-1 28

7. Ullah, Z., Al-Turjman, F., Mostarda, L.: Cognition in UAV-aided 5G and beyond
communications: a survey. IEEE Trans. Cogn. Commun. Netw. 6, 872–891 (2020)

8. Galisteo, A., Juara, D., Giustiniano, D.: Research in visible light communication
systems with OpenVLC1.3. In: 2019 IEEE 5th World Forum on Internet of Things
(WF-IoT), pp. 539–544. IEEE (2019)

9. Ullah, Z., Al-Turjman, F., Mostarda, L., Gagliardi, R.: Applications of artificial
intelligence and machine learning in smart cities. Comput. Commun. 154, 313–323
(2020)

10. Al-Turjman, F., Lemayian, J.P., Alturjman, S., Mostarda, L.: Enhanced deploy-
ment strategy for the 5G drone-BS using artificial intelligence. IEEE Access 7,
75999–76008 (2019)

11. Al-Turjman, F., Mostarda, L., Ever, E., Darwish, A., Khalil, N.S.: Network expe-
rience scheduling and routing approach for big data transmission in the internet
of things. IEEE Access 7, 14501–14512 (2019)

12. Masini, B.M., Bazzi, A., Zanella, A.: A survey on the roadmap to mandate on board
connectivity and enable V2V-based vehicular sensor networks. Sensors 18(7), 2207
(2018)

13. Goto, Y., et al.: A new automotive VLC system using optical communication image
sensor. IEEE Photon. J. 8(3), 1–17 (2016)

https://doi.org/10.1016/j.jii.2017.04.005
https://doi.org/10.1109/cse-euc-dcabes.2016.167
https://doi.org/10.1109/cse-euc-dcabes.2016.167
https://doi.org/10.1007/978-3-030-24986-1_28


128 F. Al-Turjman et al.

14. Raza, N., Jabbar, S., Han, J., Han, K.: Social vehicle-to-everything (V2X) com-
munication model for intelligent transportation systems based on 5G scenario. In:
Proceedings of the 2nd International Conference on Future Networks and Dis-
tributed Systems, pp. 1–8 (2018)

15. Siddiqi, K., Raza, A., Muhammad, S.S.: Visible light communication for V2V intel-
ligent transport system. In: 2016 International Conference on Broadband Commu-
nications for Next Generation Networks and Multimedia Applications (CoBCom),
pp. 1–4. IEEE (2016)

16. Bao, Y., Wang, Y., Yu, J., Shen, J.: A visible light communication based vehi-
cle collision avoiding system. In: 2016 15th International Conference on Optical
Communications and Networks (ICOCN), pp. 1–3. IEEE (2016)

17. Dahri, F.A., Mangrio, H.B., Baqai, A., Umrani, F.A.: Experimental evaluation of
intelligent transport system with VLC vehicle-to-vehicle communication. Wirel.
Pers. Commun. 106(4), 1885–1896 (2018). https://doi.org/10.1007/s11277-018-
5727-0

18. Zhou, Y., et al.: Common-anode LED on a Si substrate for beyond 15 Gbit/s
underwater visible light communication. Photon. Res. 7(9), 1019–1029 (2019)

19. Rust, I.C., Asada, H.H.: A dual-use visible light approach to integrated commu-
nication and localization of underwater robots with application to non-destructive
nuclear reactor inspection. In: 2012 IEEE International Conference on Robotics
and Automation, pp. 2445–2450. IEEE (2012)

20. Zhao, W., et al.: A preliminary experimental study on control technology of pipeline
robots based on visible light communication. In: 2019 IEEE/SICE International
Symposium on System Integration (SII), pp. 22–27. IEEE (2019)

21. Murai, R., et al.: A novel visible light communication system for enhanced control
of autonomous delivery robots in a hospital. In: 2012 IEEE/SICE International
Symposium on System Integration (SII), pp. 510–516. IEEE (2012)

22. Khalili, R., Salamatian, K.: A new analytic approach to evaluation of packet error
rate in wireless networks. In: 3rd Annual Communication Networks and Services
Research Conference (CNSR 2005), pp. 333–338 (2005)

https://doi.org/10.1007/s11277-018-5727-0
https://doi.org/10.1007/s11277-018-5727-0


Classification of IoT Device
Communication Through Machine

Learning Techniques

Sheraz Ahmad1, K. N. R. Surya Vara Prasad2, Zaib Ullah1(B),
Leonardo Mostarda1, and Fadi Al-Turjman3,4

1 Computer Science Division, University of Camerino, 62032 Camerino, Italy
zaibullah.zaibullah@unicam.it

2 Department of Electrical and Computer Engineering,
University of British Columbia, Columbia, Canada

3 Artificial Intelligence Department, Near East University, Nicosia, Mersin 10, Turkey
4 Research Center for AI and IoT, Near East University, Nicosia, Mersin 10, Turkey

Abstract. The Internet of Things (IoT) also called the Internet
of Everything is a system of smart interconnected devices. The
smart devices are uniquely identifiable over the network and perform
autonomous data communication over the network with or without
human-to-computer interaction. These devices have a high level of diver-
sity, heterogeneity, and operates with various computational capabilities.
It is highly necessary to develop a framework that allows to classify the
devices into different categories from effective management, security, and
privacy perspectives. Various solutions such as network traffic analysis,
network protocols analysis, etc. have been developed to solve the prob-
lem of device classification. The signal of a device is an important feature
that could be utilized to classify various network devices. We propose a
framework to identify network devices based on their signal analysis. We
have developed a training data set, by collecting signals from various
Wi-Fi and Bluetooth devices in a specific geographic area. A machine
learning-based model is proposed for the prediction of network device
classification (e.g., a Wi-Fi or Bluetooth device) with 100% accuracy.
Furthermore, clustering techniques are applied to the acquired signals to
predict the total number of active Wi-Fi devices in a given region.

Keywords: Machine learning · Bluetooth and Wi-Fi classification ·
IoT · Clustering technique

1 Introduction

The term IoT was first introduced by Kevin Ashton in 1999 and with time it
became an integral part of our daily life [1,2]. IoT is a system of smart intercon-
nected devices that are uniquely recognizable over the network and are capable
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of autonomous data communication. The IoT has various applications in differ-
ent areas such as smart agriculture, smart homes, autonomous transportation,
telemedicine and healthcare, supply chain management, logistics, automobile,
telecommunication, industry, security and surveillance, industry, and Wireless
sensor networks, etc. [1,3,5].

According to literature by the end of the year 2020, there will be around 50
billion internet- connected devices [4]. These devices will have different levels
of homogeneity and heterogeneity. The IoT is a potential field for academia
to explore device classification, device connectivity, intercommunication, and
network configuration in IoT scenarios.

The growing number of IoT devices introduces several challenges to keep
track of network activities. The research community is working on how to auto-
matically classify devices of the IoT in groups to better manage them for security
and privacy, services and functionalities enhancements [7,8]. Different technolo-
gies provide wireless connectivity for IoT devices and the technologies implement
various standards in terms of frequency bands, communication protocols, and
coverage areas [6,9]. There are two types of wireless communication technolo-
gies i.e., short-range and long-range [10]. The short-range communicate within
a small coverage area of a minimum 1 m to a maximum of 100 m2. Some of the
renowned short-range technologies are Wi-Fi, Bluetooth, ZigBee, and 6LoW-
PAN. The long-range wireless communication technologies cover an area of 10 to
100 km, and it includes cellular technologies mainly the 3rd Generation Partner-
ship Project (3GPP), Global System for Mobile Communications (GSM), Long
Term Evolution (LTE), 2G to 5G, etc. [10,20]. A detailed description of Short-
Range and Long-Range communication technologies is shown in Fig. 1. The Fig. 1

Fig. 1. Wireless connectivity technologies for IoT [20]
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describes its coverage area, standards, and the underline sub-technologies. Blue-
tooth operates on the Industrial, Scientific, and Medical (ISM) frequency band
that starts 2.402 GHz and ends at 2.480 GHz. Bluetooth sends data in a short-
range of max 100 m with a data rate of 1Mb/s to 3Mb/s. Similarly, a typical Wi-
Fi system supports a speed of up to 54 Mb/s and a coverage range of 100 m [9].

Machine learning (ML) is a sub-field of computer science and artificial intel-
ligence (AI). The ML allows the system to self-learn from the given data without
being explicitly programmed to make some intelligent decisions, classifications,
or predictions by itself. The ML and Data mining is often considered the same
terms because of the significant overlap of the techniques.

ML learns from the training data and makes some predictions based on the
known patterns while data mining focuses on extracting the unknown patterns in
the data. ML uses some of the data mining techniques in unsupervised learning,
and data preprocessing and data mining also make use of ML techniques. ML
techniques are usually reliable for making classification or predictions from the
given data or dealing with real-world scenarios. These techniques can describe
and autonomously detect a linear and nonlinear relationship between the depen-
dent and independent variables, called patterns, and the primary source for
predictions.

To better manage the network, we need to classify these devices to handle
them accordingly. The research community proposed several mechanisms for
classifying devices in the IoT network. A signal is a potential feature for device
classification as each device uses some standard to connect to the network. In
short, we can classify devices by analyzing their signals.

This article aims to develop a framework by using ML techniques that auto-
matically recognize a device, whether it is a Wi-Fi or Bluetooth device by analyz-
ing its signal. We have a data set that has been created by collecting Wi-Fi and
Bluetooth devices signals from a geographical area. We train a ML model with
the existing data set and use it to recognize any newly provided signal either from
Wi-Fi or Bluetooth devices. Furthermore, there are hundreds of signals belong-
ing to several Wi-Fi devices in a given area. We aim to employ an unsupervised
clustering algorithm to calculates the total number of Wi-Fi devices in the given
area. The article layout (shown in Fig. 2) is organized as that Sect. 1 presents
a generalized introduction of the IoT, ML techniques, technologies, and their
limitation. Section 2 describes a brief literature review of Wi-Fi and Bluetooth
devices, and ML techniques that are best suited to solve the problem. Section
3 provides a detailed discussion regarding the model and attained experimental
results, and Sect. 4 concludes the article.

2 Literature Review

In this section, we provide a brief literature review of Bluetooth, Wi-Fi tech-
nologies, and ML techniques.
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Fig. 2. This figure shows the article layout.

2.1 Bluetooth Technology

The idea of Bluetooth was originally introduced by Ericsson Mobile Commu-
nications back in 1994 in Lund (Sweden). When Ericsson started studying to
replace traditional wired connection in short-range communication between lap-
top, Phone, and PDAs [11,14]. Bluetooth was initially standardized by IEEE
802.15.1 but now it is maintained by Bluetooth SIG (Special Interest Group).
The SIG was formed in 1998 by a group of tech giants, namely Ericsson, IBM,
Nokia, Toshiba, and Intel. Bluetooth operates on the Industrial, ISM frequency
band that starts 2.402 GHz and ends at 2.480 GHz. Bluetooth devices need a
point-to-point connection for communication. To initiate a connection between
two different Bluetooth devices one will act as a Master and the other will act as
a Slave. Master initiates the connection first and slave accept to join, this single
hope network is known as piconet [15].

According to [16] there will be over 10 billion Bluetooth devices in the market
by the year 2018. With such an increase the Bluetooth (SIG) started working
on other short-range wireless communications technologies, such as IoT and
machine to machine (M2M) wireless communication. To enable Bluetooth for
battery-powered IoT and M2M applications Bluetooth should reduce its energy
consumption. Therefor the Bluetooth SIG introduced Bluetooth Low Energy
(BLE) in 2010 as Bluetooth 4.0 which was specifically designed for low power
wearable devices for example actuators, and sensors [17,18] etc.

2.2 WiFi

Wi-Fi stands for “Wireless Fidelity” that indicates if a device has Wi-Fi it
can be connected to the wireless local area network. An advantage of WLAN
is the replacement of traditional wiring. A device in the coverage area of a
Wi-Fi can be connected to the internet via a wireless connection. Wi-Fi is a
wireless local area networking (WLAN) technology that allows portable mobile
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devices e.g. smartphones, laptops, printers, tablets, cameras, and many other
devices, to wirelessly connect to the internet. A typical Wi-Fi network consists
of three parts, a smartphone or computer, a wireless access point (AP), and
a wired connection between the access point and broadband provider [19]. To
build a WLAN, a device called router is required to receive and transmit wireless
signals. A router receives the internet from an internet service provider (ISP)
and transmits it wirelessly to the nearby devices. Wi-Fi belongs to the family of
IEEE 802.11 wireless networks standard. IEEE 802.11 operates on radio wave
and uses 2.4 GHz, ISM band. It can also operates 5 GHz which is mainly used
in enterprises. A typical Wi-Fi system supports a speed of up to 54 Mb/s and
a coverage range of 100 m [9]. In 1997, IEEE 802.11 was recognized as the first
version of the standard for WLAN. That specified the license-free ISM 2.4 GHz
frequency band with a speed of 1 to 2 Mb/s. IEEE 802.11 is not a single standard
but it is a family of multiple versions. The IEEE 802.11a is a standard of WLAN
that works on orthogonal frequency division multiplexing (OFDM). It has 52
channels to support a data rate of up to 54 Mb/s. IEEE 802.11b is the standard
of WLAN that uses direct sequence spread spectrum (DSSS) and achieves a
maximum speed of 11 Mb/s with the utilization 2.4 GHz band. To achieve a high
data rate 2.4 GHz band a new 802.11 g was developed in 2000 which uses OFDM.
The new OFDM achieves a required data rate for multimedia applications [19]
and high data speed internet.

2.3 ML and DRL Techniques

ML is based on data processing where some statistical methods are applied to the
given data to train a model. This trained model then applies the same statistics
on the new data and compares the obtained results with the previous one. The
process of training a model evolves in several steps including data collection,
data preparation, model selection, model training, and evaluation of the model.
The ML operational procedure has been shown in the Fig. 3.

Fig. 3. Work flow or necessary steps of ML process [20].

ML techniques can be classified into three extensive categories, supervised
ML, unsupervised ML, and reinforcement learning as shown in Fig. 4 [12,13].
Supervised learning is based on the prediction of a dependent variable (class,
label, or target). A function also called features, attributes, or inputs are used
as independent variables. While in unsupervised learning the model learns by
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itself. There are no specified dependent variables hence the model has to focus on
catching some patterns in all the variables in the data. Similarly, reinforcement
learning is useful when there is no available data as input, the model has to
generate it from some real-time scenario.

Fig. 4. Classification of ML techniques.

Supervised Learning. The term supervised learning is quite self-explanatory
and is the most widely used ML technique. In this type of ML technique, the
model is trained by supervised examples. In supervised learning, the model is
provided with the two sets of data, namely training and test data set. With the
training set the model will be trained and with the test set the model’s predic-
tion performance will be checked. Training set consists of input variables that
are paired with the corresponding correct output variables. During the learning
phase, the model will try to detect some patterns in the data that correlate
inputs with the corresponding output variables [21]. Now in the test phase, the
model will be provided with the input variables but with no corresponding out-
put variables. So the ML model will try to detect some patterns in the newly
provided data. The attained patterns are compared with the one it calculated
during the training phase. By matching these patterns the model will be able
to predict the class for the newly provided data in a classification problem or
will be able to predict a value for a regression problem. Supervised learning is
further divided into two subclasses known as classification and regression. Clas-
sification is used to predict a category while regression is used to predict some
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continuous values. There is a wide variety of algorithms that comes under the
umbrella of classification. These algorithms usually belongs to one of the four
working principles. For example, K-NN is instance-based, Bayesian and Support
Vector Machine (SVM) are statistical calculation based, deep learning and ANN
are perception based, Random forest and decision trees are logic-based [22]. Sim-
ilarly, regression is a supervised ML technique, used for the prediction of real
value. It is a statistical method that detects a relationship between dependent
and independent variables. Prediction algorithms predict the value of the depen-
dent variable for a given value of the independent variable. There exist several
regression models that are based on the type of relationship between the depen-
dent and independent variables. Some of the most common are linear regression,
nonlinear regression and, polynomial regression, etc.

Unsupervised Learning. Unsupervised learning also known as Learning with-
out a teacher [23], is a ML technique that deals with the unlabeled data. In unsu-
pervised learning, an agent learns by itself through finding some hidden patterns
in the data. In unsupervised learning, the model is unaware of the labels for the
training data, so there is no way to calculate its accuracy. Therefore accuracy
is not a measure that we analyze with unsupervised learning. In unsupervised
learning the model is provided with a set of unlabeled data. The model is going
to perform complex mathematics to find some patterns from the data and will
extract some useful features from it. Unsupervised learning is further divided into
Clustering and Dimensionality Reduction. Clustering is an unsupervised learn-
ing technique that is used for statistical data analysis to group the given data
based on the similarities and dissimilarities. There are several clustering tech-
niques, such as Hierarchical Clustering and K-Means clustering. In this article,
we have used K-Means clustering in our model implementation. Similarly, the
dimensionality reduction is the process of mapping high dimensional data into a
low dimensional data that best represents the original data patterns. Some real-
world data for example images, voice, MRI scans, and digital signals are usually
high dimensional data. To adequately process such a high dimensional data for
analysis is not an easy task. Thus we need to reduce the dimension of the data
for effective processing and to maintain the original data features [25,26]. There
exist several algorithms for dimensionality reduction e.g., Principle Component
Analysis (PCA), etc.

Reinforcement Learning. Reinforcement Learning (RL) is one of the ML
techniques that is based on trial and error [24]. In Reinforcement Learning, we
have a decision maker called Agent that interacts with the environment that
is placed in. These interactions occur sequentially over time. At each time step
the agent will get some representation of the environment state. Agent acts and
the environment is then transitioned to some new state while the agent gets a
reward in response to the action it performed. So to summarize the reinforcement
learning contains, Environment, Agent, State, Actions, and Rewards.
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3 Model Design and Experimental Results

In this section we explain the results that have been obtained during the imple-
mentation of the SVM and K-Nearest Neighbors (KNN) algorithms. First, we
will describe the system specifications in order to run the framework on local
machine. Secondly we will briefly explain the performance metrics, used to evalu-
ate and interpret the classifier results. Furthermore, we will explain the obtained
results for classification and for detecting the total number of active Wi-Fi
devices in a given area.

System Specification. To run the framework, our local machine has the
following specifications. OS Name: Microsoft Windows 10, Processor Intel(R)
Core(TM) i5-7200U CPU 2.50 GHz, 2 Core(s), 4 Logical Processor, Installed
Physical Memory (RAM) 8.00 GB, Physical Memory 160 GB (SSD), with the
above-mentioned system specifications each algorithm takes approximately 2 to
3 s to run.

Performance Metrics. To evaluate and interpret performance results of the
ML model for device classification we have used the following four metrics.

Confusion Matrix. A confusion matrix is used in the field of ML to describe
the classification performance of a model for a set of labeled data.

Sensitivity. Sensitivity is correctly identified class for the given object by the
classifier. It also called true positive, and shows how good the classifier is to
detect the correct class for a given event. Sensitivity is calculated as,

Sensitivity =
TP

TP + FN

Where TP stands for True Positive, TN for True Negative, FP for False Positive,
and FN for False Negative.

Specificity. Specificity also called true negative, which indicate how good the
classifier is to identify a device true nature e.g., if a signal does not belongs to a
Wi-Fi device, it should supposed to be true. Specificity can be calculated as,

Specificity =
TN

TN + FP

Accuracy. Accuracy is the accurately identified result either it is positive or
negative i.e., Accuracy is the combination of sensitivity and specificity and can
be defined as,

ACC =
TP + TN

TP + TN + FP + FN

3.1 Experimental Results of Device Classification

In this subsection, we discuss the classification results of our classifiers. For
classification, we used two different algorithms SVM and KNN, for performance
metrics we have use confusion matrix, sensitivity, specificity, and accuracy.
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SVM. In this problem, we intend to classify devices in IoT networks. In our
framework, we have targeted signals and focused to recognize a device based
on its signal either it is Wi-Fi or Bluetooth device. It is a binary classification
problem for which SVM is the best-suited approach. The results are as follow.

Confusion Matrix. We have trained the model with the training set, consists
80% of the original dataset. Further, we test the classifier with the test set
which is 20% of the original data set. The preceding data set consists of a total
677 observation (signals), of whom 176 are Wi-Fi devices and 501 are Bluetooth
devices as shown in Fig. 5. The classifier did not made any mistake by recognizing
a Wi-Fi device as a Bluetooth device and vice versa.

Fig. 5. Confusion matrix for SVM.

Sensitivity. Sensitivity for the device classification by using the SVM algorithm
is shown in Fig. 6. According to the confusion matrix there is no FP and FN
values thus the classification result is 100% accurate.

Specificity. Specificity for the device classification by using the SVM algorithm
is shown in Fig. 7 as according to the confusion matrix there are no FP values
thus the classification result is 100% accurate.

Accuracy. If we calculate the overall accuracy of the SVM classifier from the
given confusion matrix. According to the formula used for accuracy we attained
100% accuracy because there are no FP and FN values. Which indicates that
the classifier 100% accurately classified Wi-Fi and Bluetooth devices for newly
provided signals as shown in Fig. 8. If we combine Sensitivity, Specificity, and
Accuracy in one graph it will look like Fig. 10.
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Fig. 6. Sensitivity graph for SVM.

Fig. 7. Specificity graph for SVM.

KNN. Device classification specifically recognizing two types of devices (Wi-Fi
and Bluetooth) is a binary problem therefor we first used the SVM algorithm.
By applying SVM we got 100% accuracy. To double-check the obtained results
we have applied K-NN that is a multiclass classification algorithm and attained
the following results.
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Fig. 8. Accuracy graph for SVM.

Fig. 9. Confusion matrix for K-NN.

Confusion Matrix. For applying the K-NN algorithm we have also changed
the split ratio of 20:80 to 25:75. That means 25% of the original data set goes
to test set and 75% to the training set and obtained the results shown in Fig. 9.
The test set consists of a total of 846 observation (signals). Where 220 of them
represents Wi-Fi devices and 626 Bluetooth devices. 0, 0 in the matrix represents
that none of the Wi-Fi devices is recognized as Bluetooth device and vice versa.

Sensitivity, Specificity, and Accuracy. By applying k value as 3 we got the
same results as of SVM. Figure 10 shows the overall results for the sensitivity,
specificity, and accuracy of the K-NN algorithm. Getting 100% accuracy is not
astonishing because if we look at the signal parameters. We have one of them



140 S. Ahmad et al.

Fig. 10. K-NN sensitivity, specificity and accuracy.

called Bandwidth in Mhz that is very different for each of the devices which
contributes very well in pattern formation.

3.2 Experimental Results of Wi-Fi Device Detection

In our framework, we applied a ML algorithm that identifies the total number
of Wi-Fi devices in a given area. In this subsection, we discusses the obtained
experimental results for the prior problem. To identifying the total number of
Wi-Fi devices in a given area we utilized the K-Means Clustering algorithm.

K-Means Clustering. To apply K-means clustering algorithm we need to
predefined the total number of clusters for the algorithm. Elbow method which
is based on “within cluster sum of square (WCSS)”, is used to calculate the
appropriate number of clusters. In Fig. 11 there are 15 clusters and each cluster
independently represents an individual Wi-Fi device. Consequently it shows that
there are 15 different Wi-Fi devices in the given region.
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Fig. 11. Total number of Wi-Fi devices.

4 Conclusion

We have developed a framework using R language that classifies a device in an
IoT network by its signal analysis. To the best of our knowledge, this is the first
time a signal has been utilized for device classification. We developed a data
set that consists of signals, collected from Wi-Fi and Bluetooth devices. Then
we applied supervised ML techniques to build a classifier. First, we trained the
model with the existing data set and then utilized it for the prediction of the
type of a new devices. We utilized SVM and KNN to split the data into two
sets with a ratio of 20:80. Where 80% of data has been used as a training data.
While 20% has been utilized as a test data to verify the classifier accuracy. In
both cases, we attained a 100% accuracy in device recognition. Similarly, we
successfully utilized the K-Means Clustering technique to find out the number
of active Wi-Fi devices in a given region. For future work, we plan to identify
devices precise locations in the network, by embedding localization techniques in
our framework. We also plan to identify a Wi-Fi version and a Bluetooth device
type (classic or BLE) by utilizing data rate and bandwidth of the given signal.
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Abstract. The Internet-of-Things (IoT) is one of the modern techno-
logical revolutions that enables communication amongst a plethora of
different devices. To date 30 billion devices are connected to the internet
more than 75 billion devices are foreseen to be connected worldwide by
2025, a five fold increase in ten years. Devices can have different brands
and developers and can be designed to function on a proprietary ecosys-
tem, with separate applications, gateways and tools to support them.
This fragmentation can be disastrous in certain industries, such as the
medical ones, and limit integration between different systems. In this
paper, we envision a solution to overcome this interaction problems. We
propose Share a novel programming standard through a design pattern.
This allows on the fly service composition of resource constrained IoT
devices. To this ending, IoT devices exchange integration codes which
specify the data format and the interaction protocol. The design by con-
tract scheme (DCS) is used to make sure that the matching services
verify the constraints dictated by the composition. Unlike other on the
fly approaches, Share can run on very small and resource constrained
devices. Share has been implemented by using LUA programming lan-
guage and has been validated on the ESP30 embedded device.

Keywords: Design pattern · IoT device integration · IoT
programming

1 Introduction

The Internet-of-Things (IoT) is composed of interconnected computing
machines, mobile devices, sensors and actuators with unique identifiers that have
the capability of sending data over a network without the need of human inter-
action. To date 30 billion devices [1] are connected to the internet more than
75 billion devices are foreseen to be connected worldwide by 2025, a five fold
increase in ten years. About 20% of these devices are short range sensors or are
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used for home automation [2]. These are usually installed as consequence of new
user needs and new equipment without any pre-arranged installation plan. Short
range devices such as watches, glasses, and any wearable devices vary according
to the user needs. Devices can have different brands and developers and can
be designed to function on a proprietary ecosystem, with separate applications,
gateways and tools to support them. This fragmentation can be disastrous in cer-
tain industries, such as the medical ones and limit integration between different
systems. More precisely, the implementation of services that integrate different
devices can be very complicated or even impossible when proprietary or closed
application level protocols are employed. Standardisation in this sector has been
proved to be very difficult since there is a wide variety of services. They can
range from smart home services to domestic appliance management and health
care services [3,4]. These services can include heterogeneous IoT devices [5],
such as drones, appliances, wearable devices, connected cars, that have different
peculiarities and have limited capabilities in terms of memory, CPU and energy.

To date service integration of IoT services has been faced by using different
approaches. Various IoT cloud players [6] offer centralised solutions where data
are centrally collected and users can define centralised applications in order to
define integrated services. Centralised solutions may not scale, this is why cur-
rent trend is to move the service computation as close as possible to the edge
[7,8]. This enables in-network computation, peer-to-peer service provisioning,
can improve reliability and allow interaction when no connection to the cen-
tralised cloud is available [9]. Middlewares have been widely adopted for inte-
gration purposes [10–12]. They often require an a priori methodological approach
where client and server agree on the format and semantic of each service before
the composition takes place. In contrast, an approach that offers dynamic com-
position should be used [13]. On the fly IoT service composition is a widely
studied problem [14,15]. Frameworks like OSGi, SM4ALL [13] and WSDL [16–
18] offer a valid solution for service compositions. Their major drawback is the
impossibility of running on small memory and CPU embedded IoT devices in
order to enable a decentralised and peer-to-peer service integration.

In this paper we propose Share, a novel programming standard through a
design pattern. This allows on the fly service composition of resource constrained
IoT devices (in terms of memory and CPU). To this ending, IoT devices exchange
integration codes which specify the data format and the interaction protocol.
This overcomes the limits of data-oriented standards and allow the dynamic
composition of services on the fly. Share allows the finding of services (for com-
position purposes) by using a matching language. The design by contract scheme
(DCS) [19] is used to make sure that the matching services verify the constraints
dictated by the composition. The novelty introduced by Share is twofold: to run
on very small and resource constrained devices; and to allows peer-to-peer on
the fly service composition without the addition of any centralised entity. Share
has been formally defined, and has been implemented by using the LUA pro-
gramming language. This implementation has been tested on ESP32 embedded
devices.
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The rest of the article is organised as follows: Sect. 2 introduces the related
work; Sect. 3 introduces the Share design pattern in details; Sect. 3.1 describes
the structure of the design pattern while Sect. 3.2 its behavioural part; Sect. 4
discusses the pros and cons of using Share; finally, Sect. 5 concludes the article
and outlines future work.

2 Related Work

Device integration for service implementation has been faced by using a plethora
of different approaches. In [20] the W3C community proposes the use of the IoT-
Lite ontology. This is a lightweight ontology that describes Internet of Things
(IoT) resources, entities and services. It allows the description and use of IoT
platforms without consuming excessive processing time when querying the ontol-
ogy. IoT-Lite can be used with a quantity taxonomy, such as qu-taxo, which
allows the discovery and interoperability of IoT resources in heterogeneous plat-
forms by using a common vocabulary. Various IoT cloud players try to solve
the integration problem [6] by offering tools for collecting data and for devel-
oping applications. In this case integration is obtained in a centralised way.
Although this approach solves the integration problem it does not scale, compu-
tation should be moved to the edge [7,8] in order to favour in-network compu-
tation and peer-to-peer service provisioning. This could improve reliability and
allow interaction when no connection to the centralised cloud is available [9].
In [21] the Representational State Transfer (REST) approach is used. This uses
HTTP methods, devices are addressed by using Universal Resource Indicators
(URI) and data is exchanged through standard XML. Although this approach
solves the peer-to-peer integration problems, it requires the installation of web
based components which may be infeasible when limited memory IoT devices
are considered.

On the fly IoT service composition is a widely studied problem. In [14,15] the
authors propose a middleware for home area network (HAN). They synthesise
new services without user intervention by using third-party “service providers”
(SPs). This solution requires the use of a third party device whereas a peer-
to-peer solution without the connection to a third party device could indeed
enable opportunistic on the fly mobile composition. A different approach is based
on asynchronous and synchronous primitive communications [10–12,22]. Syn-
chronous based solutions such as RPC [10] and asynchronous ones such as pub/-
sub [11,22] requires an a priori methodological approach where client and server
agree on the format and semantic of each service before the interaction takes
place. In contrast, our approach offers dynamic composition of services by pro-
viding modularity. Unlike well known dynamic service composition approaches
[13] that cannot run on constrained devices, Share is suitable to run on small
IoT embedded systems and allows peer-to-peer communications.

Data oriented integration approaches such as WSDL [16–18] are complicated
because they need an amount of computational resources that are not avail-
able in many IoT devices. They requires validators [23] in order to check ser-
vice compatibility. Validators can be complex and may not run on embedded
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devices since they have limited computation and memory resources. In addition,
complex constraints on service integration cannot be verified in WSDL since
checkers that are based on first order logic [24–26] are needed. The design by
contract scheme (DCS) [19] seems to be a reasonable approach in order to ver-
ify that the constraints during a service call are satisfied. DCS requires that
software designers define formal, precise and verifiable interface specifications
for software components, which extend the ordinary definition of abstract data
types with preconditions, postconditions and invariants. These specifications are
referred to as contracts. The verification that the specifications of the callee are
compatible with the one of the caller can be done by using Satisfiability Modulo
Theories. There are different tools such as Boogie [27] and Z3 [28] that allows
the constraint verification to be performed. These approaches can be prone to
the state explosion problems. For a more efficient and real time verification, a
solution that is widely adopted is the a posteriori constraint verification. More
precisely, the service invocation is performed without any previous verification.
If the failure is in the invocation phase, it means that the caller’s preconditions
do not satisfy those of the called party. If the failure is in the verification of the
caller’s post conditions, it means that the value produced by the called party
does not meet the caller’s post conditions. Share uses this approach.

The OSGi [29] specification describes a modular system and a service plat-
form for Java that implements a complete and dynamic component model. Appli-
cations or components, takes the form of bundles and can be remotely installed,
stopped, started, updated, and uninstalled without requiring a reboot. The OSGi
specifications have evolved beyond the original focus of service gateways, and are
now used in applications ranging from mobile phones to automobiles, industrial
automation, building automation, PDAs, grid computing, entertainment, fleet
management and application servers. This approach seems to be inapplicable for
small sensors devices which may not have enough computational power to run
a JVM and any other OSGi service. For instance an ESP32 microcontroller [30]
which costs few dollars cannot run an OSGi framework. Share can be executed
directly on the IoT device node. We have successfully run Share on a ESP32
micro controller [31] by using LUA code. Devices were able to communicate
successfully in a peer-to-peer fashion without the need of any extra components.

In [32] the authors present various approaches for IoT service composition.
They focus on the ”Docker Compose” orchestration which can run on constrained
devices. In [33] the authors present CHOREO which allows the definition of a
logically centralised orchestration of pervasive services. CHOREO generates a
peer-to-peer choreography implementation from the logically centralised orches-
tration. The limitation of [32] and [33] is the need of agreement on the format
and semantic of each service before the interaction takes place. Share overcomes
this limitation by allowing on the fly service composition.
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3 Design Pattern

3.1 Class Diagram

Figure 1 shows the class diagram of the Share pattern. This is composed of the
following three classes: (i) Share; (ii) Service; and (iii) Feature.

Fig. 1. Class diagram

The class Share implements a space where Service objects can be stored. The
public methods attach(s : Service) can be used to add a Service s to a Share
object while the method detach(s : Service) allows the removal of the Service s.
Finally the discovery(s : RExep) : Set(Service) method can be used in order to
search all Service objects that match the regular expression s. A set Set(Service)
of all services that match the regular expression RExep are returned to the caller.
For instance a Service double hypotenuse(double a, double b) can be defined in
order to find the length of the hypotenuse of a right triangle by using the two
edges a and b. This can be added by using the method attach. We use the string
“1.4.3.6” in order to identify the hypotenuse service. The service hypotenuse can
be searched by using a regular expression RExep= “1.4.3.6” when the discovery
service is used.

The Service class defines a service. This includes a service name which is ref-
ereed to as the attribute name in Fig. 1. This is a unique identifier such as a MIB
(Management Information Base) of the SNMP protocol which can be used as an
unique object identifier (OID) of the function performed by the service [34,35].
We have used the MIB “1.4.3.6” for the hypotenuse service example. A Service
class defines a pre predicate. This is a method that takes as an input a Tuple t
and returns a boolean value. The tuple t can include the list of parameters that
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are taken as an input by the service. The predicate should returns true when
the tuple t verifies the preconditions required to run the service false otherwise.
In our double hypotenuse(double a, double b) example the tuple t is composed
by the two double numbers a and b and a precondition boolean pre([a, b]) could
be used to check that the two edges are positive numbers. A Service class needs
also to specify a Tuple function(t Tuple) and a daemon(). The function is a
connector that is sent to the client requesting the service and is used in order
to interact with the daemon. This implements the service behaviour. More pre-
cisely, function(t Tuple) is a client stub that serialises the service parameters
t into a format that can be understood by the related daemon() method. The
method function opens a connection and send data to the daemon, it may also
wait for the reply (if any). We emphasise that the serialisation and deserialisation
that are performed by function and daemon are not necessary when client and
server are written by using the same language and run on the same hardware
architecture. This situation leads to very efficient data transfer when complex
or large quantities of data must be transferred. When function and daemon are
written by using the same language the use of verification tools for consistency
and correctness of the data are simplified.

The class Feature provides a primitive service that is a basic building block
of the share pattern. More precisely, the daemon() of a Service class can com-
pose one or more Features in order to implement its behaviour. The Features
regular expression id : RExp describes the functionality that is implemented
by the feature. This will be used when calling a Share object in order to find
the feature that is needed. Effectively, a Feature defines a service that has been
already defined and added to a Service repository. A call can return the output
Tuple,Boolean. Tuple is the output of the call functionality while Boolean is
true when the call execution terminates without error, false otherwise. This can
be consequence of a connection problem, a service not found error or other types
of errors that are defined inside the call implementation.

A Features class defines a post predicate. This is a method that takes as an
input a Tuple t and returns a boolean value. The predicate should returns true
when the t verifies the postconditions after running call, false otherwise. In our
double hypotenuse(double a, double b) example the Feature could implement the
square root and the value must have the desired precision. In this case the call
would take the tuple [a2 + b2] and return the square root value. This could be
used to calculate the hypotenuse value. Effectively, the class Service integrate
the service call sqrt in order to provide the new service hypotenuse.

Listing 1.1 shows various Object Constraint Language (OCL) rules. These
apply to the class diagram of Fig. 1. The first context rule specifies that the attach
method of the class Share adds the service s into the services association. The
second context rule specifies that the detach method of the class Share removes
the service s from the services association. The third context rule specifies that
the discovery method of the class Share returns all services whose name matches
with RExp s. The last rule specifies that the association services is a set thus
it does not contain duplicated services.
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Listing 1.1. OCL rules for Share

contex Share:: attach(s:Service)
pre: services ->excludes(s)
post: services ->includes(s)

contex Share:: detach(s:Service)
pre: services ->includes(s)
post: services ->excludes(s)

contex Share:: discovery(s:String):Set(Service)
post: result = Set(services ->select(name.matches(s)))

contex Share
inv: services ->asSet()

Listing 1.2 shows the OCL rules for ensuring consistency amongst the oper-
ations that are necessary for the call operation. Its result is specified by means
of the sequence found. This is defined by applying on all services found with
discovery the operation pre, function and post by using the tuple of the func-
tion call. The rule defines the correct relation between the parameters of pre,
function and post operations. Finally, the result of the call operation is the first
result of the found sequence or the couple: boolean, tuple where the true value
specifies the successful execution of the call invocation (i.e., a service has been
found).

Listing 1.2. OCL rules for Feature

contex Feature ::call(t:Tuple):Boolean , Tuple

def: found : Sequence(Service) =

select(s : Share.discovery(id) |

let s.pre(k:Tuple):Boolean , self.post(v,q):Boolean , s.function(w):r in

t.isOclType () = k.isOclType () and

t.isOclType () = v.isOclType () and

r.isOclType () = q.isOclType () and

s.pre(t) and self.post(t,s.function(t)))

post: if found ->notEmpty ()

then result = {true , found ->first (). function(t)}

else result = {false , Sequence {}} endif

Listing 1.3 and 1.4 sketches a Share hypotenuse implementation by using
the LUA language. Listing 1.3 shows the declaration of our hypotenuse Service
class which takes the following parameters:

– the unique identifier of the Service (i.e., its MIB);
– a LUA function, i.e., the Service function implementation of the client stub;
– a LUA function that implements the deamon. This declares the following

parts: (i) a feature with RExp “1.4.5.2.*”; (ii) a post condition that specifies
the precision of the square root; and (iii) the reception of the parameters and
the call of the square root;

– the pre condition on the hypotenuse service specifying that the edges need
to be positive numbers

Listing 1.3 ends by registering the newly created service to a Share object by
using the attach method.

Listing 1.4 declares sqrt Service. This takes as an input the following param-
eters:
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– the unique identifier of the Service (i.e., its MIB);
– a LUA function, i.e., the Service function implementation of the client stub

for connection to this service;
– a LUA function that implements the deamon. This includes the server stub

in order to receive the parameters, perform the square root and return the
result;

– the pre condition on the square root service, requiring a positive number;

Listing 1.3 ends by registering the newly created service to a Share object by
using the attach method.

Listing 1.3. Service on device A

hypotenuse = Service.new("1.4.3.6", -- declaration of hypotenuse service

function(a,b) -- function

--[[ send a and b to daemon e receive result value ]]

end ,

function () -- daemon

local sqrt = Feature.new(

"1.4.5.2.*", --RExp

function(a,b) return math.abs(a-b^2)<0 .000001 end -- post

end)

--receive parameters from function on variable x and y using inner protocol

local r,ok = sqrt.call(x^2+y^2)

--send result value r to function using inner protocol

end ,

function(a,b) return a > 0 and b > 0 end -- pre

)

deviceA = Share.new(myIp)

deviceA.attach(hypotenuse)

Listing 1.4. Service on device B

sqrt = Service.new("1.4.5.2.1", -- declaration of sqrt service

function () --[[ the call function use dofile for run this code and

the ip provide from discovery ]]

"return function(a, ip)

local host , port = ip, 7777

tcp:connect(host , port);

tcp:send(a);

while true do

local result , status = tcp:receive ()

if status == "closed" then break end

return result

end

end",

function ()

local server = socket.bind("*" ,7777)

while true do

local client = server:accept ()

local i, err = client:receive ()

if not err then

client:send(math.sqrt(i))

break

end

end

end ,

function(a) return a > 0 -- pre

)

deviceB = Share.new(Myip)

deviceB.attach(sqrt)
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3.2 Sequence Diagram

Fig. 2. The call service

Figure 2 shows a sequence diagram. This shows all the object interactions,
arranged in time sequence, that take place during a Service call (e.g.,
hypotenuse). This calls the call method of the Feature object which tries to
discover a service that matches the id : RExp Feature on a Service objects (this
is done by using the discover(id) message). This returns a set s of Services
objects that match the id : RExp. When s is empty (no service is found) an
error is returned otherwise the set of all Service objects is explored. This is
done by means of the loop sequence of Fig. 2. For each Service the precondition
pre(t) : b is called. When this returns false the next service is analysed other-
wise a suitable service implementation s is found. The object Feature uses the
function stub to call the demon of the service s which executes the functionality
and returns the result r : Tuple, w : boolean. When w is true the execution is
successful and the Service call ends otherwise the next service is analysed.
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4 Discussion

Share has been implemented as an open source software and can be executed
in memory and CPU constrained devices. We have used Share to implement a
domotic application by using the Whitecat ESP32 N2. This implementation is
available at the following link:

https://francescocoppola.me/share/ build/html/index.html.
All the distributed devices (sensors and actuators) use the same hardware

(i.e., the ESP32 microcontroller) and are programmed by using the same lan-
guage (i.e., LUA). As a consequence of this, client server communication does
not require an data format conversion only the serialisation operation has been
implemented in order to send data. Devices communicate by using a broad cast
protocol (i.e., in a peer to peer fashion) by using ZigBee. When new devices are
added we show that service composition (with existing devices) can be easily
done by using the share pattern. To the best of our knowledge no dynamic ser-
vice composition approach can run on memory and CPU constrained devices.
Share requires few kilobyte to be run.

Share allows the interaction with black box components (e.g, closed code
with no source code available). In fact, the function for device integration (i.e.,
the function() code) is sent to other devices while the code implementing the
functionality (i.e., the daemon) remain on the proprietary device as a black box
component. Few Siemens devices were integrated thanks to this feature.

5 Conclusion and Future Works

In this paper we have introduced Share a design pattern for on the fly service
composition. Unlike other on the fly approaches, Share can run on very small
and resource constrained devices. Share allows service composition by using three
main classes that are Share, Feature and Service. The Share class is a memory
that can be used in order to store Service objects. These can implement compo-
sition of various Features which are services that have been already composed
and added to a Share object. Features can be searched on the fly by means of a
matching language. The design by contract scheme (DCS) is used to make sure
that the matching services verify the constraints dictated by the composition.
Share has been implemented by using the LUA programming language and has
been validated on the ESP30 embedded device.

As future work we plan to investigate the security of the Share design pat-
tern. Authentication, access control and confidentiality should be provided when
composing a service (i.e., performing a discovery and calling the service). Secu-
rity mechanisms in order to implement availability and non repudiation should
be also investigated as well. The implementation of various security mechanisms
on very small and resource constrained devices is still matter of research.

We also plan to solve the loop that can be generated when service com-
position takes place. More precisely, a service can call other services that can
call recursively previously called services. This can lead to an infinite execution.

https://francescocoppola.me/share/_build/html/index.html
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Loops can be solved by enriching the functionality of Feature::call() with the
service list Service::name that are used. This must be propogated through the
Feature::call. When a loop is discovered the service call fails.

Acknowledgment. We thank the students Francesco Coppola and Stefano Pernicola,
computer science department, University of Camerino. They have implemented the
Share pattern in LUA. The implementation is freely available at the following link:
https://francescocoppola.me/share/ build/html/index.html.

Francesco also implemented the porting of LUARtos over the M5Stack platform
and implemented a dashboard for smartphone. This can be used in order to monitor
the functioning of domotic devices.
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Abstract. There were an increasing number of innovative applications
of Wireless Sensor Networks (WSNs) in health care domain. It has never
been such clearer to appreciate the advantages and benefits of applying
the WSNs to improve the quality of health care in a wide variety of
areas. Thanks to the sensing and communications technology of today,
it has also reached a point where these WSNs applications can be readily
implemented and deployed to function although there are some limits and
hinderance from the viewpoint of security concerns.

In this paper, we provide a protocol stack applicable to the WSNs for
health care systems, and to outline a framework to implement the WSNs
in two different health care settings. Following the proposed framework,
we have simulated a WSNs based health care application for the settings
of hospitals and/or nursing homes for the performance study.

Keywords: Health care · Wireless Sensor Networks (WSNs) ·
6LoWPAN · Network Simulator (NS-3) · IEEE 802.15.4 (ZigBee)

1 Introduction

With the COVID-19 pandemic infecting millions of people around the world at
the moment, the health care industry is experiencing an unprecedented shortage
of health care workers; the health care practitioners and providers are under
enormous pressure to hold up the much-needed services for the millions of virus
infected victims.

In the last couple of decades, the wireless sensor networks (WSNs) have been
used in many areas including industrial and home automation, health care [10],
agriculture [9] and environment [5], and military. There are many research into
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how to apply the WSNs technology to mitigate these pressures from health care
service providers. In addition to that, the exploitation of WSNs technology can
not only complement the human health care service providers, but also improve
the quality of health care at a reduced cost. With the advances in sensing tech-
nology and communication technology, the application of WSNs makes possible
for the health care service to be more affordable for public.

In general, wireless sensor networks (WSNs) comprise a number of
autonomous, low-power, spatially distributed, wireless sensor nodes. A WSNs
based health care system is just one type of WSNs application, primarily devised
for the health care environment such as hospitals and nursing homes, etc. The
potential benefits of WSNs based health care systems are enormous, yet to be
fully exploited and unleashed, there are many challenges facing us while applying
the WSNs applications in reality. The tangible benefits include: location flexi-
bility, all time availability, quick adaptability and low-cost in communications.
Here the flexibility refer to the WSN system collects and communicates data
wirelessly with minimal input from the patient. The availability allows the phys-
iological data to be monitored continuously. The adaptability makes possible to
change the mission of the application of the WSNs as the medical needs changes.
The last benefit is that using the WSNs in health care provides a low-cost com-
munication infrastructure.

Among these many challenges, the major one is the data acquisition and com-
munications within sensor nodes. Since the sensor nodes have a limited energy
supply, the protocol responsible for data transmitting among the sensing and
routing devices must be very stingy and efficient. Apart from the data commu-
nication protocol, the security protocol and security mechanism in the WSNs
applications is even more complex and challenging. On the top of these security
concerns that are general to all type of WSNs applications, there are more issues
that are specific to the WSNs for health care, where the sensitive medical data of
the individual are dealt with. Privacy is another major concern of patients and
the greatest barrier to the deployment of WSNs applications. Deployment of the
WSNs application for health care impose constraints on end-to-end reliability,
which measures how well the system performs in the presence of disturbances.
The integration of multiple sensing devices could cause a problem when operat-
ing at different frequencies.

This paper is structured as follows. In Sect. 2, an introduction to the WSNs
technology is used in the development of health care system is given. Also in
Sect. 2, a review of challenges of applying the WSNs in health care is delineated.
In the following Sect. 3, the protocol stack for the sensor nodes is proposed,
which is similar to the traditional computer network nodes such as hosts and/or
routers. The implementation of the WSNs for heath care will be given in Sect. 4,
it is based on a list of communications standards which has currently been used
in the Low-Power and Lossy Networks using IPv6, in particular on the WSNs.
In Sect. 5, three configurations of the WSNs applications for two different health
care setting are described. In the final Sect. 6, we briefly summarize the progress
of the current work and also the direction of future work has been presented.
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2 Challenges of the WSNs for Health Care

Health care systems have evolved from the medical database to the web-based
networks, to the social networks, to the ubiquitous computing, and even to the
cloud computing. The scope of Health care services have been expending from
the traditional hospital care to the at-home health care, to the tele-medicine,
etc.

2.1 Health Care Services

We delineate these services as follows:

1. Health monitoring: This service is to monitor a patient in the clinical setting
or at home regardless of the patient’s or care-giver’s location. Monitoring
system is often necessary to constantly monitor a patient’s vital signs such
as blood pressure, heart rate, body temperature, and EGCG.

2. Body health monitoring: This service is to continuously monitor physiological
data during the patient’s stay at the hospitals or home. It can be useful for
emergency cases. It can also help people by providing health care services
such as memory enhancement, medical data access, cancer detection, asthma
detection, and monitoring blood glucose.

3. At-home health care: This care is related to aging population. At-home health
care provides affordable care to the elderly while they live independently.

4. Tele-medicine: This foresight service allows clinical work to be performed
remotely. It refers to the provision of health care services and education over
a distance.

2.2 Wireless Technology in Health Care and Medical Services

It is not new that the mobile ad-hoc networks (MANETs) have been widely
used by doctors for health care and medical services. There are many structural
resemblances between the Wireless Sensor Networks and the traditional ad-hoc
networks. But the traditional ad-hoc networks have less or virtually no constrains
on resources than the WSNs put on. These innate constraints of the WSNs,
have rendered many technologies and protocols which worked well on the ad-hoc
networks, no longer feasible for WSNs. For instance, particularly in networking
or routing protocol in the network layer of the TCP/IP stack, where the Ad Hoc
On-Demand Distance Vector (AODV) protocol have been proven to be efficient
for the ad-hoc networks; but the ADOV is not of any good for the WSNs. In [6],
a performance study show that the AODV require much higher memory in each
node of the WSNs to maintain the routing state for each active used paths,
which is a serious limitation for the WSNs.

Hence to ameliorate this problem, some novel and more efficient algorithms
have to be developed specifically for the packets routing on the WSNs [3].
Research and development of routing algorithms in the WSNs were initially
driven by defense applications; the primary design goal of a routing algorithm
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operating in the context of the WSNs is to minimize power consumption and
thereby extend the lifetime of the WSNs nodes and/or devices.

Apart from that, there are more vulnerability in the WSNs than the ad-
hoc networks. For instance, in most cases, the WSNs are vulnerable to various
sensor data faults and this vulnerability hinders efficient and timely response
in the health care applications. Security is particularly important in the WSNs
health care applications, where the sensor data are sensitive medical data of
patients. Privacy is another major concern of patients and the greatest barrier
to the WSNs health care deployment.

The health care applications normally impose constraints on the end-to-end
reliability, which measures how well the health care system perform in the pres-
ence of disturbances.

A WSNs based health care system is normally consists of a number of the
WSNs networks and the gateway routers; in which each of the WSNs networks is
primarily used to gather the data in the specific environment such as a nursing
home and/or clinic ward; while the gateway routers are interfacing the WSNs
with the Internet, as shown in Fig. 1.

Fig. 1. The Architecture of WSNs Application

2.3 Wireless and Sensing Devices in Health Care

The primary applications of WSNs in health care include monitoring patients
and checking temperature, aiming to gather patients’ chronicle data and home
automation. As mentioned above, the core components of the WSNs network are
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the sensing devices and wireless communication nodes. More and more sensing
devices and wireless devices are being used in the health care systems such as the
smart phones and low power devices. This trend results in the Internet of Things
(IoT), where the IPv6 address schema for the IoT devices become a compulsory
alternative.

3 Standards for Protocols of the WSNs Networks

In this section, we propose the protocol stack for the WSNs in health care. The
proposed stack of the WSNs based health care system is shown in Fig. 2. Unlike
the Internet protocol stack which has four layers, the proposed stack has five
layers with an additional layer. These five layers are application layer, routing
layer, and adaptation layer, IEEE 802.15.4 MAC and IEEE 802.15.4 PHY.

Essentially there are two considerations when exploiting the routing protocol
for the WSNs in health care, as mentioned in the preceding section, we have to
always keep in mind, that with the energy constraint and simple and cheap wire-
less sensor nodes, the routing protocols used in the traditional Ad-hoc networks
are no longer applicable in the WSNs networks and their applications. The sec-
ond consideration is the networking address schema. Since the WSNs networking
nodes can be any lower power communication devices, the IPv4 schema becomes
invalid but the IPv6 schema with 128-bit address spaces must be adopted.

Application

UDP ICMPv6

IPv6 RPL

6LowPAN Adaption
Layer

IEEE 802.15.4 MAC
Layer

IEEE 802.15.4 PHY
Layer

Fig. 2. Protocol Stack

In the following sections, we discus more details about each of these layers
and its protocols.

3.1 Application Protocols

For a general WSNs, the sensing nodes are used to sense their surrounding
and/or to trigger a signal. Nevertheless, the applications are highly distinct in
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nature. The applications operate under different constraints, which are designed
by application parameters. The applications generate sensor data with different
patterns. For instance the application of WSNs in health care normally generate
the traffic with the Poisson distribution.

The interface between the network devices in the applications is handled
by the routing protocols by establishing communication paths and/or routes in
the network through the mechanism of message exchanges. The application and
the routing protocol parameters have to be tuned to one another to obtain the
optimal behavior of a large communication network.

There are many security issues related with the application protocols. In
regard to the WSNs for health care, one eminent concerns is the intrusiveness to
the privacy, due to these sensing devices are susceptible to electronic interference
and channel noise. Potentially, there might be some ethical issues as well.

3.2 Multi-hop Routing Protocols

There are a number of routing protocols which are based on the IPv6 address-
ing schema. Hence they can be adopted during the development of the WSNs
applications for health care. In this section, we briefly overview a few of them
that have been widely studied in the last decade.

First of all, Routing Protocol for Low-Power and Lossy Networks (RPL) is a
proactive routing protocol [4]. As its name implies, the RPL is a distance-vector
routing algorithm originally designed for low power and lossy networks using
the IPv6 addressing schema. The RPL supports ubiquitous sensing applications
such as the WSNs based health care applications.

RPL components include the WSN nodes [1], and local border router (LBR).
The WSNs nodes act as hosts or intermediate routers for transmitting packets
in the WSN nodes; while the router translate packets through the WSN nodes
to user hosts from the Internet. The WSN node and the LBR routers apply
a new concept of Directed Acyclic Graph (DAG), this DAG is separated into
multiple Destination Oriented DAG (DODAG), where the root of these DODAG
are normally LBRs. The DPDAG is a logical configuration on the WSN nodes,
so a WSN node can join multiple DODAGs to support routing optimization.

Secondly, there are also many ongoing researches that attempt to develop
the AODV-like protocols, but the protocols are relied on the IPv6 addressing
schema. Unlike the RPL, the Lightweight On-Demand Ad hoc Distance (LOAD)
and its successor, LOAD - Next Generation (LOADng) is a reactive routing
protocol for the low power and lossy networks [2,6]. The LOAD is a derivative
of the AODV and with some simplifications over the AODV, eg. removal of
intermediate Route Replies and of sequence numbers. As a reactive protocol,
LOAD does not maintain a routing table for all destinations in the network, but
initiates a route discovery to a destination only when there is data to be sent
to that destination to reduce routing overhead and memory consumption. Both
LOAD and LOADng are based on the principles of Route Request/Route Reply
exchanges for Route Discovery.
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Lastly, we would not indent to give an exhaustive list of the multi-hop rout-
ing protocols on the IPv6 addressing. We just point out that all these routing
protocols are vulnerable to the warmhole attacks [8].

3.3 6LoWPAN - IPv6 Routing Protocol for Low Power and Lossy
Networks

In this section, we introduce an additional layer in the proposed protocol stack,
which is called 6LoWPAN – an acronym of IPv6 over Low-Power Wireless Per-
sonal Networks. The 6LoWPAN is an adaption layer in the network protocol
stack for integrating low-power network such as IEEE 802.15.4 into IPv6.

The 6LoWPAN network consists of one or more sensing nodes or host nodes
local to the LoWPANs, which are all connected by the IPv6 addresses to the
Internet through a gateway (or border router), as shown in Fig. 3. The network
deals with small packet size, low bandwidth and requires resource saving for
maintaining the life of network nodes.
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Fig. 3. A simplified 6LoWPAN network

The LoWPAN supports both star and peer-to-peer topology; the topology
can be changed frequently because of uncertain radio frequency, mobility and
battery drain.

The 6LoWPAN is responsible for connecting the border router node in the
WSNs networks to the Internet. It fragments the packets at the IPv6 layer, then
reassembles them in the data link and physical layer. There are two distinct
approaches for forwarding packets in this layer: mesh-under or route-over. By
taking advantage of network simulation, it has shown that route-over forwarding
approach is more scalable and robust over than that of the mesh-under forward-
ing 6LoWPAN network [7].

3.4 IEEE 802.15.4 – ZigBee

The most relevant communication standard for the WSNs is IEEE 802.15.4,
which operates in Low-Rate Wireless Personal Area Networks (LR-WPANs).
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The IEEE 802.15.4 MAC specifications and IEEE 802.15.4 PHY specifications
are standardized by the ZigBee consortium.

The ZigBee standard is a low-cost, low power wireless communication stan-
dard which is mainly used to create the Wireless Personal Area Network
(WPAN). The ZigBee standard has provided the mesh capabilities for the IEEE
802.15.4 standard by network and security layers and an application framework.
The ZigBee networks include many different areas of practical applications such
as home automation, health care, lighting management and telecommunication
services.

The ZigBee Alliance consists of a group of companies. These companies man-
ufacture inter-operable products to their customers. However, all the ZigBee
nodes require an IEEE 802.15.4/IP gateway to establish communication with
IP networks. Three categories of ZigBee nodes are: ZigBee coordinator, ZigBee
router, and ZigBee devices. That indicates the ZigBee nodes will interface with
the IP networks via ZigBee coordinator.

4 Implementation of the WSN in Health Care

In the previous section, we have outlined a framework of building the WSNs for
a low rate and noisy networks. We can clearly envisage the WSNs for health
care just well fit in the category of application. In this section, we look at how
the WSNs for health care in different settings are implemented by adopting the
general approach of using network simulation.

4.1 The WSNs Network Simulator

There are plenty of network simulators for the WSNs. The NS-3 simulator is one
such designed for many communication networks. The NS-3 is an open source
software, virtually a model library for various communication networks. The
majority of models are for the IPv4 addressing based networks; while an increas-
ing number of researches are emerging for the IPv6 addressing based network
and wireless networks. Apart from the NS-3, other network simulators such as
Cooja, TOSSIM and OMNET++ Castalia have been explored to simulate the
WSNs applications.

In this study, we would focus on how to apply the NS-3 network simulator to
design the networking nodes including NetDevices, Interface containers and Node
containers. Figure 4 show the model design of NetDevice, Interface and Node in
the NS-3. The justification of choosing the NS-3, is that the RPL model, the
6LoWPAN adaptation model the LR-WPAN model (based on IEEE 802.15.4
MAC and PHY) have been developed and available to us for use.

4.2 Simulation of WSNs for Healthcare Using NS-3

Although there are many multi-hop routing protocols have been implemented
such as the previously mentioned AODV, Dynamic Source Routing (DSR), Opti-
mized Link State Routing (OLSR) on the NS-2 and NS-3 network simulators,
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Fig. 4. NetDevice and Nodes Container in NS3

however, they are all developed for the Mobile Ad-hoc networks (a.k.a MANETs)
and based on the IPv4 addressing schema. In the section, we adopt the RPL
although both RPL and the AODV over IPv6 (ADOVv6) are in development
stages, and have some bugs and wired behaviors that have to be fixed.

5 Configurations of WSNs for Health Care Scenarios

Normally the latency of message delivery is used as a metric to analyze the per-
formance of the communication network. The latency is measured at the appli-
cation level of the WSNs nodes, ie. difference between the time the application
message was created at the source node and the time at which the application
layer at receiver node, senses the the message.

router

sensor

gateway

Nursing Home #1

sensor

Nursing Home #2

Nursing Home #3 Nursing Home #4

Fig. 5. A sketch of the healthcare system with four LoWPANs
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5.1 The Application of WSNs in Hospitals

A WSNs based health care system has four LoWPANs and each LoWPAN in
the settings consists of a mesh network of the ZigBee sensors and one ZigBee
routers. All four ZigBee routers routes the patients data to a remote base station
within hospital.

A hospital care giver can access the patient’s data at any point in time
and doesn’t have to be present in the patient’s room to examine the readings.
Figure 5 is a sketch of a nursing home with four LoWPANs in each patient’s
room. A LoWPAN comprised of 4 or more sensor nodes (or ZigBee nodes) and
one router (ZigBee router) is responsible for monitoring the movement of the
patient and collecting their physiological data such as the blood pressure and
temperature, and then transmitting to the base station in the hospital corridor.

5.2 The Application of WSNs in Care Center

When it comes to the implementation of the WSNs applications, the overall
application of the WSNs in care center is a network of 6LoWPAN networks; Each
6LoWPAN network consists of one or more local LoWPANs. Local LoWPANs are
connected by the IPv6 addressing to the through a gateway (or border router).
The LoWPANs devices might be the ZigBee nodes or other types of low power
sensors.

Figure 6 show data transmitting through the ZigBee sensors and the gateway
within the simulated WSNs based health care system in the NS-3.

Fig. 6. The simulated WSNs based system in NS-3
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The preliminary results about the performance of the WNSs based health
care system have been achieved so far in terms of the latency of message delivery.
A report of performance comparison with other studies will be presented shortly.

6 Conclusion

In this paper, we have proposed a framework of designing and developing effi-
cient and low cost health care application systems based on the Wireless sensor
networks.

The study has gone through from scrutinizing the requirements and charac-
teristics of health care systems deployed in the two primarily environments. It
has outlined a framework of layered protocol stack that can be applied while
building the WSNs based systems to meet the requirements of health care ser-
vices.

In accordance with the proposed framework, we have implemented a wire-
less patient monitoring and data collecting (WPMDC) system in the hospital
environment. A prototype of the system has been simulated in NS-3, and some
preliminary results shown that the framework be applicable to other health care
related environments such as nursing home for aged care service.

After implementing the WPMDC systems, we have gained many insights
into the requirements of health care services and deeper understanding of the
communication protocols support the reliable communications on the wireless
sensor networks with nature of low cost and noisy. In the future, we would
continue the study on both the performance analysis and the security.
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Abstract. Advancements in the network infrastructure have caused a positive
influence in our day to day life. Many reform initiatives have been taken all over
the world which are related to the digitization of the countries methodologies
of handling information. The usage of modern techniques also has a drawback,
which allows data theft. Hence, a secure system is required, which can detect any
kind of fraudulent activity and alert the administrator. Such a system is called an
Intrusion Detection System (IDS). There are many types of IDSs available at our
disposal, and a lot of research has also been done on their various types. This
paper presents the implementation of IDS based on CatBoost technique which is a
part of the ensemble machine learning strategy. The results of the implementation
have been evaluated on the evaluation metrics like accuracy, precision, recall, and
F1-score. The programming environment used is Python. The implementation has
experimented on the NSL-KDD dataset, and the results have been analyzed on the
detection accuracy, which shows the proposed scheme has reached an accuracy of
99.46% on the NSL-KDD dataset.

Keywords: Intrusion Detection System · Intrusion detection technique ·
Ensemble · CatBoost ·Machine learning

1 Introduction

Major reforms in the world are mostly related to digitization, and for that, machine
learning has been used as a foundation to improve the situation of human understanding
of the information. It has also been used to improve the network infrastructure security
situation that is a necessity due to the global access of internet to the public. An effective
IDS should be an automated machine. Apart from the automation of the task, high
detection rate and low false positive rate is themain feature of an effective IDS. Firewalls
and other security systems, are designed to prevent some attacks from occurring, but
any foreign activity that is alien to their system, is completely ignored by these services.
For that purpose, Intrusion Detection Systems are used which provide the service of
detecting any intrusion in the system and alerts the admin through an alarm system [1,
2].
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The position of the IDS in the organization defines the types of IDS being used, and
mainly there are three types of IDS based on the position,

a. Host-Based IDS, which is placed with the host, each host in the network has its
individual IDS [3].

b. Network-Based IDS, which is placed between the router and the collection of the
hosts connected to that router. A single IDS provides the services for the whole
network [4].

c. Hybrid IDS, is a collection of 2 or more types of IDS, and can be placed wither on
the host or the network, provides better security than either of the aforementioned
types [5].

With the increased incorporation of technology with everyday tasks, the need for
security has also increased. Every aspect of human life is being converted into a digital
platform and with the upcoming smart city projects under the new initiatives of the
Indian Govt., the complete world would follow, which requires a lot of security in terms
of data hack and usage of data for criminal intent, which should not be allowed [6]. In
order to prevent the occurrence of such activities, a system, which provides security,
preferably like an IDS, but in real-time scenario is required. Aspirants of IDS should
focus on building an efficient system for the IDS which works real time as well [7].

Many security systems are designed to provide protection against existing attacks
like Denial of Service (DoS) but novel attacks are yet to be made more efficient in terms
of detection [8]. Many times, such DoS and Distributed Denial of Service attacks can
also be stopped with the help of reCAPTCHA controllers, but they are considered for
bot attacks, protection against novel attacks is alien to this technique as well [9].

2 Related Work

The method of Ensemble Based learning is creating a combination of different (more
than 2) models or classifiers in order to produce a single model which provides a solution
with a result better than the individual models’ results. This technique of amalgamating
differentmodels provides higher efficiency than individualmodels. Theproposedmethod
is based on a boosting technique which is a part of ensemble machine learning. It is an
implementation of data’s sequential modelling, which provides an improvement upon
the errors and hence the performance is also improved. Boosting initiates with a weak
learner, and iteratively learner is improved over time due to the reduction of errors, an
analogy can be that the model is maturing over time. The advantage of boosting is that it
provides a strong prediction with low overfitting, and implementation is also easy [10].
The process of boosting is further improved by implementing an extra step, which is
to calculate the loss between the predicted and the targeted value, this process is called
gradient boosting. It iterates to the point where the number of errors is relatively zero,
and this further improves the model as it is learning on the data produced by its own self
as it takes the previous prediction and modifies it based on the newly generated result
[11].
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Dhaliwal et al. [12] presented an implementation of a network based IDS with the
foundation of XGBoost, another boosting based machine learning technology. And pre-
sented an accuracy of 98.7%. The implementation was performed on the NSL-KDD
Dataset.

Chen et al. [13] presented an implementation of an SDN-IDS based on XGBoost.
The implementation was performed on “TCP Dump” dataset. The main focus was on
the paralysis caused by DDoS in a network. The results provide a higher detection rate
with lower false positives.

Su et al. [14] presented an implementation of a network based IDSusing theXGBoost
approach, aimed at detecting attacks based on unbalanced data set. The implementation
was performed on the KDDCup99 dataset with the results showing higher accuracy and
lower missing rate.

Bhattacharya et al. [15] presented an implementation of an IDS based on hybrid
principle component analysis aimed at detection of dynamic attacks. Their implemen-
tation used the classification process of XGBoost method. The results presented higher
accuracy.

Devan and Khare [16] presented an implementation of an IDS by keeping a basis of
Deep Neural Network amalgamated with XGBoost. The implementation was performed
on the NSL-KDD dataset. The results of the implementation turns out to be better in
terms of accuracy, precision, recall, and F1-score when compared to techniques like
logistic regression, and SVM.

Pattawaro and Polprasert [17] presented an implementation of IDS based on the
combination of feature selection with K-Means clustering and XGBoost classification
model that was implemented on the KDD dataset, providing results of 84.41% accuracy
and 18.41% false alarm rate.

Hu et al. [18] presented an implementation of AdaBoost based IDS for network IDS
aimed at providing a solution to ‘especially’ low false positive rate without changing
the computational complexity. The experiment was implemented on the KDD dataset,
providing results of 90.4% in detection rate.

Li andLi [19] presented an implementation of a network based IDS. Their implemen-
tation is based on the anomaly technique amalgamated with the naïve Bayes classifier.
They used the AdaBoost algorithm and performed it on the KDD cup dataset. Their
results presented higher detection rate and lower false positive rate.

Harb and Desuky [20] presented an implementation of AdaBoost based IDS aimed
at a fast learning algorithm combined with genetic algorithms to form an ensemble
IDS. The removal of the redundant classifiers decreased and improved the speed of
classification.

The proposed work is compared with other techniques in the Table 1 for the
convenience of the reader.
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Table 1. Comparison of proposed work with different techniques

S. no Year Author Technique used Accuracy

01 2008 Hu et al. [18] AdaBoost 90.4%

02 2018 Dhaliwal et al. [12] XGBoost 98.7%

03 2018 Pattawaro and Polprasert [17] K-Means Clustering 84.41%

04 2020 Bhati and Khari CatBoost – Proposed Scheme 99.46%

3 Proposed Scheme

The proposed scheme is comprised of the following steps,

i. Dataset collection,
ii. Preprocessing,
iii. Training and Testing using CatBoost, and
iv. Decision.

The outline of proposed scheme is given in Fig. 1.

Fig. 1. Block diagram of proposed scheme.

3.1 Dataset

NSL-KDD dataset has been used as the dataset for this experiment. It is a refined version
of the KDDdataset [21]. It is mainly used to simulate and test the performance of an IDS.
Each record of this dataset consists of 41 attributes with each having different features
of the flow and an assigned label of an attack-type, which are Denial of Service, Probe,
User To Root, Remote to Local and normal attack [22].

The dataset consists of 5 million connection records for the purpose of training (24
attack types), and about 2 million connection records for the purpose of testing the said
system (24 + 14 unique attack types). The dataset has been split into the ratio of 4:1,
i.e., 80% for training and 20% of the dataset is used for testing the experiment.
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3.2 Pre Processing

Normalization of data is a very crucial step in order to get the best results because the
collection of data is from many different sources which have different file formats and
hence are needed to be in a single file format for the automation process to be done.
It is also done to remove the inconsistencies and remove poorly documented files and
complete the databases. Python environment is used in this implementation to perform
data cleaning, integration, transformation and reduction for the preprocessing purpose
[23].

3.3 Training and Testing

In this implementation, CatBoost technique has been used to train and test on the dataset.
CatBoost is an abbreviation of Categorical Boosting, and it is based on gradient boost-
ing. CatBoost quickly incorporates many diverse data sources. The implementation of
CatBoost is easier as it does not require a huge amount of data for training. CatBoost
provides a GPU implementation of the learning algorithm and a CPU implementation
of a scoring algorithm [24].

CatBoost natively performs the operation of converting a non-numerical data value
into a numerical data value in an optimum way without the usage of any parametric
tuning and provides satisfactory results in a single run [24].

In order to process the categorical features, CatBoost proposes a strategy of per-
forming random permutation on the dataset. Let σ = σ1, . . . , σn be the permutation and
substitute xσp,k with the following Eq. 1, [25].

∑p−1
j=1

[
xσj,k = xσp,k

]
Yσj + a · P

∑p−1
j=1

[
xσj,k = xσp,k

]
Yσj + a

(1)

The working is described in the following algorithm,

Step 1: Training the dataset.
Step 2: Converting non numerical data values into numerical data values, i.e., transform-
ing the dataset into a single unit.
Step 3: Creation of decision trees to form rule based mechanism.
Step 4: Generate prediction of the model based on the input and the errors generated.
Step 5: Repeat step 3 and 4 until convergence is reached.

3.4 Decision

This is the last phase of the proposed scheme’s process. The proposed scheme creates a
classification of the attacks based on the decision trees created. The attacks are classified
as Denial of Service, Probe, Remote to local attacks. The proposed scheme provides an
accuracy of 99.46% on the NSL KDD dataset.
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Table 2. Summarized results of the proposed method.

Attack Precision Recall F1-score Support

DoS 1.00 1.00 1.00 1825

Normal 0.99 1.00 1.00 2734

Probe 0.99 0.98 0.98 440

R2L 1.00 0.94 0.97 31

4 Empirical Evolution and Results

Table 2 shows the results produced by performing the experiment on the NSL-KDD
dataset, which are based on evaluation metrics like accuracy, precision, recall, and F1-
score [23].

TP = True Positive
FP = False Positive
FN = False Negative
TN = True Negative

i Precision, defines the classifier’s ability to correctly identify the instance as a
negative instance and not a false negative.

Precision = TP

TP + FP
(2)

ii. Recall, defines the classifier’s ability to find all the positive instances, correctly.

Recall = TP

TP + FN
(3)

iii. F1 score, the result of the calculation of the harmonic mean of precision and recall,
where 1 represents the best score and 0 represents the worst score.

F − score(β) =
(
1+ β2

)
PR

β2P + R
(4)

iv. Support, the number of occurrences of class in the specified dataset.

5 Conclusion

In this paper, the research done on the similar implementation of IDS has been reviewed,
and a CatBoost based approach has been proposed with its analysis. CatBoost is an
ensemble-based technique. The results of the implementation have been evaluated on
the evaluation metrics like accuracy, precision, recall, and F1-score. The programming
environment used is Python. The implementation has experimented on the NSL-KDD
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dataset, and the results have been analyzed on the detection accuracy, which shows the
proposed scheme has reached an accuracy of 99.46% on the NSL-KDD dataset. The
main reason for using CatBoost is that it natively performs the operation of converting
a non-numerical data value into a numerical data value in an optimum way without the
usage of any parametric tuning and provides satisfactory results in a single run.
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