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Preface

It is our pleasure to present to you the proceedings of the 32nd Australasian Database
Conference (ADC 2021), which took place in Dunedin, New Zealand. ADC is an
annual international forum for sharing the latest research advancements and novel
applications of database systems, data-driven applications, and data analytics between
researchers and practitioners from around the globe, particularly Australia and New
Zealand. The mission of ADC is to share novel research solutions to problems of
today’s information society that meet the needs of heterogeneous applications and
environments, and to identify new issues and directions for future research and
development work. ADC seeks papers from academia and industry presenting research
on all practical and theoretical aspects of advanced database theory and applications, as
well as case studies and implementation experiences. All topics related to databases are
of interest and within the scope of the conference. ADC gives researchers and prac-
titioners a unique opportunity to share their perspectives with others interested in the
various aspects of database systems.

As in previous years, the ADC 2021 Program Committee accepted papers consid-
ered to be of ADC quality without setting any predefined quota. The conference
received 21 submissions and accepted 17 full research papers. Each paper was peer
reviewed in full by at least three independent reviewers, and in some cases four referees
produced independent reviews. A conscious decision was made to select the papers for
which all reviews were positive and favorable. The Program Committee that selected
the papers consisted of 39 members from around the globe, including Australia, China,
Germany, New Zealand, and the USA, who were thorough and dedicated to the
reviewing process.

We would like to thank all our colleagues who served on the Program Committee or
acted as external reviewers. We would also like to thank all the authors who submitted
their papers and the attendees. This conference is held for you, and we hope that with
these proceedings, you can have an overview of this vibrant research community and
its activities. We encourage you to make submissions to the next ADC conference and
contribute to this community.

January 2021 Miao Qiao
Gottfried Vossen

Sen Wang
Lei Li



General Chair’s Welcome Message

Tēnā koutou and welcome to the proceedings of the 32nd Australasian Database
Conference (ADC 2021). In Australia and New Zealand, ADC is the premier confer-
ence on research and applications of database systems, data-driven applications, and
data analytics. Over the past decade, ADC has been held in Melbourne (2020), Sydney
(2019), Gold Coast (2018), Brisbane (2017), Sydney (2016), Melbourne (2015),
Brisbane (2014), Adelaide (2013), Melbourne (2012), and Perth (2011). This year, the
ADC conference was part of the Australasian Computer Science Week (ACSW), which
was held virtually at Otago University in Dunedin, New Zealand.

After careful consideration by the Programme Committee, a total of 17 research
papers were accepted for inclusion in the conference proceedings. We were very for-
tunate to have four keynote talks presented by world-leading researchers, including
Phoebe Chen from La Trobe University, Xuemin Lin from the University of New
South Wales, Thomas Lumley from the University of Auckland, and Yanchun Zhang
from Victoria University. In addition, we are grateful to Māui Hudson from the
University of Waikato, Guodong Long from the University of Technology Sydney,
Shirui Pan from Monash University, Bernhard Pfahringer from the University of
Waikato, Wei Zhang from the University of Adelaide, and Kaiqi Zhao from the
University of Auckland for the invited talks they presented.

I wish to take this opportunity to thank all the speakers, authors, and organizers. My
special gratitude goes out to the Program Committee Co-chairs Miao Qiao, Gottfried
Vossen, and Sen Wang for their dedication in ensuring a high-quality program, all
members of the Programme Committee for their commitment in providing high-quality
reviews, Publication Chair Lei Li for his timely preparation of the conference pro-
ceedings, the organizers of ACSW for making it possible to run all ACSW conferences
virtually, and Publicity Chair Weitong Chen, for his efforts in disseminating our call for
papers and attracting submissions. Without them, this year’s ADC would not have been
a success.

Dunedin is the second-largest city on the South Island of New Zealand, and famous
for being a centre of tertiary education. We hope all contributors had a wonderful
experience with the conference. We look forward to welcoming any participant of
ACSW 2021 to the beautiful country of Aotearoa in the near future.

Sebastian Link
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Intention Recognition from
Spatio-Temporal Representation of EEG

Signals

Lin Yue1, Dongyuan Tian2, Jing Jiang3, Lina Yao4, Weitong Chen5,
and Xiaowei Zhao1(B)

1 Northeast Normal University, Changchun, China
zhaoxw303@nenu.edu.cn

2 Jilin University, Changchun, China
3 The University of Technology Sydney, Sydney, Australia

4 University of New South Wales, Sydney, Australia
5 The University of Queensland, Brisbane, Australia

Abstract. The motor imagery brain-computer interface uses the human
brain intention to achieve better control. The main technical problems
are feature representation and classification of signal features for spe-
cific thinking activities. Inspired by the structure and function of the
human brain, we construct a neural computing model to explore the
critical issues in the representation and real-time recognition of the state
of specific thinking activities. In consideration of the physiological struc-
ture and the information processing process of the brain, we construct a
multi-scale cascaded Conv-GRU model and extract high-resolution fea-
ture information from the dual spatio-temporal dimension, effectively
removing signal noise, improving the signal-to-noise ratio, and reducing
information loss. Extensive experiments demonstrate that our model has
a low dependence on training data size and outperforms state-of-the-art
multi-intention recognition methods.

Keywords: Brain-computer interface · Motor imagery ·
Electroencephalography · Intention recognition

1 Introduction

Brain-computer interface (BCI) can convert neuron activities into signals, thus
providing the possibility for discovering the correlation between brain activi-
ties and human behaviors. The electroencephalography (EEG) collected by BCI
records brain activities with electrophysiological indicators. During brain activ-
ity, the sum of postsynaptic potentials is generated synchronously by a large
number of neurons. This process records the electrical wave changes during brain
activity, reflecting the electrophysiological activities of brain nerve cells in the
cerebral cortex or on scalp surface. By analyzing and modeling EEG signals,
such models could be applied to clinical practice such as EEG signal-controlled
c© Springer Nature Switzerland AG 2021
M. Qiao et al. (Eds.): ADC 2021, LNCS 12610, pp. 1–12, 2021.
https://doi.org/10.1007/978-3-030-69377-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-69377-0_1&domain=pdf
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wheelchairs [8], brain wavelet-controlled exoskeleton [9], brain-controlled hearing
aid [10], biomedical implant antennas [1], and motor function recovery during
rehabilitation [6]. Other application fields include smart living [27], and speech
synthesis [3], etc. Through BCI technology, external devices can read brain nerve
signals and convert thinking activities into command signals to realize the human
mind control. As a result, EEG based intention recognition has been widely stud-
ied in recent years and has become one of the most important research topics in
pattern recognition.

1.1 Motivation

In EEG signal analysis, the EEG signal segment includes different frequency
bands, each with different degrees of correlation with specific brain activity.
Specifically, the frequency band represents brain state and qualitative assessment
of awareness; the whole band is between 0.5 Hz to 28 Hz [12]. This interval signal
can be decomposed into six types of waves, i.e., Delta, Theta, Alpha, Beta1,
Beta2, and Beta3. These waves record the characteristics of the motor or sensory
nerve action potentials. Among them, the Alpha wave fluctuates in the state
of eyes closed and relaxation, while the Beta wave is closely related to motion
behavior and attenuation of motion [24]. Different noise levels distribute in these
frequency bands, requiring to be removed via adequate measures. Using and
separating multiple waves can help to capture correlations between waves and
significant features [13,15,16]. On the other hand, extracting the correlations of
temporal and spatial features in all signal bands will improve the performance
of intention recognition [25]. On this basis, data flow visualization can help to
better understand the whole process of brain activity [4]. However, the factors
mentioned above have not been fully taken into account when performing motion
intention recognition.

1.2 Challenges

EEG based intention recognition developed rapidly and achieved specific grat-
ifying results. Nevertheless, due to technical limitations, there are still some
challenges:

– The brain signals are easily disrupted by a variety of biological signals and
environmental artifacts.

– Due to the non-stationary characteristics of electrophysiological brain signals,
the raw EEG signals have a low signal-to-noise ratio (SNR).

– Existing machine learning studies focus on static data, so it is impossible to
classify rapidly changing brain signals accurately.

1.3 Solution

To overcome these challenges, we take temporal features in multivariate time
series and spatial information into our consideration during feature representa-
tion and develop a model for multi-intention recognition (Fig. 1). To be more
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specific, we decompose mixed EEG signal collected with each electrode into sig-
nals at frequency bands to reduce noise caused by other frequency ranges and
slice the signal series of multiple electrodes into matrices with a sliding win-
dow. For filtered EEG arrays, the image mapping layer is utilized for processing
EEG arrays into visual images. Finally, we propose multi-scale cascaded Conv-
GRU networks (MCG) for image learning with spatio-temporal information. The
architecture of the neural network consists of another two parts, i.e., cascaded
CNN (convolutional neural network) and GRU (gated recurrent unit), which are
used to learn spatio-temporal characteristics, respectively. The multi-intention
recognition of dynamic data streams can be effectively solved in this way.

Fig. 1. The workflow of the proposed model MCG.

2 Related Work

Intention recognition can be treated as a classification problem, predicting mul-
tiple and subjective human intentions based on EEG traces, rather than actions
triggered by events or environment.

Deep learning has been successfully applied in many recognition tasks corre-
sponding to various types of data such as image, video, speech, and text [11,20].
These methods can also be migrated to the task of EEG signal detection. For
example, Alomari et al. [2] use a wireless EEG headset as a remote control for
a personal computer’s mouse cursor. Moreover, in their method, SVM is used
for a binary classification task. Kim et al. [13] obtain the Mu and Beta rhythms
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from the nonlinear EEG signals and perform prediction using a random forest
classifier. Zhang et al. [26] apply deep recurrent neural networks on EEG data
and improve performance in multiple classification tasks. At present, the classic
solution and EEG state recognition technology are respectively used to select
features of continuous-time series and distinguish manifolds between learning
states through supervised learning [14]. In BCI systems, processing dynamic
data flows often require feature representation with spatio-temporal clues. Mod-
eling the correlations between EEG wavelets and multiple intentions and the
problem of multi-intention recognition on dynamical data streams are not well
solved yet.

A lot of research has adopted CNN for classification on single-channel EEG
[21,23]. At the same time, the feature mapping needs to communicate the
complexity of the information without losing original richness or depth. Many
successful cases apply ConvNets (convolutional neural networks) to distinguish
pathological records from normal EEG recordings in the Temple University Hos-
pital EEG Abnormal Corpus. Furthermore, visualization of the ConvNet decod-
ing behavior shows that they use spectral power changes in Delta (0–4 Hz) and
Theta (4–8 Hz) frequency ranges [17]. Similar work has been performed based on
deep ConvNets to improve decoding errors in EEG signals of human observers
[5]. Among the visual researches of high-dimensional EEG data, many methods
visualize data as snapshots or sequential images showing the changing trend by
time-lapse method [4]. However, most of the mapping methods in these work use
more types of waves, which, to a certain extent, increase the complexity of the
method and waste more resources.

3 Method

This section will describe the proposed model multi-scale cascaded Conv-GRU in
detail, which is further divided into three parts: data acquisition, image mapping
layer, and architecture of neural network.

3.1 Data Acquisition

The EEG signals in this paper are based on the BCI system and collected with
a 64/14 electrodes headset. The design of data pretreatment is based on the
EEG source data. Specifically, once the subject’s action command is given, the
64/14 electrodes will pick up brain signals that reflect the brain activities of
different areas. Once a subject generates an intention in mind, the electrodes
will pick up voltage fluctuations that reflect multiple brain activities. The voltage
values from the scalp will be continuously captured by 64-channel or 14-channel
electrode sensors. EEG reading can be represented with a n-dimensional vector
Rt = [r1t , r2t , ..., rn

t ], where the ri
t is the reading of ith electrode sensor at time

step t, it can be seen as 1D vector with a certain amount of noise.
It is commonly known that EEG signals can also be divided into multiple

data streams according to frequency ranges, with each band having biological
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significance [9,22]. The EEG signals consist of multiple time series corresponding
to the measurements at different frequency bands [7]. The EEG signal can be
quantified in the frequency range from 0.5 Hz to 28 Hz [5]. The raw EEG signal
in ri

t can be segmented into different categories of bandwidth c, where c =
(δ, θ, α, β). This study focuses on two frequency bands from 8 Hz to 28 Hz, i.e.,
α and β.

Next, we will define the sliding window that further divides the filtered data.
To begins with, we need to ensure the maximum value of the possible window
scale. As the data in the EEGMMIDB dataset was collected from 64 electrodes,
the sliding window dimension is set as [64, 1] with sliding step size 1 here. The
data slices are generated along the time axis, and the resulting data matrix is
named a sliding matrix here. Finally, we can get N matrices with spatio-temporal
characteristics from the raw data in this way. The data segment is created as
follows:

S = [st, st+1, ..., st+N−1] (1)

st =

⎡
⎢⎢⎢⎣

r1t
r2t
...

r64t

⎤
⎥⎥⎥⎦ ≈

⎡
⎢⎢⎢⎣

rα,1
t rβ,1

t rraw,1
t

rα,2
t rβ,2

t rraw,2
t

...
...

...
rα,64
t rβ,64

t rraw,64
t

⎤
⎥⎥⎥⎦ (2)

where Sj is the jth data segment at time step t + j − 1, ∀j ∈ [1...N ]; each
electrode ri

t corresponds to three readings (say [rα,i
t , rβ,i

t , rraw,i
t ]) at time t, as

the filtering operation is adopted.

3.2 Image Mapping Layer

We convert the spatial distribution of electrodes in three-dimensional space
into coordinates in two-dimensional space while preserving the relative distance
between adjacent electrodes, as shown in Fig. 2. Specifically, this two-dimensional
space is a 32 × 32 mesh, where each pixel in the mesh is superimposed by three
channels, and each channel corresponds to a selected frequency band [4]. In this
paper, we select α, β, and raw data as the input of three channels. The next step
is the normalization that constrains the data range in a closed interval [0, 255].
The image synthesizer combines regularized data and generates suitable pixel
values for each targeting coordinate. As different electrodes represent different
brain regions, the real-time viewer can capture dynamic results in real-time.
The width and height of the energy map represent the spatial distribution of
mind activities in the cerebral cortex, and the energy map sequence represents
the temporal distribution of mind activities. The energy map sequence (image
sequence) NRGMapSeq can be denoted as follows:

NRGMapSeq = [It, It+1, ..., It+N−1] (3)

where NRGMapSeqj is the jth energy map (image) at time step t + j − 1,
∀j ∈ [1...N ].
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Fig. 2. The process of EEG data segment to image.

3.3 Architecture of the Neural Network

The input of the model is the sequence of 3-channel images (energy maps),
which represent the spatial-temporal EEG information. Firstly, the cascaded
convolutional neural network will catch partial distribution features from the
fragments in image sequence. The performance of the model enhances as the
number of convolutional cascade layers increase. After that, the GRU will receive
a vector of time series processed by the convolutional cascade layer and further
optimize time feature learning.

In order to get detailed and sufficient spatial distribution, the input images
can be expressed as:

NRGMapSeq = [It, It+1...It+N−1] ∈ R
N×c×h×w (4)

where N denotes the number of energy maps (images) and the size of each
energy map (image) is c × h × w (3 channels, height of 32 pixels, width of 32
pixels).

The energy map (image) sequence is input into a Conv2D (two-dimensional
convolutional neural networks), and each of the spatial features extracted from
the cascaded Conv2D representation is shown in Eq. (5).

SP = Cconv2D(NRGMapSeq) (5)

After the cascaded Conv2D layer, a fully connected layer is applied to connect
cascaded Conv2D with the next GRU layer. The RNN has sufficient ability to
process arbitrary sequential inputs by recursively applying a transition function
to hidden vector ht. The activation function of the current hidden state ht at t
time step can be computed as follows:

ht =

{
0 t = 0∫

(ht−1, xt) otherwise
(6)

where xt is the current state input, and ht−1 is the previous hidden state.
However, RNN has difficulty learning long-term dependency. The components
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of the gradient vector will vanish or explode exponentially over a long sequence.
As a variant of the LSTM (long short-term memory), the GRU synthesizes the
forget gate and input gate into one single update gate. Moreover, there is also a
mixture of cellular and hidden states with other modifications. The final model
is more straightforward than the standard LSTM model. Both LSTM and GRU
can retain important features through various gates to ensure that they will not
be lost in long-term propagation. Moreover, the GRU transition equations are
defined as follows:

zt = σ(Wz · [ht−1, xt])
rt = σ(Wr · [ht−1, xt])
ht = (1 − zt) × ht−1 + zt × tanh(W · [rt × ht−1, xt])

(7)

4 Experiments

4.1 Datasets

To verify the validity of the proposed method, we tested the proposed method
and all the benchmarking methods with cross-validation on EEGMMIDB1 and
EMOTIV2, respectively. The intention recognition is treated as a classification
task; that is to say, the proposed method MCG will classify five types of intention
for both datasets.

4.2 Benchmarking Methods

We compared the proposed model against various state-of-the-art methods. For
the baseline models, we kept the same structures and settings. We fed baselines
with different features extracted from the same datasets to evaluate the influence
of multi-resolution signals. Moreover, a brief introduction of the benchmarking
methods as described below:

– Alomari et al. [2]: A support vector machine-based method is used for binary
classification, along with features extracted from multi-resolution EEG sig-
nals.

– Shenoy et al. [18]: Regularisation is deployed to improve the robustness and
accuracy of CSP estimation in features extracting processing. Fisher linear
discriminant is used to perform binary tasks.

– Rashid et al. [16]: Neural network (NN) is utilized to perform EEG signal
binary-class tasks after decomposing the raw EEG data to extract significant
features.

– Kim et al. [13]: Random forest classifier is used for prediction, in which the
Mu and Beta rhythms are obtained from the nonlinear EEG signals.

– Sita et al. [19]: Features are extracted from open source EEG data, and LDA
solves multiple classification problems.

1 https://physionet.org/pn4/eegmmidb/.
2 https://drive.google.com/drive/folders/0B9MuJb6Xx2PIM0otakxuVHpkWkk.

https://physionet.org/pn4/eegmmidb/
https://drive.google.com/drive/folders/0B9MuJb6Xx2PIM0otakxuVHpkWkk
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– Zhang et al. [26]: Deep recurrent neural networks are applied on an open EEG
database for multiple classifications.

– Chen et al. [7]: Multi-task RNNs model (MTLEEG) is proposed for motion
intention recognition based EEG signals.

4.3 Results and Discussion

Visual Verification and Analysis. The image mapping layer generates the
brain energy maps, in which each image represents the spatial distribution of
the corresponding areas for mind activities, and the energy map sequence repre-
sents the temporal distribution or dynamic real-time results. From Fig. 3(a), we
can intuitively observe the energy changes corresponding to different actions on
different imagery tasks. As displayed in Fig. 3(b), we reserved two brain energy
mapping channel respectively. In this way, we can clearly understand the spatio-
temporal characteristics of both the two waveforms, which provides more possi-
bilities and ideas for brain working mechanism research.

(a) Filtered EEG (Channel 1: α; Channel
2: β; Channel 3: Raw)

(b) Decomposition of waveforms. (Channel 1: α;
Channel 2: β; Channel 3: -)

Fig. 3. Brain energy maps from the image mapping layer on EEGMMIDB dataset.

Table 1. Comparisons of different waveband components on EEGMMIDB.

Method Accuracy Precision Recall F1-score AUC

MCG-α 0.7722 0.8763 0.7121 0.7857 0.9500

MCG-β 0.8923 0.7707 0.8144 0.7919 0.9619

MCG-α, β 0.9650 0.9650 0.9806 0.9727 0.9740

MCG 0.9870 0.9981 0.9681 0.9829 0.9740

Effect of Filtering. In this subsection, we used different combinations of wave-
forms to test the model in terms of accuracy, precision, recall, F1-score, and
AUC. As shown in Table 1, for the combination of input signal (α, β, raw),
MCG achieves the best performance on multiple indicators on the whole, which
directly verifies the importance of filtering and the combination of raw signal
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Table 2. Comparisons of evolution models on EEGMMIDB.

Input Method Class Accuracy

α CNN Multiple (5) 0.7109

α CasCNN Multiple (5) 0.7556

α CasCNN+GRU Multiple (5) 0.7722

β CNN Multiple (5) 0.7161

β CasCNN Multiple (5) 0.7632

β CasCNN+GRU Multiple (5) 0.8923

α, β CNN Multiple (5) 0.8218

α, β CasCNN Multiple (5) 0.7723

α, β CasCNN+GRU Multiple (5) 0.9829

α, β, raw CNN Multiple (5) 0.8401

α, β, raw CasCNN Multiple (5) 0.9356

α, β, raw CasCNN+GRU Multiple (5) 0.9868

with α and β. This combination maximally preserves the useful wavebands and
avoids the loss of the original features of the data.

Comparisons of Evolution Models. Furthermore, we compared MCG with
evolution models of CNN and cascade structure CNN (see Table 2). In the scope
of this paper, the evolution model means we remove some layers in the model,
such as GRU and CasCNN, and only use the deep convolutional network (CNN)
to train the data. By observing the influence of these layers on the experimental
results, we could see that both GRU and CasCNN improved the accuracy.

Comparisons of MCG and Benchmarking Methods. To prove the gen-
eralization and robustness of MCG, we further compared MCG with multiple
state-of-the-art methods, on EEGMMIDB and EMOTIV datasets. Although the
EMOTIV is collected with EMOTIV Epoc+ headset, which contains fewer sen-
sors and has a lower sampling rate, i.e., 14 sensors and 128 Hz sampling rate.
The comparisons as shown in Table 3 and 4, have vividly illustrated that MCG
achieve stable and brilliant performance in terms of accuracy.

Table 3. Comparisons of MCG and benchmarking methods on EEGMMIDB.

Index Method Class Accuracy

1 Almoari et al. [2] Binary 0.7500

2 Shenoy et al. [18] Binary 0.8206

3 Rashid et al. [16] Binary 0.9199

4 Kim et al. [13] Multiple (3) 0.8050

5 Sita et al. [19] Multiple (3) 0.8500

6 Zhang et al. [26] Multiple (5) 0.9590

7 Chen et al. [7] Multiple (5) 0.9786

8 MCG Multiple (5) 0.9868



10 L. Yue et al.

Table 4. Comparisons of MCG and benchmarking methods on EMOTIV.

Index Method Class Accuracy

1 Almoari et al. [2] Binary 0.5627

2 Shenoy et al. [18] Binary 0.5553

3 Rashid et al. [16] Binary 0.7538

4 Kim et al. [13] Multiple (3) 0.7695

5 Sita et al. [19] Multiple (3) 0.6985

6 Zhang et al. [26] Multiple (5) 0.7361

7 Chen et al. [7] Multiple (5) 0.8396

8 MCG Multiple (5) 0.8600

5 Conclusions

In this paper, we propose MCG model, which uses the image mapping layer to
capture spatial information of the EEG signals and combines spatial-temporal
characteristics to identify multiple motion intentions. The proposed model is
capable of discovering the brain changes corresponding to different actions. That
is, the feature representation achieved through the image mapping layer reflects
not only the changes in brain-related different movements but also dynamic
responses of the brain in real-time corresponding to specific actions. Experimen-
tal results illustrate that the recognition efficiency is the highest among state-
of-the-are methods on the multi-classification task of intention recognition.
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Abstract. Graph convolutional networks (GCNs) have achieved great
success in social networks and other aspects. However, existing GCN
methods generally require a wealth of domain knowledge to obtain the
data graph, which cannot guarantee that the graph is suitable. In this
paper, we propose adaptive graph learning for semi-supervised classifi-
cation of GCNs. Firstly, the hypergraph is used to establish the initial
neighborhood relationship between data. Then hypergraph, sparse learn-
ing and adaptive graph are integrated into a framework. Finally, the suit-
able graph is obtained, which is inputted into GCN for semi-supervised
learning. The experimental results of multi-type datasets show that our
method is superior to other comparison algorithms in classification tasks.

Keywords: Graph convolutional networks · Adaptive graph learning ·
Hypergraph · Laplace

1 Introduction

Graphs, as the effective representations of data distribution, play an important
role in describing the inherent structure of data [11,22]. Many learning tasks in
the real world can be described as graph problems [21,25]. For example, in the
field of biotechnology, graphs can be used to describe the internal structure of
protein [8]. In the field of social networks, graph structures are used to describe
the relationship among many people or groups [2]. Recently, researchers try to
use graph convolutional networks (GCNs) to deal with graph data [17,19] in
deep learning.
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Generally speaking, there are two kinds of GCN methods, spectral convolu-
tion methods [6,13] and spatial convolution methods [1]. The spectral convolu-
tion methods are generally defined as the convolution operation based on the
spectral representation of the graph. Defferrard et al. [4] used Chebyshev polyno-
mials as the convolution kernel to reduce the computational complexity. Yadati
et al. [26] proposed HyperGCN, which used a layered propagation rule for convo-
lutional networks to operate directly on hypergraphs. Compared with convolu-
tion in spectral domain, the spatial convolution methods have better expansibil-
ity. For example, Atwood et al. [1] proposed diffusion graph convolution network
(DCNN), which can be used to model graph classification. Veličković et al. [24]
proposed Graph Attention Network (GAT) with designing an attention layer.

The above methods have been widely used in supervised or semi-supervised
graph convolutional networks [29,30]. One important aspect of GCNs is the
graph representation of data, which is easily ignored [12,31]. In general, the data
provided to GCNs is a known intrinsic graph structure or artificially constructed
a graph [9]. However, these graph methods are easy to be affected by impurities
(such as noise or redundancy) contained in the data, and the quality of the
constructed graph is usually difficult to be guaranteed [2,10].

So we propose adaptive graph learning for semi-supervised classification of
GCNs. Considering the influence of noise on graph structure, we introduce hyper-
graph to represent the initial relationship between data samples. Then adaptive
graph Laplacian learning and sparse learning are integrated into a framework
to get the suitable graph and input it into GCN for semi-supervised learning.
Experimental results show that our proposed method has better robustness and
superiority than other comparison methods in different data sets. Our method
has main advantages:

– We use hypergraph to define the initial graph, which fully considers the mul-
tiple relationships of data.

– We introduce adaptive graph learning and sparse learning to get a more
suitable graph for semi-supervised classification of GCNs.

2 Related Work

We have the following definitions in this paper. Matrices, vectors and scalars
are represented as boldface uppercase letters, bold lowercase letters and normal
italic letters, respectively. For a matrix M = {mi}ni=1 ∈ R

n×d, the i -th row and
the i, j -th of M are denoted as mi and mij . We denote the F-norm of M as

||M||F =
√∑

ij |mij |2 . Besides, we denote MT and tr(M) as the transpose of
M and the trace of M, respectively.

2.1 Hypergraph Theory

Hypergraph G (V,E,M) is composed of a set of vertices V, a set of hyperedges
E, and a matrix of hyperedge weights M. Each hyperedge ei is defined with a
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weight mi. The link relation of the hypergraph G is expressed as H ∈ |V|×|E|,
the correlation matrix H defined as follows:

H(v, e) =
{

1, ifv ∈ e,
0, ifv /∈ e.

(1)

According to the literature [3,6], we define the adjacency matrix of a standard
hypergraph A:

A = HMHT − Dv, (2)

where Dv is the angle matrix of each vertex [16]. In the literature [23,28], the
normalized hypergraph Laplacian is:

L = IN − D− 1
2

v HMD−1
e HTD− 1

2
v , (3)

where IN is an identity matrix.

2.2 The GCN Model

GCN has one input layer, two hidden layers and one output layer in [15]. The
forward propagation of a two-layer GCN is:

Z = softmax(ÂReLU(ÂXU(0))U(1)), (4)

where Z ∈ R
n×c is the output of the prediction label and X ∈ R

n×d, Â =
D̃− 1

2 ÃD̃
1
2 , D is a diagonal matrix with d̃i =

∑
n
j=1Ãij and Ã = A + IN is an

adjacency matrix. U(0) and U(1) are the weight matrices. And ReLU and softmax
are the different activation functions. The final cross entropy loss function is:

Loss = −
∑
i∈O

c∑
j=1

yij ln zij , (5)

where O is a set of labeled nodes.

3 Methodology

3.1 Our Proposed Method

In this paper, a more suitable graph matrix is learned by retaining the neighbor-
hood structure of data. Given the data set X = {x1,x2, ...,xn} ∈ R

n×d, where
the i-th sample xi and all data points can be connected to xi as a neighbor
with probability sij . When the distance ‖xi − xj‖22 is smaller, probability sij
is larger. Besides, there are a lot of noise in the collected real data, which will
affect the graph matrix [7,27]. Therefore, we introduce a sparse model to reduce
the impact of noise points on the model [32]. We have:

min
S,W

∑
i,j

‖xiW − xjW‖22 sij + α‖W‖2,1
s.t. sTi 1 = 1, sij ≥ 0,WTW = I,

(6)
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where α is a non-negative tuning parameter, and W ∈ R
d×c is the projection

matrix. We add the constraint siT1 = 1 because some row vectors of S can not
be all zero. We also use the �2,1-norm for sparse learning to eliminate redundant
information and irrelevant attributes [3,19].

Given the initial graph A ∈ R
n×n, which is constructed by hypergraph. We

learn a graph S, which has a connected component c, and c is the number of
classes [17]. We also use a low-rank constraint rank(LS) = n − c, which the
corresponding similarity matrix has block diagonal [18,30]. We use F -norm to
estimate the remainder:

min
S

‖S − A‖2F
s.t. rank (LS) = n − c, sTi 1 = 1, sij ≥ 0,

(7)

where LS is the Laplacian matrix.
We combine the above two goals and integrate them into a unified framework

due to the influence of noise and outliers in the data. The final objective function
is obtained:

min
S,W

∑
i,j

‖xiW − xjW‖22 sij + α‖W‖2,1+β ‖S − A‖2F
s.t. rank (LS) = n − c, sTi 1 = 1, sij ≥ 0,WTW = I,

(8)

where S represents the learned suitable graph. The constraint rank (LS) = n−c
depends on S, so noting that σi (LS) is defined as the i-th minimum eigenvalue
of LS. When LS is semidefinite, σi (LS) ≥ 0. In line with Ky Fan’s Theorem [5],
we have:

c∑
i=1

σi (LS) = min
FTF=I,F∈Rn×c

tr
(
FTLSF

)
. (9)

So Eq. (8) becomes:

min
S,W,F

∑
i,j

‖xiW − xjW‖22 sij + α‖W‖2,1+β ‖S − A‖2F + 2τtr
(
FTLSF

)

s.t. sTi 1 = 1, sij ≥ 0,FTF = I,F ∈ R
n×c,WTW = I,

(10)

where β and τ are non-negative tuning parameters, and WTW = I represents
that the feature space is distinctive after reduction [17,18]. By solving Eq. (11),
we get a more suitable S for the GCN classification.

4 Experiment

4.1 Datasets

For verifying the robustness of our method, we use datasets of different types in
Table 1. Datasets are obtained from UCI database1.

1 http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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Table 1. Descriptions of different datasets.

Datasets Samples Features Classes

Isolet 1560 617 2

MnistData05 3495 784 10

MinistData10 6996 784 10

Pixraw10P 100 10000 10

Wall-following 5456 24 4

Zoo 101 16 7

4.2 Experimental Setting

For the convenience of subsequent experiments, we adopt a unified division
method for all datasets, that is, in the training process, we adopt 10%, 20%
and 30% of the labeled samples to construct and evaluate three different mod-
els. Moreover, we select 10% of the samples as the verification. Correspondingly
the remaining 80%, 70% and 60% samples are used for testing. We use different
data splits to average the results reported for 10 times.

Similar to the previous work [15]. We use a two-layer graph convolutional
network and set the number of 16 hidden units. According to the Adam algorithm
[14], the learning rate is set to 0.01. We use accuracy (ACC) as the evaluation
index of experimental results, which is defined as:

ACC = Nr

N , (11)

where N is the total number of samples, and Nr is the number of samples that
can be correctly classified.

4.3 Comparison Methods

We compare the proposed method with two advanced methods, including hyper-
graph [26] and k-nearest neighbor (kNN) [20] graph respectively to compare
with our graph method. And finally we add these constructed graphs into GCN,
respectively.

– Hypergraph [26] includes a set of hyperedges, a set of vertices and a set
of weights. In real life, data often contains multiple relationships, while the
ordinary graph only contains binary relationships. So hypergraphs can learn
more useful high-level correlations among data.

– k-nearest neighbor (kNN) [20] graph based on the similarity measurement
among data. It calculates distance values of all pairs of nodes, and establishes
new relationships between each node and its k nearest neighbors.
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(a) isolet (b) MnistData05

(c) MnistData10 (d) Pixraw10P

(e) Wall-following (f) Zoo

Fig. 1. Experimental results on different datasets.

4.4 Experimental Results

Figure 1 respectively lists the comparison results on datasets by three evaluation
metrics. We can conclude that on high-dimensional datasets Mnistdata05 and
Mnistdata10, when 10%, 20%, 30% samples are selected as training set, respec-
tively, the proposed method has higher accuracy than the other two methods.
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(b) MnistData05
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(c) MnistData10
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(d) Pixraw10P
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(e) Wall-following
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(f) Zoo

Fig. 2. The convergence curves of our objective function.

Especially on the dataset Pixraw10P, the proposed method has more than 11%
improvement over HGCN when 10% samples are selected as the training set.
On low dimensional datasets Zoo and Wall-following, our method also improves
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the accuracy compared with the other three methods. Especially, when 30%
of samples are selected as the training set, the proposed method is superior
to kNN-GCN by 4.9% and 1.92%, respectively. These experiments show that
our proposed method is more effective in classification tasks. So our method
is better because 1) a new adaptive graph learning method is more suitable for
semi-supervised classification of GCNs; 2) the proposed graph method is superior
to other graph construction methods due to the influence of noise and outliers.

4.5 Convergence Analysis

Figure 2 shows the convergence curves of the objective function value on dif-
ferent datases. We also set the stopping criterion of our proposed algorithm as
‖obj(t+1)−obj(t)‖2

2
obj(t) < 10−5, where obj(t) means the value of our objective func-

tion after the t-th iteration. The value of the objective function is monotonically
decreasing until the proposed algorithm converges. Besides, the proposed objec-
tive function conversions in 30 iterations. So the fast convergence of the objective
function proves the effectiveness of our method.

5 Conclusions

This paper proposes adaptive graph learning for semi-supervised classification
of GCNs. We use hypergraph to establish the initial neighborhood relation-
ship between data. And the proposed method integrates the Laplacian learn-
ing, sparse learning and hypergraph in a framework, which can obtain the suit-
able graph that more appropriates GCN for semi-supervised classifications. The
experimental results show that our proposed method outperforms other compar-
ison methods in classification tasks.
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Abstract. Feature selection is an important process of high-dimensional
data analysis in data mining and machine learning. In the feature selec-
tion stage, the cost of misclassification and the structural information of
paired samples on each feature dimension are often ignored. To overcome
this, we propose semi-supervised feature selection based on cost-sensitive
and structural information. First, cost-sensitive learning is incorporated
into the semi-supervised framework. Second, the structural information
between a pair of samples in each feature dimension is encapsulated into
the feature graph. Finally, the correlation between the candidate feature
and the target feature is added, which avoids the misunderstanding of the
feature with low correlation as the salient feature. Furthermore, the pro-
posed method also considers the redundancy between feature pairs, which
can improve the accuracy of feature selection. The proposed method is
more interpretable and practical than previous semi-supervised feature
selection algorithms, because it considers the misclassification cost, struc-
tural relationship and the correlations between features and target fea-
tures. Experimental results show that the promising performance of the
proposed method outperforms the state-of-the-arts on eight data sets.

Keywords: Feature selection · Cost-sensitive · Structural
relationship · Semi-supervised

1 Introduction

Big data has widely appeared in various fields, such as pattern recognition and
machine learning [1,2]. A common problem in data processing is that the data
often contains some unimportant features [3,4], which will increase the calcula-
tion cost and affect the effectiveness of model training [5,6]. Therefore, feature
selection has become one of the important research fields of machine learning in
recent years.

Feature selection is used to delete redundant features for conducting dimen-
sionality reduction [1], which can help model training and reduce the impact of
“dimension disaster” [7]. Depending on the availability of sample labels, feature
c© Springer Nature Switzerland AG 2021
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selection is divided into supervised, semi-supervised and unsupervised. Super-
vised feature selection [8] only uses labeled samples to train the model, and takes
the structural relationship between labels and features to choose the important
features, so as to explores the result of feature subset with the highest relevance
to the label. Unsupervised feature selection [9–11] uses unlabeled sample training
model, which selects the most representative features from the original feature
set according to certain evaluation criteria. Semi-supervised feature selection
[12,13] uses a small number of labeled samples and a lot of unlabeled samples to
achieve the optimal feature subset. These types of methods are efficient, because
they can not only mine the global and local structure of all samples, but also uti-
lize the small number of labels that providing category information. Therefore,
this paper focus on research on semi-supervised feature selection.

Various semi-supervised feature selection methods have been proposed
recently. For example, the typical feature selection based on classifier [14] (semi-
supervised support vector machine, S3VM), it uses support vector machine
(SVM) to tag no label samples, and then fused the “soft” label samples for
model training. Zhao and Liu [15] proposed a semi-supervised regularized fea-
ture selection framework based on spectral learning to evaluate the correlation of
features. In addition, Ren et al. [16] proposed a forward semi-supervised feature
selection framework based on wrapper type, which combines forward selection
with wrapper type to obtain the optimal feature subset. Chen et al. [17] combined
the traditional fisher-score method to obtain the global optimal feature subset
by the “soft” label of unlabeled samples with label propagation technology.

However, the existing semi-supervised feature selection methods have some
defects. First, many semi-supervised feature selection researches focus on the
lowest classification error rate without considering the misclassification cost. It
has assumed that different misclassifications owning the equal costs [18], which
may lead the model pays attention to samples which causes high misclassification
losses, resulting in biases in the features selected by the learning model. Second,
some advanced semi-supervised feature selection algorithms do not consider the
structural information of the paired samples in each feature dimension, which can
improve the performance of feature selection [19]. In addition, researchers believe
that the correlation of a single candidate features is equal to the correlation of
selected features, without considering the joint correlation of a pair of features,
which will regard low-relevance features as salient features. Therefore, some low-
correlation features are regarded as salient features.

To solve the above problems, we propose semi-supervised feature selection
based on cost-sensitive and structural information (SF CSSI). The contributions
of this paper are as follows:

– In practical applications, misclassification has always existed, however, the
cost of misclassification is always ignored by researchers. The proposed
method considers the misclassification cost and sets different penalty costs
for different categories samples. In contrast to conventional feature selection
methods, we try to minimize the total cost rather than the total error rate,
aiming to prevent disasters caused by mistakes with high costs.
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– In this paper, the proposed method converts each original feature vector into a
structure-based feature graph representation, which contains structural infor-
mation between sample pairs in each feature dimension, in order to preserve
more meaningful information. Furthermore, the proposed method constructs
feature information matrix to simultaneously maximize joint relevancy of dif-
ferent pairwise feature combinations in relation to the target feature graphs
and minimize redundancy among selected features, so as to obtain feature
subset with high correlation and low redundancy.

– The method proposed in this paper has rarely been studied, because it con-
siders misclassification cost, structural information and information measure-
ment of paired features. Experiments prove that the proposed method in this
paper can achieve better feature selection results on real datasets.

2 Approach

2.1 Notations

In this paper, matrices are written as boldface uppercase letters, vectors are
written as boldface lowercase letters and scalars are written as normal italic
letters. For matrix X, xi,j represents the element in the i-th row and j-th column

of X. The Frobenius norm of matrix X ∈ R
n×d is defined as ‖X‖F =

√∑
i,j x2

i,j
.

The l2,1-norm of matrix X is defined as ‖X‖2,1 =
∑n

i=1

√∑d
j=1 x2

ij
. For vector

x, its l1-norm is defined ‖x‖1 =
∑n

i=1 |xi|. The symbol � denotes multiplication
of corresponding elements and tr (X) represents the trace of matrix X.

In semi-supervised learning, the data set consists of two parts: labeled data
XL = (x1, x2, . . . , xl) and unlabeled data XU = (xl+1, xl+2, . . . , xl+u), u = n− l,
n represents the number of samples, l represents the number of labeled samples,
u represents the number of unlabeled samples. The corresponding labels is YL =
(y1, y2, . . . , yl)

T and the label of YU = (yl+1, yl+2, . . . , yl+u)T is unknown.

2.2 Cost-Sensitive Feature Selection

Given data set X = [x1,x2, · · · ,xn] ∈ R
n×d, n represents the number of sam-

ples, d represents the features of each sample. The traditional feature selection
imposes a sparsity penalty in the objective function, which makes the selected
features more sparse and more discriminative. The objective function of tradi-
tional feature selection [9] is defined as:

min
W

‖Y − XW‖2F + λ‖W‖2,1 (1)

However, cost-sensitive learning is embedded into feature selection frame-
work because the misclassification problem often occurs in practical applications.
Cost-sensitive learning assigns different cost parameters to different types of sam-
ples, without loss of generality, so the specified cost matrix is introduced into
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the feature selection framework. The traditional cost-sensitive feature selection
objective function [20] is defined as:

min
W

∥∥(XTW − Y) � C
∥∥
2,1

+ λ‖W‖2,1, (2)

where W ∈ R
d×m represents the feature weight matrix, Y ∈ R

n×m represents
labels, C ∈ R

n×m represents cost matrix, λ represents the penalty coefficient.

2.3 Feature Selection with Graph Structural Information

The structural information can provide more abundant representation but few
researchers pay attention to these between the features in each pairs of samples.

Therefore, each feature vector is transformed into a feature graph structure,
which encapsulates the pairwise relationship between samples. In addition, the
information theory criterion of Jensen-Shannon divergence is used to measure
the joint correlation between different paired feature combinations and target
labels. The specific process is as follows.

Let X = {f1, . . . ,fi, . . . ,fN} ∈ R
M×N represents a data set of M samples and

N features. Each original feature vector fi = (fi1, . . . ,fia, . . . ,fib, . . . ,fiM )T is
transformed into a feature graph Gi (Vi,Ei), where vertex via ∈ Vi represents
the a-th sample fia in feature fi (i.e., each vertex represents a sample), edge
(via,vib) ∈ Ei represents the weight of the a-th sample and the b-th sample
(i.e., the edge represents the correlation between a pair of samples in the cor-
responding feature dimension). In addition, we also construct a graph struc-
ture for the target feature Y. For classification problems, Y are discrete value
c ∈ {1, 2, . . . ,m}. Therefore, we calculate the continuous value of each discrete

target feature fi as
∧
fi =

( ∧
fi1 , . . . ,

∧
fia , . . . ,

∧
fib , . . . ,

∧
fiM

)T

,
∧

fia represents the

a-th sample in
∧
fi. When the fia in fi belongs to class m,

∧
fia is the mean value

of all class m samples in fi. Similarly, we construct the graph structure of the

target feature
∧
fi as

∧
Gi

(
∧
V i,

∧
Ei

)
.

∧
via ∈

∧
Vi represents the a-th sample in target

feature
∧
fi,

( ∧
via ,

∧
vib

)
∈

∧
Ei is the weighted edge connecting the a-th sample and

the b-th sample of
∧
fi. This paper uses Euclidean distance to calculate the rela-

tionship between pairs of feature samples, that is, the weight of fia and fib can
be expressed as:

ω (via,vib) =
√

(fia − fib)
2 (3)

Similiarly, the weight of edge
( ∧
via ,

∧
vib

)
∈

∧
Ei in

∧
Gi

(
∧
V i,

∧
Ei

)
is expressed as

follows:
ω

( ∧
via,

∧
vib

)
=

√
(μia − μib)

2
, (4)

where μia is the mean value of all samples in fi from the same class m.
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Jensen Shannon divergence (JSD) is used to measure the divergence between
two probability distributions [21]. Give two (discrete) probability distributions
P = (p1, . . . ,pa, . . . pA) and K = (k1, . . . ,kb, . . . kB). The JSD between P and K
is defined as:

DJS (P, K) = HS

(P + K
2

)
− 1

2
HS (P) − 1

2
HS (K) , (5)

where HS (P) =
∑A

i=1 pi log pi is the Shannon entropy of probability distribu-
tion P. In the literature [22], the JSD has been used as a means of measuring the
information theoretic dissimilarity between graphs associated with their proba-
bility distributions. In this paper, we focus on the similarity between graph-based
feature representations. We use the negative exponent of DJS (P,K) to calculate
the similarity IS between probability distributions P and K, so:

IS (P,K) = exp {−DJS (P,K)} (6)

The information theoretic function is used to evaluate the relevance between
different feature combination and target labels to achieve the maximum correla-
tion and minimum redundancy standards. For a set of N features f1, . . . ,fi, . . . ,fN
and related continuous target feature Y, the correlation degree of feature pair
{fi, fj} is expressed as follows:

Ufi,fj
=

Is

(
Gi,

∧
G

)
+ Is

(
Gj ,

∧
G

)

Is (Gi,Gj)
, (7)

where Is is the JSD based similarity measure of information theory defined in

Eq. 6. Is

(
Gi,

∧
G

)
represents the correlation measures of feature fi with target

feature Y. Is

(
Gj ,

∧
G

)
represents the correlation measures of feature fj with

target feature Y. Is (Gi,Gj) denotes the redundancy of paired feature {fi, fj}.

Therefore, Ufi,fj
is large if and only if Is

(
Gi,

∧
G

)
+ Is

(
Gj ,

∧
G

)
is large and

Is (Gi,Gj) is small. This indicates that the pairwise feature {fi, fj} is informative
and less redundant.

Given the feature information matrix U and d-dimensional feature vector
w. The feature subset is identified by solving the maximization problem of the
following formula:

max f(w) = max
w∈Rd

wTUw, (8)

where w ∈ R
d, w = (w1, w2, · · · , wi, · · · , wn)T , wi > 0, wi represents the corre-

lation coefficient of the i-th feature.

2.4 Mathematical Formulation

The purpose of our proposed method is to improve the performance of feature
selection through structural information and misclassification costs when the
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data does not have a large number of labels. Therefore, we combine cost-sensitive
and Eq. 8 to propose semi-supervised feature selection based on cost-sensitive
and structural information. The specific mathematical expression is as follows:

min
w

α1tr(wTXTLXw) +
l∑

i=1

‖xiw − yi‖22ci + α2||w||1 − α3wTUw (9)

The first term represents the learning of local proximity structure, which helps
the model to select a representative feature subset by maintaining the local
structure of the samples. w represents the feature coefficient vector, L is the
Laplacian matrix, L = D − A, where D is a diagonal matrix, the diagonal
element satisfies Dii =

∑n
j=1 Aij and A is the affinity matrix, if i �= j, Aij =

exp(− ||xi −xj ||22
2σ2 ); otherwise, Aij = 0. The cost ci represents the cost, the second

term indicates that the loss of the original feature is combined with the cost
to obtain the misclassification cost loss. Since we judge the misclassification
result based on the label sample, we only use the labeled sample to calculate the
misclassification loss. The third term ‖w‖1 represents the sparse regular term,
which uses the l1-norm to shrink some coefficients to zero. The fourth term
encourages the selected features to be jointly more relevant with the target while
maintaining less redundancy between features, α1, α2 and α3 are the penalty
coefficients.

2.5 Optimization

In order to optimize, Eq. 9 can be rewritten as follows:

min
w,Q

α1tr
(
wTXTLXw

)
+ tr

(
(XLw − YL)TC (XLw − YL)

)

+ α2tr
(
wTQw

) − α3wTUw,
(10)

where Q is the diagonal matrix. We use the idea of iterative learning to optimize
the objective function, that is, update w by fixing Q and update Q by fixing
w, until Eq. 9 converges, so that the optimal solution of weight vector w can be
obtained.

– Update w by fixing Q

When Q is fixed, Eq. 10 can be regarded as a function of w:

L (w) = α1tr
(
wTXTLXw

)
+ tr

(
(XLw − YL)TC (XLw − YL)

)

+ α2tr
(
wTQw

) − α3wTUw
(11)

We take the derivative of w in Eq. 11 and make it equal to zero:

∂L

∂w
= 2α1XTLXw+2XL

TCXLw− 2XL
TCYL +2α2Qw− 2α3Uw = 0 (12)
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According to Eq. 12, it is solved as follows:

w =
(
2α1XTLX + 2XL

TCXL + 2α2Q − 2α3U
)−1

2XL
TCYL (13)

– Update Q by fixing w

When w is fixed, Eq. 10 can be regarded as:

min
Q

α2tr
(
wTQw

)
(14)

By setting the partial derivative of the above function with respect to Q as
0 and according to the article [23], it is solved as follows:

Qii =
1

2 |wi| , (15)

where Q is a diagonal matrix and Qii = 1
2|wi| is the diagonal element.

Algorithm 1: The pseudo code of solving Eq. 9
Input: Data matrix X ∈ R

n×d, labeled data XL ∈ R
l×d, labels YL ∈ R

l, cost
matrix C ∈ R

l×l,
control parameters α1, α2, α3;

Output: w ∈ R
d;

1. Initialize t = 0 and Q(0);

2. Build affinity matrix A, Aij = exp(− ||xi−xj ||22
2σ2 ) or Aij = 0;

3. Build diagonal matrix D, Dii =
∑n

j=1 Aij ;
4. Build Laplacian matrix L, L = D − A;
5. repeat:

5.1 Update w(t+1)via Eq. 13;
5.2 Update Q(t+1) via Eq. 15;
5.3 t = t + 1;

until converges;

2.6 Convergence Analysis

Let w and Q be w(t) and Q(t) in the t-th iteration, and Eq. 10 can be rewritten
as:

E

(
w(t)

,Q(t)
)

= α1tr

((
w(t)

)T
XT LXw(t)

)
+ tr

((
XLw(t) − YL

)T
C

(
XLw(t) − YL

))

+ α2tr

((
w

(t)
)T

Q
(t)

w
(t)

)
− α3

(
w

(t)
)T

Uw
(t)

(16)

Because the objective function E
(
w(t),Q(t)

)
is a convex optimization prob-

lem about w, we have the following inequality:

E
(
w(t+1),Q(t)

)
≤ E

(
w(t),Q(t)

)
(17)

According to the article [23], we know that Eq. 14 is convergent, so we can
deduce that Eq. 10 is convergent about Q, so we express the convergence as the
following inequality:
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E
(
w(t+1),Q(t+1)

)
≤ E

(
w(t+1),Q(t)

)
(18)

Combining Eq. 17 and Eq. 18, we can get the inequality:

E
(
w(t+1),Q(t+1)

)
≤ E

(
w(t),Q(t)

)
(19)

Equation 16 is non-increasing at each iteration according to Eq. 19. Therefore,
the proposed Algorithm 1 is convergence.

3 Experiments

In this section, we evaluated our proposed SF CSSI and other six comparison
methods on eight data sets. Specially, we first employed each feature selection
method to choose the new feature subsets from original data sets, and then
utilized support vector machine classification to evaluate the selected subsets.

3.1 Datasets and Comparison Methods

The data sets (i.e., madelon, SECOM, chess, isolet, Hill-with, Hill-without, musk
and sonar) are from UCI Machine Learning Repository1. We summarized the
detail of all data sets in Table 1.

Table 1. Summarization of data sets.

Datasets Samples Features Classes

madelon 2000 500 2
SECOM 1967 590 2
chess 3196 36 2
isolet 1560 617 2
Hill-with 606 100 2
Hill-without 606 100 2
musk 486 166 2
sonar 208 360 2

We compared our proposed method with six comparison methods and the
details of them are listed as follow:

– Cost-Sensitive Laplacian Score (CSLS [24]) uses Laplacian graphs and the
cost of misclassification between classes to score each feature individually.

1 http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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– Semi-supervised feature selection based on joint mutual information (Semi-
JMI [25]) uses the redundancy between features and the correlation between
features and labels to complete feature selection.

– Semi-supervised feature selection based on information theory method (Semi-
IMIM [25]) only uses the correlation between features and labels to complete
feature selection.

– Cost-Sensitive Feature Selection via F-Measure Optimization Reduction
(CSFS [20]) introduces cost sensitivity to select features, which optimizes
F-measure instead of accuracy to take class imbalance issue into account.

– Cost-sensitive feature selection via the l2,1-norm (CSEFS [26]) combines l2,1-
norm minimization regularization and loss term of embedding misclassifica-
tion cost to select feature subset.

– Semi-supervised Feature Selection via Rescaled Linear Regression (RLSR
[17]) uses a set of scale factors to adjust regression coefficients, then uses
regression coefficients to rank features.

3.2 Experimental Settings

The experiment of this paper is implemented with the MATLAB 2018a under
Windows 10 system. Referring to [27] article’s method, we can divide the data
set into three parts: labeled sample set (L), unlabeled sample set (U), and test
sample set (T). For each of data sets, the labeled samples were randomly selected
with the given ratio {10%, 20%, 30%}.

We use 10-fold cross-validation to generate training sample set and test sam-
ple set, then randomly select L and U from the training sample set for training,
and finally use T to test the performance of different methods. All algorithms
perform 10 times 10-fold cross-validation and take the average of the 10 experi-
mental results as the final total cost, which reduce the accidental occurrence. We
set the parameters α1, α2 and α3 in Eq. 9 in range of

{
10−3, 10−1, ..., 101, 103

}
.

For other comparison methods, we set these according to their corresponding
literature.

Table 2. Total cost (cost ± std) of misclassification on eight data sets. Bold numbers
indicate the best results.

Cost Data sets CSLS Semi-JMI Semi-IMIM CSEFS CSFS RLSR Proposed

cost1 = 10
cost2 = 25

madelon 1399.40 ± 17.57 1396.65 ± 20.88 1394.35 ± 19.39 1540.60 ± 74.59 1462.65 ± 19.22 1405.23 ± 23.38 1369.56± 12.96

SECOM 273.65 ± 5.87 270.26 ± 5.51 269.02 ± 5.19 268.03 ± 5.41 268.88 ± 5.70 269.01 ± 6.60 266.09± 4.41
chess 2494.00 ± 9.98 2349.15 ± 20.86 2624.30 ± 12.03 2485.75 ± 15.27 2726.00 ± 24.67 2074.65 ± 10.29 515.00± 0.00
isolet 525.50 ± 19.97 553.00 ± 22.84 538.90 ± 22.34 413.20 ± 19.60 352.05 ± 28.52 349.35 ± 15.91 346.60± 10.53
Hill-with 167.50 ± 18.73 177.38 ± 18.68 147.05 ± 63.65 157.35 ± 23.30 105.10 ± 17.08 102.75 ± 21.07 100.40± 15.60
Hill-without 1.05 ± 0.72 141.40 ± 52.04 168.30 ± 1.35 1.35 ± 1.22 2.50 ± 5.52 4.05 ± 5.90 0.65± 0.89
musk 165.20 ± 7.77 133.10 ± 7.94 145.75 ± 10.33 151.50 ± 11.77 132.30 ± 11.33 141.00 ± 17.88 130.00± 6.10
Sonar 99.20 ± 11.40 94.20 ± 6.17 93.95 ± 6.96 93.55 ± 7.26 99.00 ± 9.52 98.20 ± 8.79 89.35± 4.77

cost1 = 25
cost2 = 10

madelon 1675.57 ± 14.98 1678.53 ± 19.80 1652.81 ± 12.71 1536.18 ± 25.85 1577.72 ± 23.29 1526.05 ± 18.59 1510.15± 13.54

SECOM 168.90 ± 27.01 161.10 ± 26.70 165.75 ± 30.30 163.45 ± 22.17 167.45 ± 21.50 154.80± 19.11 158.40 ± 20.37
chess 1193.80 ± 4.52 964.65 ± 8.23 1060.85 ± 7.13 1222.60 ± 34.73 1175.15 ± 7.43 921.00± 7.32 1222.60 ± 34.73
isolet 350.35 ± 11.60 432.90 ± 15.18 435.85 ± 12.80 334.40 ± 11.16 331.35 ± 8.08 321.85 ± 6.33 318.76± 5.73
Hill-with 533.10 ± 32.68 499.20 ± 54.94 464.15 ± 42.81 482.80 ± 53.24 482.80 ± 53.34 454.45 ± 68.49 411.95± 43.52
Hill-without 1115.20 ± 34.18 428.10 ± 55.74 427.26 ± 53.62 43.60 ± 32.47 2.35 ± 1.98 9.30 ± 1.99 1.60± 2.50
musk 150.15 ± 7.01 129.50 ± 9.66 133.95 ± 6.83 137.40 ± 9.81 128.95 ± 11.14 129.75 ± 12.04 128.65± 11.09
Sonar 168.90 ± 27.01 161.10 ± 26.70 165.75 ± 30.30 163.45 ± 22.17 167.45 ± 21.50 154.80 ± 19.11 153.40± 20.37



32 Y. Tao et al.

Table 3. The value of specificity on eight data sets. Bold numbers indicate the best
results.

Cost Data sets CSLS Semi-JMI Semi-IMIM CSEFS CSFS RLSR Proposed

cost1 = 10
cost2 = 25

madelon 61.34 ± 0.70 60.98 ± 0.86 60.41 ± 0.96 56.31 ± 0.18 58.19 ± 0.62 57.99 ± 0.38 63.93± 1.96

SECOM 98.30 ± 0.23 98.90 ± 0.13 98.91 ± 0.14 97.88 ± 0.10 93.65 ± 0.39 93.61 ± 0.39 99.59± 0.12
chess 1.04 ± 0.08 26.70 ± 2.03 78.81 ± 2.50 18.23 ± 0.41 1.12 ± 0.93 26.01 ± 1.39 90.83± 0.02
isolet 80.51 ± 0.73 79.68 ± 1.10 80.39 ± 0.96 84.80 ± 1.03 86.00 ± 1.35 86.61 ± 1.26 86.99± 0.54
Hill-with 89.09 ± 2.45 86.02 ± 2.22 88.85 ± 2.25 89.04 ± 2.95 89.83 ± 2.48 90.22 ± 2.76 93.12± 4.20
Hill-without 99.96 ± 0.10 84.00 ± 1.51 81.78 ± 9.61 99.86 ± 0.10 99.68 ± 0.93 99.83 ± 0.22 99.87± 0.19
musk 81.27 ± 1.30 85.48 ± 1.14 83.87 ± 1.43 82.90 ± 1.70 85.39 ± 1.43 84.35 ± 2.39 88.63± 1.13
Sonar 83.46 ± 6.01 81.35 ± 6.57 82.50 ± 7.25 84.94 ± 5.33 86.06 ± 5.55 82.96 ± 5.84 96.06± 1.93

cost1 = 25
cost2 = 10

madelon 56.78 ± 0.48 56.59 ± 1.00 56.18 ± 1.18 56.46 ± 0.83 56.47 ± 1.12 55.35 ± 0.77 61.35± 0.54

SECOM 98.86 ± 0.19 98.89 ± 0.22 98.93 ± 0.17 98.94 ± 0.22 99.86 ± 0.18 98.93 ± 0.17 99.89± 0.06
chess 38.39 ± 0.30 48.04± 0.43 45.35 ± 0.46 44.26 ± 2.05 41.77 ± 1.22 46.97 ± 0.65 46.67 ± 1.12
isolet 82.53 ± 0.44 78.44 ± 0.61 75.77 ± 6.46 80.76 ± 0.61 81.10 ± 0.64 82.04 ± 0.56 83.17± 0.26
Hill-with 82.29 ± 3.21 87.89 ± 2.25 87.71 ± 3.06 87.65 ± 3.21 87.65 ± 3.21 91.62 ± 2.32 92.89± 1.25
Hill-without 67.16 ± 1.32 36.61 ± 2.00 80.55 ± 2.20 77.77 ± 2.64 77.77 ± 2.64 79.31 ± 1.52 82.46± 7.30
musk 81.02 ± 1.32 84.72 ± 1.63 83.57 ± 1.52 83.01 ± 1.22 84.35 ± 1.39 84.72 ± 1.86 85.40± 1.88
Sonar 87.08 ± 3.28 87.10 ± 3.71 86.93 ± 3.70 87.06 ± 3.51 86.59 ± 3.66 85.67 ± 2.55 87.23± 4.98

The total cost, specificity and sensitivity are used as evaluation indicators to
evaluate the performance of all methods on eight data sets.

The total cost is calculated as follows:

Total Cost = sum (ci) , (20)

ci =
{

cost1 or cost2 , predicted label �= true label
0 , otherwise , (21)

where ci represents the misclassification cost of a sample. If the predicted label
is equal to the true label, the cost of ci is 0, otherwise, the cost of ci is equal

Table 4. The value of sensitivity on eight data sets. Bold numbers indicate the best
results.

Cost Data sets CSLS Semi-JMI Semi-IMIM CSEFS CSFS RLSR Proposed

cost1 =
10
cost2 =
25

madelon 59.51 ± 0.68 59.93 ± 0.62 60.27 ± 0.54 55.42 ± 2.89 56.36 ± 1.22 55.32 ± 0.38 61.56± 0.96

SECOM 80.46 ± 3.01 81.35 ± 3.57 82.50 ± 3.25 84.94 ± 4.33 84.06 ± 3.55 82.96 ± 4.84 86.06± 0.30
chess 94.58 ± 0.13 99.28± 0.10 84.12 ± 1.65 94.52 ± 0.15 97.87 ± 0.21 97.44 ± 0.16 90.10 ± 0.02
isolet 81.33 ± 0.76 78.89 ± 0.48 79.97 ± 0.81 84.95 ± 1.01 89.81 ± 0.62 90.03 ± 0.37 92.11± 0.68
Hill-with 73.56 ± 1.68 77.81 ± 2.09 80.93 ± 1.06 77.01 ± 1.81 90.68 ± 2.82 90.92 ± 2.28 91.84± 1.45
Hill-without 99.15 ± 0.18 92.31 ± 4.24 90.10 ± 4.75 99.46 ± 0.22 99.49 ± 0.42 99.10 ± 0.42 99.58± 0.45
musk 81.19 ± 1.78 83.54 ± 1.58 81.54 ± 2.17 82.29 ± 1.33 83.22 ± 1.97 82.60 ± 2.69 86.40± 1.88
Sonar 38.38 ± 12.61 38.61 ± 11.28 3.91 ± 12.62 38.07 ± 11.91 38.49 ± 12.74 36.63 ± 13.26 58.10± 2.31

cost1 =
25
cost2 =
10

madelon 56.36 ± 0.93 56.04 ± 0.89 56.11 ± 0.93 56.66 ± 1.45 57.30 ± 0.84 56.22 ± 1.08 60.16± 0.54

SECOM 85.08 ± 3.02 86.10 ± 3.71 86.93 ± 2.70 28.63 ± 2.04 87.06 ± 3.51 83.59 ± 3.10 87.22± 3.32
chess 98.25 ± 0.66 97.87 ± 0.25 98.35 ± 0.18 97.50 ± 0.88 98.78 ± 0.39 98.05 ± 0.22 98.98± 0.02
isolet 89.02 ± 0.51 86.49 ± 0.62 87.37 ± 0.59 90.36 ± 0.45 90.61 ± 0.41 90.71 ± 0.30 90.96± 0.18
Hill-with 67.16 ± 1.32 76.61 ± 2.00 80.55 ± 2.20 77.77 ± 2.64 74.77 ± 2.65 79.31 ± 1.52 82.46± 7.30
Hill-without 90.91 ± 3.13 58.55 ± 9.90 56.17 ± 9.71 96.26 ± 3.41 99.71 ± 0.26 98.90 ± 0.25 99.86± 0.12
musk 80.06 ± 1.50 83.00 ± 1.28 82.48 ± 1.28 82.29 ± 1.71 83.22 ± 1.97 80.87 ± 1.70 84.23± 1.27
Sonar 39.46 ± 12.24 39.85 ± 12.75 39.21 ± 11.71 38.86 ± 11.06 38.37 ± 9.50 44.99 ± 8.24 46.92± 11.92
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Fig. 1. The total cost of different methods under different labeled samples, at eight
data sets while cost1 = 10, cost2 = 25.
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to cost1 or cost2 (cost1 and cost2 represent the costs of being judged as positive
and negative samples, respectively).

For a binary classification, there are four possible results: TP (True Positive)
is positive instances correctly classified and TN (True Negative) is negative
instances correctly classified. FP (False Positive) is negative instances incor-
rectly classified and FN (False Negative) is positive instances misclassified.

Specificity refers to the proportion of samples that are actually negative which
are judged to be negative. It can be calculated by the following formula:

specificity =
TN

FP + TN
(22)

Sensitivity refers to the proportion of samples that are actually positive which
are judged to be positive. It can be calculated by the following formula:

sensitivity =
TP

TP + FN
(23)

3.3 Experiment Results and Analysis

In this experiment, we reported the cost, specificity and sensitivity of all methods
on eight UCI datasets in Table 2, Table 3 and Table 4 under different cost value
settings and listed our observations as follows. In addition, we use a line chart to
show the changing trend of the total cost under different proportions of labeled
samples. It can be seen from Fig. 1.

From Table 2, we can know that the proposed SF CSSI method outperformed
other methods on most cases. Especially, on the chess data set, the total cost
of SF CSSI has reduced by 75% compared with the second best approach Semi-
JMI, when cost1 = 10 and cost2 = 25. When cost1 = 25 and cost2 = 10, 31%
reduction was achieved by the proposed method SF CSSI on the Hill-without
data set, compared to the second best approach CSFS.

From Table 3 and Table 4, the proposed model has high specificity and sen-
sitivity. The highest specificity was obtained on SECOM and Hill-without data
sets. The highest sensitivity was obtained on isolet and Hill-without data sets
compared with other methods. In addition, specificity and sensitivity are com-
monly used diagnostic methods in clinical practice. The higher the value is, the
more real, reliable and practical the diagnosis result will be.

From Fig. 1, the more labeled data we have, the lower cost we can achieve,
in most cases. We also notice that SF CSSI outperformed other CSLS, CSFS
and CSEFS methods on almost all cases, which indicates that CSLS, CSFS and
CSEFS can be improved with unlabeled data. This verifies the effectiveness of
the semi-supervised feature selection method. In addition, the proposed method
has the minimum total cost on most cases, especially in Hill-without data set.

3.4 Conclusion

This paper considers the misclassification and the structural information of the
paired samples on each feature dimension. In addition, the information theory
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method is used to introduce a feature information matrix to simultaneously
maximize joint relevancy of different pairwise feature combinations in relation
to the target feature graphs and minimize redundancy among selected features.
Compared with previous research on semi-supervised feature selection, this paper
comprehensively considers the cost of misclassification, the structure information
of paired samples on the feature dimension, and the information relationship of
paired features. In general, it is more interpretable and generalizable for our
method than others in this paper. Experiments on 8 real data sets show that
the proposed method has better feature selection results.

In future work, we will try to extend our method to conduct a cost-sensitive
multi-class classification.
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Abstract. Recommendation systems are crucial for providing services
to the elderly with Alzheimer’s disease in IoT-based smart home environ-
ments. Therefore, we present a Reminder Care System to help Alzheimer
patients live safely and independently in their homes. The proposed rec-
ommendation system is formulated based on a contextual bandit app-
roach to tackle dynamicity in human activity patterns for accurate rec-
ommendations meeting user needs without their feedback. Our experi-
ment results demonstrate the feasibility and effectiveness of the proposed
Reminder Care System in real-world IoT-based smart home applications.

Keywords: Contextual bandit · IoT · Recommender system

1 Introduction

Alzheimer’s disease (AD) is the most common type of dementia with severe
implications on the day-to-day activities of numerous people world-wide [1]. In
the US, 6.08 million elderly people reportedly suffer from clinical AD or mild
cognitive impairment in 2017 with a potential escalation of this figure to 15.0
million by 2060 [2]. Meanwhile, the cost implication in the areas of providing
care for Americans with AD and other dementia is equally as a major concern
at an estimated $290 billion in 2019 [3], opposed to the 2018 figure which stood
at $277 billion [4].

The various stages of AD are generally grouped into three, mild, moderate,
and late or severe stages. Each of these stages presents different symptoms with
the mild and moderate stages capable of lasting for about 3 years while the late
or severe stage could last throughout the remainder of the patient’s life. In the
mild stage, patients begin to lose only short-term memory where they forget
their ability to remember people’s names or recent events. This stage is best
manageable with technological aids. However, patients at moderate stage may
c© Springer Nature Switzerland AG 2021
M. Qiao et al. (Eds.): ADC 2021, LNCS 12610, pp. 37–49, 2021.
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have acute memory loss which could affect the ability to handle some simple
tasks, language problems, time consideration, and some changes in their person-
ality which may become emotional. For the last stage, patients lose their ability
to talk, understand, swallow, and walk. Consequently, intensive care from family
members or professional caregivers is required [1].

Recommender systems could be adapted to help patients live safely and
independently especially in IoT-based smart-home environments during the
mild stage, and they are increasingly employed to provide critical services, e.g.
reminder care services. A reminder care system is especially suitable for the
mild stage, as at this stage, patients just begin to lose short-term memory (e.g.
difficulty in remembering people’s names and recent events) [1,5] without los-
ing the ability to use such a system. A reminder care system in a smart-home
environment would generally exploit sensory data from various sources e.g., envi-
ronmental sensors, wearable sensors, and appliance sensors to deliver reminder
recommendations to patients of items that they might need. This does not neces-
sarily require feedback to improve the quality of recommendations. For instance,
using the following scenario to demonstrate the importance of a reminder care
system for Alzheimer patients: Aris is a 79-year-old woman living alone with
mild AD. The reminder care system automatically monitors and recognizes Aris’
activity patterns and recommends items that might be needed based on Aris’
status and activity patterns. For example, if she completes cooking but forgets
to turn off the stove, the system is set to remind her of this promptly. After-
wards, the system checks her acceptance for the recommendation automatically
to improve the quality without needing Aris’ explicit feedback.

Several studies have focused on reminder recommender systems aimed at
providing assistance to elderly people diagnosed with AD. Oyeleke et al. [6]
propose a recommendations system to monitor the daily indoor activities of
seniors with mild cognitive impairment while Ahmed et al. [7] design a smart
biomedical assisted system to assist Alzheimer patients. Several studies [8–11] use
smartphone applications to provide care services to AD patients. The dynamicity
in human activity patterns has not been given desired attention in most previous
works, thus delivering low-quality recommendations. Another notable issue is
the increased focus on monitoring which gives a reminder to patients while the
system has to wait for patients’ feedback to update itself. From the illustration
of Aris scenario above, suppose Aris has the following pattern when preparing
a cup of coffee in the morning: (1) turning on the coffee machine, (2) bringing
a cup, (3) putting some milk, and (4) then adding sugar. Then, if she brings
a cup and forgets it, what is next? the system should remind her of grabbing
the cup. However, if one day, she changes this pattern and decides not to add
milk to her coffee in the future, the system should also cope with that. From
Aris’ standpoint, she expects the system to be a caregiver, which helps only
when needed without actively requesting feedback. Therefore, the system should
be capable of assessing the quality of recommendations without requiring user
feedback.

In our previous work [12,13], we developed a prototype system capable of
detecting complex activities to enable the system to cope with the dynamicity



Contextual Bandit Learning for Activity-Aware Recommendation 39

in human activity patterns. Here, we extend the previous work by developing a
recommender system that can not only learn the dynamicity of human activity
pattern, but also remind patients about the correct item when the patients need
it without requiring their feedback. To this end, we formulate our problem using
a contextual bandit approach, which focuses on context as input to produce the
next action. The main contributions of this paper are as follows:

– We propose a recommender system based on contextual bandit by fusing
context information from past activities, current activity, and items to rec-
ommend the correct item.

– We update our system automatically without needing feedback from users to
improve the recommendations.

– We evaluate the model using a public dataset and our experimental results
demonstrate the feasibility and effectiveness of our approach.

2 Related Work

2.1 Recommender System for the IoT

Generally, recommendation systems can be used to assist users in selecting
their preferences of items in IoT enriched environments. Some of these works
exploit the traditional recommender system approaches: collaborative filter-
ing [14], content-based [15] and hybrid-based approach [16] to build their sys-
tems. Authors in [17] propose a unified collaborative filtering model based on
probabilistic matrix factorization recommender system that exploits three kinds
of relations to extract the latent factors among these relations. In [15], the
authors adopt a content-based solution for the recommender engine in their
AGILE project which aims to improve the health conditions of users. Authors
in [16,18,19] built their recommender system engine using a hybrid recommen-
dation algorithm.

Reinforcement learning approach (RL) has also been adapted in building
recommender system for the IoT environments. RL deals with dynamic environ-
ments and learns a policy that maximizes the long-term reward particularly for
continuous record update. Massimo et al. [20,21] adopt inverse reinforcement
learning to model user behaviours. Oyeleke et al. [6] design a system that moni-
tors daily indoor activities for people with mild cognitive impairment. Most RL
algorithms particularly dealing with dynamic environment focus on matching
each state for an action using different policies sequentially. This is achieved by
observing how the taken action could affect the next state by considering future
rewards. However, RL cannot handle a system that needs to learn the best action
in different scenarios and treat each state independently while not allowing one
action to affect the next stat. Consequently, we formulate our recommender sys-
tem with a contextual bandit approach.
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2.2 Contextual Bandit Approach for Recommendation

Unlike traditional online machine learning algorithms that learn from offline
data, contextual bandit (CB) approaches exploit both offline data and environ-
ment interactions. Contextual bandit takes common features from RL of using
policy to take an action based on the context of each state, and similar to multi-
armed bandit (MAB), it focuses on the immediate reward. Some studies have
adapted CB for their recommender systems.

Li et al. [22] adopt contextual bandit for news article recommendation. The
proposed algorithm, LinUCB, shows the ability to deal with sparse and large data
combined with other algorithms such as ε-greedy. In [23], CB is adapted to build
an online learning recommender system where information for history students
learning and current student are used as context to conduct the learning recom-
mendations to the student. Zhang et al. [24] propose a novel contextual bandit
method named SAOR for online recommendations. It deals with sparse interac-
tions by distinguishing between negative response and non-response to improve
recommendation quality. We adopt CB approach to formulate the problem tack-
ling two main challenges in our system, the dynamicity of human activity pattern
to recommend the correct item and then knowing the feedback automatically
without waiting for feedback from the user.

3 Contextual-Bandit-Based Reminder Care System

Our proposed system for reminder recommendation has three major stages (see
Fig. 1): (1) Complex activity recognition stage, where we exploited three data
sources, wearable sensors, environmental sensory data, and the usage of home
appliances; (2) Prompt detection stage, which determines if an ongoing activity
requires an item recommendation using data mining approaches; (3) reminder

Fig. 1. Overview of the proposed methodology.
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recommendation, which uses contextual bandit approach to extract context from
the previous two stages and recommend items to the user during an activity. We
further discuss the stages in the subsections below.

3.1 Complex Activity Detection

A system needs to detect what activity a user is performing before it can recom-
mend an appropriate item to the user. Although Human Activity Recognition
(HAR) has been studied extensively, most existing studies focus on detecting
simple activities using wearable sensors, which are inadequate to support the
detection of complex activities. Exploiting further sources, such as environmen-
tal sensors and home appliance sensors, helps the system to detect the complex
activity accurately.

In our previous work [12], we designed a preliminary reminder care system
that provides reminder recommendations based on complex activities detection.
We conduct recommendations via three main steps:

– Elementary activity recognition. We use the common configuration of Deep-
ConvLSTM as the classifier to detect elementary activities. DeepConvLSTM
has 4 convolutional layers with feature maps and 2 LSTM layers with 128
cells. The result shows that DeepConvLSTM archives a promising accuracy
of 77.2%.

– Ontology for complex activity recognition. After detecting elementary activi-
ties, we build an OWL (Ontology Web Language3) ontological models, which
include the artefacts, environment, locations, and activities required to define
things involved in the interaction.

– Rule-based orchestration. This step uses the output from the two previous
steps to detect complex activities. It consists of a set of rules that are produced
based on the previous ontological models.

3.2 Prompt Detection

This part uses the collected data from the previous stage to identify if an activity
needs a prompt or not. A prompt is defined in two main situations: (1) when the
user has been stuck within an activity for some time without taking an action;
(2) when the user uses a wrong item that does not belong to this activity. Various
learning models can be adopted at this stage to determine when the user needs
a prompt during her activities. For example, Das et al. [25] test several classifi-
cation methodologies on the PUCK dataset, including Support Vector Machines
(SVM) [26], Decision Tree [27] and Boosting [28]. In particular, Boosting applies
a classification algorithm to re-weight the training data versions sequentially and
then extracted a weighted majority vote of the previous sequentially classifiers.
And it generally outperforms the other two methods.
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3.3 Conducting Recommendations

When the system is defined that the user’s activity needs a prompt, the system
at this stage should decide which item is suitable to be recommended at this
moment based on the user situation. One of the main challenges, as we mentioned
above, is that each activity could be done differently. The system has to consider
which is a correct item to be recommended even it is the same activity by
considering the user situation. This stage represents our main contributions in
this paper.

Problem Definition. When a complex activity that needs a prompt is received
by the agent G at time t, our algorithm extracts the context x and nominates an
appropriate item a for the current activity. Then, the agent receives feedback as
reward r for the recommended item. Finally, the system is being updated based
on the received reward.

Algorithm 1: Our procedure to recommended a correct item for user’s
activity. It takes context x as input, and returns a recommended item as
output a

Input: x
Output: a

Procedure agentrecommend(a)
1: for xt ∈ X do
2: xt ← PAC,CAC, IC
3: a ← xt agent G uses a policy to match the context for a correct item
4: waiting for Tr

5: compute V (x)
6: put xt, rt, a into experience pool
7: update the system
8: end for
9: return

Method. We formulate our problem as a contextual bandit approach to tackle
the dynamicity of human activity patterns and to recommend the correct item
without having to wait for the user’s feedback. Contextual bandit provides a
learning model based on context. Three kinds of context are extracted at this
stage:

– Past activities context (PAC). Since each activity can have a different
pattern, for each activity, the system extracts the path/sequences of items
used in the past (recorded in the log file) as a type of context. We use the
recorded paths of each activity as an experience pool based on which the
agent can decide which item to recommend at a specific state.
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– Current activity Context (CAC). When the system receives data from
the previous two stages, it extracts the context about the current state. For
example, when the system receives that the user needs a prompt for preparing
coffee, the context of the current activity (locations, previous items, user
position, and time.) will be extracted.

– Item context (IC). Item context includes information about items, such
as to which activity this item belongs, how long could it be in use, and how
many times the user needs it for the current activity. For example, a coffee
machine as an item can be used for the activity of ‘preparing coffee’, where
it can be being used for around 2 min each time.

The agent receives the above contextual information as input (see Algorithm
1). The contextual bandit combined three main components: an environment,
which represents the context of the user’s activity x ∈ X, an agent G, which
chooses an action a ∈ A (notice that the common name in CB is Learner but we
call it an agent in our case) based on the received context, and a reward r ∈ {0, 1],
which the agent aims to maximize by recommending the correct action at each
round t = 1, 2, ..., T . We calculate the expected reward of each policy using the
following equation:

V (x) =
1
T

T∑

t=1

E[rt|x, π(x)] (1)

where the agent G can choose from a set of policies
∏ ⊆ {x → A} by employing

two streaming models: Linear regression and stochastic gradient distance (to be
detailed in Sect. 4.3).

Fig. 2. (1) The agent recommends a coffee machine to Aris whereas she uses milk
instead; then the system waits for 15 s; (2) The feedback is received by the system as
a reward and it is calculated accordingly as the coffee machine is the wrong item.



44 M. S. Altulayan et al.

Most traditional recommender systems focus on ‘click’ or ‘not click’ as feed-
back to calculate the reward function immediately and to update the system.
In contrast, our system recommends an item to the user and then waits for suf-
ficient time to decide if the recommended item is used or not—by checking its
status (on/off or moved/not moved). For example, if the system recommends a
coffee machine to Aris (see Fig. 2) when she is preparing a cup of coffee, whereas
she wants to use it later yet not immediately. This does not mean that the
recommended item is incorrect, and it is better for the system to ignore this
false negative feedback this time. To facilitate the above, we introduce a Reward
Delay Period Tr, which accounts for the different paces of users in carrying out
activities and is calculated as:

Tr = xt + Wt (2)

where xt represents the user’s activity and Wt represents the waiting time period.
We consider Wt a hyperparameter (to be detailed Sect. 4.3).

4 Evaluation

We report our evaluation of the proposed system. by introducing the dataset
that we fit into our system, the feature engineering process, and finally, our
experimental results.

4.1 Dataset

We evaluate the proposed system on, PUCK [25], a public dataset published in
2011. The PUCK dataset collected from a Kyoto smart home testbed located
in Washington State University in two-story apartments with one living room,
one dining area, and one kitchen on the first floor and, one bathroom and three
bedrooms on the second floor. It combines three types of sensory data: (1) envi-
ronmental sensors, including motion sensors on ceilings, door sensors on room
entrances, kitchen cabinet doors, microwave, and refrigerator doors, tempera-
ture sensors in rooms, power meter, burner sensor, water usage sensors, and
telephone usage sensors, (2) items sensors for usage monitoring, and (3) two
wearable sensors. Eight complex activities are defined: Sweep and Dust, DVD
Selection and Operation, Prepare Meal, Fill Medication Dispenser, Water Plants,
Outfit Selection, Write Birthday Card, and Converse on Phone. Also, activities
are divided into ordered steps, which can help detect whether the activity is
completed correctly.

4.2 Features Engineering

The PUCK dataset has four fields (date, time, sensor ID, and sensor value). To
adapt the PUCK dataset for our system, we process it to extract the required
features via the following step:
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Table 1. Tuning hyperparameters for the OSL model policies

Policy Note Hyberparameters

beta prior alphaSmoothingDecay refit bufferactive choicedecay type

LinUCB [22] LinUCB policy

stores a square

matrix which

has dimension

equal to total

numbers of

features for the

fitted model

None 0.1

AdaptiveGreedy

[29]

It focuses on

taking the action

that has the

highest reward

None (1,2) 0.9997 Percentile

AdaptiveGreedy

(Active)

It is the same for

AdaptiveGreedy

but with

different

hyberparameters

((3./nchoices,

4), 2)

None 0.9997 Weighted Percentile

SoftmaxExplorer

[29]

It depends on

softmax function

to select the

action

None (1,2) 50

EpsilonGreedy

[29]

It focuses on two

way for taking

the action:

random action or

the action with

highest reward

None (1,2) None

ActiveExplorer

[29]

It depends on an

active learning

heuristic for

taking the action

((3./nchoices,

4), 2)

None 50

– Combining the environmental data sensors(motion, items, power/ burner/
water usage, door...etc.) with the wearable sensors for each participant.

– Labeling the complex activities for the whole dataset.
– Extracting the start and the end of each activity as a session to define when

the user needs a prompt.
– Selecting only the common sensors among all participants, where the total

measurement counts of each sensor greater than 25% for all the participants.
– Dividing the sensors into four groups (movement sensors, motion sensors,

count sensors and, continuous values sensors) based on kind of measurements
(e.g. binary value, continues value and multiple values)
and then processing each group as follows:
1. For the movement sensors group, extracting the following features: Mean,

STD, Correlations.
2. For motions sensors group, computing the fraction counts across the

groups.
3. Counting sensors that have on/off measurements.
4. For the last group, calculating the average for continuous value sensors.

– After extracting all features, applying the previous group process for all the
participant sessions.
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(a) The comparison of models. (b) Tr= 10s.

(c) Tr= 15s. (d) Tr= 20s.

Fig. 3. Cumulative mean reward with the comparison of online contextual bandit mod-
els (Streaming data mode, see Fig. a) and selected models with different Reward Delay
Periods Tr (see Fig. b, c, d).

We take two methods to overcome the item usage imbalance problem (i.e,
only a small number of items are frequently used): 1) Dropping outliers in items.
This method is simple yet effective in improving the performance; 2) Sampling
other random points in activity sessions to increase the prompt points, although
this does not help balance the item usages as (1).

4.3 Experiment Results

We first evaluate the effectiveness of the contextual bandit approach in recom-
mending the correct item to a user in case the user’s current activity needs a
prompt. The system uses all the extracted features as context to make a recom-
mendation of the correct item. We use one public available contextual bandit
package of python for our experiments. The package provides two types of mod-
els: full batch models and streaming models. Because of the sample limitation
of the PUCK dataset, we focus on the streaming models, namely SGDClassifier
(SGD) and LinearRegression.

Both models are sensitive to hyperparameters such as beta prior or smooth-
ing. However, SGDClassifier has stochastic matrices while LinearRegression
(OLS) has matrices which are closed to the solution, and it updates them incre-
mentally. Consequently, Linear regression performed better across different poli-
cies than SGD in our system (see Fig. 3a).
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As shown in Fig. 3a, a set of policies are used for each model. Based on the
results, we exclude SGD for the rest of our experiments due to its unpromising
result. Details about parameters can be found in Table 1.

The Reward Delay Period Tr, as we mentioned above, plays the main role in
defining when the agent receives the reward as a feedback of the recommended
item. Tuning this parameter is important, as decreasing Tr could consider that
the recommended item is not used while increasing Tr could confuse the agent
specifically when the user starts to use other items before receives the feedback
about the recommended one. The results in Fig. 3 show that when the Tr has
a large value, it improves the accuracy to become around 0.78. Here, we treat
Tr as a hyperparameter that can be adjusted based on each item; we will leave
it to our future work. In addition, we can see here the system does not need
to any feedback from the user to receives the reward. Consequently, it is cal-
culated automatically after the Reward Delay Period. We focus on this feature
because our system deals Alzheimer’s patients which is difficult for them holding
a smartphone and confirm their response for recommendations.

5 Conclusion

In this work, we explore the feasibility of building a system that makes reminder
recommendations to Alzheimer’s patients only when they need a reminder. We
take advantage of the contextual bandit approach to formulate our problem
and tackle two main issues: dynamicity of human activity pattern and recom-
mending the correct item without needing explicit user feedback. Experiments
demonstrate the effectiveness of our recommender system. One limitation lies in
our evaluation of the system is that our experiments are still not comprehen-
sive enough because the only suitable dataset that we use does not include time
labels, which are, however, one important and critical type of context. In the
future, we will create our own test-bed to collect inclusive and adequate data for
complex experiments, and testing our framework in real-life scenarios.

References

1. Alzheimer’s society. Accessed 07 Jan 2019
2. Brookmeyer, R., Abdalla, N., Kawas, C.H., Corrada, M.M.: Forecasting the preva-

lence of preclinical and clinical alzheimer’s disease in the united states. Alzheimer’s
Dementia 14(2), 121–129 (2018)

3. Association, A.: 2019 alzheimer’s disease facts and figures. Alzheimer’s Dementia
15(3), 321–387 (2019)

4. Association, A.: 2018 alzheimer’s disease facts and figures. Alzheimer’s Dementia
14(3), 367–429 (2018)

5. Yao, L., Wang, X., Sheng, Q.Z., Dustdar, S., Zhang, S.: Recommendations on the
internet of things: requirements, challenges, and directions. IEEE Internet Comput.
23(3), 46–54 (2019)

6. Oyeleke, R., Yu, C., Chang, C.: Situ-centric reinforcement learning for recom-
mendation of tasks in activities of daily living in smart homes. In: 42nd Annual
Computer Software and Applications Conference, vol. 2, pp. 317–322. IEEE (2018)



48 M. S. Altulayan et al.

7. Ahmed, Q.A., Al-Neami, A.Q.: A smart biomedical assisted system for alzheimer
patients. In: IOP Conference Series: Materials Science and Engineering, vol. 881,
p. 012110. IOP Publishing (2020)

8. Armstrong, N., Nugent, C., Moore, G., Finlay, D.: Developing smartphone appli-
cations for people with alzheimer’s disease. In: The 10th International Conference
on Information Technology and Applications in Biomedicine, pp. 1–5. IEEE (2010)

9. Choon, L.: Helper system for managing alzheimer’s people using mobile applica-
tion. Universiti Malaysia Pahang (2015)

10. Alharbi, S., Altamimi, A., Al-Qahtani, F., et al.: Analyzing and implementing a
mobile reminder system for alzheimer’s patients, pp. 444–454 (2019)

11. Aljehani, S., Alhazmi, R., Aloufi, S., Aljehani, B., Abdulrahman, R.: iCare: apply-
ing IoT technology for monitoring alzheimer’s patients. In: 1st International Con-
ference on Computer Applications & Information Security. IEEE (2018)

12. Altulyan, M.S., Huang, C., Yao, L., Wang, X., Kanhere, S., Cao, Y.: Reminder care
system: an activity-aware cross-device recommendation system. In: Li, J., Qin, S.,
Li, X., Wang, S., Wang, S. (eds.) ADMA 2019. LNCS (LNAI), vol. 11888, pp.
207–220. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-35231-8 15

13. Yao, L., et al.: WITS: an IoT-endowed computational framework for activity recog-
nition in personalized smart homes. Computing 100(4), 369–385 (2018)

14. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Item-based collaborative filtering
recommendation algorithms. In: Proceedings of the 10th International Conference
on World Wide Web, pp. 285–295 (2001)

15. Pazzani, M.J., Billsus, D.: Content-based recommendation systems. In:
Brusilovsky, P., Kobsa, A., Nejdl, W. (eds.) The Adaptive Web. LNCS, vol.
4321, pp. 325–341. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-
540-72079-9 10

16. De Campos, L., Fernández-Luna, J., Huete, J., et al.: Combining content-based and
collaborative recommendations: a hybrid approach based on bayesian networks.
Int. J. Approx. Reason. 51(7), 785–799 (2010)

17. Yao, L., Sheng, Q.Z., Ngu, A.H., Ashman, H., Li, X.: Exploring recommendations
in internet of things. In: the 37th international ACM SIGIR Conference on Research
& Development in Information Retrieval, pp. 855–858. ACM (2014)

18. HamlAbadi, K., Saghiri, A., Vahdati, M., et al.: A framework for cognitive recom-
mender systems in the internet of things. In: The 4th International Conference on
Knowledge-Based Engineering and Innovation, pp. 0971–0976. IEEE (2017)

19. Saghiri, A., Vahdati, M., Gholizadeh, K., et al.: A framework for cognitive inter-
net of things based on blockchain. In: The 4th International Conference on Web
Research, pp. 138–143. IEEE (2018)

20. Massimo, D.: User preference modeling and exploitation in IoT scenarios. In: 23rd
International Conference on Intelligent User Interfaces, pp. 675–676 (2018)

21. Massimo, D., Elahi, M., Ricci, F.: Learning user preferences by observing user-
items interactions in an IoT augmented space. In: Adjunct Publication of the 25th
Conference on User Modeling, Adaptation and Personalization. ACM (2017)

22. Li, L., Chu, W., Langford, J., Schapire, R.: A contextual-bandit approach to per-
sonalized news article recommendation. In: Proceedings of the 19th International
Conference on World Wide Web, pp. 661–670 (2010)

23. Intayoad, W., Kamyod, C., Temdee, P.: Reinforcement learning based on contex-
tual bandits for personalized online learning recommendation systems. Wirel. Pers.
Commun. 1–16 (2020)

https://doi.org/10.1007/978-3-030-35231-8_15
https://doi.org/10.1007/978-3-540-72079-9_10
https://doi.org/10.1007/978-3-540-72079-9_10


Contextual Bandit Learning for Activity-Aware Recommendation 49

24. Zhang, C., Wang, H., Yang, S., Gao, Y.: A contextual bandit approach to person-
alized online recommendation via sparse interactions. In: Yang, Q., Zhou, Z.-H.,
Gong, Z., Zhang, M.-L., Huang, S.-J. (eds.) PAKDD 2019. LNCS (LNAI), vol.
11440, pp. 394–406. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
16145-3 31

25. Das, B., Cook, D., Schmitter-Edgecombe, M., Seelye, A.: Puck: an auto-
mated prompting system for smart environments: toward achieving automated
prompting–challenges involved. Pers. Ubiquit. Comput. 16(7), 859–873 (2012)

26. Boser, B., Guyon, I., Vapnik, V.: A training algorithm for optimal margin clas-
sifiers. In: The 5th Annual Workshop on Computational Learning Theory, pp.
144–152 (1992)

27. Quinlan, J.: Induction of decision trees. Mach. Learn. 1(1), 81–106 (1986)
28. Friedman, J., Hastie, T., Tibshirani, R., et al.: Additive logistic regression: a sta-

tistical view of boosting (with discussion and a rejoinder by the authors). Ann.
Stat. 28(2), 337–407 (2000)

29. Cortes, D.: Adapting multi-armed bandits policies to contextual bandits scenarios.
arXiv preprint arXiv:1811.04383 (2018)

https://doi.org/10.1007/978-3-030-16145-3_31
https://doi.org/10.1007/978-3-030-16145-3_31
http://arxiv.org/abs/1811.04383


Deep Multi-view Spatio-Temporal
Network for Urban Crime Prediction

Usama Salama1, Xiaocong Chen1(B), Lina Yao1, Hye-Young Paik1,
and Xianzhi Wang2

1 University of New South Wales, Sydney, NSW 2052, Australia
{u.salama,xiaocong.chen,lina.yao,h.paik}@unsw.edu.au

2 University of Technology Sydney, Ultimo, NSW 2007, Australia
xianzhi.wang@uts.edu.au

Abstract. Crimes sabotage various societal aspects, such as social sta-
bility, public safety, economic development, and individuals’ quality of
life. To accurately predict crime occurrences can not only bring the
peace of mind to individuals but also help distribute and manage police
resources effectively by authorities. We aim to take into account plenty
of environmental factors, such as data collected from Internet of Things
(IoT) devices and social networks to predict crimes at city or a finer level.
To this end, we propose a deep-learning-based spatio-temporal multi-
view model, which explores the relationship between tweets, weather (a
type of sensory data) and crime rate, for effective crime prediction. Our
extensive experiments on a four-month crime dataset (covering 77 com-
munities, 22 crime types, and 120 days) of Chicago city show that our
model can achieve improvement over 19 out of 22 crime types (up to
6.7% in homicide). We also collect the corresponding weather informa-
tion for different regions of Chicago city to support the crime prediction.
Our experiments demonstrate that weather information can improve the
performance of the proposed method.

Keywords: Spatial-temporal learning · Deep neural networks · Crime
prediction

1 Introduction

Crime rates are reportedly rising continuously in several countries and regions.
High crime rates undermine a society in multiple aspects, such as public safety,
urban stability, medical expenditure, and economic development. It has, there-
fore, become a key issue to predict crime hotspots (e.g., the places and days
when the crime rate would likely to go up) as a key effort on preventing crime
effectively. To predict crime occurrences accurately will not only provide timely
information for the general public but also assist in allocating police resources
more efficiently.
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Several research efforts have contributed to crime prediction. Wang et al.
[19] propose a negative binomial regression model to infer a certain commu-
nity’s crime rate based on the characteristics of this community as well as the
crime rates in other communities. They introduce two new types of data (Points
of Interest and Taxi flows) and explore the correlation the relationship between
these two features and crime rate. However, this work estimates crime rate using
statistical crime records from other communities in the same year and thus can-
not forecast crimes. Gerber et al. [9] combine twitter features and traditional
kernel density estimate (KDE) for crime prediction. They employ logistic regres-
sion to utilize these features for crime probability estimate and apply distance-
weighted spatial interpolation to smooth boundary. Their experiments confirm
twitter information can improve the prediction performance in most crime types
(19 out of 22).

In light that various features aside from topics (e.g., sentiment index) can be
extracted from twitter and can play an important role in crime prediction, Al
et al. [1] improve KDE by utilizing of spatio-temporally tagged Twitter posts
for inferring micro-level movement patterns. They add temporal information
and routine activity patterns inferred from social media as an supplementary
feature for crime prediction. Spatio-temporal information is used on other pre-
diction tasks as well [2,17]. Zhao et al. [22] propose a framework TCP to capture
temporal-spatial correlation in urban data for crime prediction. They collect a
series of statistical information (e.g., historical crime records, check-ins, point-
of-interests) as features and further model intra-region temporal correlation and
inter-region spatial correlation as regularization for the loss function. Meanwhile,
previous research has shown weather influences violent behavior, e.g., a higher
temperature generally leads to a higher crime rate [13]. Although previous stud-
ies have tried a series of methods to improve crime prediction performance, there
is still a large space for improvement:

– Twitter has shown a great potential for event prediction [15]. However, instead
of simply using topical and temporal features, a set of context-specific high
quality features should be exploited from tweets.

– Deep learning models have demonstrated capability of learning the complex
relationships from multi-source data in a variety of applications. It can be
adapted for exploiting latent relationships and patterns from different sources
of data.

– Crime occurrences might be sparse for certain crime types, resulting in an
imbalanced dataset. Hence, a methodology is required to alleviate this prob-
lem to sustain an accurate prediction.

– Taxi-flow and geographical distance between different regions can provide a
useful spatial correlation to help predict crime, which, however, it yet to be
utilized in an efficient manner.

– How the magnitude and spatial distribution of criminal activity is affected by
climatic conditions remains largely unexplored in the literature.

Targeting at the above points, we propose a spatial-temporal multi-view
model for crime prediction, which utilizes deep learning models to exploit latent
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correlations and patterns from social and statistical information while simul-
taneously taking both temporal and spatial relationship into consideration. In
summuary, we make the following main contributions in this paper:

– We present a unified model that simultaneously exploit latent relationships
from the social information (tweets), statistical information (crime records),
and weather information (rain or not) for crime prediction. In particular,
we extract a set of high-quality tweet-specific features (emotional, criminal-
related, and topical features) for the prediction.

– We efficiently utilize spatial relationships (taxi-flow and geographical dis-
tance) between different regions in our model by transforming them into
regularization in the loss function. Besides, we utilizes GANs to generate
real-time weather information to help predict crimes.

– We propose an iterative Smote-Tomeklinks method, which effectively miti-
gate the class imbalance problem caused from sparse occurrences in several
crime types. Our extensive experiments in real dataset shows that our model
outperforms a series of baseline and state-of-the-art methods.

2 Problem Formulation

We aim to predict crime occurrences in Chicago. To this end, we first partition
the entire city into different regions. There are two common region-partition
methods in previous studies: some [1,9,22] manually divide the entire city into
disjoint regions with various grid sizes (e.g., 2 km × 2 km); others [19] use well-
defined, historically recognized community areas. In our work, we divided the
city of Chicago to eight regions based on eight main climate stations for Chicago
city which are located in Aurora Municipal airport, Botancical garden, Mid-
way airport, Northerly island, Ohare international airport, Palwaukee airport,
Waukegan regional airport, and West Chicago Dupage airport. We used coordi-
nates to scope region partition to guarantee weather data for the region is the
closest to the data collected from each climate station. After region partition,
we used coordinates to divide crime data to similar regions. We then matched
the crime location using coordinates of each weather station region.

We analyze the statistical crime data of Chicago and find that a certain
crime type generally occurs 1 or 0 times in a certain community on a specific
day, with a very low possibility of appearing multiple times. In this context,
we transform crime prediction problem into a binary-classification task (happen
or not happen). Specifically, we denote by Xik ∈ RT1 the historical observed
records of a crime type k with time window T1 , Ti ∈ RT2 the features extracted
from tweets posted in community i during time window T2, WG

k the geographic
distances between community i and the other 76 communities, and finally, WT

k

the taxi flow from the other 76 communities.

3 Data Collection and Feature Extraction

In the past few years, the American government has tried to record crimes pre-
cisely to help law enforcement analyze crime patterns and forecast crime hotspots
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in various cities. Among all the cities in the US, Chicago is ranked third in pop-
ulation (2.7 million) with a high crime rate in serious offenses, such as murders,
robberies, aggravated assaults, and property crimes. The ‘Chicago Data Por-
tal’1 provides a complete listing of data categories about this city including taxi
trips, parks and recreations, and education, including detailed and immediate-
update criminal records. Similar to [9], we collected information on all crimes
(n = 374, 043) documented for the whole year of 2011. Each crime record con-
tains important information, such as criminal type (1 out of 30 types, eg. theft,
battery and assult), date, description, location (latitude, logitude), and loca-
tion description. After data cleaning and preparation, we calculate crimes corre-
sponding occurrence frequencies, as shown in Table 1. According to our statistical
results, the occurrence frequencies of different crime types fluctuate within an
wide range (from 4 to 76145).

Table 1. Frequency of crime types in Chicago documented for the year 2011. We
exclude the crime types with very low frequencies.

Crime types No. Crime types No.

Theft 76145 Battery 72841

Criminal damage 43341 Deceptive practice 11331

Assault 24326 Other offense 21844

Narcotics 37264 Burglary 20540

Vehicle theft 21278 Robbery 14339

Criminal trespass 9722 Weapons violation 3248

Children offense 1671 Sexual assault 1319

Public peace violation 2127 Public officer interference 320

Sex offense 1667 Prostitution 4595

Homicide 3751 Arson 786

Liquor law violation 1284 Kidnapping 727

Gambling 810 Intimidation 221

Features From Social Media. We extract three types of features from tweets
posted for each training window: emotional features, crime-related features, and
topic features. Previous study [9] has shown the importance of topic features from
tweets for crime prediction. Besides, we believe other features mined from the
tweet content may also play an important role, e.g., the emotional and sentiment
index from tweets in a certain community can provide strong supplementary
information for crime prediction. We describe each feature type, respectively, as
follows: 1) We analyze Emotional Features (FEM

) in terms of emotional states,
emotional intensity, sentiment score and content polarity. We measure emotional

1 https://data.cityofchicago.org.

https://data.cityofchicago.org
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states using 10 emotional terms in tweets, such as ‘hate’, ‘joy’, ‘sadness’, ‘anger’,
and ‘nervousness’. Each term is estimated a score using the Empath API [8]. We
measure Polarity as a score within the range of (0, 1) by analyzing the whole
tweet using the Textblob API. Additionally, we also measure the positive and
negative index (ranging from 0 to 1). 2) Regarding crime-related features, we
take crime-related indexes from tweets into consideration. We choose up to 12
indexes, such as ‘violence’, ‘aggression’, ‘dispute’, ‘Swearing Terms’, ‘fight’, and
‘weapon’. Similar to emotional features, these crime indexes also range from 0 to
1 with higher values indicating stronger relationships. 3) Regarding Topical Fea-
tures FT , we assume the topic distribution is consistent within each community
and extract the topic distribution from a pseudo-document formed by all the
filtered tweets from each community during a time window. We firstly exclude
non-English tweets and tokenize each tweet using TweetTokenizer2. Then, we
remove stop words and low frequency words. Differing from previous work [9],
we use the original latent Dirichlet Allocation (LDA) to extract topics over
unigrams and biterm topic model (BTM) [20] to extract topics over biterms,
respectively. We set the number of topics for both topic model to 15. After
combining the unigram and biterm topic features together, we get a 30 dimensi-
nal topical feature vector. By assuming that the unigram topical feature and
bigram topical feature can be generated from the same hidden representation,
we apply a robust auto-encoder [22] to compress the joint topical feature into
15 dimensions. Auto-encoders are widely used to learn latent representation in
several research works [5,14]. Finally, we get a 40-dimensional feature vector
after feature extraction and partial feature transformation.

Features from Previous Criminal Record Spatial Correlations between
Communities. Previous studies have shown that the crime rate at one location
is highly correlated with nearby locations [11,19]. Therefore, we take geograph-
ical relationships into consideration in crime prediction. Different from [19], we
form a geo-matrix WG(77×77) by setting WG

ii = 0 and WG
ij as the euclidean dis-

tance between the centroids of communities i and j (WG
ij is symmetric)3. Then,

all the elements WG
ij of the matrix are normalized over the row WG

i . Besides
geographical influence, taxi flows can also build a bridge between different com-
munities and influence the crime rate [12,19]. Taking this into account, we build
a taxi-flow matrix WT in a similar manner as WG, where each WT

ii is set as
zero and WT

ij (WT
ij is asymmetric) is calculated by summing up all the taxi flows

from community j to i.

Over-Sampling and Data Cleaning. Before feeding the extracted features
into our model, we conduct data interpolation in the minority class of data to
solve the imbalance problem. Previous study [3] has conducted rich analyses of
existing over-sampling methods and propose a new variant Smote+Tomek links,
which shows excellent performance in their experiments. The original Smote-
Tomeklinks successfully combine the advantages of Smote (over-sampling) [4]

2 https://www.nltk.org/api/nltk.tokenize.html.
3 https://github.com/brandonxiang/geojson-python-utils.

https://www.nltk.org/api/nltk.tokenize.html
https://github.com/brandonxiang/geojson-python-utils
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Fig. 1. The structure of the proposed model which utilize three different types of data:
crime record, twitter and weather data.

and Tomek-links [18] (data-cleaning)—the method first oversamples minority
data samples with Smote and then identifies and removes Tomek links. Details
of Smote and Tomeklinks can be found in [4,18]. However, this method still
has an disadvantage if a serous imbalance exists in a dataset because the noises
in the dataset can actually influence the final calssification performance. More
specifically, Smote might create a large amount of artificially invented samples,
which contain considerable noises that cannot be removed by Tomeklinks. In
this regard, we proposed an iterative Smote-Tomeklinks model, which employ
Smote and Tomeklinks iteratively to clean out the noises in a timely manner.
The overall process is shown in Fig. 2. The key difference of our method from the
original Smote+Tomeklinks method is that we conduct Smote and Tomeklinks
iteratively for T times (until reaching the criteria). Besides, to avoid excessive
cleaning to the data in initial stages, we changed the rule of Tomeklinks in the
first T − 1 times by removing the identified pairs under a certain probability
(e.g., 0.35 in our work).

4 Methodology

We propose a spatial-temporal multi-view model for predicting crime occur-
rences, the overall process of which is shown in Fig. 1. The model consists of
three main parts: Weather information generation, Statistical features, and Spa-
tial relationship regularization.
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4.1 Information Gathering

Online-Information. When extracting different kinds of features from tweets
during the past time window (i.e., one week in this paper), we aim to exploit
the latent relationships between theses features for crime prediction. Previous
study [7,16] have shown the appealing ability of convolutional neural network
in classification tasks. Therefore, we build a one-dimensional convolutional neu-
ral network for online information utilization. Our 1DCNN model consists of
four layers: two convolutional layers followed by two pooling layers. The twitter
features will be shared for all the crime types in a certain community.

Offline-Information. We build a Long short term memory based network
(LSTM), which is suitable for processing time-serial data, to fully leverage his-
torical crime observation. We feed a time window (which is set as one month)
of historical crime data (a certain crime type e.g., theft) in a target community
into an LSTM network.

The online information and offline information are exploited via 1DCNN
and LSTM, respectively, and then unfolded into two one-dimensional vectors to
be combined and fed into three fully connected layers, together with weather
information for the final classification.

Weather Information. We additionally integrate weather information into
our model to improve the performance. Specifically, we employ GANs [10] to
generate the corresponding weather information. GANs can be formulated as
a distribution-matching problem, which aims to minimize the distance between
the learned weather distribution and an expected distribution. To relive GANs
from the difficutly of handle time-series weather data we adopt TimeGAN [21].
The loss function of the TimeGAN LG has two components LS ,LU as specified
below:

LS = Es,x1:T∼p[
∑

t

‖ht − gX (hS , ht−1, zt)‖2]

LU = Es,x1:T∼p[log yS +
∑

t

log yt] + Es,x1:T∼p̂[log(1 − ŷS) +
∑

t

log(1 − ŷt)]

where s, x1 is the input following the distribution p(S,X1:T ), which is time-
series data. gX (hS , ht−1, zt) is the output state of a LSTM network. yS is the
classification result from a softmax function. Hence, we define the final loss
function for GAN as:

LG = min
θg

(ηLS + max
θd

LU ) (1)

For temporal information, we use the binary cross-entropy as the loss func-
tion, as shown below:

LT = −
∑

i=0

yi log(y′
i) + α|y1 − WK

G Y ′
1 | + β|y′

1 − WT
k Y ′

1 | (2)
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where WG
i and WT

i are the i-th row of geo-matrix and taxi flow matrix defined
in the above section, Y ′

1 is a 77-dimensional vector in which each element Y ′
1j

denotes the predictive occurrence probability chosen from the softmax output
of community j (Y ′

1i is set to 0), α and β are the tuning weights for geographic
and taxi flow influence, respectively. In particular, the second and third items
can be regraded as a regularization for loss function to increase the robustness
and to prevent overfitting; α and β will be tuned as hyper-parameters.

5 Experiments

We collect 152, 460(90×77×22) samples of crime records spanning four months
in Chicago. We set the time window to one month for historical crime data and
one week for weather data. We train our model for each crime separately, as each
crime has its own unique pattern and it does not improve the performance to
consider training samples from other crime types. We split the dataset 90 × 77)
of each crime type into training samples (5,005) and testing samples (1,935) by
time. Therefore, testing samples contain the more recent data that training sam-
ples. Furthermore, we also conduct sampling and data cleaning for crime types,
regarding which occurrence samples takes less then 20% of the total samples.
Specifically, we apply iterative tomek-links to increase the percentage until it
exceeds 20%. We grab historical weather information from a public source4 and
transform weather data into binary (indicating rain or not). We finally conduct
experiments a machine with 8 GPUs and use accuracy as the evaluation metric.

5.1 Comparison Methods

– KDE(T): This model [9] combines features extracted from historical crime
records using kernel density estimation (KDE) with topical features from
twitter. Its experimental results shows improvement over 19 out of 26 crime
types. We apply their model to our data using the same topical features used
by our method to make a fair comparison. As we use natural community as
region partition, our method does not require spatial interpolation as this
method does.

– KDE(T*): This model [1] is a variant of the KDE(T). It models the temporal
feature from twitter in a new way and combine them with historical crime
records. We use the recommended settings in the original paper.

– KDE(T*+R): This model is an improved version of KDE(T*) and is also
proposed by [1]. This model extracts routine activity patterns from twitter as
additional features and feed them with KDE results into a binary classification
method.

– TCP: TCP [22] is a framework that captures the intra-region temporal rela-
tionship and inter-region spatial relationship for crime prediction. We employ
TCP on our features and transform its task from regression into classification.
We set two parameters λ and ηH as 1 and 0.4, respectively, for our task.

4 https://www.wunderground.com/.

https://www.wunderground.com/
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– LSTM: We directly feed all features to this model for crime prediction, setting
the hidden cells of LSTM layer to 70 and three fully-connected layers with
120, 60, 80 neurons following the LSTM layer.

– GRU: Gated Recurrent Unit (GRU) is a gating mechanism in recurrent neural
networks [6]. It is similar to LSTM model but achieves better performance in
many tasks. We feed all the features to this model and set hidden states of
GRU layer to 70 and two fully-connected layers with 100, 50 neurons.

Fig. 2. True occurrences of theft over entire 12th (a); Predictive occurrences of theft
over 12th (b); True occurrences of robbery over entire city on April 12th (c); Predictive
occurrences of robbery over entire city on April 12th (d)
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Table 2. Experimental results. CD denotes criminal damage; DP denotes deceptive
practice; OO denotes other offenses; MVT denotes motor vehicle theft; CT denotes
criminal trespass; WV denotes weapons violation; CO denotes children offense; CSA
denotes crim sexual assault; PPV denotes public peace violation; PCI denotes public
officer interference; LLV denotes liquor law violation; ¬G denotes our model excluding
geo-information; ¬T denotes our model excluding taxi-information; ¬W denotes our
model excluding weather features.

Crime SOTAs DL based Proposed

KDE(T*) KDE(T*+R) KDE(T) TCP GRU LSTM Ours ¬G ¬T ¬W

Theft 0.66 0.69 0.68 0.70 0.68 0.66 0.74 0.722 0.729 0.728

Battery 0.72 0.75 0.74 0.73 0.76 0.76 0.82 0.777 0.792 0.810

CD 0.66 0.69 0.71 0.68 0.66 0.70 0.75 0.720 0.710 0.748

DP 0.68 0.72 0.67 0.71 0.64 0.66 0.72 0.677 0.676 0.711

Assault 0.66 0.72 0.73 0.71 0.69 0.70 0.75 0.743 0.733 0.741

OO 0.65 0.70 0.71 0.65 0.67 0.71 0.77 0.759 0.757 0.766

Narcotics 0.74 0.75 0.75 0.72 0.69 0.72 0.77 0.745 0.751 0.760

Burglary 0.67 0.66 0.67 0.71 0.65 0.69 0.73 0.701 0.677 0.709

MVT 0.62 0.66 0.67 0.66 0.63 0.62 0.68 0.667 0.662 0.681

Robbery 0.71 0.74 0.75 0.73 0.70 0.70 0.78 0.770 0.770 0.771

CT 0.66 0.70 0.69 0.70 0.67 0.67 0.66 0.646 0.621 0.651

WV 0.68 0.70 0.74 0.73 0.72 0.73 0.77 0.766 0.745 0.763

CO 0.59 0.62 0.60 0.63 0.60 0.61 0.65 0.641 0.631 0.641

CSA 0.66 0.67 0.65 0.64 0.62 0.63 0.71 0.684 0.681 0.702

PPV 0.60 0.63 0.65 0.64 0.61 0.62 0.66 0.655 0.658 0.643

PCI 0.69 0.72 0.76 0.74 0.70 0.71 0.76 0.732 0.743 0.752

SO 0.54 0.58 0.56 0.57 0.54 0.54 0.59 0.560 0.550 0.581

Prostitution 0.74 0.76 0.81 0.79 0.80 0.81 0.87 0.841 0.851 0.862

Homicide 0.61 0.59 0.62 0.63 0.61 0.63 0.70 0.674 0.662 0.692

Arson 0.53 0.57 0.57 0.54 0.51 0.51 0.58 0.544 0.533 0.571

LLV 0.63 0.62 0.64 0.59 0.56 0.56 0.63 0.581 0.575 0.620

Kidnapping 0.47 0.51 0.50 0.48 0.49 0.50 0.53 0.520 0.511 0.521

Our comparison results (Table 2) show the proposed method outperform the
baseline methods on 19 out of 22 crime types.

5.2 Hyper-parameters Tuning

We set the hyperparameters of our model as follows: the number of hidden cells
in LSTM layer as 30, filter number of convolutional layer as 10, filter length of
filter of convolutional layer, number of neurons N1 as 60, number of neurons
N2 as 80, number of neurons as 120, number of estimators in adaboosting as
5, learning rate of adaboosting as 0.7. For the GAN, we fix both the temporal
correlation and feature correlations at 0.2.

5.3 Ablation Study

We conduct ablation study to investigate the effect of weather data, taxi infor-
mation, and geo-information on our model’s performance. The results are shown
in the fourth column in Table 2.
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6 Conclusion and Future Work

Crime prediction finds its root and rationale in the fact that many criminals tend
to commit the same types of crimes proven successfully in similar time and loca-
tions. This paper presents a preliminary investigation of social and weather fac-
tors for crime activity prediction, and our experiments demonstrate the model’s
ability to improve the forecast of crime occurrences, along with a clear correlation
between crime and weather forecasting. There are plenty of ways to improve the
efficiency and accuracy of crime prediction using IoT sensors. In this regard, our
future work will include obtaining hourly weather data instead of daily data from
IoT sensors in small regions, using crime data that include time and postcode
to match with sensor data, and adding non-weather sensor data (e.g., number of
people passing, traffic at certain times, and noise level) to make more accurate
predictions.
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Abstract. Finding nearest neighbors in high-dimensional spaces is a
fundamental operation in many multimedia retrieval applications. Exact
tree-based approaches are known to suffer from the notorious curse of
dimensionality for high-dimensional data. Approximate searching tech-
niques sacrifice some accuracy while returning good enough results for
faster performance. Locality Sensitive Hashing (LSH) is a popular tech-
nique for finding approximate nearest neighbors. There are two main
benefits of LSH techniques: they provide theoretical guarantees on the
query results, and they are highly scalable. The most dominant costs for
existing external memory-based LSH techniques are algorithm time and
index I/Os required to find candidate points. Existing works do not com-
pare both of these costs in their evaluation. In this experimental survey
paper, we show the impact of both these costs on the overall perfor-
mance. We compare three state-of-the-art techniques on six real-world
datasets, and show the importance of comparing these costs to achieve
a more fair comparison.

Keywords: Locality Sensitive Hashing · High-dimensional spaces ·
Approximate nearest neighbor

1 Introduction

Many large multimedia retrieval applications require efficient processing of near-
est neighbor queries in high-dimensional spaces. Exact tree-based indexing struc-
tures, such as KD-tree, SR-tree, etc., work well for low-dimensional spaces
(<10) but suffer from the notorious curse of dimensionality for high-dimensional
spaces. They are often outperformed by brute-force linear scans [4]. One solu-
tion to this problem is to search for good enough approximate results instead.
Approximate techniques sacrifice some accuracy for a significant improvement in
the overall processing time. In many applications where 100% is not needed, this
tradeoff is very useful in saving time. The goal of the approximate version of the
nearest neighbor problem, also called c-approximate Nearest Neighbor search, is
c© Springer Nature Switzerland AG 2021
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to return points that are within c ∗R distance from the query point. Here, c > 1
is a user-defined approximation ratio and R denotes the distance of the query
point and its nearest neighbor.

1.1 Locality Sensitive Hashing

Locality Sensitive Hashing (LSH) [8] is one of the most popular techniques
for finding approximate nearest neighbors in high-dimensional spaces. LSH
was first introduced in [8] for the Hamming distance, but was later extended
to several distances, such as the popular Euclidean distance [6]. LSH uses
random hash projections to map the original high-dimensional space to the
projected low-dimensional space. The main idea behind LSH is that nearby
points in the original high-dimensional space will map to similar hash buck-
ets in the low-dimensional space with a higher probability than dissimilar or
far away points. Since LSH was first proposed in [8], there have been several
works that have focused on improving the search accuracy and/or performance
[3,7,9,15,16,18,23].

1.2 Motivation for Using LSH

Locality Sensitive Hashing (LSH) is known for two main advantages: its sub-
linear query performance (in terms of the data size) and theoretical guarantees
on the query accuracy. Additionally, LSH uses random hash functions which are
data-independent (i.e. data properties such as data distribution are not needed
to generate these random hash functions), and the generation of these hash
functions is a simple process that takes negligible time. Additionally, the data
distribution does not affect the generation of these hash functions. Hence, in
applications where data is changing or where newer data is coming in, these
hash functions do not require any change during runtime. While the original LSH
index structure suffered from large index sizes (in order to obtain a high query
accuracy) [3,18], state-of-the-art LSH techniques [7,9] have alleviated this issue
by using advanced methods such as Collision Counting and Virtual Rehashing. In
addition to their fast index maintenance, fast query performance, and theoretical
guarantees on the query accuracy, LSH algorithms are easy to implement as
external memory-based algorithms, and hence are more scalable than in-memory
algorithms (such as graph-based ANN algorithms) [15].

1.3 Motivation of Our Experimental Survey

Locality Sensitive Hashing techniques have two dominant costs for finding near-
est neighbors: 1) cost of reading the index files from the external memory to
the main memory (which we call Index I/Os), and 2) cost of finding candidates
and removing false positives (which we call Algorithm time). As mentioned in
Sect. 1.2, one of the benefits of LSH is that it is a scalable algorithm. Some of the
existing LSH techniques (e.g. C2LSH [7] and QALSH [9]) are not entirely exter-
nal memory-based (i.e. even though the indexes are stored on the disk, their
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implementations require the entire data and indexes should fit into the main
memory during the index creation phase). Thus, existing works (such as [1])
do not compare their results with C2LSH and QALSH on large datasets since
they do not fit in the main memory. Additionally, some recent works (such as
[15]) only compare the Index I/Os without comparing the important Algorithm
time. This leads to other recent papers (such as [13,14,25]) to unfairly compare
their Algorithm time with QALSH or I-LSH [15] since they are deemed as the
state-of-the-art LSH techniques.

1.4 Contributions of This Experimental Survey Paper

In this paper, we carefully present a detailed experimental analysis on three
state-of-the-art external memory-based LSH algorithms, C2LSH [7], QALSH [9],
and I-LSH [15]. Our contributions are as follows:

– We modify the implementations of C2LSH and QALSH to create fully exter-
nal memory-based implementations such that the entire dataset and/or the
entire index do not need to be in the main memory for the algorithms to work
during index generation or query processing.1

– We show the importance of experimentally analyzing and comparing the Index
I/Os and Algorithm time of all algorithms.

– We compare these three algorithms on real datasets with different character-
istics under differing system parameters.

To the best of our knowledge, we are the first work to present a detailed analysis
of these three state-of-the-art LSH techniques.

2 Related Work

Nearest Neighbor problem is an important problem for multimedia applications
in many diverse domains such as multimedia retrieval, image processing, machine
learning, etc. Since tree-based index structures can be outperformed by a linear
scan, due to the curse of dimensionality, in high-dimensional spaces, approx-
imate techniques are preferred due to their fast performance at the expense
of some accuracy. These techniques can be broadly classified into three main
categories: Hashing-based methods, Partition-based methods, and Graph-based
methods.2 Hashing-based methods can be further classified into learning-based
hashing techniques and random hashing techniques. The benefit of random hash-
ing techniques, such as Locality Sensitive Hashing [8], are that they are easy to
construct, no need for training data, and easy to maintain and update. Addi-
tionally, LSH provides a sub-linear (in terms of the data size) query performance
and theoretical guarantees on the query accuracy.

1 These implementations will be made public.
2 We refer the reader to a recent survey [14] for an in-depth survey on these categories.
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Locality Sensitive Hashing and its Variants: The main idea of Locality
Sensitive Hashing is to create random projections and hash data points in these
random projections such that nearby data points in the original high-dimensional
space will be mapped to the same hash bucket with a higher probability com-
pared to data points that are far apart from each other. It was originally proposed
in [8] for the Hamming distance and then later extended to the popular Euclidean
distance [6]. In this original work on Euclidean distance (E2LSH), instead of a
single hash function (or a projection), a hash table consisted of several hash func-
tions (represented by Compound Hash Keys) was built to reduce false positives.
But this also generated false negatives. Hence several hash tables had to be used
to reduce the number of false positives and false negatives, while keeping the
accuracy of the query high. The main drawbacks of this approach were the size
of the index structure (since large number of hash tables were required to return
the desired number of results with a high accuracy) and the need to determine
the width of the hash bucket during index creation (a larger width returned
enough results but also with a potential of too many false positives, whereas a
smaller width had a potential of misses resulting in insufficient results). This
user-defined width, which was mainly dependent on the data distribution, had
to be often determined through a trial and error process. LSH-Forest [3] was pro-
posed where the compound hash-keys were hierarchically stored such that the
algorithm could stop at a higher level in the tree if more results were needed. In
Multi-probe LSH [18], the authors proposed a technique to probe into neighbor-
ing buckets when more results were needed. The intuition is that neighboring
buckets are more likely to contain nearby points. Hence, if the bucket width was
underestimated (which is better than overestimation which can lead to signifi-
cant wasteful processing), neighboring buckets were probed to find the desired
number of results.

Later, C2LSH [7] introduced two main concepts of Collision Counting and
Virtual Rehashing that solved the two main drawbacks of E2LSH [6]. In C2LSH,
the authors proposed to create m base hash functions and choose candidate
points based on how many times a data point collides with the query point (and
hence instead of creating several hash tables of several hash functions, only 1
table of m base hash functions is needed), which reduced the size of the index
structure. Additionally, in Virtual Rehashing, the neighboring buckets in each
hash function are read incrementally when sufficient number of results are not
found. In SK-LSH [16], the authors propose a linear ordering on the Compound
Hash Keys (using a space-filling curve) such that nearby Compound Hash Keys
are stored on the same (or nearby) page on the disk, thus reducing the total
number of I/Os. The design of SK-LSH is still build on the original E2LSH, and
hence suffers from the parameter tuning problem, where the user is expected to
enter important parameters such as number of hash functions and the radius at
which k results will be found. QALSH [9] was later proposed that built query-
aware hash functions such that the hash value of the query point is considered
as the anchor bucket during query processing and this idea would solve the
issue when close points to a query were partitioned into different buckets when
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query was near the bucket boundaries. Additionally, B+trees are built on each
hash function for efficient lookups into neighboring buckets (which translate to
range queries). QALSH utilizes the concepts of Collision Counting and Virtual
Rehashing. HD-Index [1] was introduced which generated Hilbert keys of the
dataset points and also stored the distances of points to each other to efficiently
prune the results based on distance filters. Due to the reliance on space-filling
curves (Hilbert curves) and B+-trees, HD-Index cannot scale for moderately
high-dimensional datasets [1]. SRS [22] uses the Euclidean distance between two
points in the projected space to estimate their distance in the original space. In
order to find the next nearest neighbor in the projected space, SRS uses an R-tree
to index the points in the projected space. This incremental finding of the NN is
similar to I-LSH. The main goal of SRS is to introduce a very lightweight index
structure to solve the ANN problem. SRS is shown to suffer from memory leaks
and slow running times as compared with C2LSH [1], and hence not included
in our work. Recently, I-LSH [15], which is considered to be the state-of-the-
art LSH technique [13], was proposed to improve the Virtual Rehashing process
of QALSH (where the range of the lookups are incremented exponentially). In
I-LSH, the authors propose to increase the range of the lookups based on the
distance to the nearest point (in the projected space) instead of increasing the
range exponentially. While this strategy results in less disk I/Os, it also leads
to high disk seeks (random I/Os) and algorithm time as we show in Sect. 4.
Very recently, an in-memory LSH algorithm, PM-LSH [25] was proposed where
the idea was to estimate the Euclidean distance based on a tunable confidence
interval value such that the overall query processing time is reduced.

3 State-of-the-Art Techniques

In this section, we will introduce the concepts introduced by the three state-
of-the-art external memory-based LSH techniques, C2LSH [7], QALSH [9], and
I-LSH [15]. We primarily use the terminologies and formulations introduced in
E2LSH [6] and C2LSH [7]. Due to space limitations, we ask the reader to refer
to [7] for detailed formulations. C2LSH [7] introduced the concepts of Collision
Counting and Virtual Rehashing. In [7], authors theoretically show that two
close points x and y collide in at least l hash layers (out of m hash layers) with a
probability 1−δ. Further, only those points that collide at least l times with the
query point, where l is the collision count threshold, are chosen as candidates.
C2LSH creates only one hash function per hash table, and hence the number of
hash functions are equal to the number of hash table.

Instead of assuming a magic radius (which traditional LSH methods did),
C2LSH sets the initial radius R to 1. It is possible that with R = 1, there are
not enough results for a top-k query to be returned. C2LSH increases the radius
of the query in the following sequence: R = 1, c, c2, c3.... If at level-R, enough
candidates are not found, the radius is increased until enough query results are
found. This exponential expansion process is called Virtual Rehashing.

Moreover, C2LSH uses two terminating conditions to stop the algorithm.
These conditions specify that 1) at the end of each virtual rehashing at least k
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candidates should have been found whose Euclidean distance to the query are
less than or equal to cR, and 2) at any point, k + βn candidates are found.

QALSH introduces query-aware hash functions. For a query q, once the query
projection is found by computing ha(q), QALSH uses the query as the “anchor”
to find the anchor bucket with width w with the interval |ha(q)− w

2 , ha(q)+ w
2 |.

If the projected location for a point x falls in the same anchor bucket as q,
i.e., |ha(o) − ha(q)| ≤ w

2 , then QALSH considers that o has collided with q
under ha . QALSH [9] also utilizes these concepts of Collision Counting and
Virtual Rehashing to build query-aware hash functions. Another main difference
of QALSH is that it uses B+-trees to represent the hash tables. An exponential
expansion in each hash table is thus the same as a range query on a B+-tree. By
using query-aware hash functions and B+-trees, QALSH improves the theoretical
bounds by reducing the total number of hash functions required to satisfy the
quality guarantee. Additionally, QALSH can work for any approximation ratio,
c, greater than 1, while C2LSH can only work for c ≥ 2. While the reduction
in number of hash functions generates a smaller index, the overhead of using
B+-trees makes QALSH much slower as we experimentally show in Sect. 4.

I-LSH [15] uses query-aware hash functions (proposed by QALSH) and pro-
poses an incremental expansion strategy to reduce overall index I/Os. In order to
do that, I-LSH finds the next closest point in each projection. While this process
leads to less overall index I/Os, it still requires disk seeks and (as we show in
Sect. 4) the algorithm overhead is far more than the savings in the disk I/Os.

4 Experimental Analysis

In this section, we first explain our experimental evaluation plan. We experimen-
tally analyze C2LSH, QALSH, and I-LSH on different datasets and report the
results for varying criteria. All experiments were run on the nodes of the Bigdat
cluster3 with the following specifications: two Intel Xeon E5-2695, 256 GB RAM,
and CentOS 6.5 operating system. All codes were written in C++11 and com-
piled with gcc v4.7.2 with the - O3 optimization flag. As mentioned in Sect. 1.4,
we extend the implementations of C2LSH and QALSH to be completely external-
memory based implementations (i.e. the entire dataset or the index files are not
needed to be in the main memory in order to construct the LSH indexes).

4.1 Datasets

We use the following six diverse high-dimensional datasets in our experiments:

– P53 [5] consists of 31, 002 5409-dimensional points which are generated based
on the biophysical features of mutant p53 proteins.

– LabelMe [19] consists of 181, 093 512-dimensional points which were gener-
ated by running the GIST feature extraction algorithm on annotated images.

3 Supported by NSF Award #1337884.
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– Sift1M [10] consists of 1, 000, 000 128-dimensional points that were created
by running the SIFT feature extraction algorithm on real images.

– Deep1M consists of 1, 000, 000 96-dimensional points sampled from the
Deep1B dataset introduced in [2].

– Mnist8M [17] This dataset contains 8, 100, 000 784-dimensional points that
represent images of the digits 0 to 9 which are grayscale and of size 28 × 28.

– Tiny80M [24] This dataset contains 79, 302, 017 384-dimensional points gen-
erated using Gist feature extraction algorithm on 80 million colored images.

4.2 Evaluation Criteria and Parameters

The goal of our paper is to present a detailed analysis of the performance and
accuracy of the state-of-the-art LSH techniques. We randomly choose 50 queries
and report the average of the results. We used the same parameters suggested
in their papers (w = 2.781 for QALSH and w = 2.184 for C2LSH). We choose
δ = 0.1 and c = 2 (since C2LSH cannot give guarantees for c < 2). Since I-LSH
uses the same hash functions as QALSH, their index size and index construction
time are the same. [9] shows the difference between these two criteria for C2LSH
and QALSH for different datasets, and hence we avoid it in this paper.

After careful analysis of performance of LSH techniques, we present the fol-
lowing breakdown of the query processing time (QPT ):

– Index Read Cost: LSH techniques need to read index files (from the exter-
nal memory) in order to find the candidates. This dominant cost of reading
index files can be further broken down into the number of disk seeks (i.e. ran-
dom I/Os) and the total amount of data read. Following [15], we also consider
the number of disk seeks and amount read in our cost formulation.

– Algorithm Time: Another dominant cost in LSH processing is the process-
ing of index files once they are read into the main memory. LSH techniques
need to find points that are considered as candidates. Techniques such as
Collision Counting (explained in Sect. 3) are included in this cost.

– False Positive Removal Cost: Once a point is deemed as a candidate, its
Euclidean distance with the query point is calculated. Since the state-of-the-
art LSH techniques have an upper bound of the number of candidates (which
is set to k+100), this cost is negligible as compared to the previous two costs.
Due to space limitations and since we observed that this cost is less than 0.5
ms for all algorithms, we do not show the results of this cost.

It is well-known that random I/Os are much more expensive than sequential
I/Os [12]. Additionally, the difference in the cost changes significantly depending
on whether the external storage medium is an HDD or an SSD. The difference in
the costs of random I/Os and sequential I/Os is significantly more in HDDs than
in SSDs (mainly because random disk seeks are faster in SSDs than HDDs) [11].
We noticed that the number of disk seeks are significantly different in these LSH
techniques due to how they find neighboring points in projected spaces. Hence,
we model the overall Query Processing Time (QPT) for both HDDs and SSDs.
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For an HDD, we use the reported benchmarks for Seagate Barracuda HDD with
7200 RPM and 1TB: average disk seek requires 8.5 ms and the average data read
rate is 0.156 MB/ms [21]. Similarly, for an SSD, we use the reported benchmarks
for the Seagate Barracuda 120 SSD with 1TB storage: average disk seek requires
0.01 ms and the average data read rate is 0.56 MB/ms [20].

We use the same accuracy measure, the overall ratio, used in several prior
works [7,9,15,16]: 1

k

∑k
i=1

||oi,q||
||o∗

i ,q|| . Here, oi is the ith point returned by the tech-
nique and o∗

i is the true ith nearest point from q (ground truth). The closer the
ratio is to 1, the higher is the accuracy of the LSH technique.
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Fig. 1. Number of disk seeks (Y axis) for different k (X Axis) on 6 datasets
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4.3 Discussion of the Performance Results

Number of Disk Seeks: Figure 1 shows the required number of disk seeks
(random I/Os). We observed that the performance of I-LSH degrades as dataset
size becomes large. This is because I-LSH needs to find the closest projected
point each time the radius needs to be expanded, which further requires reading
the indexed points from the disk several times. We also observe that QALSH
has a better performance compared to C2LSH for smaller datasets, but as the
dataset size increases, the number of seeks are significantly higher than C2LSH
and I-LSH. This is happening because the search radiuses of QALSH are larger
than C2LSH in larger datasets, which results in higher disk seeks.

Amount of Data Read: Figure 2 shows the total amount of data that was
read from the index files. I-LSH always has the least amount of data read for
all datasets because it incrementally searches for the nearest points in the pro-
jections instead of having buckets and fixed widths. However, we later show
that these I/O savings are offset by the processing time of finding these nearest
points. C2LSH reads more data than QALSH for most datasets (except Mnist)
since QALSH uses less hash projections because they are query-aware.

Algorithm Time: Figure 3 shows the time needed to find the candidates
(excluding the I/O times). This figure shows the huge overhead of I-LSH which
is caused due to their incremental searching strategy. Also, since I-LSH and
QALSH both use B+-trees, which become huge for the larger datasets, their
performance degrades heavily in these cases. Since C2LSH does not have any
overhead of additional index structures (such as B+-tree), it has the least Algo-
rithm time for all datasets. In terms of Algorithm Time, I-LSH is faster than
QALSH (except for the P53 dataset - which is the smallest dataset in our exper-
iments) mainly because it has to process less hash functions than QALSH [15].

Query Processing Time (on HDD): Figure 4 shows the overall time required
to solve a given k-NN query on a Hard Disk Drive. I-LSH performs the best for
smaller datasets (P53 and LabelMe) because its Algorithm Time overhead is
small, but as the dataset size increases, the Algorithm Time overhead offsets
the savings in disk seeks and performs worse than C2LSH (but better than
QALSH). Except for the smallest dataset (P53), QALSH is the slowest of the
three algorithms. It works good for smaller datasets (P53) but does not scale
well for moderate and large sized datasets. For larger datasets, C2LSH is always
the fastest technique since its having better algorithm time and number of disk
seeks compared to the other two algorithms.

Query Processing Time (on SSD): Figure 5 shows the overall time required
to solve a given k-NN query on a Solid State Drive. In SSDs, I/O operations are
much faster and the overall Query Processing Time is mainly dominated by the
algorithm time. Therefore, C2LSH (which has the best Algorithm time) always
performs the best on SSDs (for all datasets) followed by I-LSH (except for the
smallest dataset, P53).
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Fig. 3. Algorithm time (in s) (Y axis) for k (X Axis) on 6 datasets
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Accuracy Ratio: Figure 6 shows the accuracy of the compared techniques.
Ratios are always greater than or equal to 1 and having a ratio equal to 1
equates to the highest accuracy. Except for the Mnist dataset, C2LSH produces
the best accuracy among the three algorithms. QALSH is more accurate than
I-LSH, which we believe is mainly because it uses more hash functions than
I-LSH. Except for C2LSH’s accuracy on the Mnist dataset, all three algorithms
produce accurate results for all datasets.

Overall, we find that C2LSH can find k-NN results faster than QALSH and
I-LSH, mainly because of the simplicity of their hash functions (i.e. an additional
index structure, B+-tree, is not used). Additionally, all three algorithms produce
accurate results (with C2LSH producing slightly better accurate results than
QALSH and I-LSH for most datasets).
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Fig. 5. SSD query processing time (in s) (Y axis) for k (X Axis) on 6 datasets
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Fig. 6. Accuracy ratio (Y axis) for different k (X Axis) on 6 datasets

5 Conclusion

Locality Sensitive Hashing is a popular technique for solving Approximate Near-
est Neighbor queries in high-dimensional spaces. In this paper, we presented a
detailed experimental analysis on three popular state-of-the-art LSH algorithms,
C2LSH, QALSH, and I-LSH. We presented our analysis on diverse datasets with
varying characteristics (cardinality and dimensionality). We show that while
reducing disk seeks is important, it cannot be at the expense of Algorithm time,
which can be a dominant cost in the overall query processing time for large
datasets. We importantly show that improvements in one aspect of the LSH
workflow (e.g. disk seeks), does not necessarily result in overall query processing
performance improvement.
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4. Chávez, E., et al.: Searching in metric spaces. CSUR 33, 273–321 (2001)
5. Danziger, S.A., et al.: Predicting positive P53 cancer rescue regions using most

informative positive (MIP) active learning. PLoS Comput. Biol. 5, e1000498 (2009)
6. Datar, M., et al.: Locality-sensitive hashing scheme based on p-stable distributions.

In: SOCG (2004)
7. Gan, J., et al.: Locality-sensitive hashing scheme based on dynamic collision count-

ing. In: SIGMOD (2012)
8. Gionis, A., et al.: Similarity search in high dimensions via hashing. In: VLDB

(1999)
9. Huang, Q., et al.: Query-aware locality-sensitive hashing for approximate nearest

neighbor search. VLDB 9, 1–12 (2015)
10. Jegou, H., et al.: Product quantization for nearest neighbor search. TPAMI 33,

117–128 (2010)
11. Kim, A., et al.: Optimally leveraging density and locality for exploratory browsing

and sampling. In: HILDA (2018)
12. Leis, V., et al.: Query optimization through the looking glass, and what we found

running the join order benchmark. VLDB 27, 643–668 (2018)
13. Li, M., et al.: I/o efficient approximate nearest neighbour search based on learned

functions. In: ICDE (2020)
14. Li, W., et al.: Approximate nearest neighbor search on high dimensional data -

experiments, analyses, and improvement. TKDE (2019)
15. Liu, W., et al.: I-LSH: I/O efficient c-approximate nearest neighbor search in high-

dimensional space. In: ICDE (2019)
16. Liu, Y., et al.: SK-LSH: an efficient index structure for approximate nearest neigh-

bor search. VLDB 7, 745–756 (2014)
17. Loosli, G., et al.: Training invariant support vector machines using selective sam-

pling. Large Scale Kernel Mach. (2007)
18. Lv, Q., et al.: Multi-probe LSH: efficient indexing for high-dimensional similarity

search. In: VLDB (2007)
19. Russell, B.C., et al.: LabelMe: a database and web-based tool for image annotation.

IJCV 77, 157–173 (2008)
20. Seagate Barracuda 120 SSD Manual. https://www.seagate.com/www-content/

datasheets/pdfs/barracuda-120-sata-DS2022-1-1909US-en US.pdf
21. Seagate ST2000DM001 Manual. https://www.seagate.com/files/staticfiles/docs/

pdf/datasheet/disc/barracuda-ds1737-1-1111us.pdf
22. Sun, Y., et al.: SRS: solving c-approximate nearest neighbor queries in high dimen-

sional euclidean space with a tiny index. VLDB (2014)
23. Tao, Y., et al.: Efficient and accurate nearest neighbor and closest pair search in

high-dimensional space. TODS 35, 1–46 (2010)
24. Torralba, A., et al.: 80 million tiny images: a large data set for nonparametric

object and scene recognition. TPAMI 30, 1958–1970 (2008)
25. Zheng, B., et al.: PM-LSH: a fast and accurate LSH framework for high-dimensional

approximate NN search. VLDB 13, 643–655 (2020)

https://www.seagate.com/www-content/datasheets/pdfs/barracuda-120-sata-DS2022-1-1909US-en_US.pdf
https://www.seagate.com/www-content/datasheets/pdfs/barracuda-120-sata-DS2022-1-1909US-en_US.pdf
https://www.seagate.com/files/staticfiles/docs/pdf/datasheet/disc/barracuda-ds1737-1-1111us.pdf
https://www.seagate.com/files/staticfiles/docs/pdf/datasheet/disc/barracuda-ds1737-1-1111us.pdf


ANSWER: Generating Information
Dissemination Network on Campus

Qing Qing1, Teng Guo1, Dongyu Zhang1, and Feng Xia2(B)

1 School of Software, Dalian University of Technology, Dalian 116620, China
2 School of Engineering, IT and Physical Sciences,

Federation University Australia, Ballarat, VIC 3353, Australia
f.xia@ieee.org

Abstract. Information dissemination matters, both on an individual
and group level. For college students who are physically and mentally
immature, they are more sensitive and susceptible to unnormal informa-
tion like rumors. However, current researches focus on large-scale online
message sharing networks like Facebook and Twitter, rather than profile
the information dissemination on campus, which fail to provide any ref-
erences for daily campus management. Against this background, we pro-
pose a framework to generate the information dissemination network on
campus, named ANSWER (cAmpus iNformation diSsemination netWork
gEneRation), based on multimodal data including behavior data, appear-
ance data, and psychological data. The construction of the ANSWER is
listed as four steps. First, we use a convolutional autoencoder to extract
the students’ facial features. Second, we process the behavior data to con-
struct a friendship network. Third, heterogeneous information is embed-
ded in the low-dimensional vector space by using network representation
learning to obtain embedding vectors. Fourth, we use the deep learning
model to predict. The experiment results show that ANSWER outper-
forms other methods in multiple feature fusion and prediction of infor-
mation dissemination relationship performance.

Keywords: Information dissemination · Attribute network · Network
generation

1 Introduction

Information dissemination matters, both on an individual and group level. The
sharing of good news can spread happiness [12], while the diffusion of bad news,
like rumors, could cause serious consequences [27]. For example, during this
pandemic, the spread of misinformation about COVID-19 is impeding healthy
behaviors and promoting erroneous practices that facilitate the spread of the
virus and result in poor physical and mental health situation among individu-
als [25]. College students are a very special group of people in their emerging
adulthood. In this stage, teenagers pursue personality exploration and may play
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many roles such as college students, full-time employees. Commonly, they are
leaving their families and toward independence [21]. Thus, various information
will affect their physical and mental health deeply. In this case, simulating infor-
mation dissemination patterns on campus and exploring the mechanisms behind
them is an urgent research topic for education-related research fields.

However, exploring the hidden modes of information dissemination among
students is a complex issue. Serving as the traditional method of collecting data
for information dissemination, the amount of data collected by the questionnaire
is small and time-consuming. At present, the researches on massive data are
mainly based on online platforms such as Twitter [14], Facebook [12]. Due to
privacy and security issues, researchers in the school administration fail to access
these data, and cannot regard these data as a reference for academic research
[9,13]. Moreover, the information itself is so private that the previous research
is not enough to analyze the information dissemination between students.

Different from traditional data mining, multimodal data presents more com-
plex information [4,15]. Furthermore, the advancement of network science has
provided us with great help in analyzing social relationships, enabling us to
abstract real-world relationships into the structure of the network [10]. These
two major advancements provide us with an opportunity to analyze the hid-
den relationships behind students’ information dissemination. Nevertheless, new
challenges have emerged. The choices they make when choosing friends to dissem-
inate information affected by many factors [29], thus need to select the appropri-
ate approach. Moreover, the underlying network structure of information dissem-
ination between students is invisible, and there must be an interaction between
two people, which can be inferred from the information flow. But it is difficult
to obtain disseminated data among students because of its privacy. Yet informa-
tion dissemination is closely related to the common friendship network. People
usually tell friends when they know information, but not each friend. Therefore,
the prediction of information dissemination relationships can be developed by
using the friendship network.

In this paper, we focus on students’ friendship networks and combine stu-
dents’ facial and psychological attributes to construct a friend attribute network
to complete the prediction of campus information dissemination relationships.
The model named ANSWER (cAmpus iNformation diSsemination netWork gEn-
eRation) is divided into four parts, as shown in Fig. 1. First, through the co-
occurrence processing of the consumption record data of the student’s campus
card, the adjacency matrix of the friendship network is constructed. Secondly, we
use the convolutional autoencoder to extract features from student facial images
and express them as dense vectors. Thirdly, we use Network Representation
Learning to embed the adjacency matrix of the friend attribute network. The
network structure and node attributes of two heterogeneous information sources
are processed in the same vector space. Fourth, a three-layer neural network is
used to predict the information dissemination relationships.
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In summary, our contributions can be summarized as follows:

(1) Based on the spatial and temporal behavioral data recorded by the campus
card, we build a friendship network adjacency matrix containing only 0 or 1
by using the co-occurrence processing.

(2) We use the convolutional autoencoder to process the facial image data, to
get the vector representation of facial features.

(3) We use facial features and psychographic data as the node attributes of
the friendship network. The experimental results highlight the outstanding
capabilities of ANSWER for information dissemination prediction.

(4) ANSWER is designed to solve the problem of information dissemination
in the campus environment, mainly utilizes the friend attribute network
to complete the construction of the information dissemination network. It
combines the network topology and node attributes, and its performance is
significantly better than other approaches.

This paper is organized as follows. In the next Section, we discuss the latest
researches developments in relevant theoretical work. In Sect. 3, we describe the
details of the problem formulation. In Sect. 4, we present the methodology in the
proposed framework. In Sect. 5, we introduce the dataset and the analysis of the
experimental results. We conclude the paper in Sect. 6.

2 Related Work

2.1 Network Representation Learning (NRL)

Network Representation Learning (also known as graph embedding) is based on
a mapping function that is dedicated to solving the problem of data sparsity.
The mapping function converts nodes into low-dimensional vectors to intuitively
represent the relationship between the nodes in the original graph and finally
used for downstream network analysis tasks. Perozzi et al. [22] carried out the
first method of embedding, namely DeepWalk based on network structure. Its
core draws on the Word2vec and the collinear relationship between nodes, uses a
random walk strategy to generate node sentences based on the weight of edges,
and uses Skip-gram training to obtain word vectors. Based on the Deepwalk
theory, many researchers have made improvements [24,32].

These approaches are all based on the network structure to obtain the vector
representation of nodes. However, there are also attribute features. Hou et al.
[8] conducted a graph representation learning framework called Property Graph
Embedding (PGE), which considers the relationship between the network struc-
ture and the attribute features.

2.2 Social Relationship

In social sciences, relationships are divided into two types: one-way (celebrities
and ordinary people) and two-way (friends) [7]. Social structure is mainly con-
nected by social relationships. By analyzing the formation in social relationships,
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Fig. 1. Illustration of prediction framework ANSWER.

we can better understand the dynamic changes in the social structure. Previ-
ous researches on social relationships can be divided into two categories, link
prediction [20] and relation type prediction [11,16]. Link prediction occupies an
important role in social networks, which can be used to reconstruct complex net-
works. The types of social relationships are segmented into two types according
to their nature, one is the blood relationship, etc., the other is the relationship
formed by many social behaviors such as academic collaboration, information
dissemination. Zhao et al. [31] identified vulnerable relationships in the informa-
tion dissemination network, and showed that vulnerable relationships can largely
affect information sharing, but have little impact on the information exchange
network.

2.3 Information Dissemination Network

Existing literature exploring information dissemination focuses on online social
platforms such as Twitter [14], Facebook [12]. Lerman et al. [14] constructed the
social network for active users on Digg and Twitter, and analyzed the patterns
of information dissemination. Elisa et al. [19] reconstructed the information dis-
semination network using natural language processing to study the dynamics of
information dissemination and found that the dynamics were similar to epidemic
SIR. Campan et al. [2] studied the dissemination of fake news in online social
networks and analyzed its dissemination and influence. The commonality of the
above-mentioned literature researches is that the network construction depends
on large-scale online information dissemination.

3 Problem Formulation

With the collected data of students’ campus card consumption, the friendship
network Gf = (X ,Vf ) is constructed, where X is the set of nodes and Vf is the
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set of edges. For each node i in the network, Si = [si1, si2, ...sin] retains node
attributes. The d-dimensional embedded representation matrix E ∈ R(|X |×d) of
Gf is obtained by using the mapping function f(x) (where d means embedding
spatial dimension). The resulting matrix E ∈ R(|X |×d) is used as the input of
the three-layer neural network. We train the model to predict whether there will
be an information dissemination relationship (�st) between two nodes s and t.
Ultimately, we get the information dissemination network Gn(Gn = (X ,Vn)), Vn

is the set of �st.

Information Dissemination Network Generation Problem: Given the
friendship network Gf and facial features data, psychological features data S, to
generate the corresponding campus information dissemination network Gn.

Student A

Student B

Canteen1 Canteen2 Canteen3 Canteen4 Canteen5

Time

Time

9-03 7:30:01

9-03 7:29:51 9-06 11:35:51

9-06 11:35.05

9-08 11:30:31

9-08 11:31:01

9-09 7:25:45

9-09 7:24:58

9-09 17:05:21

9-09 17:04:53

Co-occurrence 
Location

Fig. 2. Illustration of two students’ co-occurrence.

4 Design of ANSWER

4.1 Construction of Friendship Network

Digital information management systems in 21st-century universities have dra-
matically improved the convenience of campus life for students. Temporal and
spatial-based behavioral data provide us with the opportunity to discover poten-
tial social ties [3,23]. This paper utilizes students’ campus card consump-
tion records to construct a friendship network. Figure 2 explains what is co-
occurrence. Student A and B co-occurs five times.

In our work, we focus on analyzing the consumption records of students in six
different canteens. The process can be reformulated with more details as follows.
Set the time interval to one minute [28], collect the consumption records of two
students in the same canteen, and use the probability model to calculate the co-
occurrence probability. The higher the probability is, the closer the relationship
between friends is. The probability formula is calculated as [3]:

p(F |Ck) =
P (F )P (Ck|F )

P (Ck)
≈ 1

M
eklogβ(N−1)+1 (1)

where N represents geographic units, M individuals, joint visit probability β,
prior probability P (F ) = 1

M−1 , likelihood function P (F ) = pk
1 , p1 = β + 1−β

N .
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4.2 Processing of Node Attributes

Previous studies have shown that face images can be used to identify relation-
ships [1]. To eliminate the effect of noise and obtain the vector representation
of students’ facial cognitive features, the convolutional autoencoder has been
widely applied [18,26]. Convolutional autoencoder learns the sample features
without labels and incorporates the properties of the convolutional neural net-
work to complete unsupervised feature extraction. For the input layer x, it’s
corresponding ith convolution is denoted as:

hi = σ(x ∗ Wi + bi), i = 1, 2, 3...k (2)

∗ is a convolution operation determined by context, and σ(.) is the sigmoid
function. And then the feature reconstruction process is represented as:

y = σ(
∑

i∈H

hi ∗ W̃i + C) (3)

W̃i indicates filter weight, C indicates a bias vector. We use BP (Error Back
Propagation) algorithm to optimize the loss function:

E(θ) =
1
2n

n∑

j=1

(xj − yj)2 (4)

Another attribute of nodes is psychological evaluation data, which is collected
by questionnaires. There are some invalid, redundant, and missing data. First of
all, for the invalid questionnaire, we will find the same participant and ask him
to fill it out again. Then, the abnormal score data are detected by the box graph,
and some missing data are filled by the median, and the unreasonable score data
of students’ individual tests are filled by mean. These data are recorded and
encrypted corresponding to the student’s ID, to protect their privacy.

4.3 Attributed Network Representation Learning (ANRL)

Through ANRL [30] of the deep neural network, node attributes, and network
topology structure can be uninterruptedly integrated into the low-dimensional
representation space. Therefore, in this paper, the network structure Gf and node
attributes S of each node in the friendship network are input into the model to
obtain the vector representation of each node.

The ANRL is mainly composed of the autoencoder and the Skip-gram model,
the final optimization cost function is:

L = Lsg + αLae + βLreg (5)

where Lae is the loss function of the autoencoder and Lsg is the loss function of
the Skip-gram. α is the hyper-parameter to balance the two losses and β is the
l2 parametric regularization factor.
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The autoencoder is a neighbor-enhanced model that addresses the noise prob-
lems. The optimized loss function is:

Lae =
n∑

i=1

||x̂i − T (vi)||22 (6)

where x̂i is the reconfigured output decoder. The reconstructed target T (vi)
is the peculiarities of the target neighbor, which can be computed in two
ways: weighted average of neighbor characteristics, T (vi) = 1

|N (i)|
∑

j∈N (i) wijxj

and median neighbor of element, T (vi) = x̃i = [x̃1, x̃2, ..., x̃m], x̃k =
Median(wi1x1k, wi2x2k, ..., wi|N (i)|x|N (i)|k). N (i) is the neighbors of node vi in
the friendship network, and xj is the feature vector of node vi, including student
facial cognition and psychological data, where wij indicates whether to weight
or not.

The cost function Lsg for the Skip-gram model minimization is:

Lsg = −
n∑

i=1

∑

c∈C

∑

−b≤j≤b,j �=0

log p(vi+j |xi) (7)

where n indicates the total number of nodes, C is the collection of node sequences
and b means the window size. p(vi+j |xi) is the conditional probability. Since the
model extracts information about node attributes and global structure, it is
computationally expensive and then we use negative sampling optimization [17].
For each specific node pair (vi, vi+j), the optimization goal is:

log σ(v
′T
i+jf(xi)) +

|neg|∑

s=1

Evn∼Pn(v)[log σ(−v
′T
n f(xi))] (8)

σ(.) is the sigmoid function, the value is 1/(1 + exp(x)). Lreg is formulated as:

Lreg =
1
2

∑K

k=1
(||W(k)||2F + ||Ŵ(k)||2F ) (9)

K is the number of layers of the encoder and the decoder. For the encoder, W(k)

is the k-th layer weighted matrix, and Ŵ(k) is the k-th layer weighted matrix
of the decoder. The final representation of yK

i extracts the node vi attribute
characteristics and network structure information.

4.4 Link Prediction

In this paper, the problem of reconstructing an information dissemination net-
work is changed to a link prediction problem. We use ANRL to train the friend-
ship network with node attributes, and obtain a low-dimensional representation
of each node E ∈ R(|X |×d), which is input in the deep learning model for train-
ing. In addition, we adopt the real information dissemination relationships as the
labels for training. The three-layer neural network is selected as the information
dissemination prediction model for the prediction task.
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Fig. 3. Performance comparison of different inputs of ANSWER. The horizontal coor-
dinate is the proportion of the training set.

5 Experiments

5.1 Dataset

We collect data from freshmen in the same major at a university in China. The
data includes the facial image of students, psychological evaluations, and data
in the information dissemination scene and students’ campus card records. The
students were notified about the use of these data and signed a consent form to
confirm their participation in the research. They were noticed that these data
were only used for academic research and were stored encrypted in encoded form,
no intuitive information exists, and only relevant researchers could access.

The dataset includes three parts: real information dissemination data, stu-
dent psychological level data, and campus card record. (A) In order to obtain
the real information dissemination relationships of students, the questionnaire
was adopted. Students need to answer: who will they voluntarily share the infor-
mation with? Students need to write down 6–8 people. (B) The psychological
level data of the students were collected by completing the Dominance Test Scale
[6] and the Big Five Personality Scale [5]. There are different scoring standards
for the scale, so the psychological characteristic data needs to be normalization
processing before used. (C) Formally obtain student campus card information
from the school’s digital campus management department, and legally obtain
facial photos of participating volunteers.

5.2 Prediction

Performance Comparison of Different Inputs of ANSWER: The stu-
dent features include facial and psychological attributes. To verify the effect of
facial and psychological attributes in the prediction task, we compare the net-
work structure by including only facial or psychological attributes and both.
Following that, we adopted three different combinations to learn different vector
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representations of nodes, and finally completed the prediction of the informa-
tion dissemination network. For the performance of ANSWER framework, we
use F1-score, Recall, and Accuracy to evaluate. Through the control of different
model inputs, the effectiveness of the ANSWER framework is proved.
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Fig. 4. Comparison of the performance of different prediction algorithms on friendship
networks combined with face attributes.
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Fig. 5. Comparison of the performance of different prediction algorithms on friendship
networks combined with psychological attributes.

From Fig. 3, the prediction performance of the friendship network and facial
attributes on the information dissemination relationship is significantly inferior
to that of the friendship network combined with psychological attributes or all
three attributes. When the training ratio of the training set and the test set is
1:1, the predictive performance results of the friendship network combined with
psychological attributes are similar to that combined with the facial and psycho-
logical attributes. But then as the training set ratio increases, the combination
of all three is more effective. Through the input variant control of the ANSWER,
the network topology combined with the facial and psychological attributes is
more effective for information dissemination relationship prediction.

Comparison of Differences in Results with Different Prediction
Algorithms: The three-layer neural network in the ANSWER model is replaced
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by Logistic Regression (LR), K-Nearest Neighbor (KNN), Support Vector
Machine (SVM), and Decision Tree (DT) algorithms for information dissem-
ination relationship prediction, and three different input combinations of the
ANSWER framework are tested for comparison. The results are shown in Fig. 4,
5, 6.
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Fig. 6. Comparison of the performance of different prediction algorithms on friendship
networks combined with facial as well as psychological attributes.

� The ANSWER has strong nonlinear fitting capabilities and multi-layer fea-
ture fusion with neural networks. The findings of all experiments indicate the
outstanding performance of the ANSWER in predicting information dissem-
ination relationships.

� The KNN algorithm without feature fusion uses Euclidean Distance to cal-
culate sample similarity, which depends largely on the number of selected
neighbors, and the performance lower than ANSWER.

� From Fig. 6, We found that LR and SVM results are much lower than when
the network structure contains only one attribute. ANRL combines facial and
psychological features into embedding vectors through nonlinear learning. But
LR and SVM are linear models. When the eigenvector increases, they may
not make full use of the embedding vector after being combined in a nonlinear
manner.

� As the training set proportion increases, the model is better trained. However,
when it reaches 62.5%, we observe that the effect starts to gradually decrease.
The reason may be the scarcity of sample data. As a result, the test set at
this time is smaller, so the strengths and weaknesses of the model cannot be
reflected more effectively.

6 Conclusion

In this paper, our goal is to solve the problem of campus information dissemi-
nation network generation. Based on the friendship network, combining the stu-
dents’ facial features and psychological features to create an attribute network,
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we use the friend attribute network to build an effective framework ANSWER
for campus information dissemination relationship prediction. As far as we know,
our work is the first to make predictions about campus information dissemination
relationship. We compensate for this limitation in a novel way. And the results
show that, compared with other predictive relationship algorithms, ANSWER
composed of network representation learning and deep learning model fuses var-
ious features through nonlinear learning, which has outstanding performance in
generating and forecasting campus information dissemination relationship. The
sample volume for this paper is relatively small because of the privacy issues
involved in the data and calling for more volunteers is very challenging. Future
plans are to obtain larger datasets and to enhance the generalizability of the
framework for other campus social relationships, such as academic cooperation
networks.
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Abstract. In Big Data environments, reliability of data plays an impor-
tant role to determine trustworthiness of the outcomes of an analysis.
Big data provenance ensures the reliability of data by providing details
about the origin and historical paths of data. In recent years, the prepon-
derance of big data and its applications are increasingly using Apache
Cassandra due to its high availability and linear scalability. In this paper,
we present a data provenance framework for Key-Value Pair Databases
using the concept of Zero-Information Loss Database (ZILD). A large
volume of real-time social media data is fetched from the Twitter’s net-
work through live streaming with the help of Twitter Streaming APIs,
and then modelled in Apache Cassandra based on a Query-Driven app-
roach. This framework provides efficient provenance capturing support
for select, aggregate, update, and historical queries. We evaluate the per-
formance of proposed framework in terms of provenance capturing and
querying capabilities using appropriate query sets.

Keywords: Data provenance · Zero-Information Loss Database ·
Social media · Key-value pair · Provenance querying

1 Introduction

In present times, large volume of heterogeneous and unstructured data is gen-
erated every second via social media, scientific applications, workflows etc. This
huge volume of data is stored and processed by different company’s viz. Google,
Facebook, and Amazon to provide services to the users or improving business,
user experience etc. To provide such kind of services, applications are being
developed which entrust this data, and can store and process huge volume of
heterogeneous and unstructured data efficiently and reliably. For this, databases
with high availability, high reliability and with ability to scale to large volumes
in a distributed manner are becoming prevalent. Such databases are known as
No-SQL (Not Only SQL) databases. There are over 150 different database prod-
ucts that belong to NoSQL family and Apache Cassandra is one of the most
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popular ones. Apache Cassandra is used in application development [16,18] by
Facebook, Twitter, Cloudkick, and Mahalo etc.

Data provenance [3,19] deals with the problem of identifying the source and
derivation process of information. It plays an important role in applications
where trustworthiness, privacy, and security of big data are major concerns [6].
In such big data applications, provenance information can be used to provide
explanation or proof for query results. Capturing provenance for such applica-
tions is very challenging because of the high volume and unstructured data. A
number of challenges are presented for provenance support in big data applica-
tion by different authors [1,6,19] like automatic provenance capture, different
granularity levels at which provenance needs to be captured, provenance cap-
turing overhead, and analyzing data via querying provenance etc. A number of
provenance models are existing in the literature which capture the whole system
provenance [9,20,24], and provenance for workflows [8,13,17,22,23]. To the best
of our knowledge, there is only one data provenance model for Cassandra, a
key-value pair system [10]. Existing provenance model for Cassandra is suitable
for a small database and is application specific. It is suitable for provenance of
update queries only. There is no support for provenance of select and aggregate
queries. Moreover, it uses the Thrift API, an older version of Cassandra Query,
which makes expressing queries quite tedious.

In this paper, we propose a provenance framework based on the concept of
Zero-Information Loss Databases [4,5,15] for Key-Value Pair Databases. One of
the main contributions of the paper is the design and development of Query-
Driven Zero-Information Loss Key-Value Pair Database (ZILKVPDB) which is
used to efficiently store large volumes of live streaming Twitter data for effi-
cient querying, maintaining updates, and to provide provenance capturing and
querying support.

2 Related Work

Different approaches for data modeling in Apache Cassandra to perform efficient
querying are proposed in [2,7,12,21]. A provenance data model for data intensive
Map Reduce workflows was proposed in [8] to capture provenance using Kepler-
Hadoop framework. A provenance framework, RAMP was proposed in [17,22]
for Generalized Map and Reduce Workflows (GMRWs) using a wrapper based
approach for provenance capturing and tracing. After this, HadoopProv [23]
was introduced for provenance tracking in Map Reduce workflows, by treating
provenance tracking in Map and Reduce phases separately. A big provenance
framework, Milieu [24], was proposed for provenance collection and storage in
unstructured or semi-structured format, for scientific applications/experiments
as a workflow. Various change data capture (CDC) schemes were investigated
in [14] for Apache Cassandra to track modifications in source data.

To satisfy the need of Big Data provenance, a provenance model for key-value
pair system, was proposed in [10,11] to capture provenance information using
provenance policies and querying on provenance information via resource expres-
sions and a set of predefined operators. The proposed model was implemented on
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a small sized patient information system and used an older format of Cassandra
Query using “thrift” approach that makes it difficult to write a query. From the
available literature, it is evident that most of the existing provenance models are
suitable to capture provenance for workflows at coarse-grained level only rather
than fine-grained level. Secondly, some of them are not suitable for capturing
provenance information either for a large data sets or for almost all types of
query set. In this paper, we try to bridge this gap by designing an efficient data
provenance framework on top of key-value pair database for capturing, storing
and querying provenance information for different query set including select,
aggregate, update, and historical queries on a large real-life twitter data sets.

3 Proposed Provenance Framework

In this paper, we propose a provenance framework which is built on the top of a
Zero-Information Loss Key-Value Pair Database (ZILKVPDB). The concept of
zero-information loss database was proposed in [15], and later used in provenance
models [4,5]. The proposed provenance framework is suitable for applications
which produce live streaming data. For illustration, we have modelled Twitter
data in Apache Cassandra (Key-Value Pair Database). ZILKVPDB is capable to
efficiently capture provenance information for various query sets including select,
aggregate, update, and historical queries. The proposed framework also supports
the querying of provenance information for historical data, tracing origin, and
derivation history of result tuple of queries. Major steps involved in designing
the framework are:

1. To perform live streaming of real-life Twitter dataset related to a specific
event using Twitter Streaming API’s.

2. To design an efficient Query-Driven Data Model for modelling Twitter
Dataset in Key-Value Pair Database for efficient queries on twitter data.

3. To propose a provenance framework for Capturing and Storing Provenance
information for Select Queries, Aggregate Queries, Historical Queries, and
Update queries in Key-Value Pair Database based on ZILKVPDB.

4. To provide Provenance Querying support for querying historical data, tracing
origin and derivation history of result tuples of queries.

3.1 Data Model Design

Twitter is one of the most popular social networking micro-blogging sites. In our
proposed framework, Twitter Streaming APIs are used to retrieve continuously
stream tweets and extract related information for designing a Query-Driven Key-
Value Pair Data Model in Apache Cassandra. The proposed Data Model, as
shown in Fig. 1, is based on frequent queries required to execute on Twitter
dataset. The data model contains a keyspace named “NewTwitter Keyspace”
that consists of 20 Column Families. The various column names of these column
families with their row keys are mentioned in Fig. 1.
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Fig. 1. Twitter data model in Cassandra

3.2 Zero-Information Loss Key-Value Pair Database

The proposed data provenance framework is based on Zero-Information Loss
Key-Value Pair Database (ZILKVPDB) approach, to maintain all the updates
without any information loss as provenance information. Provenance informa-
tion about all the updates is captured in “update provenance” column family.
ZILKVPDB has been designed and implemented as per Algorithm 2 (Update
ProvCassandra), explained in Sect. 3.3. We also propose Extended Cassandra
Query Language (CQL) Constructs such as “all”, “instance”, “validon now” and
“validon date” to support historical data queries as per Algorithm 3. Detailed
explanation of these constructs with example queries are presented in Sect. 3.4.

3.3 Provenance Generation Algorithms

In this section, we present two provenance generation algorithms, one for select
and aggregate queries, and other for update queries respectively with suit-
able example queries. Algorithm 1 (SelectProvCassandra) shows high level
details of provenance generation for Select/Aggregate queries which takes a
Select/Aggregate Query QS as input and returns the list of Provenance Paths
(P) for all the result tuples of QS in the form of provenance path expressions i.e.
“keyspace/columnfamily/rowkey(value)/columnname”, and the updated Col-
umn Families viz. “select provenance” , and “query table”. Demonstrations of
Algorithm 1 with examples for select and aggregate queries are given below:
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Algorithm 1 SelectProvCassandra : Provenance Generation for Select/ Ag-
gregate Query
Input: QS (Select/Aggregate Query)

Output: Provenance Paths Expressions (P) of all attributes in Result Tuples (T ),
Updated select provenance and query table Column Families

1: Parse QS

2: KS,CF,PK,CN ← Retrieve //Where KS=KeySpace, CF=Column Family,
PK=Primary Key of Column Family, CN=Column Names in QS

3: QWS ← Rewrite QS by adding PK
4: T ← Execute QWS

5: for all t ∈ T do
6: p ← Null
7: Obtain vPK , vCN //Where VPK =Values of Primary Key Columns,

VCN = Values of Column Names in QS, vPK ∈ VPK , vCN ∈ VCN

8: RK ← vPK //Where RK is RowKey
9: for i=1 to n do
10: pi ← KS/CF/RK/Ci

//Where Ci ∈ CN and Ci is non-key column, pi is provenance path of Ci

11: p ← Append pi // where p is list of provenance paths of Ci’s in t
12: end for
13: P ← Append p
14: select provenance ← Insert QS, P, Current Date/Time
15: end for
16: query table ← Insert QueryId, QS, Current Date/Time
17: End

Example Query 1: Display the location of user with Screen Name Gagan4041.
Cassandra Query 1: select location from user details where screen name=
‘Gagan4041’;

Result of above select query consists of two columns viz. LOCATION and
LOCATION PROVENANCE with value “India” and “[NewTwitter Keyspace
/user details/Gagan4041/location]” respectively. Here, the value under column
LOCATION PROVENANCE justify the query result i.e. “India”. It explains
that the value in result set is derived from keyspace: NewTwitter Keyspace,
column family: user details, row key: Gagan40041, column: location.

Example Query 2: Display the total no of tweets posted by a user “sunilthalia”
on “08/10/ 2019”.
Cassandra Query 2: select count(tweet body) from tweets user day where
screen name =‘sunilthalia’ and published day=8 and published date>= ‘2019-
10-08’ and published date<‘2019-10-09’ group by screen name allow filtering;

The above query is an aggregate query to retrieve the total number of
tweets posted by the user on a given day i.e. 7, along with comma separated
list of provenance path expressions of all 7 tweets i.e. [NewTwitter Keyspace/
tweets user day /sunilthalia-8-Tue Oct 08 11:37:56 IST 2019/tweet body,New
Twitter Keyspace/tweets user day/sunilthalia-8-Tue Oct 08 11:40:12 IST 2019/
tweet body, New Twitter Keyspace/tweets user day/sunilthalia-8-Tue Oct 08
11:48:33 IST 2019/ ...] which justify the query result.
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We propose Algorithm 2 (Update ProvCassandra) to design Zero-Information
Loss Key-Value Pair Database (ZILKVPDB) which takes Update Query (QU )
as input, performs update and returns provenance path expression of updated
tuples along with updated Column Families viz. “update provenance”, and
“query table” as provenance information. The provenance information about
updates helps in historical data queries as well as provenance for standing
queries. Illustration of Algorithm 2 is shown with Example Query 3 below:

Algorithm 2 UpdateProvCassandra : Provenance Generation for Update
Query
Input: QU (Update Query)
Output: Provenance Paths Expressions (P) of Updated Tuples (T ),

Updated update provenance and query table Column Families.
1: Parse QU

2: KS,CF,PK,UCN,UCV,UCT ← Retrieve //Where KS =KeySpace,
CF=Column Family, PK=Primary Key of Column Family, UCN=Update Column
Name, UCV = Update Column Value, UCT = Updated Column Type

3: if QU contains where Clause then
4: Retrieve VPK ← Parse where Clause //Where VPK = Values of Pri-

mary Key Columns
5: RK ← VPK //Where RK is RowKey
6: QS ← Generate Select Query Corresponding to QU to obtain old value and

WriteTime of UCN
7: OCV , OCVWT ← Execute QS //Where OCV = Old Column Value,

OCVWT =Old Column Value WriteTime
8: P ← KS/CF/RK/UCN //Where P is Provenance Path Expression
9: update provenance ← Insert QU, P, OCV , OCVWT , UCV,UCT , Current

Date/Time
10: else
11: QS ← Generate Select Query Corresponding to QU to obtain old value, write

time of UCN and value of Primary Key Columns
12: T ← Execute QS

13: for all t ∈ T do
14: Set P = Null //Where P is Provenance Path Expression
15: Obtain VPK , OCV , OCVWT ← t
16: RK ← VPK

17: P ← KS/CF/RK/UCN
18: update provenance ← Insert QU, P, OCV , OCVWT ,UCV,UCT , Current

Date/Time
19: end for
20: end if
21: Execute ← QU

22: query table ← Insert QueryId, QU, Current Date/Time
23: End
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Example Query 3: Update location of user with name “DDNewsAndhra”.
Cassandra Query 3: update user details set location = ‘Andhra’ where screen
name= ‘DDNews Andhra’;

Above query performs update with new value in user details column family
and also capture old value before update along with its time of existence in
“update provenance” column family which makes our ZILKVPDB.

All the captured provenance information is stored in three different
column families in Cassandra viz. “query table”, “select provenance”, and
“update provenance” for further analysis like auditing, error tracing, debugging,
querying historical data etc.

3.4 Querying Provenance

The proposed provenance framework supports for querying provenance infor-
mation for audit purpose, tracking all updates, and any other suitable appli-
cation. The stored provenance information can be queried in two perspectives
viz. 1. Justify the Query Result i.e. How any result tuple of select query is
derived - querying provenance to know about source of information, 2. To track
all the updates of any value - query provenance for historical data. To query
the provenance information from perspective 1, framework supports to query
“select provenance” column family. From perspective 2, framework supports
querying “update provenance” column family to query provenance information
about historical data. To know about all the queries executed till now and their
time of execution, it can be retrieve with ease via “query table” column fam-
ily. In this section, we will illustrate the provenance querying support in our
framework with some example provenance queries below:

Example provenance Query 1: Explain how result tuple t1 of query q7 is
derived.

The above query will execute on “select provenance” column family to retrieve
the provenance path expressions of result tuple t1 of query q7 along with
its time of execution. Here, provenance path expression of resultant tuple is
[NewTwitter Keyspace/ user details/Gagan4041/location] and Time of query
execution is “2019-12-16 05:02:34.266000+0000”. This justifies that the source of
required tuple is NewTwitter Keyspace Keyspace, user details Column Family,
Gagan40041 Row Key and column name location at time 2019-12-16 05:02:34.
266000+0000. But, in case, if the source has been modified after query execution,
still the original source can be devised via querying historical data. Our framework
provides support for Extended Cassandra Query Language (CQL) constructs by
introducing operators viz. “all”, “instance”, “validon now” and “validon date” to
get historical data as well as current data. Algorithm 3 shows high level details of
querying historical data using Extended Cassandra Query Language (CQL) con-
structs proposed in the framework.

Illustration of Algorithm 3 for querying provenance information for historical
data with some example queries is presented below:

Example Provenance Query 2: Display all the location updates of a specific
user till now.
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Algorithm 3QueryProv HistData : Querying Provenance for Historical Data
Input: Query(Q), Operator(Instance or All), Time(Now or Date)
Output: Result Set(RS) of Q with given Operator and Time in Input
1: Parse Q
2: KS,CF,PK,CN ← Retrieve //Where KS =KeySpace, CF=Column Family,

PK=Primary Key of Column Family, CN=Column Name
3: if Operator = InstanceANDTime = Now then
4: Retrieve RS ← Execute Q on CF //Where RS is ResultSet
5: else if Operator = InstanceANDTime = Date then
6: QP ← Generate Select Query Corresponding to Q and Time to obtain value of

CN from UpdateProvenance(UP) Column Family
7: Retrieve RS ← Execute QP on UP
8: if RSisNull then
9: Retrieve RS ← Execute Q on CF
10: end if
11: else
12: QP ← Generate Select Query Corresponding to Q and Time to obtain value

of CN from UpdateProvenance(UP) Column Family
13: Retrieve RS ← Execute QP on UP
14: Retrieve RS ← Execute Q on CF
15: end if
16: End

Extended CQL Query: select all location from user details where screen name
= ‘MemeBaaaz’ validon now;

The above query will be parsed first to retrieve operator and time which
is “all” and “now” respectively in this case. Thus, simple CQL query will be
executed to retrieve all location updates of the given user in “user details” and
“update provenance” column families. The result of above query is shown in
Table 1 along with time of existence of each location update.

Example Provenance Query 3: Display all the location updates of a specific
user till 23/10/2019 9:50AM.
Extended CQL Query: select all location from user details where
screen name= ‘MemeBaaaz’ validon 2019-10-23 09:50:16;

The above query will generate only first two rows of Table 1 in its result set
because the location “Mumbai” is valid after time ‘2019-10-23 09:50:16 ’given in
query.

Table 1. Example provenance query 2 result

LOCATION VALID FROM

Meme Ki Duniya, India Wed Oct 02 13:33:27 IST 2019

Kolkata Wed Oct 23 08:20:18 IST 2019

Mumbai 2019-12-17 10:22:22.0
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Example Provenance Query 4: Display the current location of a specific user.
Extended CQL Query: select instance location from user details where screen
name=‘MemeBaaaz‘ validon now;

The above query will generate current location of user as “Mumbai” that is
valid from “2019-12-17 10:22:22.0”.

Example Provenance Query 5: Display the location of a specific user on date
23/10/2019 8:22:16AM.
Extended CQL Query: select instance location from user details where screen
name=‘MemeBaaaz’ validon 2019-10-23 08:22:16;

The above query will generate location of user at 23/10/2019 8:22:16AM as
“Kolkata” which is valid from “Wed Oct 23 08:20:18 IST 2019” to “2019-12-17
10:22:21.0”.

4 Results and Discussions

To evaluate the performance of proposed provenance framework, all the experi-
ments are performed on a single node Apache Cassandra Cluster on Intel i7-8700
processor @ 3.20 GHz with 16 GB RAM, and 1TB Hard Disk. Apache Cassandra
version 3.11.3 has been used for the experiments. All the queries are executed on
Cassandra database using Cassandra Query Language (CQL). Real-life Twitter
data set consists of around 1.8 lakh twitter user’s, 1.7 lakh users friends, 1.2
lakh user’s followers, and their other information like tweets posted, personal
information etc., is used for the experiments.

To perform experimental analysis of provenance capture, we have executed a
set of 25 different queries including both data retrieval and data update queries.
Average execution times of all the queries are mentioned in milliseconds (ms) as
shown in Fig. 2, where the performance overhead for the queries with provenance
capturing mechanism to capture and store provenance information is very min-
imal as compared to queries without provenance capturing mechanism except a
few queries like Q10, Q11, and Q20. As the proposed framework captures and
store provenance information of each result tuple in the result set of a query,
which increases the execution time with increase in number of result tuples.
Therefore, the query Q10 with provenance capturing support is taking longer
execution time, as it is producing larger number of result tuples in its result set.

The proposed framework also provides provenance support for aggregate
queries. In Fig. 2, the queries Q6, Q11, Q12, and Q20 are aggregate queries
those are using aggregate functions on some input values based on the predicate
given in that query. Although, the framework efficiently captures and stores
provenance information for aggregate queries such as query Q6, and Q12, yet
it takes more execution time for the queries where aggregation is performed on
large number of tuples in input data set such as query Q11, and Q20.

The provenance capturing for update queries are also supported by the pro-
posed framework. We have executed a set of data update queries to capture
and store their provenance information in “update provenance” column fam-
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Fig. 2. Query performance without and with provenance

ily. These provenance informations can be used for historical data queries, and
queries executed in past at any specific time as presented in previous section.
Like select, and aggregate queries, the proposed framework support provenance
capturing and storing for update queries efficiently with a minimal execution
time overhead, see query Q22, Q23, Q24, and Q25 in Fig. 2.

Table 2. Provenance performance overhead (ms)

Update queries Select queries Aggregate queries

Without Provenance 782 788 794

With Provenance 838 866 1124

Fig. 3. Provenance querying

The average query execution times in millisecond with and without prove-
nance support for “Update”, “Select”, and “Aggregate” Queries are presented
in Table 2. We found that proposed framework is efficient for “update”, “select”,
and “aggregate” queries in terms of execution overhead viz. 1.07, 1.10, and 1.42
percents respectively. We have executed a set of provenance queries as explained
Sect. 3.4 the performance analysis of querying provenance information is shown
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in Fig. 3. It shows that the proposed framework efficiently supports provenance
querying for both source/origin tracing and historical data queries.

5 Conclusion and Future Work

In this paper, we have developed a Data Provenance Framework to capture
provenance information for real-life live streaming twitter data set modelled in
Zero-Information Loss Key-Value Pair Database (ZILKVPDB). The proposed
framework has the potential to capture provenance information for query set
which includes select queries, aggregate queries, and update queries. It also sup-
ports to capture provenance information for historical queries using data ver-
sioning support in ZILKVPDB. The proposed framework is efficient in terms
of average execution time for capturing and storing the provenance information
for select queries, and update queries. However, a small execution overhead is
measured for some aggregate queries where aggregation is performed on a large
number of input tuples. Framework also provides support for querying prove-
nance information for historical data queries, as well as to trace the source of
result tuples of select/aggregate queries. In future work, framework will be fur-
ther extended for distributed data on different nodes in a cluster.
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Abstract. Climate change is a topic that is frequently debated on social
media. A vast majority in the debate cite scientific evidence to recognize
the existence of a man-made climate change and its impacts on environ-
ment as well as society. The opinion of the masses is critical to dealing
with various issues arising due to climate change, such as global warming.
In this work, we study people’s opinion on climate change and analyze
the data to identify the common topics which garner discussion. Our aim
is to analyze the dataset, explore the popular belief of a region and then
derive the possible explanation in terms of different factors. This anal-
ysis could help us in determining the extent to which different factors
affect people’s opinion. By building sentiment analysis models, perform-
ing topic modelling and using other appropriate technologies, we can
visualise the sentiment pattern to understand the factors affecting them.

Keywords: Climate change · Data mining · Twitter Sentiment
Analysis · Topic modelling

1 Introduction

Climate change was scientifically recognized in the early nineteenth century, but
studies related to it remained in its infancy for a long time. It was only in the
1990s that many scientists agreed upon greenhouse gases and global warming.
Climate change experts believe that if we continue the current carbon emission
rate, then by the next century the Earth would be unfit for human habitation.
World Bank reports (Hsieh et al. 2018) brings into light the threats on agricul-
ture, water levels and coastal regions when the world would be 4 ◦C warmer. It
also brought to discussion the unprecedented heat waves, severe drought, and
major floods in many regions, with serious impact on ecosystems (Bank 2006).
The scientific community has come to a unanimous conclusion that immediate
changes are necessary and that inaction would cost us dearly. Political parties
often exploit people’s polarity on climate change, where lobbyists often spread
misinformation to gain profits simply by instilling doubts around the science that
proves climate change is real. The main avenue for them to do this is through the
mainstream media, holding panel discussions and debates on the topic (Smith
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2017). Another research studied difference between the groups responding on
either side of the debate and analyzed their responses (Hodges and Stocking
2016). (Kim and Cooke 2018) analyzed tweets on climate change and ocean acidi-
fication before and after USA’s withdrawal from Paris Climate Agreement. They
observed that Trump’s decision brought increased attention to climate change
and people started expressing political opinions related to climate change on
Twitter and concluded that social media could be an effective medium to share
information and opinions. The effect of ocean acidification due to increasing
amounts of CO2 produced from man made sources, will result into change of
carbonate ion concentration in the ocean surface water in major oceans around
the world (Feely et al. 2009). (Le et al. 2017) studied the 2016 USA presiden-
tial announcements on social network platforms and identified that campaign
announcements spiked people’s attention. However, they claimed that twitter
cross talk was focused more on criticizing opposite party.

Due to the growing popularity of social networks, these portals have become
a very rich source of data. Twitter is one of the largest social networking por-
tals in the world, generating huge amounts of data every day. Twitter’s question
of “What’s happening?” captures the primary objective of the portal well, i.e.
to share what is happening around oneself. Online social network platforms
also enabled researchers to conduct surveys on diverse population in large num-
bers in a very short amount of time. Given the imminent threat, we identified
that it is necessary to check empirically whether there is any sort of correlation
between people’s sentiment on climate change and their political, social or eco-
nomic background. This study would help to identify the flow of misinformation
to the population, and their susceptibility to it.

The mindset and perspective of the people plays a really important factor
in making such a collective effort successful. Due to the growing popularity
of the internet, blogs, social media, these have become a very rich source of
data. The data generated by these portals can help analyze the different factors
that shape people’s opinion. By doing so, the government, companies and other
entities can make better decisions to make their efforts more successful. The key
contributions of this paper are:

1. The use of Latent Dirichlet Allocation to identify the most debated and dis-
cussed topics in climate change across various regions. This allows us to derive
insights from our data by correlating it with empirical evidence.

2. A comparison between the sentiments across two different year on how they
varied across regions, the key events that occurred during those years which
could have influenced the sentiments.

3. Visualisation of data at every point providing intuitive insights of sentiments
across regions and time and also allowing us to picture a high level view of
the variation in sentiments.

4. Correlation of the empirical data such as political, geographical factors with
the trends observed in our data.
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2 Literature Review

Kirilenko et al. (Kirilenko and Stepchenkova 2014) explored public discourse
on climate change on Twitter on a larger scale. They discussed the relation-
ship between geography, major news events and how central topics of discussion
change over time across different countries. They also examined which organi-
zational sources of information on climate change people in different countries
generally referenced. They observed that discourse on climate change is signif-
icant in industrially developed countries of Europe, Australia, North America,
India, and the Philippines. With a higher percentage of tweets coming from the
urban areas of the US and England. They also observed significant temporal
variability, with a substantially higher number of messages being tweeted during
morning hours, and the first four days of the week. Their research describes what
is said on climate change in a given place at a given time. They also commented
upon how generally prominent people lead the debate on climate change.

Other researchers, who analyzed twitter data, classified the tweets into two
categories, subjective and objective groups. They then further classified subjec-
tive tweets into those representing the group of tweets expressing concerning
climate change and called for action, and others in the negative group that do
not believe in climate change and called it a hoax. They detected a connec-
tion between abrupt changes in negative sentiments at times of extreme weather
situations (An et al. 2014). 5.7 million tweets from USA, UK, Canada and Aus-
tralia were analyzed and classified into 5 different classes - Real, Hoax, Cause,
Impact and Action (Jang and Hart 2015). Pearce et al. collected tweets related
to IPCC and classified them into four different categories: Supportive, Unsup-
portive, Neutral and Non- Tweeters (Pearce et al. 2014). They also analyzed
tweets from hashtags related to science, politics, geographical discussions, soci-
etal changes and new technology to understand the trends in people who tweet
on the topic and people who get tagged. (Segerberg and Bennett 2011) analyzed
the ecology of a protest on social networks. The following three points were
studied in the process, namely, process of intersection in the protest ecology in
the network, the process of embedding or filtering of messages and reflection of
changes in ecology.

Chen et al. collected 2000 tweets on climate change and labelled them as
deniers and non-deniers. Next step was tokenization, normalization followed by
vectorization. Further they used Deep learning to analyze temporal fluctuations
in public opinion on climate change (Chen et al. 2019).

Dahal et al. used sentiment analysis and topic modeling using tweets con-
taining spatial information and compared discussion on climate change across
countries. They used LDA for topic modeling and a combination of VAD and SR
for sentiment analysis (Dahal et al. 2019). This study uses a different methodol-
ogy as compared to other studies but has certain limitations, such as, messages
not written in English, missing context, filtered data (Dahal et al. 2019).

Sapul et al. compared topic modeling such as k-means clustering, LDA with
a proposed clustering algorithm CLOPE where they found keywords and hash-
tags together find more meaningful topics (Sapul et al. 2017). Singleton et al.
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performed sentiment analysis on tweets from coastal regions of USA and identi-
fied that southeast coast has smallest participation in climate change discussions
(Singleton et al. 2019).

Studying 6000 climate change tweets, Veltri et al. performed (i) thematic
analysis to create four clusters related to awareness/action, causes/consequences,
policies and energy, (ii) semantic network analysis to identify various issues being
discussed and (iii) text classification. However, the limitations of this study were
that only English tweets within a period of seven days were analyzed (Veltri and
Atanasova 2017).

Walter et al. analyzed the interaction patterns of scientists on social networks
with people such as other scientists, citizens, journalists, politicians, etc. It was
observed that they have intense discussions with other scientists, they use neutral
language with citizens and express strong negative emotions while talking to
media and politicians (Walter et al. 2019).

3 Experimental Methods

3.1 Data Collection

Over 350k tweets were crawled using the API provided by Twitter. The use
of hashtags by Twitter users provides a way to query only those tweets which
have a high probability of being relevant to the study. We crawled the com-
monly used climate change related hashtags such as ‘#climatechange’, ‘#cli-
mate’, ‘#climateaction’, ‘#artic’, ‘#globalwarming’, ‘#unfcc’, ‘#parisaccord’,
‘#parisagreement’, ‘#actionclimate’. A dataset by Kaggle, “Twitter Sentiment
Analysis on Climate Change” was also used. This dataset had about 45k tweets,
each Tweet labelled with their respective polarities. The polarities where divided
into four classes, 2, 1, 0, −1, signifying news/facts, call for action/believing in
climate change, neutral opinion and those who question the legitimacy of the
subject respectively.

3.2 Data Preprocessing

The dataset obtained from Kaggle had truncated tweets, hence we crawled those
tweets using their IDs. In our use case, cleaning the data was very important
because of the usage of trending slangs, emoticons, etc. The steps we followed
to clean the data are as follows:

1. Convert Kaggle dataset from HTML encoding to UTF-8 encoding.
2. Remove all user mentions and hashtags (begins with @ and) and links, as

they do not contain any relevant information.
3. Tweets that are Retweets have “RT” appended at their start, which might

skew our results, so we remove it.
4. Remove all stop words and lemmatize all tokens in every tweet.
5. Remove all tweets whose number of words is below 3 after all the steps above.

After performing these steps, about 350k tweets were left for the next step
i.e, classification.
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3.3 Classification Models

Here the tweet gets classified into two classes depending on whether it contains
climate change opinion or not. Many models were employed as explained below.

Logistic Regression predicts the probability of an outcome that can only have
two values. The curve is constructed using the natural logarithm of the “odds”
of the target variable, rather than the probability.

Support Vector Machine is a discriminative algorithm which works by finding
the best hyper-plane with maximum margin which separates the dataset pro-
vided. Naive Bayes Classifier is a probabilistic classifier which assumes that all
the features present independent to each other, much similar to Bayes’s theorem
on which it is based. A key advantage of Naive Bayes Classifier is that it runs
in linear time, hence performing experiments become much quicker. Ensemble
Classifier is an ensemble learning method which uses multiple decision trees as
its basis. Decision trees tend to over-fit the training data and have low bias and
high variance, but when used in a Random Forest, multiple trees trained over
different parts of the training data, the overall variance is reduced. This increases
the performance significantly.

We have used a bag of words model for the vector representation of tweets.
Here, the presence of a word impacts the result, but not the order. We cal-
culated Term Frequency and Inverse Document Frequency (TF-IDF) for each
term in our data set. We trained several different classifiers such as, Logistic
Regression, Naive Bayes Classifier, Support Vector Machine Classifier, Random
Forest Classifier and Balanced Bagging Classifier (Joachims 1998) (Dahal et al.
2019; Joachims 1998; Liaw and Wiener 2002; Ye and Ye 2020). To improve the
accuracy, we classified the data in a two-step process. We first built a classifier
to separate out all tweets that classify as class 2, i.e. news or facts, as they do
not convey opinion of people.

TF =
f

w
(1)

where: f = frequency of word in document w = number of words in document

IDF = log
N

dfi
(2)

N = Total number of documents in the corpus, dfi = Number of documents
with the words.

The most notable performance is that of Random Forest Classifier (accu-
racy of 88%). We also created an Ensemble Model (Dietterich 2000). which uses
multiple machine learning algorithms in a specific combination to improve the
predictive performance. The performance analysis of various classifiers are sum-
marized in the following tables (Table 1).

Next, tweets which were classified into −1 and 1, representing denying the
existence of climate change and believing climate change is real respectively. As
shown in Table 2, Support Vector Machines showed the best performance with
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Table 1. Performance of classification models - segregate news and opinions

Classifier Class Precision Recall F1-score Support

Logistic regression 0 0.94 0.80 0.86 7515

1 0.49 0.79 0.60 1855

Naive bayes 0 0.83 0.99 0.91 7515

1 0.87 0.19 0.31 1855

Ensemble classifier 0 0.90 0.96 0.93 7515

1 0.79 0.56 0.65 1855

Random forest classifier 0 0.88 0.98 0.93 1507

1 0.86 0.54 0.66 1855

Table 2. Performance of classification models - sentiment classification

Classifier Class Precision Recall F1-score Support

Logistic Rrgression −1 0.54 0.66 0.59 1358

1 0.89 0.83 0.86 4614

Naive bayes −1 0.87 0.39 0.54 1358

1 0.85 0.98 0.91 4614

Support vector machine −1 0.78 0.52 0.63 1358

1 0.87 0.96 0.91 4614

an accuracy of about 85.9% when compared with others. The other factors that
led to selecting SVM over others are as follows (Joachims 1998):

1. They handle high dimensional data without over-fitting.
2. Tweets have a limitation of 240 characters per tweet, which makes each data

vector very sparse. Such conditions are better handled by SVM.
3. Text categorization is generally linearly separable, and the basic idea behind

an SVM is to find the hyper plane that separates the categories.

3.4 Topic Modeling

Climate change is a very wide subject, and it assembles discussion in its various
different facets such as politics, policy, economy or even just the overall weather.
To find the different topics within tweets, we performed topic modelling using
Latent Dirichlet Allocation (LDA) Ye and Ye (2020), an unsupervised clustering
algorithm used to discover topics that may occur in a collection of document.
The algorithm sees documents as comprising of various topics and each topic
having its own set of words and then associates each document with a certain
topic. We have clustered the tweets into ten different topics.
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4 Result and Discussion

The top five countries in terms of number of tweets in our dataset were United
States, United Kingdom, Canada, Australia and India in the same order. Figure 3
shows the percentage of negative tweets. The disparity could be attributed to
the better internet penetration in these countries. Since we only gathered tweets
in English, the Non-English speaking countries like Japan, China and others are
not very well crawled as it can be seen from the map (Fig. 1).

Fig. 1. Sentiments demanding actions

4.1 Opinion Shapers: Ideologies

Political leaders and their ideologies can have a big influence on people. In June
2017, U.S. President Donald Trump announced his intention to withdraw United
States of America from the Paris Agreement (an agreement within the United
Nations Framework Convention on Climate Change (UNFCCC), dealing with

Fig. 2. Denial sentiment



106 S. Mohith et al.

(a) Negative tweets grouped by region (b) Negative tweets between 2018 and 2020

Fig. 3. Representation of negative tweets

Fig. 4. Proportion of topics in the tweets: Result of LDA

greenhouse-gas-emissions mitigation, adaptation, and finance, signed in 2016)
and ever since then, many policies that are contrary to the Paris Agreement
are already put in place in USA. Mr. Trump has often pursued the interests of
industries such as coal and car manufacturing at the expense of the environment
in his pursuit of jobs growth. He has lifted restrictions on coal plants emissions
and approved permits for the huge Keystone XL oil pipeline. He has rolled back
the Obama administration’s pollution standards for vehicles, even taking on
California for wanting to impose their own separate – tougher – ones. Trump,
clearly a populist has openly admitted that he does not believe in climate change.
Trump supporters are bound to be influenced by his flow and his ideology, which
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may explain the rise in the number of climate change denialist found in US. Our
data set aligns with the time Trump’s popularity grew significantly, i.e. 2016 till
present. According to Cody et al. (2015), in the United States climate change is
a topic that is heavily politicised; the words “deny”, “denial”, and “deniers” are
used more often in tweets containing the word “climate” (Fig. 2).

Australia is the second largest exporter of coal after Indonesia. It plays a big
part in their economy. The government has approved the construction of a new
coal mine, which would be the biggest in the world. Scott Morrison, the cur-
rent Australian Prime Minister did not attend the UN Climate Action Summit
held on September 2019, and the Australian government also stopped payments
to the Green Climate fund. The Liberal Party of Australia, the current ruling
party of Australia has members who continue to openly cast their doubt about
climate change in their interviews. A spokesman for Mr. Scott Morrison said:
“Australia has already outlined our policies to tackle climate change including
cutting our emissions by 26–28% and investing directly into climate resilience
projects through our regional partners” (Murphy 2019). However, the decision
to construct the coalmine says otherwise. It is clear politically, Australia does
benefit with lax policies (Goodman 2020).

4.2 Opinion Shapers: Leadership

The Prime Minister of Canada, Justin Trudeau is a vocal proponent for fight-
ing climate change, who introduced carbon tax in 2018. However, he has faced
criticism for breathing life into Canada’s oil industry. Indeed, the day after the
government declared a climate emergency; it approved a multi-billion-dollar oil
pipeline expansion. Although, the revenue from here are being used for green
projects. Due to this, the net greenhouse emissions in Canada has decreased
ever so slightly under Justin’s administration. Combine this with overall 40%
land areas covered by forest, the climate conditions in Canada is quite better
than other places. Such steps by the political leaders can convince the existence
of global warming. This might explain the difference in the percentage of the sen-
timent of class −1 when compared to US, 8.87% vs 9.65%, despite them being
similar in economic front, and sharing such a huge common border.

The former prime minister of UK Theresa May set a goal of net-zero emissions
by 2050. Boris Johnson’s (the current PM) father was a committed environmen-
talist who has campaigned for faster action on climate change. His influence
is apparent in Boris Johnson’s endorsement of various campaigns. As we can
see from the pie chart in Fig. 4, UK has very few number of people who deny
(and those who are skeptic/neutral) climate change among the top five coun-
tries. It maybe so because of the leader’s belief and the policies (UNFCCC Paris
Agreement, zero-GHG emission by 2050). The UK government has allotted more
budget to fight climate change than what was allotted before indicating its com-
mitment towards the 2050 goal.
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4.3 Opinion Shapers: Media

“The greater the quantity of media coverage of climate change, the greater the
level of public concern”. Studies indicate that advertising interests and editors
have always challenged journalists’ abilities to adequately report on climate
change issues. Instead of climate change stories, editors often prefer more sen-
sational topics that garner higher ratings and approval with advertisers (Park
2018).

At a time when civilization is accelerating towards disaster, climate silence
continues to reign across the bulk of the US news media. Especially on television,
where most Americans still get their news, the brutal demands of ratings and
money work against adequate coverage of the biggest story of our time. Many
newspapers, too, are failing the climate test. The IPCC landmark report from
2017 that had some eye-opening facts/evidences supporting climate change was
covered by just 22 of the 50 top media houses. In this aspect, the Canadian media
is better. In late September, hundreds of thousands of Canadians took to the
streets across the country to demand more from their governments on climate
change. It was one of the largest mass protests in Canadian history. It was also a
sign, many in the environment movement believed, of Canada’s climate-change
coming of age. Climate Change was chosen in a survey of reporters and editors
across the country as the 2019 Canadian Press News Story of the Year.

Huge variations in climate change, its effects/evidence is not been covered
by the mainstream media as viciously as they cover other subjects. We could
take the example of India, which has about 8% class –1 tweet, which is quite a
lot considering the severity of the matter. In India most media houses are pro
establishment and are generally more concerned about debates in topics such as
whether a person is anti- national or not? Is India faring better than Pakistan
or not? etc. It is almost as if media houses do not want to cover more of climate
change. One possible explanation for this is that the more the media houses
cover these issues, the more the people start protesting with the government
for its decisions like approving permits for oil pipeline or taking down pollution
standards. If that happens, the companies involved could suffer huge losses and,
in some cases, reduce job opportunities. So, it could be in the interest of the
government to lobby for such industries, disregarding its impact on the environ-
ment, for immediate gain. It is also notable that despite having such a large user
based, the proportion of tweets from India about climate change is far less.

5 Conclusion

In this study a variety of advanced tools were used to obtain the results and
empirical evidence was used to explain the reason behind the observed results.
Climate Change is one of the biggest challenges of our time and identifying the
problem is only half the story. We can see that actions from political entities
trigger large scale response from the people. It is crucial that these entities take
correct decisions. Although we’ve tried to cover a majority of important events,
these are not all. Every small incident at every level of the society plays an
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important role in shaping the opinions of the people. Twitter provides a reliable
overview into people’s life and the factors in their surroundings that shape their
opinion. We also need to consider other popular platforms and languages to be
able to understand the opinions better.
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Abstract. Mobile application based ride-hailing systems, e.g., DiDi,
Uber have become part of day to day life and natural choices of transport
for urban commuters. However, the pick-up demand in any area is not
always matching with the supply or drop-off request in the same area.
Urban planners and researchers are working hard to balance this demand
and supply situation for taxi requests. The existing approaches have
mainly focused on clustering of the spatial regions to identify hotspots,
which refer to the locations with a high demand for pick-up requests. In
our study, we determined that if the hotspots focus on the clustering of
high demand for pick-up requests, most of the hotspots pivot near the
city center or two-three spatial regions, ignoring the other parts of the
city. In this work, we proposed a method, which can help in finding a
local hotspot to cover the whole city area. We proposed a dominating
set problem based solution, which covers every part of the city. This will
help the drivers looking for near-by next customer in the region wher-
ever they drop their last customer. It will also reduce the waiting time for
customers as well as for a driver looking for next pick-up request. This
would maximize their profit as well as help in improving their services.

Keywords: Ride-hailing system · Hotspots detection · Location based
service · Dominating set problem application

1 Introduction

Taxis are important parts of an urban transport system and mobile-based taxi
hailing applications have made them the most preferred mode of transport for
intra-city travel. Ride-hail wait time is the period between the moment when a
rider hits “request” to when a ride-hail vehicle arrives. Ride-hail wait time plays
an important role in a customer’s experience of a trip. One of the main goals
of a taxi hailing service is to reduce the ride-hail wait time for every customer;
various studies show this improves customer experience.

In recent years, there has been an increase in human mobility leading to an
exponential rise to the number of vehicles especially mobile based taxi hailing
services that provide ease of commuting. This has also led to a rise in the num-
ber of institutions and researchers focusing on urban transport and its related
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fields like profit maximization, route recommendation, traffic analysis, hotspot
detection and pollution control measures.

Mobile application-based ride hailing service easily detect the pick-up and
drop-off points in a spatial region. This brings a researcher’s interest in detecting
the hotspots. In the application of taxi demand analysis, hotspots [4] are the
places of more than usual occurrence; that is, the places with high density of
demand. Most of the previous hotspot detection and analysis related works [1,3]
have discussed the clustering of the areas with high demand of pick-up requests.
Most of the cities have some areas which are near to the city center or prominent
places (like monuments, Market, business hub) and they have higher demand
for taxi pickups while rest of the city has more or less a normal distribution of
requests. Most of the recent researches are focused on clustering of those area
while the other areas remain ignored. Practically, a taxi driver who has just
dropped a passenger in a less prominent area cannot drive back every time to
the city center to pick his or her next passenger. Instead he can wait for sometime
or drive to a local hotspot which is nearer to his current drop-off location.

Fig. 1. Optimal Placement of taxis (a) Existing approach (b) Proposed model

Example: Figure 1 shows an example, where all the taxis waiting near the
hot-spots detected on the basis of maximum pick-up request clustering. In our
approach, we determine the local hot-spots across the city using road network
graph and historical data of taxi pick-up request. This will help in finding the
local hot-spots covering each part of the city. Focusing on these issues, our aim
is to:

– Reduce the cruising time of the drivers, that also maximizes their revenues,
– Find the optimal number of taxis in a city that maximizes the revenue per

taxi, and
– Maximize the coverage of taxi services in a city with the optimum resource

allocation.

2 Literature Review

Identification of taxi hot-spots is relatively a recent and upcoming field of
research [6–15]. Many researchers have been working on identifying the taxi
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hot-spots. The authors in [2] have proposed a simple Dijkstra-based algorithm
for approachable kNN query on moving objects for the ride-hailing service, which
considers the occupation of objects. They further improved its efficiency by
applying a grid-based Destination-Oriented index for occupied and non-occupied
moving objects.

In [3], the authors have applied density-based spatial clustering techniques
to study the similarity in distribution pattern of pick-up and drop-off hotspots.
In [4] the authors mined historical data to predict demand distributions with
respect to different contexts of time, weather, and taxi location for predicting
taxi demand hotspots. Yu et al. in [1] have proposed a conditional generative
adversarial network a long short-term memory structure (LSTM-CGAN) model
to capture the spatio-temporal distribution of taxi hotspots.

In many of the existing approaches, the researchers have applied various clus-
tering algorithms, like K-means [9], DBSCAN algorithm [8,15–17], fuzzy clus-
tering [19] or taxi-data mining algorithms, such as the density based hierarchical
clustering method [12], to identify taxi pickups locations. Those clustering-based
models mainly focused on spatial features of historical data to understand the
taxi requirements. In order to understand the taxi demands more accurately
many researchers have explored the temporal properties [18,20].

Due to recent growth in deep learning techniques, some Researchers have
applied these techniques for traffic predictions, such as short-term traffic flow
[22,23], real-time traffic speed [24], and passenger-demand for real-time ride
service [25,26]. Dominating sets are one of the most discussed topics in graph
analysis. It is widely used for finding the most influential nodes in a graph for
a communication networks, social networks and road networks [27,28]. He et al.
used dominating set problem for quality improvement in wireless sensor network
[29], she proposed a neural network model to find the minimum weakly connected
dominating sets (WCDS) in a wireless sensor network.

As discussed, most of the researchers have used different clustering and deep
learning techniques for the hot-spot detection and analysis. In this paper, we are
using the dominating set problem-based solution for detecting the local hotspots
that reduce the cruising time for drivers, maximize their revenues, help to find
the optimal number of taxis in a city, and also maximize the coverage of taxi
services in a city.

3 Context of the Problem

In a spatial region, a taxi driver’s priority is to find the next customer at the
earliest after dropping his current customer. While waiting for his next trip and
halting at some place it is desirable for a driver to minimize his arrival time to
the next customer. To reduce this arrival time the driver can be placed around a
reference position known as ‘hotspot’. That hotspot can be detected by analysing
his last drop location, time and request history, etc. This analysis will be helpful
for taxi drivers to decide where to move after dropping their present customer
and where to halt so that it minimizes the time to pick-up the next customer.
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3.1 Preliminaries

Definition 1 (Dominating Set). A subset D of a the vertex set V(G) of a
graph G is said to be the dominating set if every vertex not in D is adjacent to
at least one vertex in D. If the subgraph <D> induced by D is connected it is
called Connected Dominating set and if this set is minimal then it is called as
Minimum Connected Dominating Set (MCDS) [27].

Definition 2 (k-hop Dominating Set). In this paper, we used the concept of
dominating set to find the most important/influential nodes in a road network
graph. We modified the traditional concept of dominating set and defined the
k -hop dominating set as:

A k-hop dominating set is the minimum number of nodes that cover the whole
graph and each selected node covers all the nodes at k-hop distance. So, every
node from the dominating set will be at least k -hop and at max 2k -hop distance
away from the other nodes in the dominating set. Other nodes have maximum
k -hop distance from a dominating set node as every dominating set node covers
all nodes up to k -hop distance. Section 5 of this paper discusses the effect on
different metrics by varying the value of k, this helps in finding the optimal
value of k.

Definition 3 (Road Network Graph). The road network graph G(V,E) is
a planar graph, with each road segment as an edge(V ) of the graph, and the
point at which two or more roads intersect, are represented as the vertex(E ) of
the graph G.

Definition 4 (Driver). Each taxi driver is represented by W and it has some
attributes which are represented by:

IDW : Unique identity number of the each driver W, lW : Location of the
driver W, STW : Time of the day at which driver W starts working, BW : Current
status(Busy/Not-busy) of the driver W, TDW : Distance covered during trips by
the driver W, IDW : Distance covered by the driver W for next customer search,
NTW : Total number of trips covered by the driver W.

When a taxi request is generated, the system searches the nearest drivers
using their location and their status (busy/not-busy). If a driver is free and his
location matches with the taxi request location according to the system, his
attributes get updated accordingly.

4 Methodology

In this section, we present the algorithms to address the problem of optimal
placement of taxis in a city to improve the availability of taxis for customers and
to maximize the revenue. The road network of a city is a planar graph. Using
the available taxi data-set and road network data-sets, we can determine the
demands for taxi arising at each node per unit time in a city. After determining
the demands per node, we are generating a weighted graph and evaluating the
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maximum weighted minimum dominating set of nodes in the city. This model
uses historical data to predict the next request generating nodes or the most
prominent point for drivers to stay.

This work proposes the following four algorithms:

– To find all the neighbours of a node we proposed a function NeighbourSearch
(Algorithm 1) which is used in Algorithm 2 and 3.

– Algorithm 2 and 3, for determining the dominating set.
– Algorithm 4 represents the workflow, and uses Algorithm 2 and 3 for task

assignment to the drivers.

Algorithm 1: Algorithm for search function NeighbourSearch
Input: : (a) Road Network Graph G(V,E) (b) Target node ‘root’ from the graph

G(V,E) (c) k value
Output: List of nodes under k-hop distance of ‘root’

1: list S = [ ] //an empty array list for visited nodes in each iteration
2: set Q = {root} //a set of nodes that behaves like a queue

3: while k != 0 do

4: for each element in Q do
5: vertex v = pop leftmost element from Q

6: for each neighbour i of vertex v do

7: if neighbour i not in S then
8: add i in S
9: add i in Q

10: end if

11: end for
12: end for

13: k = k-1
14: return S
15: end while

4.1 Neighbour Search

To determine the dominating set of a planar graph, first, we introduced a function
to find all the nodes which are under k-hop distance from the selected node.
Algorithm 1 represent the pseudo code for function NeighbourSearch, it takes
three arguments, the road network graph, the targeted node and the k value up
to which the neighbouring nodes have to be added. An array list S and a set
of nodes Q is initiated. A while loop will iterate for each k value and add the
neighbours at each k value in the list S and replace the node in set Q with its
neighbours. To find the all neighbours up to k-hop distance the while loop will
iterate k times. This will return list S that contains target and its neighbouring
nodes up to k-hop distance. The complexity of this algorithm is O(V) as this
algorithm using a BFS search method.
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4.2 k-hop Dominating Set Algorithm

Algorithm 2 depicts the k-hop Dominating Set formation on the basis of number
of requests originating on each node. It initiates an empty list ‘DS ’ and a empty
dictionary freq. A dictionary is a collection which is unordered, changeable and
indexed tuples, each tuple is a set of key: value pairs. In this algorithm dictionary
freq stores nodes as keys and the number of requests on respective node as value.
In line 3–5, freq appends each node with respective ‘total number of requests’
originating on that node calculated using historical data. Line 6–15 uses this
data from freq to find the node with maximum request originating and selects
this node along with its neighbours up to k-hop distance using NeighbourSearch.
In each iteration a node with maximum value got selected and that node and its
neighbours got deleted from freq. When freq get empty, we get the dominating set
DS for the graph. The complexity of this algorithm is O(V 2), as for each element
in the dominating set, function NeighbourSearch is called and each neighbour is
checked to be deleted or not.

Algorithm 2: Algorithm for k-hop Dominating Set
Input: : (a) Road Network Graph G(V,E) (b) Taxi request data history
Output: List of nodes from Dominating Set ‘DS’

1: list DS = [ ] //an array list for adding dominating set node at each iteration
2: dictionary freq = { } //an empty dictionary data structure
3: for every vertex v of Graph G do

4: calculate no. of request freq(v) on vertex v and add (v,freq(v)) in a dict freq
5: end for

6: while freq is not empty do
7: maxnode = select node with maximum value from freq
8: add maxnode to DS

9: nbr = NeighbourSearch(G, maxnode, k value )
10: for j in nbr do

11: if j in freq then

12: delete freq(j)

13: end if
14: end for

15: end while
16: return DS

4.3 Modified k-hop Dominating Set Algorithm

Next, we present the Algorithm 3 which is updated version of Algorithm2. k -hop
Dominating Set algorithm greedily selects the node that has maximum number
of request among the available nodes at each iteration. Their is no consideration
of requests appearing on the neighboring nodes, so in Algorithm3 (Modified
k -hop Dominating Set algorithm) tries to remove this frailty to improve the
dominating set results (as shown in Fig. 2). Modified k -hop Dominating Set
algorithm considers consolidated number of requests on each node including its
all neighbours from k -hop distance.
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Fig. 2. Execution of Algorithm 2 and 3 to find the k-hop Dominating set with k= 1

Algorithm 3: Algorithm for Modified k-hop Dominating Set
Input: : (a) Road Network Graph G(V,E) (b) Taxi request data history
Output: List of nodes from Dominating Set ‘DS’

1: list DS = [ ] //an array list for adding dominating set node at each iteration

2: dictionary freq = { } //an associative array to store unordered key-value pairs

3: dictionary freq’ = { } //an associative array to store unordered key-value pairs

4: for every vertex v of Graph G do
5: calculate no. of requests freq(v) on vertex v and add (v,freq(v)) in a dict freq
6: end for

7: for every element i in the freq do
8: freq’(i)=0

9: nbr = NeighbourSearch(G, i, k value)

10: for j in nbr do
11: if j in freq then

12: freq’(j) = freq’(j)+ freq(i)
13: end if

14: end for
15: end for
16: while freq’ is not empty do
17: maxnode = select node with maximum value from freq’

18: add maxnode to DS
19: nbr = NeighbourSearch(G, maxnode, k value)

20: for j in nbr do

21: if j in freq’ then
22: delete freq’(j)

23: end if

24: end for

25: end while

26: return DS

In this algorithm, first we append each node with respective ‘total number of
requests’ originating on that node calculated using historical data in freq. Then,
using the NeighbourSearch we calculated the total weight of each node along with
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its neighbours up to k-hop distance and saved this data in another dictionary
freq’. In line 16–25, the node with maximum weight is selected from freq’ and in
the graph, this node and its neighbours up to k-hop distance selected. Each time
a node selected, this node and its neighbours get removed from freq’. Finally, we
get the DS when freq’ gets empty which means that all the nodes of the graph
G got covered. The complexity of this algorithm is O(V 2), as for each vertex of
the graph G(V,E), function NeighbourSearch is called.

Algorithm 4: Task assignment to the drivers
Input: : (a) Road Network Graph G(V,E) (b) Taxi request data (c) List of Drivers
Output: Detailed information of all drivers

1: function CheckRequest(graph,Request, ListofDrivers)

2: Find near-by idle drivers using KNN-search
3: if driver available at the requesting node then
4: assign driver this request

5: update the driver information in the driver list
6: else

7: assign driver this request

8: travel to the requesting node

9: update the driver information in the driver list
10: end if
11: return updated driver information

12: for every request do
13: driver information = CheckRequest(graph,Request,List of Drivers)

14: if if driver location node is not is DS then
15: move driver to DS
16: update the driver information

17: end if

18: end for

Figure 2 shows the execution of Algorithm 2 and 3. To find the k-hop Dom-
inating Set using Algorithm 2 and 3 with k = 1, that means for each node, in a
graph G(A, B, C, D, E, F, G, H, I, J, K, L), if the node is picked then all its
neighbours at 1 hop distance will also be picked. Finally it will return the set of
nodes that cover the whole graph.

4.4 Task Assignments

Task assignment in a spatial region is one of the most important part in this
system and assigning the right job(request) to the right person(driver) is a com-
plex problem. Algorithm 4 depicts the work flow of the system. On arrival of
every request, a CheckRequest function gets invoked. With this CheckRequest
using the location of the request we check the nearest available taxi using R-tree
based KNN search in that spatial region. If the driver is not busy and available
at exact node (line 3–5) he accepts the request and his attributes get updated,
else he travels to the desired location and his attributes get updated accordingly.
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When the driver reaches at the destination of his current trip, he would stop in
case that destination point is a node from a dominating set (proposed by Algo-
rithm2 or 3). Otherwise the driver would drive to the nearest node from the
dominating set.

5 Experiment Setup

In this section, we experimentally evaluated the proposed algorithms to find
the dominating set of the New York city road network graph [30]. Then, we
analysed drivers’ placement in that dominating set and studied its effect on using
different parameters like varying the number of drivers and size of dominating
set. In our experiments, we have used NY city road network graph [30] and NY
taxi dataset [31]. The taxi data has 3.8 million taxi requests and 99% of these
requests are extended from 40.5 N to 41.0 N latitude and −74.2 E to −73.5 E
longitude. We cleaned the road map data and in the NY-city road map, we had
20,700 nodes and 33,000 edges. The NY-city taxi dataset has attributes: date-
time, pickup location and drop-off location, and there are five to six thousand
requests generated per day approximately. We considered taxi drivers data with
different attributes: Id, location, status (busy/not-busy) and date-time. We used
python libraries for our simulation and the experiments performed on Intel(R)
Core(TM) i5-7500 CPU @3.40 GHz and 8 GB RAM.

5.1 Size of the Dominating Set Varying k-Value

The k -value is defined as the minimum distance between any two nodes of the
dominating set. If k = 5, it means any two nodes in the dominating set have
at least five nodes between them and maximum ten. Higher the k -value means
more coverage of neighbours by each node. Figure 3 shows the effect of varying
the number of nodes for NY-City road network graph. We can observe that the
increasing value of k reduces the dominating set size exponentially.

5.2 Varying the Number of Drivers

Number of taxis available in a city plays an important role for taxi service
providing companies. It can also be helpful in city traffic and other related
infrastructure, which are however, beyond the scope of this work. In this section,
we analysed the effect of number of taxis with and without the application of
our proposed method, and observe how our approach makes a difference.

Figure 4 (a, c, e) and 4 (b, d, f) depict the performance varying the number
of drivers using Algorithm2 and 3, respectively. First, we analysed the number
of drivers who got the work, that means at least one trip during the day. We
can observe in Fig. 4(a) and 4(b) that our recommendations help more drivers to
get the requests and with increasing numbers almost 80% of drivers get at least
one ride. Figure 4(c) and 4(d) show an average of total number of taxi requests
completed during the day. We can also observe from the figure that as the number
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of drivers increases, the number of request completed are also increased up to
more then 80% of the total requests subsequently. Figure 4(e) and 4(f) show
distance travelled by a driver to pick the next customer per request. We can
see that with increasing number of drivers, distance travelled is decreased per
request. This will save both resources and time and help in quality improvement.

(a) Size of k-hop Dominating Set (b) Size of Modified k-hop Dominating Set

Fig. 3. Size of the dominating set for different k-values

k-hop Dominating Set Modified k-hop Dominating Set

(a) Driver who got at least one trip (b) Driver who got at least one trip

(c) Total number of trips completed (d) Total number of trips completed

(e) Distance to find the next customer (f) Distance to find the next customer

Fig. 4. Effect of varying the number of drivers.
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5.3 Varying the K-Value

Figure 5 (a, c, e) and 5 (b, d, f) depict the performance varying the k -value i.e.,
number of hops in a dominating set, using Algorithm2 and 3, respectively. As
the k-value increases the number of nodes in the dominating set decreases. First,
we analysed the number of drivers who got the work, that means at least one
trip during the day. We can see in Fig. 5(a) and 5(b), our recommendations helps
more drivers to get requests as the area covered by each node of a dominating
set is increased, which also increases the maximum reach of the drivers. With
the increase in k -value, the size of dominating set gets decreased and each node
covers more number of neighbouring nodes.

Figure 5(c) and 5(d) shows an average of total number of taxi request com-
pleted during the day with increasing k -value. We can observe from the figure
as the k -value increases the number of requests completed are increased and
reached up to more than 80% of the total requests. Figure 5(e) and 5(f) show
distance travelled by a driver to pick the next customer per request, we can see
with the increasing k -value, distance travelled also increases per request as the
area (number of nodes) increases for each node in the dominating set. So this

k-hop Dominating Set Modified k-hop Dominating Set

(a) Driver who got at least one trip (b) Driver who got at least one trip

(c) Total number of trips completed (d) Total number of trips completed

(e) Distance to find the next customer (f) Distance to find the next customer

Fig. 5. Effect of varying k-value (size of the dominating set).
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factor becomes a trade-off between the distance travelled and the total number
of taxi requests a driver gets to maximize his profit. To find an optimal k -value
that can maximize the profit for a driver and his company is also a challenge.

From the experiments, it is observed that our approach provides more number
of trips even with fewer number of taxis available in the region. Therefore, this
approach is helpful in determining the optimal number of taxis, in a city, to get
the maximum revenue in the same demand scenario.

5.4 Comparison with Other Clustering Algorithms

We compared our proposed algorithms (K-hop and Modified K-hop) with the
well-known clustering algorithms viz. K-means, Agglomerative hierarchical clus-
tering (AHC) and Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm, used in [4] for finding the hotspots in a city. The results
are depicted in Fig. 6(a) and 6(b). The results show the effect of varying the num-
ber of drivers on the total number of trips, and distance covered by the driver
to pick next customer. It is observed that our proposed algorithms outperform
in both the cases.

Fig. 6. (a) Total Number of Trips and (b) Distance covered to pick next customer

6 Conclusion and Future Work

In this paper, we have proposed algorithms for the optimal placement of taxis
in a city using dominating set. From the results, it is evident that there is a
significant improvement in the total number of trips and total distance covered
by taxis using the proposed method. This work would be helpful for taxi service
providers in decision making such as to find the optimal number of taxis to be
operated, optimal placement of taxis, and to generate the recommendations for
taxi drivers for pickup of every next customer at earliest.
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Abstract. Data replication among multiple IT systems is ubiquitous among large
organizations and keeping them running is a critical success factor for their IT
departments. When services are disrupted, IT administrators must be able to find
the faults and rectify them quickly. Due to the scale and complexity of the data
replication environment, the fault diagnostic effort is both tedious and laborious.
This paper proposes an approach to fault diagnosis of the data replication software
through deep reinforcement learning. Empirical results show that the new method
can identify and deduce the software faults quickly with high accuracy.

1 Introduction

Data replication is one of the essential IT services in a large organization where data is
distributed and shared to service various business needs, and these replicating services
are conducted by numerous commercial software which had been built for this purpose
at very low latency. Their uptime and service are critical to the business’ functions,
so ensuring that they are operating at an optimum level is important [1]. However,
software in a complex IT environment will face operational issues and faults that can
be attributed to various reasons such as issues arise from underlying operating systems,
network connectivity, permission, and many other causes [2]. The amount of effort to
troubleshoot and resolve any IT fault consume the bulk of any IT administrator’s work
time and it varied from a short period if the fault is easy to fix to long-duration where
the fault may require software vendors to develop bug fixes plus the cycle of product
acceptance testing. The extent of this will exacerbate when multiple faults are occurring
concurrently and there is a limited number of IT administrators available to handle the
job. The IT administrators’ manual hands-on effort is not well known for scalability for a
larger number of IT systems, coverage in the period of support throughout the period on
24 × 365. In addition to that, they are prone to fatigue, human errors, and slowness. The
capability of any IT administrator is also limited to their skills and experience including
other social or human conditions too. As the data replicating environment comprise of a
multitude of software and hardware technology, any single IT administrator will find it
difficult to maintain a certain expert level of expertise across multiple software domains
[3].
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We propose a novel method to conduct fault detection and diagnosis for the data
replicating setup using deep reinforcement learning. To our best knowledge, there is
no prior research on applying Machine learning for fault diagnostics in the field of
data replication for databases. The computational search space to align the combination
of information from the Data Replicating Environment (DRE) versus the possible root
cause is high and difficult. For any single fault detected, theremay be other various forms
of causes. Techniques like decision trees, Bayesian networks, or statistical methods are
commonly used in the industry to meet this need. The diagnostic models are customized
to the solution that they are intended for, and they are not readily modifiable to fit in new
changes nor interoperable with other software domains. We want our new solution to
be general-purpose enough to adapt to any software domain and with greater flexibility
and ability to expand its knowledgebase of diagnosing faults with ease.

2 Literature Review and Background

A common implementation of fault diagnosis with machine learning involves the acqui-
sition of signals or data, the perform feature extraction, or information infusion before
using machine learning models to perform pattern recognition to derive fault diagnosis
[4]. Another approach is the use of a convolutional neural network for better accuracy
in fault diagnosis for industrial’s permanent magnet synchronous motors in conjunction
with the analysis of generalized frequency response function for [5].

Deep neural networks are used prevalently in both academia and industry for the
system’s fault diagnosis across different domains. But there are some shortcomings
that researchers have identified in the use of NN for this approach and they are; 1) the
complexity of mapping relationship between data and outcome of faults for complex,
non-linear systems, 2) the availability of labelled data and high quality extracted features
for the model training, 3) the configuration of the neural networks models need frequent
retraining, reconfiguration and optimization to keep them relevant [6].

The authors use Reinforcement Learning (RL) to diagnose the ball bearing faults in a
motor, by acquiring the signals from monitoring meters set against various components
within the motor and use Neural Network (NN) to predict the outcome [7]. The outcome
is compared against a set of labelled data that has been predetermined to gauge the
quality of their predictions. A q-table is built between the detected motor’s conditions
and the outcome of the predictions during training, which is used by the agent during its
knowledge exploitation phase. Another research [8] followed a similar approach with
a signal band filter in its fault determination criteria on signals data gained from rotary
machinery motors. These are initial research conducted in using deep reinforcement
learning for motor machine fault diagnosis and we observed that the application has
several features; it is an enclosed system with minimum or no direct interaction with
external entities. All the data input are signals from monitoring meters set around the
motor, and the data acquired are explicit homogeneous. There is a set of prelabelled data
that the RL’s NN can refer to. However, in a complex IT system environment, it is an
open system with many interfacing components and the data received for fault diagnosis
are heterogeneous in data type, categories, frequency of occurrence and status usage. It
requires an additional set of data manipulation and a new design before RL can be used
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for this intent. The authors in [9] used RL for fault diagnosis on a virtualized network in
the cloud service, acquiring inputs from a list of subsystems within the Virtual Machine
(VM) networks and map to state-attribute vectors. It used an external entity to validate
the attributes in response to the state. The attributes are regarded as the diagnosed faults
and are manually mapped to external actions to remediate them. This gives rise to the
inspiration of a similar approach for this paper, but the main difference is in the setup of
the diagnosis validation module where we use a script-based approach as compared to
the manual mode in this research [9].

The current commonmethodof implementing fault diagnosis for complex IT systems
for both academia and industry is to usemachine learningmodels such asRandomForests
or Bayesian Network [10]. Both require well-designed models that are specifically tai-
lored to the intended IT systems where the fault detection and diagnosis procedures need
to be performed. The premise for the design of such complex and well-defined Fault
Detection and Diagnosis (FDD) model has complete knowledge of every sub-system,
components, relationship, and operations including data exchange in the IT system. The
limitation with this approach is that every implementation of these complex IT systems
is not generic and are tailored to specific business IT requirement [11]. So, having a
rigid and well-defined FDD agent will not have the adaptiveness nor flexibility to meet
the range of different system setup. It will require numerous customization which is
time-consuming and laborious.

What is required here is a new approach where the FDDmodel can be made general-
purpose enough to suit any combination of software for the IT systems; be it database,
web application, firewall, or network. It should minimize unnecessary steps of detailed
check procedures and able to deduce the diagnosis quickly simply by looking at the
symptoms and refer to its knowledge just an experienced IT administrator. It should be
flexible to extend or correct its existing model to cover any new alteration that occurs in
the IT system’s environment. In another word, we relate the new FDD model as a new
mechanic apprentice that need to learn on the job to perform the checks and deduce the
faults from the gathered information under the guidance of his supervisor. We expect
it to learn in both detecting and diagnosing adaptively, starting from an early stage
where it will do extensive checks on every aspect of the IT system, but once it reaches
a certain level of maturity, it should be able to determine from its expert knowledge
that the certain symptoms or events exhibited in the IT system can be related to certain
sub-domain of the system’s setup with great confidence, similar to the skill difference
between an inexperienced and an expert IT administrator.

3 Adaptive Fault Diagnosis (FD) Module Design

Deep Reinforcement Learning (DRL) [12] is used in performing the fault diagnosis
against the Data Replication Environment (DRE) with the objective of an intelligent
system that can emulate the learning and work process that is similar to a junior IT
administrator in managing a system related problem. Figure 1 shows an overview of the
FDDmodel. As an individual that is receiving on-the-job training, it will learn initially to
analyze every aspect of the DRE and gather all the related information. It also starts with
a little or no prior knowledge on the relationship between information and diagnostic
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conclusions, it interacts with its supervisor or someone with expert domain knowledge,
receiving guidance and information to derive the diagnosis. This iteration carries on
and the FDD will build up its knowledge slowly, and when it has sufficient knowhows
on the environment, it can derive an accurate deduction of the fault just by looking at
the environment’s symptoms without going through all the unnecessary and unrelated
system checks [12]. The justification for using DRL for supporting the fault diagnosis
is mentioned in problem definition, while these routines can be easily performed by
hardcoded, well-defined models, the scope for these groups of software fault diagnostic
system cannot be fixed. They must be flexible to cater to different fault scenarios and
grow to cover other forms of the software system that can be rolled under the FD’s
management. A series of data collection points are established to ingest and process
the information from the DRE before sending it to the FDR’s DRL unit [13]. Once
the agent has determined that there is a need to investigate, it will launch a series of
queries to acquire more details from the environment for its fault analysis and diagnostic
routine until it can reach a point where it can either deduce the root cause or listed
it as an unknown error, which triggers another routine to notify the IT administrator
for assistance and input. The FDD model can be split into 3 modules: Information
Acquisition (IA), Diagnostic Reinforcement Learning (DRL), and System Diagnostic
(SD) as shown in Fig. 2 [12].

3.1 Information Acquisition (IA) Module

The availability of timely and accurate information from various software subsystems
of the DRE is important to the diagnostic analysis process and they come in three forms:
logs, metrics, and events. All the DRE’s software; Oracle Database (DB) [14], Shareplex
[15], and Operating System (OS) [16], produce information about their states constantly
and proactively into log files under the software’s respective product directories. They are
available in a well-defined format and provide enough information to support a system
diagnosis effort. For the metrics part, these are system or software statistics that can only
be obtained through explicit command queries via OS’ shells or their respective utility
tools. The third form is the events that logically describe the experiences from the users
or another depending system while interacting with the DRE. It is a brief description of
encountered service’s anomalies for the FDDcan refer to for investigation. An event such
as login failure, slow replication, data not found as some examples. Once the inputs have
been processed with all the mandatory details extracted out, they are used to represent
the system environment’s state to the DRL and as input into both the SD modules.

3.2 Diagnostic Reinforcement Learning (DRL) for FD Module

The FDDmodule uses the Actor-Critic Deep Reinforcement Learning algorithm (DRL)
[17, 18]. Referring to Fig. 2, in this setup, the DRL’s Actor is performing as a function
approximator that tries to predict the best action for a given state, and in this case, the
best diagnosis. The DRL’s Critic also takes in the DRE’ state-input plus the Actor’s
action, join them and output the action’s maximum future reward, Q-value, for the given
state-action. The Critic uses the SD module to validate and score the Actor’s action.
There are 3 phases of learnings for the DRL as shown in Fig. 3 [18].
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1) Early learning phase; where the agent has little a-prior knowledge about the DRE
at the start, so it needs to perform exploration by interacting with it through trial-
and-error. It passes the DRE’s states into the SD module as symptoms and the SD
module runs through all the diagnostics routine against the DRE’s software to gather
information about their attributes and service status. The SD module will then be
processed and summarised the acquired information to formulate a service diagnosis
matrix as shown in Eq. (1) [18].

DRE′s diagnosed service matrix =

⎡
⎢⎢⎣

sdbs1 srpl1 snet1 sose1
sdbs2 srpl2 snet2 sose2
. . . . . . . . . . . .

sdbsn srpln snetn sosen

⎤
⎥⎥⎦ (1)

2) Middle learning phase; after it has gathered enough knowledge about the DRE, the
DRL’s Actor learns to predict the best action-diagnosis against the environment’s
symptoms-states using its neural networkwhich has been trained by using the knowl-
edgebase gathered from the earlier learning phase as its minibatch. There is a high
chance that the NN will predict incorrectly, so in such an event, the RL’s Critic will
run the validation process through the SD module which corrects and assign the
Q-value to the state-action pairs and then store in the Q-table, as well as updating
the knowledgebase. The gradual built-up of the knowledgebase will improve DRL’s
NN prediction accuracy [18].

3) High learning phase. By this stage, the DRL agent would have learned all the states
- symptoms that may associate with the faults in the DRE and can predict the best
actions-diagnosis with high accuracy. This is regarded as the exploitation of the
DRL’s rich build-up of knowledge where it can provide a very quick turnaround time
in identifying the faults’ matrix without performing excessive checks or validation
through the SDmodule. But during this period, the agent also performs a probability-
based decision between exploitation versus exploration; Exploitationwhere theDRL
decided to refer to its knowledgebase to respond the best action for the DRE’s state,
Exploration where DRL’s decide to run all the detailed checks through SD module
and get the diagnosis instead of relying on the NN’s prediction. At the start of
the learning cycle, the probability for exploration will be high at the low learning
phase but this diminishes over time when it reaches the high learning phase, where
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the exploration rate has decayed over iterations and the preference is shifting more
toward knowledge exploitation [18].

3.3 System Diagnostic (SD) Module

The DRE comprise of different software and technology working together to provide the
service [19]. Each software and technology have a unique list of configuration, checks,
operations, and attributes. So, the SD Module has several groups of check routines that
target this software, and within each group are sub-routines that query specific areas
in the software like privileges, permission, process status, usage statistics, and others.
Referring to Fig. 2, the DRL agent gives instructions to the SD module to do the checks
against DRE’s environment, ranging from comprehensive top-down checks or a few
selective ones. This is on par with the analogy of junior workers that need to perform
every check just to make sure, or a senior worker who can deduce roughly which exact
area that has to be verified before deducing the root cause. The SDmodule then performs
the detailed checks by running a long list of command queries and scripts against the
DRE’s software. Some of the details collected are the 1) states of their system processes,
2) space availability of directories in which the systems’ binary files reside on and their
information are processed, 3) current privileges of the system’s process, files, accounts
that they operate from, 4) details in their configurations and parameters that they are
using, operating or initialize from, 5) network connectivity that is required for their
operation, 6) statistics of specific operations like process backlogs, connectivity delays,
abnormal system values. Others contain a summary of software-wide statistics which
range in the thousands. The result is then consolidated as shown in Table 1 and sent back
to the RL agent. It is a matrix that presents the multiple sub-area under the DRE across
different software about their functional status from a high-level perspective. Further
details can be made available from the diagnostic module upon request, but the vast
amount of details will be too overwhelming for its administrators to go through. The
following is a tabulation of the output which each command performing the specific
information extraction from the various software.

The SD provides its diagnosed results of the DRE’s software status on the partic-
ipating server hosts, n, at their service group level instead of the technical attributes.
This is to give an overview of the DRE software’s availability from a general adminis-
trative perspective; taking into consideration their 1) process availability, 2) filesystem’s
attributes and permission, 3) responsiveness to administrative interaction, 4) communi-
cation functionality, 5) data transfer and input-output capability plus 6) software’s func-
tion and operation status. The vast specific software details can be made available and
they will be connected to the future Fault Resolution agent. The four diagnosed service
groups are as followed and in the matrix in Eq. (1); Database service, sdbsn, Shareplex
replication service, srpln, Network and communication services, snetn,,supporting the
OS environment, sosen.

4 Data Replication Environment (DRE)’s State Representation

For the DRE [18], it is hard to define its state due to its complex multi-tier software
setup and the characteristics of the IT applications under its service. A direct method



Adaptive Fault Diagnosis for Data Replication Systems 131

is needed to identify a state in a database without time properties. Each software’s
operation information is mined continuously for anomalies and errors. We propose the
use of a matrix to capture a list of the events and processes’ status of the DRE’s software
across multiple sources and target instances, n. Therefore, the two sections in the state’s
matrix contain both information from both their logs and process status. For the logs,
the attributes are a numerical representation of the encountered error messages in their
respective logs, which are concatenated to 10 characters long and hashed using Secure
Hash Algorithm 1 (SHA1). The following is the list of the software’s logs location and
their respective variables assigned.

1. Oracle database’s alert logs with the prefix of ORA-XXX, files exist in the location;
$ORACLE_BASE/diag/rdbms/DB1/trace/alert_DB1.log, as oralogn.

2. Shareplex replication’s event_logs with the initial string of “Error”, files available
in the location at; $VARDIR/log/event_log, as splxlogn.

3. Network-related Listener’s logs with the prefix of LSNR-XXX, available in
$ORACLE_HOME/diag/network/log/.log as nwlogn.

4. OS’s error with the string, err, in /var/log/syslog, as oslogn.

For the process’s status, the status shows the presence of the DRE’s software main
processes in the VM host’s background as well as the reachability of remote VM from
the current VM. The representations are 1) Oracle DB’s primary process, smon, as oras-
tatn. 2) Shareplex replication’s main process, sp_cop, as splxstatn. 3) Oracle’s listener’s
processes and network, lsnrctl, as nwstatn. 4) Ping status from both UNIX nodes to
one another, as osstatn. The services under the different software are represented as; 1)
Oracle DB’s as orasvcn. 2) Shareplex replication as splxsvcn. 3) Oracle’s listener and
network, as nwsvcn. 4) Operating system and host’s, as ossvcn.

Therefore, the final matrix to represent the DRE’s state in Eq. (2).

DRE′s state =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

oralog1
oralog2
splxlog1
splxlog2
nwlog1
nwlog2
oslog1
oslog2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

orastat1
orastat2
splxstat1
splxstat2
nwstat1
nwstat2
osstat1
osstat2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

orasvc1
orasvc2
splxsvc1
splxsvc2
nwsvc1
nwsvc2
ossvc1
ossvc2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

Table 1 describes the specific software validation and checks that need to be per-
formed to acquire the DRE’ collective status together with the associated details that
depict their respective software components including the checks are performed against
them. Each of the software is checked by different OS scripts which have encapsulated
commands to interrogate them on their respective service groups of logs, processes,
and services. For various software logs check, the scripts are check_alert_log_err.sh,
check_event_log_err.sh, check_os_log_err.sh on OracleDB with listener, Shareplex and
OS. As for all the DRE’s software processes checks, check_all_processes.sh will handle
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Table 1. Subsets of memory and logs checks

DRE’s software Service Group checks Software attribute Detail checks/description
OracleDB Process check Process’ stats DBs’ memory process in the OS

Process check Operation’s stats DB’s mode of operation
Service check Tablespace’s stats Tablespaces have enough space on DBs
…………….

Shareplex Service check Parameter setting parameters are valid in Shareplex instances
Process check
Service check

Process’s Status and operation Shareplex’s memory process in the OS

……………..
Network Process check Listener Process stats Oracle’s listener process on both nodes

Process check, Service check Listener.ora availability, and stats Listeners’ availability for service on both nodes
Process check, Service check Listener’s stats – error or available Listeners’ operations are valid and not in error
……….

OS Service check Disk space Free space availability on OS for both nodes
Service check Primary conf files Validate /etc/passwd, /etc/shadow, /etc/hosts, /etc/group files
Process check Network card operation Network card status and availability
….

this. The last group check is done by check_all_services.sh which validates their specific
services.

5 DRE’s Action of Diagnostic Prediction

The DRE’s state information from the previous section are the summarised raw input
which the FDR takes in, and part of its diagnostic routine is to show its ability to predict or
estimate the possible faults with theDRE’s software,much like an experiencedmechanic
that can pinpoint the fault with a car based on the symptoms described by the owner
[18]. Part of the outcome of the FDR is to produce the diagnostics report that shows
the status of the DRE’s operation at a high service level which indicates the software’s
respective sub-group and level of errors it has, in respect to the DRE’s environment state.
The outcome is a series of tuples that signify the status or condition of the software group
and their sub-group services in the arrangement of<software_typ> and<software_sub-
service_grp>. Their statuses are derived from a custom-built script which contains a list
of OS commands that extract and aggregate all the statistics from the various DRE
software into their respective sub-system service groups, as a mean to show the service
outage based on the state’s matrix from the environment in the previous chapter. The
process of showing the service-level exceptions will be later handled by the DRL’s NN.

DRE’s service level diagnosis = {dba, dbb, dbc, dbd, spa, spb, spc, spd, spe, spf,
nwa, nwb, nwc, osa, osb, osc, osd}.

Where,

1. forOracleDB, dba=DB’smemory process, dbb=DB’s Status, dbc=DB’sAccount
security, dbd = DB’s storage space.

2. for Shareplex, spa = Splx’s main processes, spb = splx’s console availability, spc
= splx’s queues operation, spd = splx’s configuration validity, spe = splx’s queues’
backlogs, spf = Splx’s DB accessibility.

3. for the networks, nwa=Network connectivity of Databases’ listeners, nwb= Splx’s
network connectivity, nwc = VM hosts interconnectivities.
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4. for the OS, osa = hosts’ OS unix account status, osb = hosts’ file storage space, osc
= hosts’ network card status, osd = hosts’ resource availability.

6 Empirical Analysis

This section describes the tests conducted for theFDmodule. The purpose of experiments
is to determine the effectiveness of the proposed FD method in producing the best
diagnosis for the DRE under simulated faults situation [18]. Before each experiment’s
iteration, the testing environment DRE’s services are restored to the baseline where all
the DRE’s services are functioning normally. Not all errors introduced can result in
a service’s disruption. The goal is to ascertain the diagnosis on those faults that can
disrupt the services and less toward those that are either too minor or ineffective to cause
major issues to the replication services. However, the test scope is limited to faults that
are recoverable and not on catastrophic failure, which is irrecoverable and can only be
solved by an entire system rebuild.

6.1 The Experimental Set-Up

The experiments are run on two Virtual Machines running on Linux OS and both have
Oracle DB and Shareplex installed on them. Each VM has 4 GB of RAM with 100 GB
of hard disk storage. The version of the Oracle software is 12 Enterprise edition and
the 9.1 for the Shareplex. The network protocol that both VMs use is TCPIP. For the
DBs, the simulated faults will impact Oracle’s primary memory process such as SMON
and PMON. Any failure of either one of these processes will cause the DB service
to stop. The script will do a root level kill to simulate the DB outage and a start-up
command is required via DB’s admin level is required in restoring it. The fault-inducing
and correcting scripts will modify the user account status to be in open or locked mode.
The Shareplex also require a user account to have a list of DB level privilege to function,
so some scripts simulate the absence and presence of these privileges from the accounts.
Likewise, for the schema objects that the user account owns and access; the Shareplex
created a list of DB objects under the user account during installation and it continues
to use them for its operation. Should there be any changes to their accessibility to the
user account of the validity of the object, it will cause Shareplex to malfunction. Scripts
are written to simulate this error too. Another factor to note is the availability of free
space within DB for the Shareplex to operate on. If there is insufficient space, then
Shareplex will not be able to write data into the DB and that results in the suspension
of its service. Some scripts constrict and free up the storage space. For the Shareplex’s
fault simulation, it follows a similar pattern as the DB, with the focus on their instance’s
primary processes that run on the OS. Their service disruption and restoration are done
by scripts that execute system-level commands against their console.

As for the network inter-connectivity, there are two main areas in which the fault
can be induced for this setup; 1) the connection via the TCPIP protocol at the OS level
between the two VM hosts and, 2) the ability of the software’s client to connect to the
current and remote DBs through the oracle’s network grid which comprises of listener
services, OCI library, and oracle-related network files setup. The scripts that perform the
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opposing functions of faults induction and restoration target the network card’s status,
the listener process availability and status, the presence and validity of the network
configuration files, as well as the OS’ network files under the /etc. folders.

For the OS, the emphasis here is on 1) the Unix user accounts that Oracle and
Shareplex need to use throughout their services, 2) the availability of free space on the
disk partitions that their home and operational directories are installed on, 3) the resource
availability in the OS which both Oracle and Shareplex can operate under and 3) status
of the network card. For each of the software’s core functionalities, two of its attributes
will be assessed and ametric is associated with it which measures its service’s normality.
A value of 0 indicates a normal state whereas>0 indicates an abnormality. Table 2 lists
all the software components and the respective commands that can simulate and restore
their faults.

However, the test does not include malicious or terminal faults to the software if they
are either irreversible or require a substantial amount of effort to restore them. Examples
of such faults are the corruption or deletion of the software’s binaries or libraries, deletion
of DB’s repository, file-based data store and erasure of OS’ disk mount-point. The neural
network that the RL used for its rewards-action prediction is made up of 3 hidden layers
of 30 nodes. It is trained with data in 50 batches and 500 epochs. Different configurations
and combinations of neural networks have been tested, and this setup was selected based
on the better results with the least fluctuations.

6.2 True Negative Test Results

Besides the data are obtained from the faults inducing scripts in the previous section,
another group of scripts has been created to induce software faults that have no impact
on their DRE’s software functionalities and services. This is to form the set of true
negative data to support and enrich the dataset for the NN’s training so that the NN can
be competent enough to recognize and differentiate the environment’s state data that can
cause service disruption or not.

For the script to induce this group of faults, research has beenmade across the DRE’s
software to identify those faults that have a high chance of occurring but they don’t have
a direct consequential effect that can either disrupt the entire software’s stability or create
outage on the DRE’s functionalities. This is verified by the SD module which confirms
the presence of any service disruption. For this group, the service disruption matrix
values should all be zero. Once these faults are induced, the software will capture their
exceptions and events in their event or trace logs, which in turn are detected by the FD
module.

6.3 Evaluation Criteria and Benchmarking

This section describes how the FDmodule is evaluated and the criteria used in its assess-
ment. The faults statistics cover the four main DRE’s software; Database, Replication,
Network, operating system, and service level are represented by a vector with each ele-
ment representing the service. And within each element is a scalar value from 0 to 1,
values that are >0 indicate the faults’ severity whereas 0 is when every component is
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Table 2. Faults induction and restoration on DRE software’s component services (service status
flag: 0 – good, 1 – faults)

Software Component/services Target for faults Fault inducing action Service restoring
action

Databases Memory process PMON, SMON
processes availability

Kill off PMON
process
Kill off SMON
process

Start oracle instance
(which start both
PMON and SMON)

Status DB operational and
service status

Shutdown and start
in mount mode

Open DB for use

Account security DB’s System and splx
accounts’ status
Splx has quota on splx
tablespace

Lock up system and
splx DB account
Splx user has no
quota on tablespace
to write

Unlock system and
splx DB user account
Splx has quota to
write on tablespace

DB storage space Amount of free space
in system and splx
tablespaces

Shrink tablespace to
100% full

Increase tablespace
space to have 20% of
free space

Shareplex replication Mmain processes Shareplex main
processes availability
Sp_cop, Capture,
Read, Exp, Imp, Post
processes

Kill off individual
processes

Restart sp_cop to
resume all processes

Queues’ operation Capture, Export,
Import, Post and
Read’s queues

Stop the queues’
operations

Start the queues’
operations

DB accessibility DB connection using
splx Unix account
from current and
opposite VM hosts

Lock DB user
account

Unlock DB user
account

Network connectivity Oracle listeners Source & target
Listeners
Source & target host
connect to target DB
via sqlplus

Stop the listener
process to stop user
from connecting to
on-site DBs

Start the listener
process to allow user
to connect to on-site
DBs

Oracle network files Essential files
availability;
tnsnames.ora,
listener.ora

Delete off network
files

Restore network files

VM hosts Each VM host can
reach the opposite
node

Disable sshd service Enable sshd service

Host OS Unix account status splx and oracle’s Unix
accounts

Lock the Unix user
accounts

Unlock the Unix user
accounts

Essential OS system
files

Essential Unix files
like /etc./hosts

Delete the /etc./hosts
file

Restore /etc./hosts file

Network card status Network service on
enps03network cards
on both hosts

Disable network card Enable network card

operating normally. This forms the basis for the primary evaluation criteria. The sta-
tistical differences among fault diagnosis of DRE’s states can indicate the progress of
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the DRE’s overall service of whether they are improving or degrading. Each diagnosis
is correlated to the detailed diagnostic statistics that were generated by the FD module
which will be vital for the next module of fault resolution.

6.4 Test Results

This section described the results obtained from the FD module after it completed the
training and subjected to the evaluation test processes. By this stage, the FD module
has been trained thoroughly and it is regarded to be equivalent to achieving the expert
level of fault diagnostic capability. The minimum expectation of its prediction accuracy
internally is expected to reach 85% accuracy and more. A sample of the DRE’s states,
including both the predicted and actual service outage results, are shown in Table 3;
1) The DRE state data are derived from the information gathered against the DRE’s
software components from their logs, internal system statistics, and monitoring after
simulating fault are induced. 2) The FD module predicted the service outage results
after it received the DRE input based on its learned NN. 3) The SDmodule produced the
real detailed results by running a list of diagnostic routines against the DRE environment
to derive and aggregate the actual statistics. 4) The classification of the outage results is
derived by comparing the sum of the predicted results’ values against the actual service
outage results. 5) The MASE score is calculated based on the difference in the vectors’
values between the predicted and actual results.

Table 3. Results of service outage prediction & scores against DRE’s state

DRE State Service outage Predicted Service outage Actual with rounding Classes MASE
[0,64655058,76223968,0,0,0,0,64351381] 
[1,0,1,0,0,0,0,0] [1,0,0,0,0,0,0,0]

[[6,1,0,1,3,1],[2,2,1,1,0,0],[1,0,0,0,0,0],[0,0,0,0,
0,0],[0,0,0,0,0,0]]

[[6,1,0,1,3,1],[2,2,1,1,0,0],[1,0,0,0,0,0],[0,0
,0,0,0,0],[0,0,0,0,0,0]]

TP 0.6

[46968001,0,0,0,0,0,0,64351381] 
[0,1,0,0,0,0,0,0] [0,1,0,0,0,0,0,0]

[[0,0,0,1,0,2],[2,2,2,1,0,0],[1,0,0,0,0,0],[0,0,0,0,
0,0],[0,0,0,0,0,0]]

[[0,0,0,1,0,2],[2,2,2,1,0,0],[1,0,0,0,0,0],[0,0
,0,0,0,0],[0,0,0,0,0,0]]

TP 0.3

[46968001,0,0,0,0,0,0,64351381] 
[0,1,0,0,0,0,0,0] [0,1,0,0,0,0,0,0]

[[0,0,0,1,0,2],[2,2,2,1,0,0],[1,0,0,0,0,0],[0,0,0,0,
0,0],[0,0,0,0,0,0]]

[[0,0,0,1,0,2],[2,2,2,1,0,0],[1,0,0,0,0,0],[0,0
,0,0,0,0],[0,0,0,0,0,0]]

TP 0.2

[46968001,0,0,0,0,0,0,0] [0,0,1,0,0,0,0,0] 
[0,0,0,0,0,0,0,0]

[[6,1,0,1,3,0],[0,0,0,0,0,0],[0,0,0,0,0,0],[0,0,0,0,
0,0],[0,0,0,0,0,0]]

[[6,1,0,1,3,0],[0,0,0,0,0,0],[0,0,0,0,0,0],[0,0
,0,0,0,0],[0,0,0,0,0,0]]

TP 0.1

[46968001,0,0,0,0,0,0,64351381] 
[0,1,0,0,0,0,0,0] [0,1,0,0,0,0,0,0]

[[0,0,0,1,0,2],[2,2,2,1,0,0],[1,0,0,0,0,0],[0,0,0,0,
0,0],[0,0,0,0,0,0]]

[[0,0,0,1,0,2],[2,2,2,1,0,0],[1,0,0,0,0,0],[0,0
,0,0,0,0],[0,0,0,0,0,0]]

TP 0.6

…. …. …. … ….

6.5 Service Outage Classification Results

The test is conducted with a list fault inducing scripts with 80 entries. 30 of them have a
direct effect on the software’s functionalities which impact the DRE’s software services,
and 50 of them do not. It is expected that the FD module can predict accurately for
both groups. The results are split into qualitative and quantitative groups. Table 4 is the
tabulation of the prediction’s result classes in a confusionmatrix. The results showed that
the SD module can predict the group of service outage to the information received from
the DRE’s environment. While it has high capability in recognizing most of the induced
faults that can affect the DRE’s software functionalities, it fair less when it comes to
the detection of those in the other groups. Based on the result, the FD’s sensitivity is
0.355, specificity is 0.645, precision is 0.871. The SD module has shown to be accurate
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Table 4. Confusion matrix of the
classification of the service outage’s prediction

N = 80 Predicted: yes Predicted: no

Actual: yes 27(TP) 4(FN)

Actual: no 1(FP) 49(TN)
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Fig. 3. MASE score of True and positive
predicted results

enough that its prediction can produce the correct category of service outage for the
given environment state’s data input. It has the competency to differentiate if the inputs
are related to DRE’s service functionalities.

6.6 Service Outage’s Prediction Accuracy

For this test, The SD module forms the baseline in which the FD’s predictions are
measured against. Each value in the service outage results produced by both the FD and
SD is calculated using the Mean Square Error approach, and they are summed up to
form the total overall degree of accuracy for the SD. The results are shown in the chart
in Fig. 3. Based on the results, the accuracy is below the mark of 0.3 and below except
for one entry that scored 0.6. This can be since this is a DRL based Fault diagnosis that
learns adaptively with the environment. While it is experienced to recognize the fault
scenario that it was had trained for. However, for new and unfamiliar ones, it has some
deviations. One possible solution is to enable more iterations of exposure for the SD
module’s DRL to learn more about the true positive and negative of DRE’s scenario.
However, the list of potential faults that can affect DRE is controlled and limited, the
next possible solution is to expose the NN to the more true-negative class scenario which
does not impact the DRE. This has more potential to be generated in greater volumes
and can assist in enriching NN’s training dataset.

7 Conclusion

The FD module has been proven that it be able to produce the outcome of the service
outage based on the DRE’s state information with good accuracy. It made use of the
model-free actor-criticDeepReinforcement learning to learn against theData replication
setup predict the outage gradually as it interacts with it and learns with the help of the SD
module that corrects its prediction. It is adaptive to the DRE and available to configure to
support heterogeneous platforms and software without restriction to the data replication
architecture.
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Abstract. Compared to conventional zero-shot learning (ZSL) where
recognising unseen classes is the primary or only aim, the goal of gen-
eralized zero-shot learning (GZSL) is to recognise both seen and unseen
classes. Most GZSL methods typically learn to synthesise visual repre-
sentations from semantic information on the unseen classes. However,
these types of models are prone to overfitting the seen classes, result-
ing in distribution overlap between the generated features of the seen
and unseen classes. The overlapping region is filled with uncertainty as
the model struggles to determine whether a test case from within the
overlap is seen or unseen. Further, these generative methods suffer in
scenarios with sparse training samples. The models struggle to learn the
distribution of high dimensional visual features and, therefore, fail to
capture the most discriminative inter-class features. To address these
issues, in this paper, we propose a novel framework that leverages dual
variational autoencoders with a triplet loss to learn discriminative latent
features and applies the entropy-based calibration to minimize the uncer-
tainty in the overlapped area between the seen and unseen classes. To
calibrate the uncertainty for seen classes, we calculate the entropy over
the softmax probability distribution from a general classifier. With this
approach, recognising the seen samples within the seen classes is rela-
tively straightforward, and there is less risk that a seen sample will be
misclassified into an unseen class in the overlapped region. Extensive
experiments on six benchmark datasets demonstrate that the proposed
method outperforms state-of-the-art approaches.

Keywords: Generalized zero shot learning · Image classification ·
Transfer learning · Triplet network

1 Introduction

Object recognition has seen remarkable advancements since the resurgence of
deep convolutional neural networks [9,13]. However, its alluring performance
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is expensive, with a typical recognition model requiring an inordinate amount
of labelled data for training. Without high-quality annotated data, supervised
learning breaks down with no way to ensure that a model will be able to predict,
classify, or otherwise analyze the phenomenon of interest with any accuracy
[20–22,28,30]. Beyond the obvious problems with constructing a robust model,
crossing the desert of available data to scale up recognition systems is an arduous,
if not impossible, journey.

As a method for overcoming this challenge, zero-shot learning (ZSL)
[19,27,32] has been hailed as something of a caravan. With ZSL, models are
trained on a small amount of supervised data, i.e., seen classes, where they learn
to “mix and match” the features they know to classify unseen objects. This
learning paradigm is a subfield of transfer learning, akin to taking knowledge
learned from the source domain and using it to complete a task in the target
domain [29]. Generalized zero-shot learning (GZSL) [4,6,16,17,25] is a more
practical but also more challenging direction of this research that aims to recog-
nise objects in the target domain, i.e., unseen classes while still being able to
recognise objects in the source domain, i.e., seen classes. Some state-of-the-art
GZSL approaches [5,10,12,14,18,34] use generative models, such as generative
adversarial nets (GANs) [8], variational autoencoders (VAEs) [11], or different
variants of hybrid GAN/VAEs, to find an alignment between class-level semantic
descriptions and visual representations. As such, the zero-shot learning problem
becomes one of a traditional supervised classification task. However, there are
two main limitations still to be overcome with existing GZSL methods. These
are sparse training samples [34] and distribution overlaps. The sparsity of
training samples are common in most image datasets, the distribution of high
dimensional visual features are thus hard to learn. As such, the generative models
fail to capture the most discriminative inter-class features.

Distribution overlap refers to the potential outcome that a generative model
trained only on seen classes becomes overfit to those classes. In this circumstance,
the distribution of the synthesised features for the unseen classes can partially,
or even fully overlap, with the seen class distribution. The result is uncertainty
about whether a test case is seen or unseen and, ultimately, a model with sub-par
performance on seen classes. In our experiments, for instance, a simple softmax
classifier solely trained on the seen classes was able to achieve more than 90%
accuracy on the aPaY dataset. But when unseen samples were included, the seen
class accuracy dropped to 51.8%.

To address these issues, we developed a discriminative latent feature gener-
ation model with an entropy-based uncertainty calibration technique for GZSL.
The generative model contains two variational autoencoders (VAEs) with a
triplet loss that learn inter-class discriminative latent features. The encoders
in the two VAEs synthesise latent feature embeddings; one is dedicated to the
visual space, the other to the semantic space. The latent spaces for the two VAEs
are constrained to be shared. Hence, both are able to distil the visual and seman-
tic information. The triplet loss helps to avoid the latent features of each class
collapsing into very small clusters by training the generation model to distin-
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guish between similar and dissimilar pairs of examples. This approach minimises
the distances between generated latent features from the same class and vice
versa for samples in different classes. The remaining two decoders reconstruct
the visual and semantic representations from the latent features. An uncertainty
calibration is performed during the classification stage, where the latent features
of the seen classes are embedded via the visual feature encoder, while the latent
features of the unseen classes are generated with the semantic encoder. A general
classifier is then constructed over both the seen and unseen classes to classify
the latent features. During the testing phase, the general classifier calculates the
probability entropy over the seen classes from a softmax output. The probabil-
ity entropy is a measure of the uncertainty as to whether the sample is seen
or unseen. Samples are deemed seen if the entropy value falls below a tuned
threshold, and a simple visual classifier is then trained on all the definitively
seen samples. The rest of the uncertain test samples are fed into the general
classifier to make the final predictions.

In summary, the contributions of this paper are therefore as follows:

– We propose a novel technique for GZSL that exploits an entropy-based uncer-
tainty calibration (EUC) to alleviate issues with distribution overlaps, by
training cascade classifiers. Unlike conventional probability calibration tech-
niques that tune a softmax temperature, we propose probability entropy as
a measure of confidence that a sample belongs to a seen class.

– A novel generative metric learning (GML) paradigm is presented that lever-
ages dual variational autoencoders with a triplet loss to synthesise latent
features. The triplet loss helps to capture the inter-class discrimination in
scenarios with sparse training samples.

– Extensive experiments on six benchmark datasets demonstrate the superior
performance of the proposed method in both conventional and generalized
ZSL against the current state-of-the-art methods.

2 Related Work

Recent state-of-the-art approaches to GZSL with generative models have
achieved promising performance. Generative models can synthesise an unlim-
ited number of fake features from side information on the novel classes, e.g.,
semantic attributes. With these synthesised features, ZSL problems become a
relatively straightforward supervised classification task. The two most commonly
used generative models are generative adversarial networks (GANs) [8] and vari-
ational autoencoders (VAEs) [11]. Often, both models are jointly used to form
generative architectures for ZSL tasks. GAZSL [34] leverages Wasserstein GANs
(WGAN) [2] to synthesise vivid visual features. Currently, GAZSL models are the
state-of-the-art for ZSL tasks with noisy text. CANZSL [5] is a cycle-consistent
generative framework for solving domain shift problems and enhancing denoising
operations on natural language input. SAE [12] is a semantic autoencoder that
learns mappings between the semantic space and the visual space for the encoder
to use to translate visual features into the semantic space. The decoder can then
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Fig. 1. The proposed GML approach for GZSL. The triplet input consists of an anchor,
a positive sample from the target class and a negative sample from one of the different
classes. The visual triplet is then fed into the encoder of the visual VAE and, likewise,
with the semantic triplets and the encoder of the semantic VAE. The latent vectors
are then sampled from the synthesized mean and covariance vectors. Further, a triplet
loss is applied to those latent vectors before decoding them into visual and semantic
triplets to calculate reconstruction losses.

synthesise unlimited visual features from the semantic information. However, in
these methods, the feature generation between the semantic and visual spaces
is constrained by asymmetric information. For example, suppose that the wing
colour in a bird image is not annotated, so the visual features generated from
the semantic labels do not include this information. However, the visual feature
extractor can and does extract the wing colour. The two visual representations
are now asymmetric, so training a classifier from the generated visual features
but testing with extracted visual features may result in sub-optimal performance.
With this motivation, our framework incorporates two variational autoencoders
with triplet metric regulation to learn latent features that best discriminate
between the visual and semantic spaces.

3 Methodology

3.1 Problem Definition

Let T be the set of all possible triplets {τa, τp, τn} from the seen classes S,
where τa and τp are from the same category, and τn is a negative sample ran-
domly chosen from a different category. Each τ contains a triplet (x, s, y), where x
denotes the visual features extracted from an image, s represents the correspond-
ing semantic attributes and y is the associated one-hot class label, respectively.
During the evaluation phase, visual features xu and the corresponding semantic
representations su are drawn from the unseen classes U . In ZSL, the aim is to
predict the class label yu. By comparison, the aim with GZSL is to predict the
class label for the image x from both S and U .
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3.2 Dual Generative Model

As shown in Fig. 1, the synthesised features are regularised in the latent space
according to the labels by applying a triplet loss. The latent space is formed
between the visual and semantic spaces through a dual VAE framework, which
includes a visual variational autoencoder v-VAE and a semantic variational
autoencoder s-VAE. In terms of the implementation of the dual VAEs, we fol-
lowed the CADA-VAE approach set out in [26].

The conventional role of VAEs as a generative model leverages the decoder as
the generator. By contrast, both the encoders in our dual generative framework
work as generators to synthesise embedding vectors in the latent space, while
the decoders translate the latent vectors back into visual or semantic features. In
other words, the VAE has a cycle structure, providing supervision information
to improve the generation ability of the encoders.

The VAE loss for v-VAE and s-VAE can be formulated as:

Lv-VAE = EQv(zv|x)[logPv(x|zv)]
−β1DKL[Qv(zv|x)||Pv(zv)],

(1)

Ls-VAE = EQs(zs|s)[logPs(s|zs)]
−β2DKL[Qs(zs|s)||Ps(zs)],

(2)

where Qv, Qs denote the encoder networks in v-VAE and s-VAE respectively,
and Pv, Ps represents decoder networks. The first terms are the reconstruction
loss and the second ones are the KL divergence. β1 and β2 are the coefficients of
KL divergence for the two VAEs, respectively. zv and zs are the latent vectors
synthesised from the visual and semantic spaces, respectively. In more detail, the
Gaussian distributions Nv(μx, Σx), Ns(μs, Σs) are the direct output of Qv and
Qs. zv and zs sampled with a reparametrization trick [11] from the two Gaussian
distributions.

To make the latent space and intermediate region between the visual and
semantic spaces, we use a multi-distribution loss to allow the two Gaussian
distributions to approximate each other. In our experiments, we found that a
Wasserstein distance gave better performance than other distance functions,
such as mean squared error (MSE). Hence, the cross-modal loss is formulated as
follows:

W(Nv,Ns)2 = ‖μv − μs‖22 (3)

+ trace(Σv + Σs − 2(Σ1/2
s ΣvΣ

1/2
s )1/2).

Further, the latent vectors zv synthesised from the visual space can be decoded
into semantic embeddings ŝ ← Ps(zv) and vice versa for the latent vectors zs
encoded from the semantic space, v̂ ← Pv(zs). The objective function for opti-
mizing the multi-modal reconstruction is given below:

Lmul−recon = ‖v̂ − v‖1 + ‖ŝ − s‖1, (4)

where we use an L1 norm because is it insensitive to outliers. With an L2 norm,
too many outliers in the dataset will degrade performance.
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3.3 Triplet Regularization

To regularize the latent features for optimal discriminativeness, we have incor-
porated a triplet loss into the method in addition to the above constraints. As
shown in Fig. 1, a triplet loss is enforced in the latent space to ensure a small
distance between all objects of the same category and a large pairwise distance
between objects different categories. Formally, the triplet loss can be written as
follows:

Lv-trip = max(‖Qv(xa) − Qv(xp)‖2 − ‖Qv(xa) − Qv(xn)‖2 + α, 0), (5)

where xa, xp and xn are the anchor images, the positive samples and the negative
samples, respectively. α represents the margin between the positive and negative
pairs, which varies from dataset to dataset. Similar triplet losses Ls-triplet with
the same α are also applied to the latent features zs generated from the semantic
embeddings.

To further improve multi-modal reconstruction and regularize the margin
between classes, we propose the following multi-modal triplet objective function:

Lmul-trip =
M∑

i

M∑

j

M∑

m

!(i=j=m)max(Di,j,m, 0 ), (6)

Di,j,m = ‖Qi(ia) − Qj(jp)‖2 − ||Qi(ia) − Qm(mn)||2 + α, (7)

where i, j and m represent the modality M, which can be either visual or semantic.
Note that i, j and m cannot be the same modality. This objective function
specifies six more triplet loss terms in the latent space.

The superiority of the soft margin in triplet loss over fixed visual centres (aka.
visual pivots) as proposed in GAZSL [34] is worth discussing. A visual centre
is simply calculated by the mean value of all image features in the same class,
and the synthesised visual features from the same class are pushed towards the
corresponding visual centre. However, while optimizing the distance between the
visual data points, the model may converge into a situation where the samples
from different categories overlap. The triplet loss in our framework not only pulls
the samples of the same category towards each other, it also pushes negative
category objects backwards.

The overall objective function for the proposed approach GML is as follows:

LGML = Lv-VAE + Ls-VAE + λW(Nv,Ns)2 (8)
+ Lmul−recon + Lv-triplet + Lmul-trip,

where λ denotes the weight of Wasserstein distance.

3.4 Predicting with Uncertainty Calibration

To mitigate catastrophic distribution overlap issues, we further develop a novel
entropy-based uncertainty calibration technique to predict the labels of test sam-
ples. Once the dual VAE model has been trained, arbitrary instances can be gen-
erated in the latent space based on semantic embeddings of the classes. In GZSL,
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Table 1. GAZSL accuracy (%) on six datasets. U, S and H represent unseen, seen and
harmonic mean, respectively. The best results are formatted in bold.

Methods aPaY AWA1 AWA2 CUB SUN FLO

U S H U S H U S H U S H U S H U S H

ALE 4.6 73.7 8.7 16.8 76.1 27.5 14.0 81.8 23.9 23.7 62.8 34.4 21.8 33.1 26.3 13.3 61.6 21.9

SYNC 7.4 66.3 13.3 8.9 87.3 16.2 10.0 90.5 18.0 11.5 70.9 19.8 7.9 43.3 13.4 - - -

SAE 0.4 80.9 0.9 1.8 77.1 3.5 1.1 82.2 2.2 7.8 54.0 13.6 8.8 18.0 11.8 - - -

DEM 11.1 75.1 19.4 32.8 84.7 47.3 30.5 86.4 45.1 19.6 57.9 29.2 20.5 34.3 25.6 - - -

GAZSL 14.2 78.6 24.0 29.6 84.2 43.8 35.4 86.9 50.3 31.7 61.3 41.8 22.1 39.3 28.3 28.1 77.4 41.2

GDAN 30.4 75.0 43.4 - - - 32.1 67.5 43.5 39.3 66.7 49.5 38.1 89.9 53.4 - - -

CADA-VAE 31.7 55.1 40.3 57.3 72.8 64.1 55.8 75.0 63.9 51.6 53.5 52.4 43.1 35.4 38.9 51.6 75.6 61.3

Ours 35.0 62.7 44.9 60.4 70.4 65.1 55.2 78.9 64.9 50.8 55.1 52.9 44.1 36.8 40.1 54.0 79.0 64.1

a softmax classifier is trained over both the seen and unseen classes with 200
latent representations for each seen class. Note that the general classifier training
data of seen classes are synthesised by the visual encoder Qv, whereas the latent
features for the novel classes are all synthesised from semantic embeddings.

There are three networks involved in predicting test samples: a general clas-
sifier f , a seen classifier g and a visual encoder QV . Specifically, the general
classifier is a softmax classifier that recognizes both seen and unseen samples.
Latent features from seen classes and unseen classes need to be provided to train
this general classifier. The seen latent features are mapped from the visual sam-
ples in the training set by the visual encoder Qv. Unlimited novel latent features
for the unseen classes can be synthesised with the trained semantic encoder Qs

given class embeddings. To predict the labels in conventional GZSL, latent repre-
sentations are first synthesised by the visual encoder given test the visual feature
of the sample. And, once the general classifier is trained, recognizing which class
a sample belongs is a straightforward task. When classifying objects into seen
classes, almost all unseen objects will have high entropy, whereas approximately
half of the seen samples will have lower entropy than the unseen ones. Therefore,
entropy is calculated with unnormalized log probabilities from the softmax out-
put. The insight here is that our latent feature generator is trained on the seen
classes so whether an object is seen or unseen is more certain as determined by
the probability entropy.

Nevertheless, this approach does not prevent overlaps between the seen
domain and the unseen domain in the same latent space and, in turn, perfor-
mance degradation. Therefore, we incorporated an entropy threshold to judge
whether an object is likely to be seen; thus, reducing the risk of the general
classifier classifying an object into the wrong unseen class. After excluding the
uncertain objects, a simple softmax classifier is trained in the seen domain to
recognize the low entropy objects. Note that, instead of latent representations,
this classifier is trained with visual features, which result in greater than 90%
accuracy with seen objects in the testing stage. However, a side effect of the pro-
posed uncertainty calibrator is that performance with unseen classes can degrade
slightly since a small portion of novel class samples are improperly classified into
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seen classes. Nevertheless, this tiny sacrifice of accuracy in the unseen domain is
more than offset by the substantial improvement in accuracy in the seen domain
(Fig. 2).
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Fig. 2. The probability entropy for the seen and novel test classifications on the aPaY
dataset. The white line indicates the entropy threshold (of 2.7) that separates certain
seen samples (left) from uncertain ones (right). It is clear that only a few novel test
samples were misclassified as seen classes, whereas a large portion of the seen samples
were confidently categorized into seen classes.

4 Experiments

4.1 Datasets and Compared Methods

To demonstrate the robustness of our method, we conduct experiments on six
benchmark ZSL datasets, including three coarse-grained datasets (aPaY [7],
AWA1 [15], AWA2 [31]) and three fine-grained medium-sized datasets (CUB [1],
SUN [24] and FLO [23]). We evaluated performance against representative meth-
ods proposed over the last few years as well as recent state-of-the-art frameworks.
These include ALE [1], SYNC [3], SAE [12], DEM [33], GAZSL [34], GDAN [10],
CADA-VAE [26].

4.2 Evaluation Protocol

The metric used to evaluate both the generalized and conventional ZSL tasks
was the widely-used average per-class top-1 accuracy. We use harmonic mean as
the evaluation criteria to calculate the joint accuracy of the source and target
domains because our goal is to ensure good performance in both domains, and an
arithmetic mean could be high simply due to stellar performance in one domain.
The formula used to calculate the harmonic mean H is provided below:

H = 2 ∗ (accYtr ∗ accYts)/(accYtr + accYts). (9)

where Yts and Ytr denote the accuracy of seen and unseen classes, respectively.
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4.3 GZSL Results

The results of the GZSL task for all methods are provided in Table 1, showing
that our method outperforms the others on most of the datasets. An analysis
of these results confirms that the uncertainty calibrator improved model perfor-
mance with seen objects to a statistically significant degree. At the same time,
the results for the unseen classes equal the state-of-the-art. For example, on the
aPaY dataset, the visual classifier for the source domain yielded 98% accuracy on
the training set of seen objects, and 91% accuracy on the test set of seen objects.
For the samples certainly from seen classes, the visual classifier is applied to clas-
sify them into seen classes. In conventional GZSL settings, seen class accuracy
is merely 51.8% with a general classifier but, with the uncertainty calibrator,
it surges dramatically to 62.7%. The minor trade-off in performance with the
novel classes (0.2%) is entirely worthwhile for an improvement of 41.0% to 44.9%
in terms of the harmonic mean. Figure 3 shows the statistics of the classifica-
tion entropy for the test samples from the aPaY dataset. Notably, the entropy
of samples in the seen and novel classes have different distributions. So, when
we set the entropy threshold to 2.7, a large amount of the seen test samples
fall below the threshold, which means they were confidently classified into the
source domain. Conversely, almost all of the novel test samples fall above the
threshold are were easily classified into unseen classes. Even with the few mis-
classifications that slipped through, conventional GZSL approaches struggle in
these circumstances as the results show.

Table 2. Conventional ZSL accuracy (%). The best results are formatted in bold.

CUB aPaY AWA1 AWA2 SUN FLO

ALE 54.9 39.7 59.9 62.5 58.1 48.5

SYNC 55.6 23.8 54.0 46.6 56.3 -

SAE 33.3 8.3 53.0 54.1 40.3 -

GDAN 39.3 30.4 - 32.1 38.1 -

DEM 51.7 35.0 68.4 67.1 61.9

GAZSL 55.8 41.1 68.2 70.2 61.3 60.5

Ours 61.73 39.1 65.7 66.0 63.5 67.2

4.4 Conventional ZSL Results

As a further analysis, we are curious to see how our framework compared with
conventional ZSL, where only objects in unseen classes need to be classified. We
use our dual VAE model to synthesise a fixed amount of latent representations
(400 was optimal in this case), given novel semantic embeddings in n classes, then
train an n-way classifier on the supervised data. Again, average per-class top-1
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accuracy is the evaluation metric. The results, shown in Table 2, confirm that
our approach not only performs well with GZSL tasks but also delivers state-of-
the-art performance in conventional ZSL. It is also worth mentioning that the
proposed model outperformed all state-of-the-art methods on the CUB, SUN
and FLO datasets. The result with the SUN dataset is particularly promising
since this dataset has more than 700 categories with only 20 images per category,
and accuracy still reached 63.5%.

4.5 Ablation Study

Our ablation study covers the effects of the basic dual VAE framework, the
triplet loss and the entropy-based uncertainty calibrator. We train a variant of
our model without the entropy-based uncertainty calibrator (EUC), and another
without either the uncertainty calibrator or triplet loss and compared perfor-
mance with the complete framework. The results appear in Table 3. It is clear
that each component positively and significantly contributes to performance. The
triplet loss improves accuracy by around 2%, while the uncertainty calibrator
improves performance on the seen classes significantly as discussed above.

Table 3. Ablation study. Effects of different components on GZSL performance (%)
on datasets aPaY and FLO.

Model w/o EUC & Trip w/o EUC Complete

aPaY U 31.7 35.1 35.0

S 55.1 49.2 62.7

H 40.3 41.0 44.9

FLO U 51.6 54.2 54.0

S 75.6 77.5 79.0

H 61.3 63.8 64.1

4.6 Latent Space Distribution Analysis

To further verify the triplet loss regularisation, we produce a t-SNE visualization
with the AWA dataset. Figure 3 visualizes the unseen visual samples from the test
set and the corresponding latent features generated by the visual encoder. The
distributions of the visual features and the encoded latent features are approx-
imate to each other, which proves that the visual encoder preserves the most
visual distribution information for the unseen visual samples. Apart from avoid-
ing the information loss problem, the encoded visual features are more discrim-
inative. For example, the visual features of Bat (marked in green) are mixed
with Rabbit (marked in red) and Persian cat (marked in gray). This problem is
alleviated by the visual feature encoder. It is particularly noticeable in Fig. 3(a)
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Fig. 3. t-SNE visualisation of the distribution of encoded latent features from visual
features (left) and visual features (right). It can be seen the encoded visual features
are even more discriminative than extracted the visual features. (Color figure online)

that the data points from Bat are more centralized than the original visual fea-
tures. Moreover, since the negative class samples are forced to separate during
training with triplet loss, the distribution is more inter-class discriminative.

5 Conclusion

In this paper, we proposed a novel framework for GZSL that uses dual VAEs
with a triplet framework to learn discriminative latent features. An entropy-
based uncertainty calibration minimizes overlapping areas between seen and
unseen classes that can lead to performance degradation in seen classes by lever-
aging the entropy of the softmax probability over those seen classes. Conse-
quently, the classes deemed to be seen with high confidence can be used to train
a classifier with a supervised model over seen classes. This feature generation
framework proved to be effective with both GZSL and conventional ZSL tasks.
However, despite the remarkable results achieved by the framework, the impor-
tant threshold for the uncertainty calibration must be tuned for each individual
dataset. Developing a mechanism for automatically tuning this hyper-parameter
is a potential direction for future work.
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Abstract. Cyberbullying is one of the leading causes of mental health
issues in the younger population, often leading to depression, stress,
and suicidal tendencies. Often it is observed that timely intervention
can bring awareness towards unintentional cyberbullying. This paper
presents an approach to the prevention of cyberbullying via social net-
working. The objective of this work is real-time detection of the degree of
offensiveness and alerting the user typing the message. We also propose
corrective measures, by displaying an alternative word for any offensive
word that is typed in the suggestion box in real-time. This enables the
user to prevent unintentional cyberbullying. The proposed solution is
integrated into an app, that displays the relevant statistics as well as
visualization of the user typing pattern. The model to detect the offen-
siveness percentage can achieve 97.77% accuracy and is the backbone of
the entire approach.

1 Introduction

Social media has become an integral part of the lives of many of us. It is used
by people to share their thoughts, images, videos, and be in constant touch with
anyone in the real world. Roughly, 3.5 Billion people around the world are using
social media in one way or the other [1]. Over time some Social Media Plat-
forms like Facebook, YouTube, etc. have developed sensitivity towards reported
objectionable content and abusive posts, however, there is no real-time tracking
of the personal text messages a person can send to another person. With the
increasing number of such social networking platforms influencing a wider pop-
ulation, instances of cyberbullying have become more common; and is deeply
affecting the younger generation mentally [2]. Cyberbullying is a major cause
of depression, insecurity, stress, anxiety, insomnia, and other mental disorders
among users. 59% of teens report that they have been bullied online and that has
affected their daily lives. Around 20 % of the students have reported reluctance
in going to school. 5% of the cyberbullied users have reported self-harm and 3%
of them report attempted suicide [3].

Offensive texts are very subjective and often difficult to identify. Most of the
cases of cyberbullying are unintentional but the receiver gets offended through
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them. We consider the use of hateful or abusive language, sexually explicit words,
racist, violence, and other terms that might be degrading in some sense as offen-
sive. Unless explicitly reported these cases will remain unidentified. Real-time
detection of offensive texts to prevent instances of cyberbullying is thus a topic
of urgent interest today.

1.1 State-of-the-Art in Detecting Offensive Text

a) Keyword Censoring: In this method, all offensive words appearing in a
text message are censored. Offensive words can be removed completely from
the sentence or partially replaced with ‘*’(e.g.- c****) or completely replaced
with some family-friendly word. Even though the method is simple it doesn’t
give the desired results [4]. If the words are removed completely from the
sentence, the sentence completely loses its meaning. If the words are partially
replaced with ‘*’ it is very easy to guess the word. The idea of replacing the
offensive word with some family-friendly words seems very useful but it is
very difficult to accurately do that and can cause even more problems.

b) Content Control: Content-control processes are commonly deployed at the
user’s side or ISP side to prevent each user from seeing inappropriate content
material on the Web. The filtering in this technique is based on certain criteria
like URL address, the occurrence of offensive words, and as well as topic
classification [5]. This technique is considered to be too coarse-grained to
be used in many online platforms. This is because a sentence may contain
offensive as well as non-offensive words. So, this technique will remove all the
non-offensive words falsely which might be important for the current user.

c) Manual Filtering: A manual filtering approach is believed to provide the
best filtering result. In this method, the messages of the user are reviewed
by the administrator of the community before posting anything on the web-
site [6]. Manually filtering takes a long time and it is even a tedious job to do.
The results of this method depend on how the administrator views subjective
content. Even in this method, one can expect a delay between the submission
of the text and the posting of the text.

1.2 Our Novel Approach and Contributions

In the proposed method we use the best of all the above approaches without
inheriting any of their shortcomings. In our proposed method we do not remove
words from the user’s message, instead, we ask the user themselves to review
their messages based on the degree of the offensiveness before sending it to
another person. The sender himself does the manual filtering and replaces the
offensive words with one of the suggested words which best suits the sentence
semantically.

We create a novel application shown in Fig. 1, which notifies the user of the
degree of offensiveness in the text as it is being typed by them and suggest
alternate words. The proposed model can be integrated with any social media
platform. The key contributions of the proposed work are:
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– Real-time detection of the degree of offensiveness in the text being typed.
– The corrective measures, by displaying an alternate word in the suggestion

box for any offensive word that is typed in real-time.
– The display of the relevant statistics as well as the visualization of the user

typing pattern.

Fig. 1. Screenshot of proposed mobile application

The rest of the paper is organized as follows. Section 2 presents the existing
work related to the detecting cyberbullying and filtration of offensive content in
social media platforms. Section 3 presents an overview of the proposed approach.
Section 4 focuses on the aspects of implementation and development of the
application. Section 5 focuses on the detection of Real-time offensive text. The
results are discussed in Sect. 6. Finally, we conclude the paper in Sect. 7.

2 Related Work

Cyberbullying and cyber abusing detection have been important topics over the
last few years. The various researchers have mainly focused on textual data
analysis [12,13]. There has been an attempt to use the Fuzzy logic to filter out
the input text for preparing for classification and then detection of cyber abuse
using the various genetic algorithms [11]. Some of the researchers have worked
with machine learning techniques on collected textual data with an accuracy of
78.5% using the decision tree learner and instance-based learner [14]. One of the
methods adopted is to apply common sense reasoning on the textual data which
uses common sense reasoning for cyber abuse detection [26]. Some methods use
Lexical Syntactic Feature which detects cyber abusiveness using the semantic
analysis of the sentences [15].
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Some researchers have examined facial expressions to detect cyber abuse [17–
19]. Balett et al. had achieved 85% accuracy for the detection of the pain using
computer vision by measuring the facial movements and pattern recognitio [17].
Bonanno et al., in a psychological study, examine disclosure-nondisclosure of
early life sexual abuse with nonverbal expressions of emotion in faces of sub-
jects [20]. Besides, Christani et al., appoint Social Signal Processing based on
video surveillance for identifying non-verbal cues which includes facial expres-
sions, gazing, and frame postures to relate them with context dependent activ-
ities [21]. Authors in [27] detected complicated facial expressions that indicate
the purpose of abuse. In the realm of connecting abusive conduct with human
emotions, studies show that there are strong correlations between anger and giv-
ing a reason to abuse [22–25]. Wang et al., experimented with 464 young Chinese
adults and applied the social-cognitive model alongside with fashionable aggres-
sion model [24]. Bosworth et al., in [23] look at that anger becomes a powerful
predictor of abusive behavior. They conclude that excessive ranges of anger are
associated notably with the very best ranges of abuse. Hussain et al in [28],
display that victims of abuse exhibit anger-in phenomenon as opposed to anger-
out by perpetrators of abuse. The current natural language approaches don’t
work for social networks to generalize cyber abusive detection for young people
who uses different short forms [16]. Current approaches do not have real-time
text detection which gives high accuracy. But our approach can also deal with
most of the short forms and displays a real-time offensive percentage. There are
many challenges in using the already collected data and then detecting cyber
abuse. So, we are using the possibility of real-time detection of abusiveness in
the sentence. However, there are many shortcomings of this approach which are
already described above. In our proposed method we do not remove words from
the user’s message, instead, we ask the user themselves to review their messages
based on the percentage of the offensiveness before sending it to another person.
Our proposed approach is the mix of all the above approaches without inheriting
any of their shortcomings as the sender himself does the manual filtering and
replaces the offensive words with one of the suggested words which best suits
the sentence semantically.

3 Proposed Architecture

The architecture of our proposed offensive text detection model is shown in
Fig. 2. The model has two parts (differentiated using two different colors in
Fig. 2), (i) Development and implementation of the model. (ii) Real-time offen-
sive text detection. Details of each part are described in Sects. 4 and 5, respec-
tively.

As shown in the proposed architecture (Fig. 2), the messages are first
extracted from the database and preprocessed. The data prepossessing including
stemming, lemmatization, stop word removal, the lower casing is performed on
the data. Next, the sentences are tokenized into various tokens while keeping only
the most frequently occurring words in the text corpus. To keep every sentence
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Fig. 2. Architecture of the proposed model

of the same length, the sequences are padded. To convert the words present in
the sentence to the numerical values which can be then further be fed into our
training model, we have used GloVe word embedding. Now the real-time mes-
sages that the user types in along with training data are fed into our RNN model
to predict the percentage of six abusive categories and then predict the overall
percentage of abusiveness in the sentence. Then, our model provides alterna-
tive words that can be used instead of the detected abusive words to decrease
the percentage of abusiveness in the sentence. Our application also displays the
graphs and statistics of abusive words that have been used in the past by that
user. The details about the development and implementation of the proposed
architecture are described in the next section.

4 Application Development and Implementation Aspects

As described earlier, the user will be entering their text using the keyboard. The
following steps are followed to analyze this text to predict the percentage score
of the abusiveness in their sentence and give the alternative suggestions to those
abusive words.

4.1 Data Preprocessing

Data/Text preprocessing is an important and first step before feeding any data
into the Machine learning model. The text preprocessing steps include the fol-
lowing:

– Lower Casing: In this step, we have reduced all the letters of the text into
lower case letters. It will be easy to match the query of uppercase letters to
the vocabulary of lower case letters.
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– Stop words Removal: We have used stop word removal as a step to remove
those words that appear to be of less importance when a query is searched
and should be removed from the vocabulary that will help to train our model
better.

– Stemming: Stemming often includes the removal of derivational affixes. There
are many stemming algorithms but for this, we have used Porter’s Stemmer
algorithm. It is believed to be based on the idea that all the suffixes in the
English language are made up of a combination of smaller and simpler suffixes.

– Lemmatization: In this step, we used lemmatization to reduce similar seman-
tic words to a single word. The process grouped the distinct inflected forms
of a word so they can be analyzed as a single item.

4.2 Input Transformation

After the data preprocessing step, the next step is to transform our input to be
used by various machine learning models. This includes vectorizing the input to
perform Natural Language Processing techniques.

Noise Removal: �While extracting the data, we observed that data is noisy,
that is, it contains text that is not relevant to the context. During this step,
all types of noise entities present in the text are removed. The approach that
we used for noise removal is to prepare a dictionary of noise entities. Then we
iterate every word by tokens or words and keep on removing those words that
are present in the noise dictionary.

Representation: Creation of Sequences: The next step is to convert the in-
put real-time text as well as the dataset into a series of numbers that can be
easily fed into the model for training and getting the predictions. The following
steps are performed to create the sequences:

– Tokenizer: A tokenizer is a utility function that is used to split a particular
sentence into words. We have used the Keras Tokenizer function To keep the
pre-specified number of words in the text, num words parameter is used. This
is useful as we don’t want our models to get a lot of noise by considering the
infrequent words. The words that are left by num words are mostly misspelled
words.

– Pad Sequence: Generally, the model expects that every sequence(training
example) should be of the same length i.e. same number of words or tokens.
This can be controlled using the maxlen parameter. The train and test data
contains a list of numbers. Each and every list has the same length. The
word index is the dictionary of most frequently occurring words in the text
corpus.
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4.3 Embedding Enrichment

Word embedding is considered to be one of the most popular representations
of the document vocabulary. It can capture the context of a word in a docu-
ment, semantic and syntactic similarity, relation with other words, etc. Word
embedding is the representation of a particular word in the form of vectors.

GloVe: �The GloVe is primarily based on matrix factorization strategies on the
word-context matrix [7]. The algorithm first constructs a huge matrix of (words
x context) co-occurrence information, i.e. For each “phrase” (the rows), GloVe,
remember how frequently this phrase is seen in some “context” (the columns)
in a big corpus. For our experimentation, the GloVe word embedding method
is used. Using the GloVe embedding file, the input sentence is vectorized so as
to convert words present in the sentence to numerical values which can be then
further fed into our training NLP model. The GloVe is used because it creates
a global co-occurrence matrix by estimating the probability a given word will
co-occur with other words. This presence of global information makes it ideally
works better.

4.4 Recurrent Neural Network

Recurrent means that the output at the current time step is the input to the
next time step. At every element of the sequence, the model considers the current
input and also considers what it remembers about the preceding elements [8].
Since in real-time detection of offensive words, the network should remember
the previous words or the sentence, hidden layers of the RNN do remember such
sequences. Since these layers don’t learn, RNN’s have the capability that can
forget longer sequences as they will have a tough time to carry records from
earlier time steps to later ones, thus having a short-term memory. LSTM’s and
GRU’s were discovered to deal with the problem of short-term memory. These
gates can study which information in a chain is important to maintain or throw
away. By doing that, it can skip relevant records down the lengthy chain of
sequences to make predictions.

Long Short-Term Memory: �LSTM keep only the important information and
throw the rest, passing only the relevant information for further processing to
make the predictions [9]. So, we used Long Short-Term Memory(LSTM) because
we want to pass only the relevant information that is the abusive words that will
play an important role in predicting the score of the sentence abusiveness. Also,
since it is based on the short-term memory, so it will only need to predict the
score based on current input as a text not the previous texts that a person wrote.

Bidirectional LSTM is being used which is an extension of LSTMs that can
improve model performance on sequence classification problems [10]. Then, Glob-
alMaxPool1D() is used to reduce the dimensionality of the feature maps that has
been output by some layer, to replace Flattening and sometimes even Dense lay-
ers in our classifier. The first dense layer outputs 50 as the hidden nodes with the
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first activation function and then the next dense layer outputs 6 output nodes
with the second activation function. So, we have tried out the various combi-
nations of LSTM and these are shown in Table 1. The model is then compiled
using the loss function as ‘binary crossentropy’ and optimizer as ‘adam’.

Table 1. Long short-term memory results

Model name TRAIN ACCURACY (%) TEST ACCURACY (%)

LSTM (ReLu and sigmoid) 98.26 97.718

LSTM (tanh and sigmoid) 98.35 97.777

LSTM (ReLu and tanh) 97.23 96.781

LSTM Convolution (tanh and sigmoid) 98.07 97.597

LSTM Convolution (ReLu and sigmoid) 98.25 97.724

Gated Recurrent Unit: �It is a new generation of Recurrent Neural Networks,
works similar to the LSTM. Gated Recurrent Unit(GRU) uses only the hidden
state to transfer the information and get rid of the cell states. Unlike LSTM, it
consists of the most effective three gates and does not hold an Internal Cell State.
The procedure for training GRU is the same as LSTM by using a bidirectional
model, GlobalMaxPool1D, and dense layers combination as it was trained with
LSTM. Everything remains the same but instead model is GRU rather than
LSTM. The results are shown in Table 2.

Table 2. Gated recurrent unit results

Model Name TRAIN ACCURACY (%) TEST ACCURACY (%)

GRU (ReLu and sigmoid) 98.02 97.178

GRU (tanh and sigmoid) 98.12 97.279

GRU (ReLu and tanh) 97.021 95.793

GRU Convolution (tanh and sigmoid) 97.98 96.159

GRU Convolution (ReLu and sigmoid) 98.06 96.257

After training the model and testing on test data, the best model achieved
is the model LSTM with tanh and sigmoid as the activation function with the
accuracy rate of 97.777%. After training and testing the model, we predicted
the values for our sentence that the user is entering in real-time. The model will
return 6 values i.e. the score of threat, severe toxic, obscene, toxic, hate, and
insult between 0 and 1. These values will be returned to the user’s mobile phone
through the API that we built using the flask. The values will be returned in the
form of JSON. So we will parse the JSON and then the one with the maximum
will be the predicted score of the abusiveness of his/her sentence.
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4.5 Alternative Word Suggestion

Abusive words can be replaced by alternative words thus reducing the degree of
abusiveness in a sentence. To suggest to the user some alternative words that
can be used instead of the abusive words, we used spaCy. It is an open-source
software library for natural language processing.

After the real-time analysis and computation of the percentage of the abu-
siveness in the sentence, the abusive words are identified. The dataset of abusive
words is downloaded from Kaggle and then in a sentence, each word is checked
across all the words in the dataset. If it is found, then that word is marked abu-
sive that the user can use and alternate options are provided without altering the
semantic of the sentence the same and reducing the percentage of abusiveness
as well. All the synonyms of that abusive word are found using the nltk corpus
WordNet.

Now, for each synonym, two things need to be calculated. First, the simi-
larity is calculated between that synonym and the abusive word. Second, the
percentage of abusiveness for that synonym. The best synonym is chosen such
that the percentage of abusiveness is low as compared to others and also should
have a higher similarity between the abusive word and that synonym. This best
synonym is then suggested to the user to be used in the sentence. The percent-
age of abusiveness is calculated using our best model trained. The similarity
between a synonym and the abusive word is calculated using the spaCy for vec-
tor similarity. Each word is said to have a vector representation that is being
learned by contextual embeddings (Word2Vec), which are trained on the cor-
pora. The similarity is being determined by comparing the two-word vectors or
“word embeddings”, multi-dimensional meaning representations of a word. Word
vectors are said to be generated using an algorithm like word2vec. The similarity
used by spaCy is the cosine similarity.

5 Real-Time Offensive Text Detection

We created an android keyboard application, that makes use of the model
described in Sect. 4. The user has to first install and activate the keyboard from
the settings. This is checked every time the user installs the app and if the key-
board is not activated then the app prompts the user to activate it. An API is
hosted on the server which answers queries based on the best model chosen after
experimentation. The training of the model and the hosting of the final model
in the form of API is done on the server because it is much faster on the server
compared to the mobile phone.

Whenever a user types anywhere in his/her phone, the text that is being
typed is sent to the server for processing. Every time the user presses space in
the phone keyboard the query is sent to the server. The model processes the
query and returns the output in the following 6 categories in a JSON format:
i) Toxic, ii) Severe toxic, iii) Obscene, iv) Threat, v) Insult, and vi) Hate. In
the user’s mobile phone, the JSON is processed to extract 6 different percentage
values, one for each category. The maximum of these percentages is chosen as
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the final offense percentage. This percentage is displayed in the top left corner
just above the keyboard as shown in Fig. 1. The percentage keeps updating in
real-time as the user keeps typing. Whenever the degree of offensiveness reaches
a particular threshold, we aim to highlight the offensiveness word and suggest
the alternative word that can be used instead of the original word.

A list of all the words/sentences that are considered as offensiveness has been
added to the app along with their alternative. The check happens in real-time.
As soon as the user taps a space the word that was typed last is checked for
offensiveness. If the word is considered offensiveness, an alternative of the word
is displayed just to the right side of the offensiveness percentage. The user can
choose to use the alternative word or keep using the original word. The focus is on
providing good alternatives rather than forcing the user to not use a particular
word, which might irritate her/him. After the user makes the decision the degree
of offensiveness is calculated again in real-time based on the new sentence. We
also keep track of the user’s usage over a while. We record each of the words
typed by the user and create a table of the 5 most frequently typed words by the
user. The aim is to make the user aware of his voluntarily/involuntarily habits of
using some words that might be offensiveness to use. These results can be seen
on the statistics page in the app.

The app also contains the visualization of the data on usage of the offensive-
ness words by the user with respect to time which is being stored while they
use those offensiveness words. As shown in the Fig. 3, a line graph is displayed
based on the percentage of offense in user’s texts over a period of time. On the
X-axis we have time, whereas on the Y-axis we have the offense percentage. This
is done so that the user can easily see the improvement in his text patterns over
time.

6 Performance Evaluation and Results

We evaluate performance of our proposed approach through real experimenta-
tion. First, we explain the dataset used for experiments followed by discussion
of efficiency of real-time offensiveness text detection module.

6.1 Dataset Used

The dataset is collected from Kaggle [29] which comprises total 312735 text
messages. Out of the total, 159571 text messages are selected as the training
set and 153164 text messages as the test set for validation. The training dataset
contains the text message and the six different categories: toxic, severe toxic,
obscene, threat, insult and indentity hate. The number of messages in each cat-
egory is defined in Table 3.
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Fig. 3. Screenshot of visualization section

Table 3. Dataset statistics

Category # messages

toxic 15294

severe toxic 1595

obscene 8449

threat 478

insult 7877

indentity hate 1405

6.2 Experimental Setup and Results

After analyzing various models (as described in Tables 1 and 2), we selected
LSTM with tanh and sigmoid activation function with the help of exhaustive
experiments we could attain an accuracy of 97.77%. This model is chosen to be
hosted on the API. As mentioned before, the model returns the output in the
six categories. Here are some of the examples, shown in Table 4, of the results
obtained from the user.

The examples are chosen by observing the common usage of offensiveness
words. It was noted that the word ‘fuck’ and ‘bitch’ are some of the most com-
monly used offensiveness words. The model correctly identifies good and bad
sentences and assigns a percentage in all the categories. Percentages are pretty
similar to what someone would manually annotate. This is expected given the
high accuracy of the model being used.

Table 4. Offensiveness percentage of different sentences as predicted by the model

Text TOXIC% Severe toxic% Obscene% Threat% Insult% Hate%

You are a bitch 98.6 42.6 97.6 4.5 89.11 8.1

Oh fuck 97 38.8 98.1 3.5 70.8 2.7

Bullshit 94.8 18.8 94.3 2.19 62.4 2.2

Fuck you bitch 99.2 70 98.9 7.3 91.5 11.1

You are awesome 22.2 0.2 2.2 0.5 5.3 0.2

Now the next step after identifying the offense percentage is to suggest the
alternative words to the user. Considering the first 3 of the above samples as
offensiveness, our model suggests replacing the word ‘bitch’, ‘fuck’, and ‘bull-
shit’ with ‘bad person’, ’snap’, and ‘bullspit’ respectively. The alternative words
suggested don’t have the same meaning as the original words, but the overall
meaning of the sentence remains almost the same. Now the offensiveness words
are replaced and the updated sentence is again sent to the API to process, results
shown in Table 5.
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Table 5. Comparison between user’s original text and text after applying our sugges-
tions

Original text Offensiveness(%) Suggested text Offensiveness(%)

You are a bitch 98.6 You are a bad person 27.5

Oh fuck 98.1 Oh snap 1.7

Bullshit 94.8 Bullspit 1.4

Fuck you bitch 99.2 Snap you bad woman 7.2

Fig. 4. Graph based on the examples mentioned above

As shown in Table 5, evidently, the offense percentage is reduced without
changing the meaning of the sentence. It is also observed that using a particular
word, which in normal circumstances doesn’t make sense but is able to convey the
meaning effectively, reduce the percentage a lot. For example, using snap instead
of ‘fuck’, the feel of surprise, is conveyed almost 100% and the user receiving the
message would never know if the person sending the message actually wrote
‘snap’ or ‘fuck’. In some examples, like the first one, where the word ‘bitch’ is
replaced by ‘bad woman’ the percentage does not reduce to single digits like in
other examples. It is because calling somebody a bad person is an offensiveness
to some extent but certainly less offensiveness than calling someone a ‘bitch’. The
entire process is a tradeoff between the choice of words and offense percentage
as shown in Fig. 4. The words that change the meaning of the sentence aren’t
considered as good alternatives but at the same time, the words have to be
chosen in such a way that they reduce the offense percentage.

7 Conclusion

The aim of this work is to prevent cyberbullying from using real-time text analy-
sis. We have to build a model that shows satisfactory and promising results. This
kind of model can be easily integrated into any keyboard app and can be effec-
tively used to prevent cyberbullying and keep track of the usage of bad words
by any user. The main challenge in this model is to find the perfect balance
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between the choice of alternative words and the reduction in offense percentage
the word provides. In the end, it can be concluded that it is very much possible
and most probably the best way to reduce cyberbullying using such models. The
accuracy of the model is 97.777%. Besides, the user can just check the offensive-
ness percentage live right in front of him as and when he types and can choose
to remove the offensiveness words altogether from his sentence without much
inconvenience. This kind of implementation has a lot of potentials and can be
provided as a public API or as an extension to anyone who wants to integrate
it into their keyboard.
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Abstract. Given a directed graph with each edge has a weight and sev-
eral criteria, a multi-constraint shortest path query (CSP) asks for the
shortest path that satisfies the constraints on these criteria. It is a gen-
eral routing problem and can be used to customise user’s routing require-
ments. However, only the single-constraint version has been well studied
while the multi-constraint version is ignored due to its complexity. In this
paper, we explore the multi-CSP problem by extending three existing
single-CSP algorithms (Skyline-Dijkstra, sKSP, and eKSP) and exper-
imentally study their performance and behaviours. Experiment results
provides insights of how the query distance, constraint ratio, criteria
number, strictness, and correlation influence the query performance.

Keywords: Constraint shortest path · Road network

1 Introduction

With the advance of the transportation-related smart city technologies, we have
our road network information more detailed than ever before. For instance, apart
from the ordinary shortest path, we now have more road information such as the
traveling time [1,2], toll charge, number of big turns, increase of elevation, num-
ber of traffic lights, fuel consumption, battery usage, tourist interests, number of
humps, height/weight limits, and etc. By combining these criteria interchange-
ably, we can provide customised trip that satisfies user’s flexible needs. In other
words, this multi-criteria route planning is a more generalised way to plan our
trips, while the ordinary shortest path is a special case. However, when we have
more than one optimisation goals, it is very likely we cannot find one result that
is optimal in every criterion. In fact, we normally use a set of skyline results [3]
in a multi-objective problem like this. Therefore, one way to implement it is
through skyline path [4–6], which extends the skyline concept to path finding.

However, the skyline path is normally not a good choice because the following
reasons. Firstly, it tends to generate a large number of results for users to choose,
with some results are very good at some criteria but poor at others. For example,
suppose we have two criteria: distance and toll charge. Then the two extreme
paths that one has the lowest toll but has to take a long detour, while the
other one has the shortest distance but has a high toll charge, all belong to the
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skyline path results. However, both of them are very unlikely be a satisfactory
result, so it is a waste of time to compute them. Secondly, it is very time-
consuming to compute the skyline paths, as its time complexity is O(wmax|V |×
(|V | log |V | + |E|)) (|V | is the vertex number, |E| is the edge number, and cmax

is the largest edge cost, suppose cost is smaller than weight)) [7]. Therefore,
the Constraint Shortest Path (CSP) is a more practical solution, which only
optimises on one criterion while requires the other criterion satisfying their pre-
defined thresholds (constraints). In this way, only the best path that satisfies all
the user requirements is returned.

Therefore, in this work, we extend the existing single-CSP algorithms to
the multi-criteria environment to test their performance and behaviours. Like
the ordinary shortest path algorithms, the CSP algorithms can also be classi-
fied into index-free and index-based methods. We only focus on the index-free
methods because they provide the ground-truth results of the multi-CSP queries
and extending them is the first step towards exploring the multi-CSP problem.
Besides, it is unclear how the index can be utilised flexibly for different numbers
of query constraints because the criteria number has to be fixed. We will leave
the index-based multi-CSP to the future work. In terms of the index-free meth-
ods, there are two main streams: 1) Dijkstra’s-like expansion, which expands the
search space incrementally and prune the dominated sub-paths until reaching the
destination, and 2) k-shortest path enumeration, which tests the paths in the
distance-increasing order until obtaining the first valid result. To test their per-
formance in multi-criteria, we extend the algorithms from both streams. Specifi-
cally, we extend the following three algorithms: Skyline Dijkstra [7], Search-based
kSP [8], and Enhanced kSP [9]. Finally, we conduct extensive experiment on the
influence of query distance, constraint ratio, criteria number, stricter criteria,
and criteria correlation with the weight, and provide insightful analysis. These
experiment results provides insights of how the problem evolves and how the
algorithms perform in the higher dimensional space. Our contributions are listed
below:

– We formally study the multi-CSP problem, which is the most general version
of CSP ;

– We extend three existing single-CSP algorithms to the multi-CSP environ-
ment efficiently;

– Extensive experiments on the extended algorithms fully explore and provide
insights of their performance under different scenarios.

The rest of this paper is organised as follows: We first discuss the related
works in Sect. 2. Then we define the problem formally in Sect. 3 and describe
three multi-CSP algorithms in Sect. 4. Experimental study is presented in Sect. 5,
and Sect. 6 concludes the paper.

2 Related Work

In this section, we introduce the existing solutions for multi-constraint shortest
path finding which include Skyline Path, Single-CSP and Multi-CSP.
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2.1 Skyline Path

Skyline-Dijkstra’s1 [7] is the first algorithm for skyline path query that expands
the search space incrementally and dominance relation is applied to prune the
search space. In this algorithm, one vertex might be visited multiple time with
each search corresponding to one skyline result. Then [4] incorporates land-
mark [10] to estimate the lower bounds and prunes the search space with
dominance relations. [5] utilizes the skyline operator to find a set of skyline
destinations.

2.2 Single-CSP

Exact Algorithms. [11] first studies the CSP by applying the dynamic pro-
gramming algorithm. After that, [12] views the CSP as an integer linear program-
ming (ILP) problem and uses the standard ILP algorithm to answer it. However,
both of them only work on small toy graphs and can hardly scale to the real-life
road networks containing hundreds of thousands of vertices. Among the practical
solutions, the Skyline Dijkstra algorithm sets a constraint on the cost during the
skyline search and the search space can be further pruned as the CSP result is
a subset of the skyline paths. k-Path enumeration [8,9,13] is another practical
solution, which tests the top-k paths in the distance-increasing order one by one
until obtaining the first one that satisfies the constraint. Specifically, Pulse [13]
improves this procedure by applying the constraint pruning, but its performance
is limited because it is based on depth-first search. sKSP [8] generates the
k-paths faster with the help of a reverse shortest path tree. Finally, eKSP [9]
further replaces sKSP ’s search with sub-path concatenation to speed up k-path
generation. Although many shortest path indexes [14–17] are widely used for
efficient query processing, only CH [18] has been extended to CSP [19]. This is
because the query constraints are not fixed with the constraint value among a
range, such that the index has to capture all the possible solutions and its short-
cuts are actually skyline paths. As a result, it is Skyline-Dijkstra-based with
long construction time, inefficient query processing and huge index size. In fact,
CSP-CH has to reduce the skyline paths number in each shortcut to reduce the
construction time, but it would deteriorate the query performance.

Approximate Algorithms. The approximate CSP finds the paths with length
smaller than (1 + α) times of the optimal path. [7] is the first approximate
method with a complexity of O(|E|2 |V |2

α − 1
log |V |

α − 1
), and [20] reduces it to

O(|V ||E|(log log wmax

wmin

+
1

α − 1
)). Lagrange Relaxation obtains the approximation

result [21] with O(|E| log3 |E|) iterations of path finding. However, these approx-
imate algorithms are several orders of magnitude slower than the k-Path-based
exact algorithms as tested in [22] and [13]. CP-CSP [23] approximates the Skyline

1 It was called MinSum-MinSum problem as the term skyline was not used in the
1980s.
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Dijkstra by distributing the approximation power n
√

α to the edges. Neverthe-
less, its approximation ratio would decrease to 1 when the path is long, so its
performance is no better than Sky-Dijk in practice. The only practical approx-
imate index method is COLA [24], which partitions the graph into regions and
precomputes approximate skyline paths between regions. Similar to CP-CSP,
the approximate paths are computed in the Skyline-Dijkstra fashion. In order
to avoid the diminishing approximation power n

√|V |, it views α as a budget
and concentrates it on the important vertices. Similar pruning technique is also
applied in the time-dependent path finding [25]. In this way, the approximation
power is released so it has faster construction time and smaller index size.

2.3 Multi-CSP

The Multi-CSP algorithms can be classified into scalar and Pareto methods.
Scalar methods transform the question to a single-objective problem based on
existing heuristics [26] such as a weighted objective function [27]. However, such
methods are not easy to achieve coherence on a set of criteria [28]. On the other
sides, the Pareto [29–31] method uses the idea of Pareto dominance. The exact
ways to find the entire set of Pareto-optimal paths, or called skyline paths, can
be divided into labeling and ranking algorithms. Ranking algorithms produce a
set of the k-shortest path first and then discard the paths dominated by other
criteria in the path set. Note that the fundamental solutions on solving MCSP
are similar to the methods on Bi-Criteria Path Problem, which is a specific case
of multi-CSP. It will be an easy extension for solving multi-CSP on a given
pair of source and destination. However, there are much more challenging on
answering an arbitrary OD pair, as the skyline paths will increase dramatically
when the number of criteria increases.

3 Preliminary

3.1 Problem Definition

Let G(V,E) be a graph with vertex set V and edge set E ⊆ V × V . Each
edge e ∈ E has d dimensional values, including a weight w(e) and a set of
costs {c1(e), . . . , cd−1(e)}. By considering w and costs together, we have d cri-
teria in total. A path p from the source s ∈ V to the target t ∈ V is a
sequence of consecutive vertices p = 〈s = v0, v1, . . . , vk = t〉, where (vn, vn+1) ∈
E,∀n ∈ [0, k − 1]. Each path p has a weight w(p) =

∑
e∈p w(e) and a set of costs

{ci(p) =
∑

e∈p ci(e)|i ∈ [1, d−1]}. Then we define the multi-constrained shortest
path query below:

Definition 1 (Multi-CSP Query). Given a graph G, a source s, a target
t, and a set of maximum cost bounds C = {C1, ..., Cd−1}, ∀Ci ∈ R

+, where
i ∈ [1, d − 1]. A Multi-CSP query q(s, t, C) returns a path with the minimum
w(p) while guaranteeing that each ci(p) ≤ Ci.
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3.2 Skyline Path

It should be noted that a Multi-CSP path from s to t is one of the skyline
paths from s to t. Besides, our algorithms and pruning techniques are also based
on the skyline path, so we define the skyline path here. Like the other skyline
problems, the skyline path is also based on the notion of dominance, which is
defined below:

Definition 2 (Path Dominance). Given two paths p1 and p2 with the same
OD, p1 dominates p2 iff w(p1) ≤ w(p2) and ci(p1) ≤ ci(p2),∀i ∈ [1, d − 1], and
at least one of them is the strictly smaller relation.

Definition 3 (Skyline Path). Given any two paths p1 and p2 with the same
OD, they are skyline paths if they cannot dominate each other.

Then the skyline path set between any s and t is the minimal set of paths that
cannot dominate each other, but can dominate all the other paths. Obviously,
CSP path is a skyline path, because otherwise there would another path with
smaller weight and also satisfying all the constraints. And our CSP path is the
shortest one among all the constraint-satisfying skyline paths.

4 Multi-CSP Algorithms

In this section, we extend three CSP algorithms to the multi-CSP scenario.
Specifically, Skyline-Dijkstra (Sky-Dij) is the basis whose searches replace the
classic shortest path expansion with skyline path expansion, Search-based kPath
(sKSP) enumerates the shortest paths in the distance-increasing order with the
help of Sky-Dij, and Enhanced kPath (eKSP) further avoids expensive Sky-Dijk
to achieve better performance.

4.1 Skyline-Dijkstra’s Multi-CSP

The Skyline-Dijkstra’s algorithm finds all the skyline paths from s to t in the
same manner of the Dijkstra’s. It can be used to answer CSP query by prun-
ing with the constraint. Different from the Dijkstra’s that computes the short-
est distance from s to each visited vertex in the distance-increasing order, the
Skyline-Dijkstra stores a set of skyline paths at each visited vertex by assigning
a label set L(v) to each vertex v ∈ V . L(v) is empty in the beginning and then
maintained as the current set of skyline paths from s to v. Moreover, the vertex
order in the priority queue Q in Skyline-Dijkstra depends on multiple criteria
including a weight and a set of costs, which is unlike the Q in Dijkstra’s sorting
on the shortest distance. Therefore, L(v) in Q has no strict order and we can
select either weight or one of the costs as its ranking order. In this work, we still
maintains Q in ascending order of each vertex’s weight.

For a multi-CSP query q(s, t, C), the primary procedure of a traversal is
shown as follows:
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1. Initially, Q includes path p0 from s to s.
2. In each iteration, Skyline-Dijkstra pops the top path p with the minimum

weight from Q. Suppose v is the top vertex in p.
3. Then we check whether v is equal to the destination t. If v 	= t, it means that

p has not reached the destination. Then we expand p to a path p′, which can
be obtained by adding an edge (v, v′) at the end of p.

4. Next, we check the feasibility of p′. If any ci(p′) > Ci or p′ dominated by
other paths in L(v′), we can discard p′ safely. Otherwise, we add p′ to Q and
also insert it to L(v′). Meanwhile, we validate the paths in L(v′) to eliminate
the dominated paths.

5. The algorithms terminates when Q is empty or t is reached. Then the path
with minimum weight in the label set L(t) is the result.

It should be noted that Q has to maintain a set of skyline paths from s to
each visited vertices. On the computing of skylines, the number of skyline paths
in Q will increase dramatically, which is caused by the following reasons: 1) The
Dijkstra-based search presents circle space, so the number of visited vertices
will be exploding when the query distance is long. 2) The Skyline-Dijkstra may
visit the same vertex more than once to produce different skyline paths. 3)
When the dimensions number increases, more skyline paths are generated as
they become harder to dominate each other. Hence, Skyline-Dijkstra may spend
hours to answer a multi-CSP query in the cases of long query distance and high
dimensions.

Pruning Technique 1. To improve the query performance of the Skyline-
Dijkstra’s, we propose the following pruning techniques. It should be noted that
if a path p is a skyline path, the sub-paths of p are all skyline paths [19]. Then in
the Step 4 above, suppose path p′ is identified as a current skyline path from s to
v′, and it is added to Q and L(v′). However, it could be dominated by the paths
that are found later. Therefore, if p′ is not a sub-path of a skyline path from
s to t, it is unnecessary to further check its neighbours when it is popped out
from Q. In the pruning, for each vertex v popped out from Q, we will identify
the dominate relations of its corresponding path p with the paths in L(v). If p
is dominated, we will stop the exploring on the path and pop out the next top
vertex in Q. This process will reduce the size of the priority queue and avoid the
search on the unnecessary vertices.

Fig. 1. Example of Skyline-Dijkstra’s Multi-CSP
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Running Example. An example road network is shown in Fig. 1, which has four
criteria on each edge. We consider the first criterion as weight and other three
as costs. Suppose we have a multi-CSP query q(A,E,C), where C = {8, 9, 10}.
The Skyline-Dijkstra’s initializes Q with a A to A path p0, which includes zero
for all criteria. Then, p0 = 〈A,A〉 is popped out. By checking the neighbours of
A, we can get a path p1 = 〈A,B〉 with w(p1) = 4 and c(p1) = {4, 3, 5}, and
another path p2 = 〈A,C〉 with w(p2) = 2 and c(p2) = {1, 1, 1}. We assign p1
to L(B) and p2 to L(C). In consequence, we push p1 and p2 into Q. In the next
round, p2 is popped out from Q as w(p2) is the minimum. We generate path
p3 = 〈A,C,B〉 with w(p3) = 3 and c(p3) = {4, 2, 2}, and path p4 = 〈A,C,E〉
with w(p4) = 6 and c(p4) = {6, 5, 5}. We maintain the labels by adding p3
to L(B) and p4 to L(E). Because L(B) already has p1 = {4, 4, 3, 5} and p1 is
dominated by p3, we delete p1 from L(B). Furthermore, We only push p3 into Q
as p4 has already reached E. As the current path with minimum weight is p3, we
pop it out and obtains p5 = 〈A,C,B,D〉 with w(p5) = 7 and c(p5) = {9, 5, 5},
and p6 = 〈A,C,B,E〉 with w(p6) = 7 and c(p6) = {7, 3, 3}. Note that the first
cost c1 of p5 is 9, which exceeds the corresponding constraint C1 = 8. Thus, we
stop expanding from path p5 in the future. For p6, as it cannot be dominated by
p4, we push it in L(B) as a skyline path. Currently, Q still has p1 = {4, 4, 3, 5}.
When we pop it out, we notice that it has already been dominated by the current
path in L(B). Therefore, we stop checking the neighbours of B. By checking the
next top element in Q, we find that it is empty, and algorithm terminates.

Complexity Analysis. The time complexity of the Skyline-Dijkstra’s in the
two dimensional space is O(cmax|V |(|V |log|V | + |E|)), where cmax is the largest
edge cost and suppose costs are smaller than weights. This is because cmax is
the worst case scenario of the skyline number. When it comes to the multi-
criteria, this worst case explodes to

∏
ci.max), and the time complexity becomes

O(
∏

ci.max|V |(|V |log|V | + |E|)). Therefore, the Skyline-Dijstra’s performance
deteriorates dramatically as the dimension number increases.

Pruning Technique 2. To further improve the query performance by reducing
the skyline path numbers, we first compute a set of minimum cost to t. Specif-
ically, for each cost, we run a reverse Dijkstra’s on it and obtain the minimum
cost from each vertex to t. Then during the Skyline-Dijkstra’s search, when we
expand a path p′, we can compute the lower-bounds of the costs of p′ by adding
the current cost with the pre-computed minimum cost. If any of the cost lower
bound exceeds its constraint, we can prune p′ directly as it cannot produce a
valid result. Moreover, the reversed Dijkstra’s can prune with the constraints and
leaving the unvisited costs ∞. Because the Dijkstra’s complexity is smaller than
the Skyline-Dijkstra’s, the pre-computation won’t affect the time complexity, but
it can boost the query performance in practice.

4.2 Search-Based kPath Multi-CSP

The Skyline-Dijkstra’s has to find all the constraint-satisfying skyline sub-paths
by expanding the search space incrementally from s before the result is found.
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However, it is time-consuming even if the shortest path itself is the multi-CSP
result. Therefore, the kPath enumeration [32], which finds the top-k shortest
paths in the distance-increasing order, can work in this scenario perfectly. By
testing the shortest paths strictly in the distance-increasing order, the final result
is the first one that satisfying all the constraints. The kPath algorithm first find
the shortest path p1. To find the second shortest path, it first deviates the from
the vertices vi on p1 iteratively and finds the shortest path from vi to t that does
not traverse any vertex in the prefix subpath p1(s → vi). Then a set of candidate
paths are obtained by concatenating p1(s → vi) and the shortest path from vi to
t. It is easy to prove that the second shortest path is among these candidates. To
this end, we put these candidates into a priority queue Q, and use the one on top
as the second one, and further expands from it to generate and insert another
set of candidates into Q. It should be noted that only the subpath from vi to
t needs deviation as the previous prefix s → t is also covered by the previous
deviations. To further speedup the enumeration, a reverse shortest path tree can
be utilised to speed up the deviation search [8].

However, enumerating all the shortest paths until reaching the final result
could also be time-consuming as there could be hundreds of thousands of
candidates to test. In fact, the kPath algorithm has a time complexity of
O(k|V |(|V | log |V |+|E|)). Then it would be a disaster if k is large for a multi-CSP
result. Therefore, the above two pruning techniques and the skyline dominance
are also introduced into the kPath computation to reduce the candidate number
and the enumeration number k. Specifically, each vertex also has a skyline set
L(v) to prune the dominated candidates. When we conduct a deviation search,
its search space can be pruned with the same procedure as the Skyline-Dijkstra’s.
In fact, we can view this search-based kPath algorithm as a set of tiny Skyline-
Dijkstra’s from each deviation vertex. Therefore, its performance is also limited
by the Skyline-Dijkstra’s.

4.3 Enhanced kPath Multi-CSP

To further improve the query performance, we can get rid of Skyline-Dijkstra’s
algorithm’s Dijkstra’s part completely and only utilise the Skyline part in the
kPath enumeration. Besides, we can also reduce the candidate number by avoid-
ing generating the complete candidate set for each path and only generate one
when necessary. Therefore, instead of generating all the deviation paths from
the current path, we first compute the deviation cost of all the deviation edges.
For example, suppose u is on pi and v is a neighbor of u but not on pi, then
edge (u, v) is a deviation edge and its deviation cost is w(u, v)+ d(v, t)− d(u, t).
By organizing all the deviation edges in a heap, we can generate new paths in
the distance-increasing order. However, there is no need to generate them all at
the same time as it would be the same as the search-based kPath. During the
enumeration, we only need to generate one candidate from the top path, and
another candidate from its parent path, i.e., the path that generated the current
top path. This is because we can view the kPath search space divided by the
paths and deviation edges into subspaces, and we only need to guarantee each
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subspace has an active candidate to consider in Q. Therefore, when we process
the top path p′, only the old subspace that generates p′ and the new subspace
that p′ creates have no candidate. The first case can be fixed by generating the
next shortest path from p′’s parent path, and the second case is taken care by
p′. In this way, only two candidates instead of |p′| candidates are generated in
each iteration, so we can avoid a large amount of expensive Skyline-Dijkstra’s
searches.

Similar pruning techniques can also be applied in this algorithm. When we
generate a new candidate path by deviating to a neighbor v, we can first test
it with v’s skyline paths L(v) and either prune it or prune the skyline paths.
Then we can also prune with the feasibility when any cost does no satisfy its
constraint. If any of the above two conditions hold, we can discard this candidate
safely and generate the next one until all the constraints are satisfied.

5 Experiments

5.1 Experimental Settings

We implement all the algorithms in C++ with full optimizations. The experi-
ments are conducted in a 64-bit Ubuntu 18.04.3 LTS with two 8-cores Intel Xeon
CPU E5-2.9 GHz and 186 GB RAM.

Datasets. All the tests are conducted in the real New York network obtained
from the 9th DIMACS Implementation Challenge2. It has 264,346 vertices and
733,846 edges. Each edge has a distance and a travel time, and we treat the
distance as weight and the travel time as cost.

Query Set. We use five sets of OD pairs Q1 to Q5 (100 each) as the base
query set, and each of them represents a distance category. Specifically, we first
estimate the network diameter wmax with an approximation method [33], then
each Qi are the random OD pairs with distance within [wmax/26−i, wmax/25−i].
For example, Q1 are the nearer OD pairs within [wmax/32, wmax/16] and Q5 are
the far away OD pairs within [wmax/2, wmax]. We run each query five times and
report the average time for the 100 queries in each query set.

Then we generate the costs of the edges. Specifically, there are three types
of cost:

1. Positive Correlation: The cost grows proportionally to the distance such
travel time and fuel consumption, and we use the travel time in the dataset
directly in the single-criteria test.

2. Random: The cost has no clear relation with distance like the slope gradient,
and we generate it randomly in the multi-criteria test.

3. Negative Correlation: The cost drops proportionally to the distance that
causes the worst case in the skyline operations. We use the equation c =
k
w , k ∈ R

+ to generate cost for each edge.

2 http://users.diag.uniroma1.it/challenge9/download.shtml.

http://users.diag.uniroma1.it/challenge9/download.shtml
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For the multi-criteria tests, we set the criteria number |m| as 1, 2, 3, 4, 5, 10,
15, and 20. To set the query constraint Ci to these OD pairs, we first compute
the minimum cost Ci

min of criteria mi such that if Ci < Ci
min, the optimal result

can not be found. Then we also find the maximum cost Ci
max of criteria mi such

that if Ci > Ci
max, the optimal results is the path with the shortest distance. In

this way, we obtain a cost range [Ci
min, Ci

max]. Furthermore, in order to test the
constraint influence on the query performance, we generate five constraints for
each OD pair: Ci = r × Ci

max + (1 − r) × Ci
min, with r = 0.1, 0.3, 0.5, 0.7 and

0.9. When r is small, C is closer to the minimum cost; when r is big, C is closer
to the maximum cost.

5.2 Query Distance

Figure 2 shows the query processing time of different algorithms in NY under
different constraint ratios r in the distance-increasing order. For starter, all the
algorithms’ running time increase as the distance increases. When the ODs are
near to each other like Q1 and Q2, all of them can finish in 10 s. When the
distance further increases, they soar up to thousands of seconds. Specifically,
Sky-Dij is the fastest when the distance is short but its performance deteriorates
for longer queries because it has a huge amount of intermediate partial skyline
results to extend. The two KSP methods perform better when the distance
becomes longer, especially when r is larger. This is because they enumerate the
paths in the distance-increasing order, and the larger r tends to terminate the
enumeration earlier. Among the two KSP methods, eKSP is faster because it
avoids the expensive Dijkstra’s search during the enumeration.

Fig. 2. Query distance

5.3 Constraint Ratio

Figure 3 shows the query processing time from the perspective of r. The Sky-Dij
and KSP methods have different trends: Sky-Dij grows as the r increases, while
cKSP and eKSP have a hump shape. It should be noted that because the time is
shown in logarithm, a very small change over 102 in the plot actually has a very
large difference. These trends become more obvious when the query distance
becomes larger (Q3 to Q5). The reason of the increase trend is that Sky-Dij
expands the search space incrementally, during which they accumulate a set of
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Fig. 3. Constraint ratio

partial skyline paths. Therefore, when the r is small, partial skyline path set is
also small because most of the infeasible ones are dominated, so it has faster
running time. When r is big, the partial skyline path set is also large so it runs
slower. As for the hump trend, the two KSP algorithms test the complete paths
iteratively in the distance-increasing order. Therefore, when r is big, more paths
would satisfy this constraint, so there is a higher chance for the shorter paths to
become the final result, and we only need to enumerate a small number of path
to find it.

5.4 Number of Constraints

Because Q1 is too short to tell the difference and Q3 is slow to run, we use Q2 to
test the influence of criteria number m. The results are shown in Fig. 4 (a)–(c).
Because not all the query constraints can be satisfied, we also show the invalid
query number with bar. Firstly, as the criteria number increases, the invalid query
number also increases. Specifically, r = 0.1 has more invalid queries because it
has stricter criteria (more than half are invalid when criteria number is larger
than 15), while r = 0.9 has fewer because its criteria are looser. Secondly,
the query answering time increases as criteria number increases. Although the
larger number of criteria could prune the result space by invalid sub-paths, it also
generates more skyline paths as the high dimensional space tend to have more
skylines. Therefore, the pruning power of skyline paths becomes weaker, and
it is also more time-consuming to test and maintain the skyline path results.
Consequently, Sky-Dij ’s running time soars up, and only finish query in time
when r is small. In addition, sKSP ’s performance is also affected by it skyline
search. Finally, eKSP is the fastest as it avoids the expensive the Sky-Dij, while
the two search-based methods are much slower.
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Fig. 4. Constraint number. Line: query time. Bar: invalid query number

5.5 Influence of Stricter Constraints

The previous experiments have the same r for each query. In this experiment, we
test the influence of different r in the same query. Specifically, we set r = 0.9 and
m = 5 as default, and increases the number of r = 0.1 from 0 to 5. The results
are shown in Fig. 4-(d). For starter, as the number of r = 0.1 increases, more
queries become invalid. Consequently, more sub-queries would become invalid,
so the query time of eKSP and Sky-Dij drop. As for the sKSP, its query time
does not have a clear trend. As the eKSP is the fastest method, we can draw
the conclusion that stricter criteria could improve the query performance, while
looser criteria would prolong the query time.

5.6 Constraint Correlation

In this experiment, we also compare the query performance when the criteria
are random or negative correlation with the weight, and the result is shown in
Fig. 5. First of all, the positive correlation is the fastest to run. This is because
it generates fewer skyline paths and has smaller result space. Secondly, random
correlation is slower, and it is the most common type of criterion in real-life.
Finally, the negative correlation is much slower, because almost all the paths
are skyline paths, which booms the search space. Therefore, even if the criteria
number is only one, its performance deteriorates dramatically such that some of
the tests cannot finish. Fortunately, although the negative correlation is worst-
case scenario of skyline and CSP path, it is very rare in real-life.

Fig. 5. Correlation influence
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6 Conclusion

In this paper, we study the multi-constraint shortest path problem as it is more
general and more powerful to satisfy users’ needs. Specifically, we extend three
state-of-the-art CSP algorithms (Sky-Dij, sKSP, and eKSP) to the multi-criteria
scenario. After that, we conduct extensive experiments to test influence of dis-
tance, constraint ratio, stricter criteria, and criteria correlation with weight.
These experimental results provide insights of how the multi-CSP is different
from CSP, and guide future research for more efficient multi-CSP query pro-
cessing.
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for the QoS routing problem. In: INFOCOM, vol. 2, pp. 859–868. IEEE (2001)

22. Kuipers, F., Orda, A., Raz, D., Van Mieghem, P.: A comparison of exact and
ε -approximation algorithms for constrained routing. In: Boavida, F., Plage-
mann, T., Stiller, B., Westphal, C., Monteiro, E. (eds.) NETWORKING 2006.
LNCS, vol. 3976, pp. 197–208. Springer, Heidelberg (2006). https://doi.org/10.
1007/11753810 17

23. Tsaggouris, G., Zaroliagis, C.: Multiobjective optimization: improved FPTAS for
shortest paths and non-linear objectives with applications. Theory Comput. Syst.
45(1), 162–186 (2009). https://doi.org/10.1007/s00224-007-9096-4

24. Wang, S., Xiao, X., Yang, Y., Lin, W.: Effective indexing for approximate con-
strained shortest path queries on large road networks. PVLDB 10(2), 61–72 (2016)

25. Li, L., Wang, S., Zhou, X.: Time-dependent hop labeling on road network. In:
ICDE, pp. 902–913, April 2019

26. Jozefowiez, N., Semet, F., Talbi, E.-G.: Multi-objective vehicle routing problems.
Eur. J. Oper. Res. 189(2), 293–309 (2008)

27. Shi, N., Zhou, S., Wang, F., Tao, Y., Liu, L.: The multi-criteria constrained shortest
path problem. Transp. Res. Part E: Logist. Transp. Rev. 101, 13–29 (2017)

28. Braekers, K., Caris, A., Janssens, G.K.: Bi-objective optimization of drayage oper-
ations in the service area of intermodal terminals. Transp. Res. Part E: Logist.
Transp. Rev. 65, 50–69 (2014)

29. Gandibleux, X., Beugnies, F., Randriamasy, S.: Martins’ algorithm revisited for
multi-objective shortest path problems with a maxmin cost function. 4OR 4(1),
47–59 (2006). https://doi.org/10.1007/s10288-005-0074-x

30. Guerriero, F., Musmanno, R.: Label correcting methods to solve multicriteria
shortest path problems. J. Optim. Theory Appl. 111(3), 589–613 (2001)

31. Skriver, A.J., Andersen, K.A.: A label correcting approach for solving bicriterion
shortest-path problems. Comput. Oper. Res. 27(6), 507–524 (2000)

32. Yen, J.Y.: Finding the k shortest loopless paths in a network. Manage. Sci. 17(11),
712–716 (1971)

33. Meyer, U., Sanders, P.: δ-stepping: a parallelizable shortest path algorithm. J.
Algorithms 49(1), 114–152 (2003)

https://doi.org/10.1007/978-3-540-68552-4_24
https://doi.org/10.1007/978-3-540-68552-4_24
https://doi.org/10.1007/11753810_17
https://doi.org/10.1007/11753810_17
https://doi.org/10.1007/s00224-007-9096-4
https://doi.org/10.1007/s10288-005-0074-x


The Effect of Regional Economic Clusters
on Housing Price

Jiaying Kou1(B), Jiahua Du1, Xiaoming Fu2, Geordie Z. Zhang3, Hua Wang1,
and Yanchun Zhang1

1 Institute for Sustainable Industries and Liveable Cities, Victoria University,
Melbourne, Australia

jiaying.kou@live.vu.edu.au
2 Institute of Computer Science, University of Göttingen, Göttingen, Germany

3 Melbourne Data Analytics Platform, The University of Melbourne,
Melbourne, Australia

Abstract. A good location goes beyond the direct benefits from its
neighbourhood. Unlike most previous statistical and machine learning
based housing appraisal research, which limit their investigations to
neighbourhoods within 1 km radius of the house, we expand the investi-
gation beyond the local neighbourhood and to the whole metropolitan
area, by introducing the connection to significant influential economic
nodes, which we term Regional Economic Clusters. By consolidating with
other influencing factors, we build a housing appraisal model, named
HNED, including housing features, neighbourhood factors, regional eco-
nomic clusters and demographic characteristics. Specifically, we intro-
duce regional economic clusters within the metropolitan range into the
housing appraisal model, such as the connection to CBD, workplace, or
the convenience and quality of big shopping malls and university clusters.
When used with the gradient boosting algorithm XGBoost to perform
housing price appraisal, HNED reached 0.88 in R2. In addition, we found
that the feature vector from Regional Economic Clusters alone reached
0.63 in R2, significantly higher than all traditional features.

Keywords: Real estate economics · Regional economic cluster ·
Housing price prediction · Knowledge discovery · Data mining

1 Introduction

The housing market has a strong impact on the economy worldwide. At the
national level, housing-related industries contribute to 15–18% of the Gross
Domestic Product (GDP) in the United States, nearly 15% of the GDP in the
European Union, and 13% of the GDP in Australia1. These numbers show that
housing is a leading indicator of a nation’s economic cycle [19] and important for

1 https://www.nahb.org/News-and-Economics/Housing-Economics/Housings-
Economic-Impact/Housings-Contribution-to-Gross-Domestic-Product.
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economic and financial stability and growth [2]. Real estate is the biggest assets
for most households and also one of the strongest factors as a financial assur-
ance to afford a comfortable retirement life. In 2017, the median net wealth2

of property-owning households with at least one of the occupants over 65 years
old was over $934,900, whereas renting households under similar conditions only
had $40,800, showing almost 23 times difference.

Housing appraisal is crucial for the housing market. An accurate appraisal
leads to rational negotiation and decision making and thus helps preventing home
buyers from buying over-valued homes. Housing appraisal is also highly relevant
to financial stability as most banks require a specific house valuation process
to decide a healthy mortgage amount. In practice, however, it is difficult for
home buyers to access information during house hunting and price negotiation
stage because hiring a professional property valuer is expensive, time consuming
and inconvenient. These difficulties pose a strong need for a timely, accurate,
automatic, and affordable housing appraisal system.

Despite that housing appraisal is important in both macro and micro eco-
nomics, “housing price remains as much art as science” [18]. The understanding
of housing price is still very limited. Existing studies focus on housing attributes
(e.g., size of land, number of bedrooms) but largely ignore the relationship
between a house and its surroundings. Traditional econometric models have
revealed a strong spatial correlation to housing price, which can be explained
with two theories [20]: (1) the spillover effect between regions–when physical and
human capital, or technological improvement concentrates in one region, it will
naturally have a positive impact on its neighbouring regions [9]; (2) unobserved
or latent geolocational factors.

Recent availability and appreciation of social, economic and geographic data
have enabled researchers to trace the spillover effect on human capital or tech-
nological breakthroughs, and to discover unobserved or latent factors. Housing
appraisal becomes more viable thanks to granulated geo-spatial rich information
available through multiple online resources, such as satellite, street views and
housing images, and map data. With the support of real world data, we can
empirically investigate how people make decisions. These socioeconomic data
sets are multi-source, heterogeneous, and high-dimensional.

Most of the recent development focuses on finding new spatial factors by
leveraging the new available online data and machine learning methods to reveal
the unexplained elements [15,21,24]. These new findings have shown that hous-
ing price is correlated with safer environment [6,8], intangible assets from its
neighbourhood, and associations with neighbouring houses [18], design [25], cul-
ture [13], Point of Interests measure [11], etc. The new development is mostly
from the perspective of neighbourhood characteristics, and is normally within
the range of 1 to 2 km from the house. However, only exploring the near neigh-
bourhood has a few limitations. First, certain living functions can’t be fulfilled
in the near neighbourhood and these functions are not captured in the previous
housing price models. For example, shopping malls, hospitals, universities are

2 https://www.abs.gov.au/statistics/people/housing.

https://www.abs.gov.au/statistics/people/housing
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strategically located to service at regional level, or national level, not at sub-
urb level. But these functions do influence the demographic distribution in the
nearby suburbs and hence influence the housing value. Second, these regional
services are economically highly concentrated clusters. For example, a shopping
mall can contain 500 shops. A university campus can service 20,000 students.
Therefore, economic value and service activities are highly concentrated in these
nodes, and would influence the price of houses that are beyond their immediate
neighbourhoods.

How can we expand the investigation and identify key factors beyond the
immediate neighbourhood?

Few studies [1,16] have shown that enlarging the neighbourhood area can
improve housing price prediction. However, these studies were based on satellite
image without further investigation of influential visual features, or area beyond
the neighbourhood. Therefore, we can’t identify whether the improvement is
due to merely enlarging the neighbourhood area, or due to the inclusion of new
features in the calculation.

To expand the investigation beyond neighbourhood, we can either merely
increase the neighbourhood area, or identify and add new key features at the
metropolitan level. Increasing the neighbourhood area is not an ideal app-
roach, as it can increase computation significantly without providing additional
insights. Therefore, we take the second approach as finding the new key features.
It is more challenging, but with the reward of less computation and potentially
bringing implication values to home buyers, investors and urban planners.

Our approach extends the relational closeness by investigating the economic
proximity. This establishes an economic closeness between the household and
the place–economic cluster. This paper aims to study the intangible value of
a house beyond neighbourhood value by evaluating the relationship between
house and existing regional economic clusters. Specifically, we identify economic
clusters by some significant categories, such as CBD, shopping malls, universities.
By consolidating with other influencing factors, we build a housing appraisal
framework including Housing features, Neighbourhood characteristics, regional
Economic clusters and Demographic characteristics, called the HNED model.
This approach may potentially help decision-making for home buyers, property
investors and urban planner. It may also indicate solutions for affordable living
without compromising the essential needs.

The rest of this paper is structured as follows. Section 2 explains the concep-
tual framework and main factors in detail. Section 3 explains the experimental
settings. Section 4 discusses the results. Section 5 deals with discussion and
implications, followed by related work in Sect. 6. Finally, concluding remarks are
offered in Sect. 7.

2 Conceptual Framework

In this section, we introduce our housing price estimation model. The target
variable of the model is the price of the house. The feature variables are grouped
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into four feature vectors, corresponding to four different types of attributes,
which together influence the price of the house. The types of attributes are:
housing attributes, neighbourhood characteristics, regional economic clusters,
and demographic characteristics (HNED model).

2.1 Feature Vector 1: Housing Attributes

There are basic attributes about the house itself that people can easily acquire
information through advertisement or inspection. These attributes are primary
functions that fulfil people’s needs of dwelling. The first feature vector corre-
sponds to the influence of these housing attributes. This follows the traditional
hedonic model for housing appraisal. There are 18 property attributes selected
(corresponding to an 18 dimensional feature vector), which are: area size (total
square metres), property type (unit, house, townhouse), number of bedrooms,
number of bathrooms, parking, separate study, separate dinning, separate fam-
ily room, rumpus room, fireplace, walk-in-wardrobe, air condition, balcony, en
suite, garage, lockup garage, polished timber floor, barbeque.

2.2 Feature Vectors 2 and 3: The Housing Location

Feature vectors 2 and 3 both relate to the location of the house. In the context
of this paper, we interpret location as the accessibility to certain local amenities
from the house, as well as the accessibility to important economic clusters from
the house, such as the CBD, large shopping centres, universities, etc. Our model
captures the quality, quantity and accessibility of the amenities.

There exists rich literature with the investigation of relationship between
housing value and its neighbourhood [5–7,10,11]. Different from the current
research, we emphasise the value of location rather than neighbourhood. Neigh-
bourhood is the direct geographical and social influence around the individ-
ual property. The existing literature neglects the investigation of the relation-
ship between individual property and the regional economic clusters within the
metropolitan area. Urban sociologist Burgess [4] emphasised that the urban
growth radially expanses from its CBD and physically attractive neighbour-
hoods. This provides us the theoretical guidance to investigate how location and
social networks influence housing prices.

Feature Vector 2: POI-based Neighbourhood Characteristics. The sec-
ond feature vector focuses on the small POI (Points of Interest) within walking
distance (one kilometre), such as shops, restaurants, schools, parks, public trans-
port stops, etc. We consider the location based social network (LBSN) as a cluster
of important dots in a map. This location-based feature does not include larger
POIs such as shopping centres and universities, which are covered by Feature
Vector 3 described in the next section.

Feature vector 2 is a one-dimensional vector. For this feature vector, we
assume that all small POI 1 km exerts influence on the price of the house, the
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quantity of which is one divided by the physical distance between the POI and
the house. The total influence on the price of the house by all of the POIs is
equal to the sum of the influence by each individual POI. Thus, if we have three
POIs at 0.2 km, 0.3 km 0.5 km from the house, the value of Feature 2 for this
house is:

1
0.2

+
1

0.3
+

1
0.5

(1)

The dataset we use for feature vector 2 was collected from Open Street Maps,
which included 13 categories of POIs.

Feature Vector 3: Regional-Level Economic Clusters. Regional-level eco-
nomic clusters bring new dimension and features into the model. This captures
economic activities not happen at neighbourhood level. As discussed in the intro-
duction, capturing all the features in the regional or metropolitan level is time
consuming and not realistic. The challenge is to find the most important link
between a location and the house. Here we assume the value exchange is the
important link. Therefore, we try to capture the economic clusters that provide
huge economic values. Our model simplify the Regional Economic Clusters as
universities, regional shopping centres, CBD [27] as a preliminary exploration.
Features are not limited to these services. Feature Vector 3 is defined in a way
with some similarities to Feature Vector 2. Feature Vector 3 is multi-dimensional.
The influence of each of the super clusters is weighted by some measure of the
size of the cluster (e.g. for shopping centres, the number of shops; for universi-
ties, the annual revenue), and attenuated by the inverse of the physical distance
between the cluster and the house. Unlike with Feature Vector 2, the economic
cluster does not have to be 1 km of the house to exert influence on the housing
price.

2.3 Feature Vector 4: Socio-demographic Attributes

Feature Vector 4 involves the socio-demographic attributes of the suburb to
which the house belongs, which characterise the social community that is phys-
ically closest to the house.

Previous urban economic research has explored the relationships between
housing attributes and demographic characteristics of population and found that
socio-demographic profiles determines the demand segregation and forms differ-
ent trends city-wide [27]. We include social-demographic profiles into our mod-
elling for a few reasons. First, we consider social-demographic characteristics can
create long-term effect to shape the local economy and community. Housing is
not easily transferrable as investment in stock market because of its physical
moving difficulty and potential extra capital gain tax for short-term penalty.
Residents would stay in the same suburb for a long period and co-create the
taste, economy and culture of its local community. The suburb would grow with
its residents. Second, human capital can generate externalities and have spill
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over effect in the neighbourhood regions [9]. Related businesses are more likely
to be adjacent and form cluster effect.

Feature vector 4 includes this aspect by adding into the model the relation-
ship between property price and its social-demographic profile. The components
of this vector are carefully selected from four sections of the 2016 Australian cen-
sus data. This include features about income, people and population, education
and employment, family and community. We use these features to understand
people and their life in each suburb.

Selected features at suburb-level are shown in Fig. 1 with example of one
suburb of Melbourne called Brunswick.

Fig. 1. Components of feature vector 4 and sample dataset

3 Experimental Settings

3.1 Data Description

We use metropolitan Melbourne, Australia as our experiment city. The Mel-
bourne housing price data was provided by the Australian Urban Research
Infrastructure Network (AURIN). We mainly focus on the sold housing price
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data in 2018, which includes 161, 179 recorded sold properties. We removed prop-
erties whose geographical locations were missing, as well as those whose prices
were less than 10, 000. The remaining dataset contains 158, 588 properties.

In order to investigate how location relates to housing price, we collect POIs
and public transport stops from OpenStreetMap. We also collect primary school
and high school rankings based on their standardised exam results. From Tri-
pAdvisor, we collect information of local restaurants and their ranking.

We also collect data to understand regional economic clusters, which include
42 shopping centres and total shop numbers in each centre, 9 universities located
in Melbourne and total revenue of each university in 2019.

For the socio-demographic data, we use Australian Bureau of Statistics cen-
sus data 2016.

3.2 Algorithms

We cast the problem of housing price appraisal in two forms. The first form
is estimating the dollar value of the housing price (so the target variable is a
continuous variable). The second form is estimating the price range of the house
(so the target variable is a categorical variable, representing the estimated price
range).

In the dollar value estimation, we use Linear Regression as the baseline algo-
rithm, as this is what is commonly used for such problems in Classical Economics.
The performance of three algorithms (Support Vector Machine, Multilayer Per-
ceptron, XGBoost) were compared against the performance of the baseline.

In the price range estimation, we use Logistic Regression as the baseline (clas-
sical method), and the performance of four algorithms (Support Vector Machine,
Multilayer Perceptron, k-Nearest Neighbour, XGBoost) were compared against
the performance of the baseline.

Performance evaluation of the dollar value estimation uses the standard met-
rics of Mean Absolute Error (MAE), Root-Mean-Squared Error (RMSE), and
the Coefficient of Determination (R2). Performance evaluation of the price range
estimation uses the standard metrics for a classification problem of Accuracy,
Precision, Recall, and F1.

4 Results and Analysis

4.1 Overall Performance

Table 1 shows the performance of the different algorithms in the task of dollar
value estimation. The performance of XGBoost considerably better than the
other algorithms, achieving an R2 value of 0.8779, compared to the baseline
performance of 0.6422.

Table 2 shows the performance of the different algorithms in the task of price
range estimation. The performance of XGBoost again is considerably better than
the other algorithms.



The Effect of Regional Economic Clusters on Housing Price 187

Table 1. Housing price estimation

Model MAE RMSE R2

Linear regression 0.2450 0.3525 0.6422

Support vector machine 0.4119 0.7620 −0.6723

Multilayer perceptron 0.1994 0.2904 0.7572

XGBoost 0.1428 0.2059 0.8779

Table 2. Housing price range estimation (Classification)

Model Accuracy Precision Recall F1

Logistic regression 0.6219 0.5432 0.4452 0.4662

Support vector machine 0.5172 0.5162 0.3533 0.3697

k-Nearest neighbour 0.8044 0.7639 0.7631 0.7633

Multilayer perceptron 0.7219 0.6778 0.6145 0.6328

XGBoost 0.8601 0.8590 0.8226 0.8395

4.2 The Importance of the Regional Cluster Variable

In this section, we discuss a very important finding that regional cluster variables
played a significant role in prediction [14,29]. Table 3 used different combina-
tion of subsets of feature vectors. Regional economic cluster as feature vector
3 reached 0.6290 in R2 individually, and also consistently reached the highest
performance when combined with other feature vectors. It is noticeable that fea-
ture vectors 1 and 3 combined could reach 0.1552 in MAE, 0.8585 in R2 which
means housing attributes with regional economic cluster variables can give a
good prediction.

Table 3. Housing price estimation performance using a subset of the feature vectors

Model Feature vectors used MAE RMSE R2

XGBoost 1 0.3614 0.4778 0.3427

XGBoost 2 0.3412 0.4578 0.3965

XGBoost 3 0.2582 0.3589 0.6290

XGBoost 4 0.3214 0.4399 0.4427

XGBoost 1, 2 0.2568 0.3482 0.6508

XGBoost 1, 3 0.1552 0.2217 0.8585

XGBoost 1, 4 0.1875 0.2728 0.7856

XGBoost 2, 3 0.2492 0.3466 0.6540

XGBoost 2, 4 0.2664 0.3680 0.6100

XGBoost 3, 4 0.2507 0.3486 0.6500

XGBoost 1, 2, 3 0.1530 0.2180 0.8632

XGBoost 1, 2, 4 0.1699 0.2447 0.8275

XGBoost 1, 3, 4 0.1446 0.2086 0.8747

XGBoost 2, 3, 4 0.2404 0.3345 0.6778

XGBoost 1, 2, 3, 4 0.1428 0.2059 0.8779
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5 Discussions and Implications

Our results show how housing price is related to housing attributes, location and
socioeconomic characteristics. Each element contributes different implications
for different social agents, such as home buyers, investors, local and regional
councils, urban planners.

5.1 Implications for Home Buyers

Generally, home buyers consider both current living functions and investment
value of a property. Firstly, housing attributes are the primary focus to meet the
daily needs of dwelling. Extra bedroom or bathroom can drive the property value
up with better functionality. Secondly, people value more for being in a highly
ranked school zone. Walking distance to schools, supermarkets, public transport
are preferable by most home buyers. However, the power of strong connection to
regional economic clusters may be neglected in the decision making process. To
capture a long-term investment return, home buyers need to identify a location
with growing highly educated population, with a strong connection to regional
economic clusters.

5.2 Implications for Councils and Urban Planning

Based on our results, income and education are strong indicators to drive the
housing value, especially investment income is more relevant. High investment
income indicates people with multiple source of income or they are business
owners. Firstly, councils can attract these group of people by stimulating busi-
ness district, business park development, or building strong industrial clusters.
Secondly, councils can attract young highly educated or highly skilled people to
settle down by providing high quality infrastructures, such as high quality public
schools, welcoming new campus for highly ranked private schools, or planning
shopping centres and sports facilities. Thirdly, councils can make strategic long-
term planning of fostering regional economic clusters in a prominent industry,
such as forming an IT cluster, education cluster, medical cluster or warehouse
cluster, etc. By forming a super cluster, local areas can concentrate human cap-
ital in one expertise direction and achieve high economic growth rate.

5.3 Implications for Real-Estate Investors and Developers

Both investors and developers need to identify high demand of housing. Investors
focus on both future return and sustainable rental demand. Good location is
essential for both rental income and long-term return. Rich POI in the neigh-
bourhood and close distance to regional economic cluster would guarantee a
good location. The growth of high educated, skilled population in one area will
contribute for future demand of such location and hence drive the future prop-
erty return. Developers also need to consider maximise the housing needs for
potential buyers, extra bedroom and bathroom can significantly increase house
value.



The Effect of Regional Economic Clusters on Housing Price 189

6 Related Work

In this section, we discuss the development of housing appraisal methods in both
traditional housing market research and computer science research fields. Both
fields involved recent development of methods in dealing with the spatial data.
Spatial autocorrelation and spatial heterogeneity recognised in both fields are
the two main challenges in models involving the spatial data.

In the computer science field, more focus is about how to incorporate newly
available data into the house price prediction model. Most of these new data helps
to expand the understanding the geographical characteristics towards housing
valuation. The nature of these newly available data is often beyond the angle of
traditional economic variables, therefore, new methods also introduced into the
real estate valuation field. For example, satellite image [1], street-view image,
house image from real estate websites [22,25,30] are used for house price predic-
tion [6,16,18]. Other paper investigated how the satellite image and street view
can help to understand the neighbourhood [23], demography [12] and commer-
cial activities. These results are also highly relevant to housing appraisal, though
they didn’t investigate this question directly.

Besides image data, other types of data are used for housing appraisal beyond
the traditional scope of economic modeling. Open Street Map data was used for
collecting Point of Interests in the neighbourhood [6,11]. Mobile phone data was
used to empirically study the human activity and urban vitality [7]. Taxicab
trajectory data was mined to estimate neighbourhood popularity, in order to
understand the geographic factors for housing appraisal [11]. Google search index
was used for housing prediction model to understand how people’s attention of
real estate would influence the future housing price [28]. Text data from real
estate related news was studied to learn how sentiment is related to housing
price [17,26].

These data applications are innovative and inspiring for improving housing
price modeling. However, most of the newly applied spatial data are focused
on the discovery of neighbourhood characteristics, such as crime perception [3],
walk-ability [5], cultural influence [13]. These applications neglect the under-
standing beyond the neighbourhood. And this is the main focus of our work.

7 Conclusions and Future Work

We have studied how factors beyond neighbourhood impact housing values.
Specifically, we established regional economic clusters as the significant source of
impact beyond neighbourhood. We presented our housing price appraisal model
that combined housing attributes, neighbourhood characteristics, and demo-
graphic factors. Our model using the XGBoost algorithm has reached 0.88 in
R2, showing the significant impact of regional economic clusters.

Our work enlightens two related research questions worthy of future inves-
tigation. (1) Building a customised recommendation system for home buyers.
This system aims to tailor and optimise personal needs of affordable living, and
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provide smart suggestions for trade-offs between different needs and opening up
opportunities for locations. (2) Methods to systematically identify regional eco-
nomic clusters and appropriately weight these clusters in our model. With better
understanding of this behavioural mechanism, we could improve our community,
facilitate sustainable gentrification, and lead to location diffusion, population
growth, and new regional economic clusters emerging.
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Abstract. Early prediction of the crime occurrence reduces its impact.
Several studies have been conducted to forecast crimes. However, these
studies are not highly accurate, particularly in short-term forecasting
such as over one week. To respond to this, we examine sequence to
sequence (Seq2Seq) based encoder-decoder LSTM model using two real-
world crime datasets of Brisbane and Chicago, extracted from the open
data portal, to make one week ahead of total daily crime forecasting.
We have built an ARIMA statistical model and three machine learning-
based regression models that differ in their architecture, namely, simple
RNN, LSTM, and Conv1D with a novel approach of walk-forward valida-
tion. Using a grid search strategy, the hyperparameters of the models are
optimized. The obtained results demonstrate that the proposed Seq2Seq
model is highly effective, if not superior, compared to its counterparts and
other algorithms. This proposed model achieves state-of-the-art results
with a relatively Root Mean Squared Error (RMSE) of 0.43 and 0.86 on
both datasets, respectively.

Keywords: Crime events forecasting · Sequence to sequence

1 Introduction

Time series data can be defined as a combination of observations of the variable’s
values at different regular time intervals. Such data must exhibit a sequential
manner, and the order must exist between the data points. Time series forecast-
ing has recently attracted researchers’ attention and has been applied extensively
in many domains, particularly criminology. Furthermore, time series analysis has
become an essential approach to model the criminal temporal behaviour where
meaningful insights could be extracted through analysing sequences of tempo-
rally observed data. In recent years, crime prediction has received great atten-
tion because of its benefit since it is crucial to provide guidance for people’s lives
and help for crime incidents control. While traditional univariate forecasting
techniques such as ARIMA are extensively used in the time series forecasting
approach due to the simplicity, they might fail to handle a tremendous amount
of data, resulting in unreliable prediction. On the other hand, utilising machine
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M. Qiao et al. (Eds.): ADC 2021, LNCS 12610, pp. 192–203, 2021.
https://doi.org/10.1007/978-3-030-69377-0_16

http://crossmark.crossref.org/dialog/?doi=10.1007/xxxx_16&domain=pdf
http://orcid.org/0000-0002-9738-4949
https://doi.org/10.1007/978-3-030-69377-0_16


Modeling Daily Crime Events Prediction Using Seq2Seq Architecture 193

learning in the context of big data would typically yield better results. With
widespread criminal events, there is an increasing emphasis for predictive mod-
els that can accurately and effectively handle time-series crime data to fore-
cast future criminal incidents. Time series values have an inherent sequential
format, and so traditional neural networks cannot be used to map sequences
to sequences as they cannot maintain information about previous events in a
sequence of events. Thus, to handle time-series data, Hihi [8] proposed recur-
rent neural networks (RNNs) where it is easier for the recurrent neural network
to map sequences to sequences [11,12]. Driven by the recurrent neural network
(RNN) architectures with long short-term memory (LSTM) units, neural net-
works have achieved state-of-the-art results in several prediction tasks. Despite
RNNs remarkable success, it experiences problems related to gradient vanish-
ing and exploding, making it difficult to handle long sequences – meaning they
break down during training and fail to model the problem well [13]. Later, long
short-term memory networks (LSTMs) were introduced and explicitly designed
to overcome this limitation [10]. However, it is still hard for those algorithms
mentioned above to support different length sequences. Cho et al. [6] developed
sequence to sequence model to respond to this problem. This paper aims to con-
duct short-term forecasting of crime count at a daily level in the Brisbane and
Chicago cities utilising historical data. Forecasting the total number of crimes
at a day level would help police and law enforcement agencies to prepare and
distribute the resources precisely and efficiently. We utilised real-world crime
datasets for two cities to implement our models. It is noteworthy to mention that
Brisbane data has been collected using the provided API in qld.police.au web-
site. Because sequence-to-sequence based encoder-decoder model has not been
applied within the criminology domain before, and because of their remarkable
success in solving similar problems in several domains as well as its exceptional
capability in multi-steps forecasting, it raises the question of whether such an
approach can be used to predict the sequence of the total daily crime events
for the subsequent week. Expressed in a more concise manner, we attempt to
answer the question:

Can we use Seq2Seq learning to model the problem of forecasting the future
week of total daily crime? If so, how does the Seq2Seq model compare to the
traditional algorithms. Therefore, our contribution is summarised as follows:

– We propose Seq2Seq based encoder-decoder LSTM model to predict the sub-
sequent week of total daily crime in Brisbane and Chicago cities.

– We found that the Seq2Seq model is significantly effective for such a pre-
diction. It achieves state-of-the-art performance with a Root Mean Squared
Error (RMSE) of 0.43 and 0.86 for Brisbane and Chicago data, respectively.

The rest of this paper is organised as follows. Section 2 summarises the literature
related to the prediction of crime. In Sect. 3, we describe our research method-
ology and the proposed Seq2Seq model. Extensive results on the performance of
the predictive models are presented in Sect. 4. This section describes all other
predictive models built in this work. Finally, Sect. 5 concludes the paper.
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2 Related Work

Time series of crime data modelling is inherently challenging due to the fact
that crime is a randomly occurring pattern. A large body of work currently
exists designed to predict future crime. Because increasing the time granularity
is useful and helpful, previous related work concentrated on long time intervals
such as a month and years to predict aggregated crime trends [9,15]. Classi-
cal statistical techniques have been applied to many crime prediction tasks. A
study by [4] applied auto-regressive model approach for forecasting the number
of crimes that will happen in rolling time horizons in urban areas. Another study
by [5] uses the auto-regressive moving average (ARIMA) model to forecast crime
at a weekly level for a city in China. In [14], the authors examined the fuzzy time
series technique for crime prediction. In their study, they utilised seventeen years
of historical crime data of Delhi city. However, the linear property of the statis-
tical methods used for time series forecasting such as Box-Jenkins approaches
make it difficult to approximate any nonlinear functions and to address this, neu-
ral networks were explored. Machine learning approaches have shown remarkable
success and have been applied to future crime prediction. The work of Yu et al.
[17] aimed at predicting burglary crime type hotspots at a monthly level utilising
a shallow feed-forward network. Similarly, a study by Bogomolov et al. [2], the
authors use a simple shallow feed-forward neural network to predict the crime
cascade in London areas on a monthly time scale. In this work, we aim to fore-
cast the next week of total daily crime since this would help the police to be
much more accurate with their efforts. We exploit the power of machine learning
algorithms, and we proposed Seq2Seq model, and we studied its performance in
predicting the next week of total daily crime in the future.

3 Methodology

In this section, we briefly discussed how we collected and prepared our datasets.
Then, we presented how we constructed the proposed predictive model to achieve
the objective of this research.

3.1 Data Collection

In order to build the predictive models, Chicago historical crime data were col-
lected from the Chicago open data portal, which involves all reported criminal
incidents from 2001 to July 2020. The dataset consists of a total of more than
seven million records and twenty-two features, including the exact locations (lon-
gitude and latitude), the type of crimes committed (a total of 34 types of crime
events), community areas, districts, wards where the incidents occurred and
other features. Brisbane crime records, on the other hand, are available from
the qld.police.au website – which were collected through the API provided in
the website. The collected data covered the periods between November 2015 and
July 2020 and consisted of 389354 records. The geographical location, date, and
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crime type (a total of 21 types of crime events) are provided for each crime event.
For both datasets, we consider the data from 2015 to 2020 for multiple reasons.
Brisbane data spans from 2015 to 2020, and we decided to consider the period
from 2015 to 2020 for Chicago. Another reason is that crimes shift over time,
and as time goes on, old records will become less relevant [15].

3.2 Data Pre-processing

Pre-processing is a significant task in data science solution, as we need to create
a cleaned data to train the machine using algorithms. Considering the fact that
better quality data results in better prediction performance, a fundamental step
in the data science process is the preprocessing step. To best frame our time
series task, we performed a preprocessing step to create a new feature wherein we
aggregate the records by the date attribute in order to obtain a sequential data of
daily crime data that is appropriate for the forecasting task. Consequently, the
resulting data, which encompasses single observations (total-crimes) recorded
sequentially, describes the daily number of crimes over five years, which implies
that our task is a univariate time series forecasting. Because the sequence order of
the time series must be maintained, as such, this data is partitioned sequentially
in a format of standard weeks, for all models unless explicitly stated otherwise,
into training and testing data. Similar to what [3] did, we select the first four
years for training the predictive models and the last year for testing models;
more precisely, for Chicago dataset, we have a total of 289 weeks from Jan. 2015
to July 2020. The data is divided into standard weeks (the week starts in Sun.
and ends in Sat.) for both training (a total of 242 weeks) and testing sets (a
total of 47 weeks). On the other hand, for Brisbane crime data, the data spans
from 2015 to 2020 as well; we follow the same procedure, dividing the data into
standard weeks. The data starts in late Nov. 2015, and the first Sun. in the data
is 8 Nov. 2015, and so training data starts from eight and finish in 24th, Aug.
2019 which is Saturday and that gives a total of 198 weeks. For the testing set,
it starts from Sunday 25 Aug. 2019 to Saturday 18 Jul. 2020. To train machine
learning models, a sliding window process to convert the time-series sequence into
input-output pairs (supervised learning) is to be implemented so as to prepare
the data for the modelling. This can be done by iterating and dividing the data
in question according to the pre-defined time-steps. At each time step, seven
observations will be taken as input, and the subsequent seven observations will
be considered an output sequence.

3.3 Proposed Seq2seq Model

Problem Description. Time series forecasting has been extensively applied
to gain useful insights and knowledge of the future. Univariate time series fore-
casting, as the name suggests, is defined as a series with a one-time depen-
dent attribute where the previous values of the time series are used to predict
the future values. We firstly will apply classical time series approaches such as
ARIMA. Then, we will move to machine learning approaches, in which the task
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is treated as a sequence to a scalar problem, such as simple recurrent neural
network (RNN), long short-term memory (LSTM), 1D convolutional neural net-
work (Conv1D) as well as our proposed Seq2Seq based encoder-decoder model.
The models take input data in a weekly format and output the subsequent week
of seven days of total daily crimes as forecasted values.

Model Architecture. The proposed Seq2Seq-based crime forecasting model
follows the original Seq2Seq architecture comprising of encoder and decoder
blocks. Seq2Seq modelling has been applied with recurrent neural network-based
encoder-decoder architectures [1,16]. As the name suggests, the input to Seq2Seq
model and the output are both sequence of items. The model architecture encom-
passes two main blocks, namely, encoder and decoder. The encoder can be any
of recurrent units; however, a common choice for RNNs based encoder-decoder
models is LSTM [10]. Therefore, to figure out the intermediate encoder states
z and decoder states h we utilise long short-term memory (LSTM) where a
sequence of input x = (x1, ..., xn) of n items – single item at a time, is processed
and a sequence of state representations z = (z1, ..., zn) is generated. Moreover,
this encoded z vector is often referred to as a context vector – the final hid-
den state generated from the encoder, which is then taken as an input to the
decoder to produce the output sequence y = (y1, ..., yn). In this work, both
encoder and decoder made of a single LSTM. At each time step, every single
recurrent unit takes an input element from a sequence of elements and does some
processing, updates its hidden state based on its input and the previous inputs
in the sequence and generates the output for that time step. As such, Seq2Seq
model aims to teach a model (in this case, several LSTM units) to forecast the
future crime count. To apply machine learning on sequence data is challenge-
able due to the fact that the dimensionality of input and output must be fixed
and known in advance [16]. To respond to this problem, two recurrent neural
networks-based LSTM will be implemented whereby the first LSTM is used to
process the sequence of input in such a way and encode them in one fixed length
vector called context vector – last hidden state of the encoder LSTM. The second
LSTM is then utilised to decode such given vector to output the sequence [16].

Training and Implementation. The univariate Seq2Seq model does not pro-
duce a vector sequence as its output directly. Instead, the model will produce the
prediction for every single day at each timestep, not for all the seven days in a
single round. The LSTM encoder layer is built with 200 units which output 200
element vector, each of which constitutes one output that captures features from
the seven-value input sequence. The main purpose of the encoder is to encode
the input sequence – with the shape (7, 1) which implies that the time series
is univariate with one feature being considered for the prior one week’s data as
input, after processing them into a fixed-length vector which is the last hidden
state of the encoder. It is noteworthy to mention that we care more about the
final output generated at the end of the sequence in the encoder and ignore the
output produced at each time step.
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The internal representation of the input sequence is repeated several times
for each timestep in the output sequence. This can be achieved by using repeat
vector layer that acts as an adapter for adjusting the dimension of the data and
thus connects both blocks together [3]. The repeat vector layer’s data shape is
(7, 200), which corresponds to the seven timestamps in the output sequence.

Another LSTM layer with 200 nodes is added, which acts as a decoder to
decode the encoded input sequence. The decoder has the same structure of
the LSTM used in the encoder; however, in contrast to the encoder, the entire
sequence will be generated (i.e., a value for each day of the seven days will be
generated) to enable the decoder to have a piece of knowledge about the previous
predicted day and accumulate an internal state while outputting the sequence
[3]. In other words, each of those nodes will produce a value for each of the
seven days in a week. The decoder’s output sequence is then passed through a
fully connected layer, which in turn interprets each value in the output sequence.
Finally, the output layer will generate the prediction for each day of the output
sequence, as mentioned previously, single day at a time. In order to interpret
and process each time step in the output sequence, the fully connected layer and
the output layer were wrapped using TimeDistributed wrapper. We use ReLU
as an activation function in the middle layers of the neural network. Contrary to
LSTM and Conv1D models, the output of Seq2Seq model is a three-dimensional
vector where each output has the shape of [nsamples, ntimestamps, nfeatures].

The gradient is normalized utilizing Adam optimizer with β1 = 0.9, β2 =
0.999, ε = 1e−07 and lr = 0.001 and mean squared error as a loss function were
used at the final output layer of the model. The loss formula is as follows:

loss =
1
m

m∑

i

|(yi
truth − yi

pre)|2, (1)

where yi
truth is the actual value, and yi

pre is the predicted value.
For the training process, we train for 250 and 100 epochs for Brisbane and

Chicago data, respectively. Empirically, we set the sliding window size for the
input and the output as seven timesteps (we experiment with different input
timesteps as will be discussed next).

4 Results and Discussions

4.1 ARIMA, Simple RNN, LSTM and Conv1D

ARIMA. In the case of a univariate ARIMA model, the underlying assumption
is that each week of total daily crimes relies on the prior seven days and prior
q seven days estimation errors. Therefore, the grid search strategy was applied
with 5-Fold cross-validation using the following parameter space: p, q in range
(0, 9), and d in range (0, 3), in order to select the best that yields the best perfor-
mance on cross-validation experiment. Then, the most suitable candidate models
were selected – which are the models for the order (p, d, q) equal to (3, 0, 0)
and (4, 0, 0) for Brisbane and Chicago data, respectively. We chose Akaike’s
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Information Criterion (AIC) as a metric – use Eq. (2), as well as Mean Squared
Error. Good models are selected by minimising those metrics.

AIC = −2log(L) + 2(p + q + k + 1) (2)

Simple RNN. We applied the following settings for both datasets: the RNN
model has a single RNN layer with 200 units, a fully connected layer with 100
units and a final dense layer which outputs a vector of size seven, which is
equal to the number of steps ahead predictions. An activation function called
Exponential Linear Unit ‘ELU’ is being chosen not only because of its ability
to generate accurate crime count forecasting results but also because it helps to
converge cost to zero faster [7]. Mean squared error as a loss function and Adam
optimizer as an optimization function are used for training.

LSTM. Using the univariate sequence of the total daily crime data, the LSTM
model that uses the prior one-week data as the input makes multi-step time series
forecasting. The input shape to the network is (7, 1) means that the previous
seven values of the series (i.e., one-week data) are used as input, and only one
attribute (i.e., total crimes) is considered since our task framed as a univariate
problem. The input layer transfers the data to the LSTM layer with 200 nodes
at the output, and in those nodes, the ReLU activation function is used. The
LSTM layer is followed by a dense layer with 200 nodes at its input, and 100
nodes at the output with the ReLU activation function. The dense layer is then
connected to the output layer with 100 nodes at its input and seven nodes at
the output. The nodes at the output layer use MSE as a loss function and Adam
as an optimizer.

Conv1D. As the name suggests, Conv1D encompasses a conventional hidden
layer that works on a one-dimensional sequence. We applied a Conv1D model
with 16 and 32 filter size in Brisbane and Chicago data, respectively, and three
number windows to be learned where the values in such a window will be multi-
plied by the filter values. A max-pooling layer is added, followed by a dense layer
in order to represent the input features. We utilized a flatten layer in between
in order to reduce the feature maps to a single one-dimensional vector. As our
task is a univariate time series, the input shape would be reshaped to be the
number of the pre-defined time-steps size and the feature size which is, in this
case, one variable. The model is then fitted with Adam optimizer and MSE as a
loss function. We propose sequence to sequence, Seq2Seq in short, for the task of
predicting next week of total daily crimes. We use Simple RNN, LSTM, Conv1D,
and a statistical ARIMA method as baselines to our proposed model. We apply
two experiments: (1) We experimented using different timesteps for machine
learning models to compare the performance and choose the best number of
timesteps as an input. (2) To evaluate the benefits of proposed Seq2Seq model,
we compare against the baselines mentioned above using two types of evaluation
metrics, namely, Mean Absolute Error (MAE) as well as Root Mean Squared
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Error (RMSE) – use Eq. (3), respectively. We follow multi-step forecasting with
walk-forward validation approach [3], which states that the prior last week of
training is used to predict the next week of testing data and the actual records
for that week were added to the training dataset in order to be used to forecast
the next week of total daily crimes. The obtained results for each algorithm will
be discussed in the following subsections.

MAE =
1
n

∑

i

|(yi − ŷi)|, RMSE =

√
1
n

∑

i

(yi − ŷi)2, (3)

where ŷ denotes the predicted value of y and y denotes the actual value. The
models exhibiting lower values of those metrics are supposed to be more accurate.

4.2 Prediction Performance Comparison Using Different Timesteps

For both datasets, we experiment using different timesteps (number of prior
observations) to test the models’ predictive performance for predicting the sub-
sequent week of total daily crimes. Given the essence of autocorrelation in a time
series, the number of lagged observations used in neural networks is often a more
significant factor than the number of hidden nodes [19].

(a) (b)

Fig. 1. The performance of predictions at different timesteps using RMSE on (a) Bris-
bane and (b) Chicago datasets.

Consequently, as can be seen from Fig. 1, for both time-series datasets, as
the number of timesteps decreases so does the error, indicating that the prior
observations that are closer in the sequence have a more significant impact than
those further away from our target sequence. More specifically, using the prior
week to predict the next week yields better results for all models except for the
prediction performance of Conv1D where we agree with [20] that the prediction
performance of Conv1D shows better performance as the number of timesteps
increase. Our proposed Seq2Seq model shows superior results at timestep = 7
compared to other input timesteps, according to RMSE as an evaluation metric.
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Table 1. Performance comparison (%)
of overall MAE and RMSE across all
seven days on the Brisbane dataset.

MAE RMSE

ARIMA 39.5 51.3

Simple RNN 39 55.3

LSTM 37.8 52.6

Conv1D 41.7 58.9

Seq2Seq 28.7 43.1

Table 2. Performance comparison (%)
of overall MAE and RMSE across all
seven days on the Chicago dataset.

MAE RMSE

ARIMA 78.3 109.7

Simple RNN 73 116.8

LSTM 64.3 102.6

Conv1D 73.1 114.2

Seq2Seq 53.8 86.2

(a) (b)

Fig. 2. Performance comparison (%) for Brisbane and Chicago datasets using overall
MAE and RMSE.

Therefore, the experimental results prove that using the historical data of seven
days to predict the next seven days will give more accurate results and it shows
that Seq2Seq model is the best choice of the daily crime prediction task. In this
essence, we use the prior week as an input for all models.

4.3 Prediction Performance Comparison with Baselines

The results of the proposed Seq2Seq model and the four baseline models on
Brisbane and Chicago datasets are tabulated in Table 1 and Table 2, respectively.
As mentioned above, Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE) are used to evaluate different models’ performance. The best
performance for each evaluation metric is highlighted in bold.

Remarkably, we can see from the results in Fig. 2, that the proposed Seq2Seq
model consistently performs better than all four baselines on both datasets across
all evaluation metrics. Interestingly, the days that acquired the least RMSE are
Wednesday and Thursday in both datasets. This can be seen in Fig. 3. Since
Chicago data shows a clear seasonality structure (periodic cycles and recurrent
patterns), this, in fact, may have a negative effect on various forecasting methods.
Compared to the seasonal ARIMA model, sequence to sequence model trained
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(a) (b)

Fig. 3. Performance comparison (%) for each day using RMSE on both datasets.

with both datasets consistently forecast better than ARIMA and other models
across all performance measures, as shown in Fig. 2. For Chicago data, other
machine learning algorithms built with original data perform worse than the
ARIMA model. While some studies argued that deseasonalization preprocessing
is unnecessary for machine learning algorithms since they can capture and model
seasonality directly, others just disagreed with that [18]. However, the obtained
results suggest the importance of further preprocessing for the data in question
before feeding it to the models. We believe that although the ARIMA model
with deseasonalization preprocessing outperforms other machine learning mod-
els, it does not always beat machine learning algorithms if further appropriate
data preprocessing is introduced (although we did not verify it experimentally).
Therefore, given the results reported above, it is possible that a preprocessing
step of deseasonalization can be considered to improve the performance. This
indicates that there still a room for improving machine learning models using
data that exhibits seasonal structure. In this study, although ARIMA might
well be improved by applying further hyperparameter optimization to select the
optimal values for the parameters (p, d, q) as well as the LSTM, and Conv1D by
adding more crime data that may have led to a lower prediction error, Seq2Seq
is the preferred model, at least at this analysis level. With the fitting results, it
is believed that Seq2Seq model makes better accurate forecasting. In order to
verify this, daily crime count of one week ahead is predicted with all models, and
their results are compared with the actual values on both Brisbane and Chicago
data – see the outcomes in Fig. 4. As can be seen from the figures, Seq2Seq
model estimates very well the real observations and has an exceptional capabil-
ity to capture the series fluctuations, which implies that Seq2Seq can generalize
very well on unseen data. Generally speaking, machine learning models on both
datasets outperform ARIMA model for future prediction. To this end, we can
draw an answer to our question – via the performance comparison, the proposed
Seq2Seq model outperforms representative baselines for one week ahead of total
daily crime prediction. The obtained accurate results by our proposed Seq2Seq
model are beneficial and crucial for the police in preparing the patrolling in
advance and the scarce resources to be deployed efficiently.
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(a) (b)

Fig. 4. Performance comparison (%) for future forecasting using overall MAE and
RMSE on (a) Brisbane and (b) Chicago datasets.

5 Conclusion

In this paper, we take the prediction of crime count as a univariable time series
forecasting problem. We have constructed and optimized several approaches to
predict the subsequent week of total daily crimes using two real-world crime
datasets of Brisbane and Chicago that span from 2015 to 2020. Among all the
predictive models, the proposed Seq2Seq model’s performance was found to be
far too superior to that of the other models. The study reveals that the proposed
model can capture and learn long-term dependencies from time-series data. Fur-
thermore, the experimental results show that the proposed model could reason-
ably predict the crime in the subsequent week in the future period where it is
generated the minimum MAE and RMSE compared to the other techniques. As
a future work scope, we will investigate the possibility of adding the attention
mechanism to seq2seq architecture in time series forecasting of crimes.
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Abstract. Recent years have witnessed a rapid growth of knowledge
graphs (KGs) such as Freebase, DBpedia, or YAGO. These KGs store
billions of facts about real-world entities (e.g. people, places, and things)
in the form of triples. KGs are playing an increasingly important role
in enhancing the intelligence of Web and enterprise search and in sup-
porting information integration and retrieval. Linked Open Data (LOD)
cloud interlinks KGs and other data sources using the W3C Resource
Description Framework (RDF) and makes accessible on web querying.
DBpedia, a large-scale KG extracted from Wikipedia has become one of
the central interlinking hubs in the LOD cloud. Despite these impres-
sive advances, there are still major limitations regarding coverage with
missing information, such as type, properties, and relations. Defining
fine-grained types of entities in KG allows Web search queries with a
well-defined result sets. Our aim is to automatically identify entities to be
semantically interpretable by having fine-grained types in DBpedia. This
paper embeddings entire DBpedia, and applies a new approach based on
a tensor model for fine-grained entity type inference. We demonstrate the
benefits of our task in the context of fine-grained entity type inference
applying on DBpedia, and by producing a large number of resources in
different fine-grained entity types for connecting them to DBpedia type
classes.

Keywords: Knowledge graph · DBPedia embedding · Type
inference · Tensor factorization · Semantic web search

1 Introduction

Knowledge graphs (KGs), i.e., graph-based knowledge-bases, store information
about real-world objects (e.g. people, places, and things) in the form of RDF
triples (i.e. (subject, predicate, object)). Recent years have witnessed a rapid
growth of KGs driven by academic and commercial efforts, such as Yago [26,
49], Freebase [13], DBpedia [10,36], NELL [15], Google’s Knowledge Graph,
Microsoft’s Satori, Probase [3], and Google Knowledge Vault [25]. These KGs
have reached an impressive size, for instance, DBPedia a large-scale KG extracted
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from Wikipedia contains many millions of entities, organized in hundreds to
hundred thousands of semantic classes, and billions of relational facts (triples)
involving a large variety of predicates (relation types) between entities.

KGs are playing an increasingly important role in enhancing the intelligence
of Web and enterprise search and in supporting information integration and
retrieval. For Example, Freebase KG powered Google Knowledge Graph that
supports Google’s web search, or Microsoft’s Satori that supports Bing by pro-
viding richer data for Entity Pane, Carousel, and Facts Across Segments in the
search panel. Additionally, KGs are becoming important resources for different
Artificial Intelligence (AI) and Natural Language Processing (NLP) applications,
such as Question-Answering [11,22], Query Understanding through Knowledge-
Based Conceptualization [12], and Short Sentence Texts Understanding [51,53]
and Conceptualization using a probabilistic Knowledge bases. Despite these
impressive advances, there are still major limitations regarding coverage and
freshness, these KGs are incomplete with missing information, such as type,
properties, and relations [18,42,45,48,52,57].

Types in KG are used to express the concept of classes. According to KG
idiomatic usage, a KG object “has X, Y, Z types” is equivalent to an object “is
a member of the X, Y, Z classes”. In the case of Tom Hanks1 , the KG object for
Hanks would have the types person and Actor to indicate that the object is a
member of the Persons and Actors. However, an entity is usually not associated
to a limited set of generic types (Person, Location, and Organization) in KGs
but rather to a set of more specific (fine-grained) types. Evidence suggests that
performance of Web search queries (in case of exploring lists and collections)
can be dramatically improved by defining large numbers of these fine-grained
entity types in KG. Untyped entities and entities with incomplete set of types
are a common problem in Semantic Web KGs [42,45]. For example, one can find
by Web search queries the fact that Tom Hanks is a person, an actor, and a
person from California, USA. All these types are correct but some may be too
general to be interesting (e.g., person, actor), while other set of more specific
(fine-grained) types may be interesting but may be identified by web searching
(such as, list of films in any specific film genre of Tom Hanks film).

The Semantic Web’s Linked Open Data (LOD) cloud interlinks KGs and
other data sources using the W3C Resource Description Framework (RDF) [4]
and makes accessible on web querying through SPARQL. This LOD cloud is
growing rapidly. At the time of this writing, the LOD cloud contains 1,234
datasets with 16,136 links2. Several hundred data sets on the Web publish RDF
links pointing to DBpedia themselves and thus make DBpedia one of the central
interlinking hubs in the Linked Open Data (LOD) cloud [ref]. DBpedia ontology
forms a subsumption hierarchy consisting of a standard limited (760) set of
classes (types), and recent version of DBpedia has been incorporated a large
number (570,276) of YAGO types (mostly file-grained types) by linking YAGO
types taxonomy.

1 http://dbpedia.org/resource/Tom Hanks.
2 https://lod-cloud.net/.

http://dbpedia.org/resource/Tom_Hanks
https://lod-cloud.net/


206 A. B. M. Moniruzzaman

Although couple of approaches, such as SDType [47] a heuristic approach
and, SNCN [40] a hierarchical classification approach have been applied on
DBpedia for type inference, these approaches are successful in extracting com-
monly used coarse types, such as ‘Person’, ‘Artist’, ‘Movie’, or ‘Actor ’. In DBpe-
dia, a vast amount of entities missing of fine-grained types (depth of four to six
in type hierarchy). For instance, (at the time of this writing) 18805 number of
entities listed as American Film class (fine-grained type) within 94996 number
of entities from movie class (type) in DBpedia [footnote reference]. However,
according to current DBpedia online, only 83 entities (from actor class type) as
identified as American Film Actor which evident that 98% of entities missing of
this fine-grained entity type.

In recent years, representation learning in form of latent variable methods
[14,23,27,31,32,37–39,41,43,53] have increasingly been gained attention for the
statistical modeling of KGs, learning latent embeddings for entities and relation-
types from the data that can then be used as representations of their semantics.
These models have successfully been applied on FB15K [14] dataset, is a subset
of Freebase KG which has been commonly used to evaluate various KG com-
pletion task, and showing promising results in tasks related to link predictions.
DBpedia data are represented in the form of RDF [4] triples <subject, predicate,
object>, where the subject and object are entities and the predicate is the rela-
tion type. The representation learning from DBpedia (large-scale relational data)
has therefore become emerged especially for fine-grained entity type inference.

Modeling and fatorizing entire DBpedia is not a trivial task, as DBpedia
is very large scale (with millions of entities with billions of facts), and con-
tains heterogeneous information where mappings are created via a world-wide
crowd-sourcing effort to extract contents from the information created in various
Wikimedia projects. Such information includes infobox templates, categorisation
information, images, geo-coordinates, links to external web pages, disambigua-
tion pages, redirects between pages, and links across different language editions
of Wikipedia. Besides, A large number of fine-grained types (sub-class) from
YAGO type taxonomy are not systematically consistent in the DBpedia ontol-
ogy. Furthermore, (in the depth of five and six) are not coherently defined in
context to sub-class types hierarchy. In addition, A good number of types redun-
dant in DBpedia, such as 5 (five) different types exprese as Actor type class
(in Table 3). Although many of these types mapped to DBpedia types using
owl:equivalentClass, this leads inconsistency and miss proper fine-grained typ-
ing of entities in DBPedia. In this paper, we focus on the extraction of entity
fine-grained types, i.e., assigning fine-grained types to – or typing – entities in
DBpedia. The major two folds contributions of this paper are as follows:

1. This paper models entire DBpedia with a approach based on a tensor model
that learns latent embeddings for entities, relation-types and properties to
automatically identify entities to be semantically interpretable by having fine-
grained types for connecting them to DBpedia classes. The key idea behind of
modelling and applying factorization method is that it uses three-dimensional
arrays (tensor) to represent DBpedia and obtain probabilistic likelihoods of
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type-relations existing between entities (objects) by applying tensor factor-
ization (TF) techniques on DBpedia.

2. This paper proposes TypePathSample algorithm an efficient way to reduce the
computer complexity for the large-size of the dataset, yet operate on a repre-
sentative subset there of is to use KG partition. This will capture (observing)
rich interactions of all the entities of fine-grained types in populating tensor
according to fine-grained type entity constraint. This will transform as un-
observe from observing interactions of all the entities of coarse-grained types
according to fine-grained type entity constraint. Applying this algorithm to
DBpedia, we generate multiple samples of the coupled data with domain and
type, we fit a Coupled Matrix and Tensor Factorization (CMTF) model to
each sample and propose to simultaneous factorization by parallelization.

3. We demonstrate the benefits of this task in the context of fine-grained entity
type inference with experiments on a large-scale KG by producing 1.3 ×
105of resources in different fine-grained entity types for person entities from
one sample in DBpedia.

This paper is structured as follows. The next section contains related work. In
Sect. 2 explain BDpedia Knowledge Graph; modeling and factorizing DBpedia
with tensor factorization model. In Sect. 3 In Sect. 3.1 we introduce our approach.
In Sect. 3 we describe our experiments. We conclude in Sect. 5.

2 DBpedia Knowledge Graph

DBpedia [1,10,36], a large-scale KG extracted from Wikipedia currently
describes 6.6M entities, and 5.5M resources are classified in a consistent ontol-
ogy, such as 1.5M persons, 840K places, 496K works. Altogether the DBpedia
2016-10 release (see footnote 2) consists of 13 billion pieces of information (RDF
triples). Each resource in the DBpedia data set is denoted by a de-referenceable
Internationalized Resource Identifier (IRI)- or the Uniform Resource Identi-
fier (URI)-based reference of the form http://dbpedia.org/resource/Name. URI
uniquely identifying each entity in Semantic Web KGs. For instance, en entity
Tom Hanks can be found in DBpedia3, and in Wikipedia4. Every DBpedia entity
name resolves to a description-oriented Web document (or Web resource).

DBpedia is served on the web in three forms: First, it is provided in the form
of downloadable data sets where each data set contains the results of one of
the extractors; second, DBpedia is served via a public SPARQL endpoint and,
third, it provides dereferencable URIs according to the Linked Data principles.
DBpedia datasets in N3/TURTLE serialisation, and each triple is represented
as the form <head entity, relation, tail entity>.

The DBpedia data set can be accessed online via a SPARQL query endpoint5

and as Linked Data6. All list of types (coarse-grained or fine-grained) of an
3 http://dbpedia.org/resource/Name.
4 http://en.wikipedia.org/wiki/Name.
5 https://dbpedia.org/sparql.
6 http://mappings.dbpedia.org/server/ontology/classes/.

http://dbpedia.org/resource/Name
http://dbpedia.org/resource/Name
http://en.wikipedia.org/wiki/Name
https://dbpedia.org/sparql
http://mappings.dbpedia.org/server/ontology/classes/
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Table 1. Different RDF triple relations in DBpedia

a. Example of Type relation in a RDF triple

Subject/head entity <dbpedia.org/resource/Tom Hanks>
Predicate/relation <www.w3.org/1999/02/22-rdf-syntax-ns#type>
Object/tail entity <dbpedia.org/ontology/Actor>

b. Example of SPARQL query for finding types of an entity
select distinct ?Subject where ?Subject ?Predicate ?Object filter (?Object = <dbpedia.org/ontology/Actor>
&& ?Predicate = <www.w3.org/1999/02/22-rdf-syntax-ns#type>)

entity, or all list of entities for any types can be obtained by SPARQL search on
DBpedia (see in Table 1(b));

2.1 Modeling DBpedia

From modelling perspective, tensor representations are appealing to KG because
they provide an elegant way to represent multiple RDF triples. The interpreta-
tion of DBpedia can be interpreted as a tensor, where first mode of a tensor
therefore models the occurrences of all entities as a subject, the second mode
models the occurrences of all entities as an object, and the third mode models
the different relations, as illustrated in Fig. 2. Entities in DBpedia can be sub-
jects or objects in multiple relations (RDF triples) depending on relation types.
For instance, in a relation <Tom Hanks, starring, Inferno>, and in another
relation <Inferno, rdf-type, Movie>, where entity Inferno is a subject in one
relation and an object in another relation.

The DBpedia ontology consists of 760 classes (such as Thing, Person or
Movie) which form a subsumption hierarchy. Figure 1 depicts a part of the DBpe-
dia ontology, indicating the relations from the top class of the DBpedia ontology,
i.e. the classes with the highest number of instances. The complete DBpedia
ontology can be browsed online (see footnote 3). The file Instance Types (see
footnote 4) contains triples of the form <object> <rdf:type> <class> from the
mapping based extraction. We can therefore easily model a class as an object in
a rdf triple and populate to a tensor. However, a large number of fine-grained
types (sub-class) from YAGO type taxonomy are not systematically consistent
in the DBpedia ontology. Furthermore, (in the depth of five and six) are not
coherently defined in context to sub-class types hierarchy. To address this issue
we extended DBpedia type class hierarchy with YAGO type classes for each of
DBpedia ontology class using SPARQL [9] query with <http://www.w3.org/
2000/01/rdf-schema#subClassOf>. For instance, all 2502 [footnote reference]
sub classes of DBpedia ontology class for Actor can be derived by this SPARQL
query.

Since DBpedia data are high-dimensional but very sparse, we approach the
problem of learning positive examples only from DBpedia, by assuming that
missing triples are very likely not true. We use the weighted-tensor interpretation
scheme to effectively model DBPedia for constructing the tensor. The weighting
tensor with different values for KG and text data is a particularly important
component of our model. Without applying weight in tensor construction, the

http://www.w3.org/2000/01/rdf-schema#subClassOf
http://www.w3.org/2000/01/rdf-schema#subClassOf
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objective function would place equal importance on fitting both observed and
unobserved values. Since DBPedia KB is very large scale, and constructed ten-
sors are therefore often very sparse, this will result in fitting a large number of
unobserved data and uncertainty in the observations. The weighting tensor pre-
vents this from happening by emphasizing only the observed (or certain) entries.
we approach the problem of learning positive examples only from DBpedia, by
assuming that missing triples are very likely not true. DBpedia consisting of
e entities and r different relations can then be represented in form of a tensor
X ∈ Re×e×r with entities

Xi,j,k =

{
1, if the relationship rk(ei; ej) exists in DBpedia.

0, otherwise.
(1)

The values (‘2’ or ‘1’) and (‘0’) of Xijk come from tensor model are regarded as
observed and un-observed data respectively, the representations of DBpedia are
therefore becomes possible for tensor factorization.

Fig. 1. (a) A part of DBPedia type hierarchy. (b) Representation of a third-order
tensor with RDF triples.

The schema information for RDF, which provides the concepts rdfs:domain
and rdfs:range for a semantic description of the entities contained in the KG.
These concepts are used to represent type-constraints on relation-types by defin-
ing the classes or types of entities which they should relate, where the domain
covers the subject entity classes and the range the object entity classes in a
RDF-Triple. DBPedia domain information can be found in the property of a rela-
tion by SPARQL [5] query with http://www.w3.org/1999/02/22-rdf-syntax-ns#
Property. For example, a set of actor typed entities can be a set of author typed
where these entities are involved with different domains. Ignoring these infor-
mation (inter-domains collaboration activities of entities) may effect on latent
features learning by factorization.

Leveraging Domain Knowledge. Most KGs (such as DBPedia, Freebase,
or Yago) store facts about real-world objects covering only numbers of specific
domains (e.g. “Movie”, “Book”, or “Place”). For instance, types in KG such as

http://www.w3.org/1999/02/22-rdf-syntax-ns#Property
http://www.w3.org/1999/02/22-rdf-syntax-ns#Property
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actor, film, director, or producer and fine-grained types such as filmActor, TVAc-
tor, regularActor, guestActor, executiveDirector, AssistantProducer are in “film”
domain. Given the importance the fine-grained inference task in KG, typed enti-
ties (objects) for given fine-grained types in one domain (such as “film” domain)
are less likely to be entities in other domains (such as “book”, or “place”). For
instance, inferring entities for fine-grained types (such as regularActor, guestAc-
tor) would be a typed in Actor, those entities generally are in same domain
in KG.

Fig. 2. (left) Representation of a KG with different domains. (right) Modelling domain
knowledge in a tensor.

The collaborative activities between the entities in “film” domain are there-
fore higher importance for fine-grained type inference in this domain.

Partitioning via Type Path Hierarchy. Introduce Fine-grained type entity
constraint for Knowledge Graph: This fine-grained type entity constraint will
distinguish and separate types in KG into two sets of types – (a) Coarse-grained
types and (b) Fine-grained types. Developing an effective algorithm for type-
class path partitioning is an efficient way to reduce the computer complexity
for the large-size of the dataset, yet operate on a representative subset thereof
is to use KG partition. This will capture (observing) rich interactions of all the
entities of fine-grained types in populating tensor according to ‘fine-grained type
entity constraint’. This will transform as unobserved from observing interactions
of all the entities of coarse-grained types according to ‘fine-grained type entity
constraint’.
Proposed Algorithm:
Input: Knowledge Graph G = (T,E,R); where set T is a set of 5th level Types
in KG, T = {t1, ..., t|t|}; set E is a set of entities (objects), E = {e1, ..., e|e|},
and Es as subject set of entities which occur as subject in relation links, where
Es ∈ E; and and Eo as object set of entities which occur as object in relation
links where {Eo ∈ E} and, the set R is a set of relations (Predicates) between
entities, R = {r1, ..., r|r|}.
Output: set ∇Tc is a list of triples << (Es)i, (R)i, (Eo)i >> for each di ∈ T
(Types)
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Start
01: function TypePathSample (T,E,R)
02: d ← type
03: for each ri ∈ R do
04: for each ri ∈ d do
05: source (es) : R → Es � return source(e)
06: target (eo) : R → Eo � return target(e)
07: ed ← (es ∪ eo)
08: while ei ∈ ed or ri ∈ d do
09: Td ← select-triples {(es)i, (r)i, (eo)i}
10: end while
11: ∇Tc ← Tc

12: end for
13: end for
14: end function

Applying this algorithm to DBpedia, we generate multiple partitions of data
samples of the coupled data with domain and type, we fit a CMTF model to
each sample and propose to simultaneous factorization by parallelization.

2.2 Factorizing DBpedia

Classical Tensor Factorization Models (TFM ) such as Singular Value Decompo-
sition (SVD) [20,28], CANDECOMP/PARAFAC Decomposition (CPD) [16,30]
can be regarded as Latent Factor Models (LFM) for multi-relational data [34,43].
Since DBpedia data is multi-relational, the tensor entries from them can be there-
fore factorized in order to directly comparable by transforming subject entities,
relations, object entities and domains to the same latent factor space. The global
dependencies are captured during learning the latent representations of each of
these dimensions of tensor. The latent ternary correlation subject, object, pred-
icate and domain can be inferred after factorizing the tensor model. We use
CP based Coupled Matrix and Tensor Factorization (CMTF) [8,9] for deriving
the latent relationships between dimensions of the tensor model. After latent fac-
tors generation via tensor factorization, we therefore follow tensor reconstruction
process to reveal new entries that are inferred from the latent factors.

As illustrated Fig. 2, the CMTF model, CP factorizes tensor X ∈ R
S×O×P ,

and a matrix Y ∈ R
P×D, can be formulated as

f(A,B,C,V) = ‖X − ‖A,B,C‖‖2 +
∥
∥Y − AVT

∥
∥ (2)

where X is factorized using a CP model on each mode-n matricization and
results in four latent factors matrices, A ∈ R

S×R, B ∈ R
O×R and C ∈ R

P×R

corresponding to the each dimensions of tensor X , V ∈ R
D×R are the factor

matrices extracted from matrix Y through matrix factorization.

Probabilistic Inference. Since DBPedia is multi-relational data, the similar-
ity of entities is therefore determined by the similarity of their relationships,
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following the intuition that “if two objects are in the same relation to the same
object, this is evidence that they may be the same object”. The collaborative
activities of entities as subjects As ∈ R

S×P and objects Ao ∈ R
O×P in rela-

tions in a domain can be modelled by the entity matrix Â, where Â, is QR
matrix factorization [17,29] of

∑
(As +Ao). For each domain the latent space Â

therefore reflects the similarity of entities in the relational domain. The type or
fine-grained type classes set Ce = {t1, t2, t3, ....tn} where Ce is a set of Types in
one KG. A list of type or fine-grained type classes that are considered for given
fine-grained type. For each fine-grained type in Ce the candidate entities set,
Êt = {ê1, ê2, ê3, ....ên} where Et is a set of typed entities in one KG.

We use the Bayes’ theorem [24,55] for predicting the class candidate entity
Et that have the highest posterior probability given Ce, p(Ce|Et). The posterior
probability is utilized to calculate the preference probability of an entity e to be
fine-grained typed t in Ce type classes by observing current type classes of entity
e, and latent similarity of entity e to fine-grained typed entity. The conditional
probability can be formulated as:

p(Ce|Et) =
p(Et|Ce)p(Ce)

p(Et)
(3)

where prior probability p(Ce) is the prior distributions of parameter set Ce in a
single domain before Et is observed, that is relative frequency with which obser-
vations from that class occur in a population. Generally, prior probability for
fine-grained type classes are lower compared to top level type classes in KG.
p(Ce|Et) is the joint probability of observing type class preference set Ce given
Et, and entity similarity preference given fine-grained type t. Using the assump-
tion of multinomial event model distribution for the Naive Bayes classifier, the
posterior probability pen,tr for fine-grained type te with fine-grained type class
Ce for candidate entity en, an instance of Et, is obtained by multiplying the
prior probability of te, P (Ce = te), with the probability of preference candidate
entity en, an instance of Et, given te, P (en|Ce = te) :

pen,te = p(te|Ce) =
|Ce|
∑

t=1

P (en|Ce = te)
|Êe|
∏

ê=1

P (Êe|Ce) (4)

where, P (Êe|Ce) is probability of likelihood for te in Ce, is derived from the
entities set, Êt = {ê1, ê2, ê3, ....ên} where values from reconstructed tensor X̂,
and entity similarity values from Â are used.

3 Experiments

3.1 Evaluation and Apply on DBpedia and Freebase

Datasets. We apply and demonstrate the benefits of our task in the context
of fine-grained entity type inference applying on on DBpedia 2016–10 release
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dataset. The DBpedia 2016-10 release dataset7 published on the year 2017, at
the time of this writing this release is latest full version of DBpedia KG. To make
ready DBpedia dataset to apply tensor based model, we first A simple java pro-
gram is used to transfer textual based triples into readable format for applying
tensor based model. Prior to apply on DBpedia, we evaluate our approach on
Freebase FB15K dataset8; FB15K-237 Knowledge Base Completion Dataset9

and DBpedia 2016-10 release dataset (see Table 2). The FB15K (Bordes et al.
2013), is a subset of Freebase which has been commonly used to evaluate var-
ious KG completion models [14,31,32,37,38,53,54]. In the FB15K-237 Knowl-
edge Base Completion Dataset, the triples (entity- textual-entity) are derived
from 200 million sentences from the ClueWeb12 corpus coupled with Freebase
entity. There are around 3.9 million text descriptions corresponding to the rela-
tion types in Freebase. The FB15K-237 dataset has been used in [50,51,56] for
embedding representations for textual relations with Freebase entity mention
annotations.

Table 2. Datesets used in the experiments.

DBpedia

Dataset DBpedia 2016-10 release
# Entities 5.72 million
# Relations as object properties 1,105
# Relations as datatype properties 1,622
# Relations as specialised datatype properties 132
# Entity class types 760
# YAGO class types 570,276
# RDF triples from DBpedia 2016-10 release 494 million
# RDF triples from online DBpedia by SPARQL 1.2 million

Freebase

Datasets # Entities # Relations # Triples
FB15K 14,951 1,345 486,641
FB15K-327 14,951 2,766,477 3,977,677

Implementation for Experiment. For implementation, we use tensor-toolbox
[6] and poblano-toolbox [2] in Matlab. We construct a 3th order tensor where the
tensor size (5.72M × 5.72M × 27K) in 52 different domain with 494M entries
from DBpedia. First and second orders of this tensor are defined as Entity and
third order as Relation. We fit tensor factorization based model [41] to this tensor
where domain is coupled with relation in tensor; and apply TypePathSample
to make samples of the model. Each sample model is density reduced tensor
with same size. For instance, in first sample all other samples tensor entries
are transformed to unobserved. For evaluation we apply weighted tensor scheme
in constructing tensor from Freebase where the tensor size (14951 × 14951 ×
2,767,822) with 486541 entries from KG (FB15K); and 4460819 entries from
textual dataset (FB15K-237). We then apply domain-relevance weighted tensor
(DrWT) to construct 4th order tensor with domain entries, where the tensor size
7 https://wiki.dbpedia.org/develop/datasets/dbpedia-version-2016-10.
8 https://developers.google.com/freebase/.
9 FB15K-237 Knowledge Base Completion Dataset https://www.microsoft.com/en-

us/download/details.aspx?id=5231.

https://wiki.dbpedia.org/develop/datasets/dbpedia-version-2016-10
https://developers.google.com/freebase/
https://www.microsoft.com/en-us/download/details.aspx?id=5231
https://www.microsoft.com/en-us/download/details.aspx?id=5231
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Table 3. Fine-grained Entity Types Inference on DBpedia

Fine-grained types # Entities

present in

DBpedia

# Entities

new

identified

http://dbpedia.org/class/yago/WikicatAmericanFilmActors 83 9787

http://dbpedia.org/class/yago/WikicatTelevisionActors 21 5225

http://dbpedia.org/class/yago/WikicatFilmDirectors 291 5310

http://dbpedia.org/class/yago/WikicatFilmsByAmericanDirectors 101 18805

http://dbpedia.org/class/yago/WikicatFilmProducers 2196 1695

http://dbpedia.org/class/yago/WikicatActionFilms 107 235

http://dbpedia.org/class/yago/WikicatAdventureFilms 110 582

http://dbpedia.org/class/yago/WikicatComedyFilms 124 3524

http://dbpedia.org/class/yago/WikicatHorrorFilms 116 1194

http://dbpedia.org/class/yago/WikicatDramaFilms 189 2360

http://dbpedia.org/class/yago/WikicatCrimeFilms 124 980

http://dbpedia.org/class/yago/WikicatMysteryFilms 118 511

http://dbpedia.org/class/yago/WikicatMusicalFilms 125 374

http://dbpedia.org/class/yago/WikicatFantasyFilms 116 718

http://dbpedia.org/class/yago/WikicatScienceFictionFilms 117 276

http://dbpedia.org/class/yago/WikicatRomanceFilms 109 492

http://dbpedia.org/class/yago/WikicatThrillerFilms 126 560

http://dbpedia.org/class/yago/WikicatAnimatedFilms 104 492

http://dbpedia.org/class/yago/WikicatArtFilmss 192 205

http://dbpedia.org/class/yago/WikicatRomanticComedyFilms 98 256

http://dbpedia.org/class/yago/WikicatShortFilms 204 245

http://dbpedia.org/class/yago/WikicatDocumentaryFilms 109 2105

http://dbpedia.org/class/yago/WikicatWarFilms 114 178

http://dbpedia.org/class/yago/WikicatPoliticalFilms 24 178

http://dbpedia.org/class/yago/WikicatTelevisionFilms 227 1652

http://dbpedia.org/class/yago/WikicatTelevisionActors 5200 248

http://dbpedia.org/class/yago/WikicatAmericanFilmActresses 7278 495

http://dbpedia.org/class/yago/WikicatVoiceActors 708 451

http://dbpedia.org/class/yago/WikicatChildActors 911 98

http://dbpedia.org/class/yago/WikicatMusicalTheatreActors 56 61

http://dbpedia.org/class/yago/WikicatVideoGameActors 17 98

http://dbpedia.org/class/yago/WikicatStageActors 209 2119

http://dbpedia.org/class/yago/WikicatAmericanActors 8823 964

(14951 × 14951 × 2,767,822 × 52). We use CP [16,30] based 4th-order Tensor
Factorization for the latent factor generation, and use CP-ALS algorithm [19,21,
33] for computing tensor factorization. Since domain information is not depended
in one other dimension of the tensor, we use 4th order tensor factorization instead
of using Coupled Matrix Tensor Factorization (CMTF) [8,9]. We also apply
non-negativity constrain [35] for effectively interpreting factor components from
tensor factorization.

We demonstrate the benefits of our approach in the context of fine-grained
entity type inference with experiments on a large-scale KG DBpedia by pro-
ducing a large number of resources indifferent fine-grained entity types for con-
necting them to DBpedia type classes. Some new resources unidentified in Film
domain in DBpedia are listed in Table 3. In Table 3, new identified entities for

http://dbpedia.org/class/yago/WikicatAmericanFilmActors
http://dbpedia.org/class/yago/WikicatTelevisionActors
http://dbpedia.org/class/yago/WikicatFilmDirectors
http://dbpedia.org/class/yago/WikicatFilmsByAmericanDirectors
http://dbpedia.org/class/yago/WikicatFilmProducers
http://dbpedia.org/class/yago/WikicatActionFilms
http://dbpedia.org/class/yago/WikicatAdventureFilms
http://dbpedia.org/class/yago/WikicatComedyFilms
http://dbpedia.org/class/yago/WikicatHorrorFilms
http://dbpedia.org/class/yago/WikicatDramaFilms
http://dbpedia.org/class/yago/WikicatCrimeFilms
http://dbpedia.org/class/yago/WikicatMysteryFilms
http://dbpedia.org/class/yago/WikicatMusicalFilms
http://dbpedia.org/class/yago/WikicatFantasyFilms
http://dbpedia.org/class/yago/WikicatScienceFictionFilms
http://dbpedia.org/class/yago/WikicatRomanceFilms
http://dbpedia.org/class/yago/WikicatThrillerFilms
http://dbpedia.org/class/yago/WikicatAnimatedFilms
http://dbpedia.org/class/yago/WikicatArtFilmss
http://dbpedia.org/class/yago/WikicatRomanticComedyFilms
http://dbpedia.org/class/yago/WikicatShortFilms
http://dbpedia.org/class/yago/WikicatDocumentaryFilms
http://dbpedia.org/class/yago/WikicatWarFilms
http://dbpedia.org/class/yago/WikicatPoliticalFilms
http://dbpedia.org/class/yago/WikicatTelevisionFilms
http://dbpedia.org/class/yago/WikicatTelevisionActors
http://dbpedia.org/class/yago/WikicatAmericanFilmActresses
http://dbpedia.org/class/yago/WikicatVoiceActors
http://dbpedia.org/class/yago/WikicatChildActors
http://dbpedia.org/class/yago/WikicatMusicalTheatreActors
http://dbpedia.org/class/yago/WikicatVideoGameActors
http://dbpedia.org/class/yago/WikicatStageActors
http://dbpedia.org/class/yago/WikicatAmericanActors
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fine grained types http://dbpedia.org/class/yago/WikicatAmericanFilmActors
http://dbpedia.org/class/yago/WikicatTelevisionActors and http://dbpedia.
org/class/yago/WikicatFilmDirectors are 9787; 5225 and 5225 respectfully.

4 Related Work

RESCAL [43] is the state-of-the-art method for link prediction and type infer-
ence in KGs that has been used for type inference on YAGO [7] entire KG [44].
This approach defines statistical models for modeling tensor representation of
binary relational data on KGs and explains triples via pairwise interactions of
latent features Though, YAGO one of the large scale KB in LOD cloud is fac-
torized with RESCAL and able to predict the likelihood of any of the 4.3 x 1014
possible triples in the YAGO 2 core ontology [44]; DBpedia is not yet modelled
with such latent factor model. Paulheim, H. and Bizer, C. proposed SDType
algorithm [46,47] a probabilistic method for predicting missing type of entities
in DBpedia. Their approach which is based on conditional probabilities, such
that predicts approximate types of entities by considering the observed types
of subjects and objects in a relation. For each relation, this approach uses the
statistical distribution of types in DBpedia based on the property of the subject
and object for assuming the types of entities. This approach heuristically suggest
that an entity should have certain types if it has certain relations connected to
other entities. For example, a statement like <Tom Hanks, starring, Inferno>,
this may give result that Tom Hanks is an actor [47].

Though, SDType algorithm has been applied to DBpedia and produced
meaningful results in predicting entities for generic (coarse-grained type) classes,
(such as actor, writer, or movie); in context to more specific (fine-grained types)
classes, (such as American film actor, science-fiction writer, or thriller movie)
this heuristic approach is not capable to produce meaningful results. This is
because, SDType uses relations between entities as indicators for types, and
relations between entities in DBpedia are coherently specific to generic entity
types whereas too general to more specific types. Considering previous example,
starring relations may be indicators for actor (generic type), however this is too
general for all sub-class types of actor (such as film actor, voice actor or tele-
vision actor) to indicate or distinguish. One recent state-of-the-art fine-grained
type entity inference approach [41] which mainly focus on the fine-grained type
entity inference task in the KGs via tensor factorization and probabilistic infer-
ence methods. First, it looks into the scope of utilizing embedded knowledge
inside the KGs that will be efficiently captured to the fine-grained type entity
inference task. Besides, it explores the advantages of using linked entity supple-
mentary information to this task by effective incorporation of additional data to
KGs. Furthermore, the use of similarity of entities in the KGs is also considered
to the fine-grained type entity inference task. Experimental results show that
this novel approach has achieved a significant improvement in the accuracy of
fine-grained types entity inference in a KG. We models entire DBpedia follow-
ing this tensor model based approach that learns latent embeddings for entities,

http://dbpedia.org/class/yago/WikicatAmericanFilmActors
http://dbpedia.org/class/yago/WikicatTelevisionActors
http://dbpedia.org/class/yago/WikicatFilmDirectors
http://dbpedia.org/class/yago/WikicatFilmDirectors
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relation-types and properties to automatically identify entities to be semanti-
cally interpretable by having fine-grained types for connecting them to DBpedia
classes.

5 Conclusion

The performance of Web search queries (in case of exploring lists and collections)
can be dramatically improved by defining large numbers of these fine-grained
entity types in KG. This paper models entire DBpedia with a approach based
on a tensor model that learns latent embeddings for entities, relation-types and
properties to automatically identify entities to be semantically interpretable by
having fine-grained types for connecting them to DBpedia classes. The key idea
behind of modelling and applying factorization method is that it uses three-
dimensional arrays (tensor) to represent DBpedia and obtain probabilistic like-
lihoods of type-relations existing between entities (objects) by applying tensor
factorization (TF) techniques on DBpedia. This paper proposes a novel way to
reduce the computer complexity for the large-size of the dataset, yet operate on
a representative subset there of is to use KG partition. Applying this algorithm
to DBpedia, we generate multiple samples of the coupled data with domain and
type, we fit a Coupled Matrix and Tensor Factorization (CMTF) model to each
sample and propose to simultaneous factorization by parallelization. We demon-
strate the benefits of this task in the context of fine-grained entity type inference
with experiments on a large-scale KG by producing 1.3 × 105 of resources in dif-
ferent fine-grained entity types for person entities from one sample in DBpedia.
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