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Abstract. Recommendation system has been seen to be very concen-
trated on individual recommendations but few of the new techniques
are now concentrated on groups. The aim of this paper is to provide an
overview of the existing state of the art techniques for collecting ratings,
strategies used in aggregating these strategies and the practical appli-
cation for group recommendations. This study explored five databases
which include IEEE, Science Direct, Springer, ACM and Google Scholar,
from which 300 publications were screened. Irrelevant, duplicate and
ambiguous papers were removed. At the end, 26 papers were used for
depth analysis. This study provides a systematic review of the available
evidence based literature concerning recommender systems for groups.
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1 Introduction

There exists much research done in the individual recommendation system but
there are many other situations in which group recommendation comes in handy.
Instances, where a restaurant needs to be chosen for a group to dine, is one of
the typical examples of a recommendation system. People have also come up
with different kinds of strategies for group recommendations [10]. Some of which
are commonly used and easy to understand but the best strategy for all systems
is still not known, not all strategies are optimal in all cases. Different ways
of explicitly or implicitly collecting information about the user is another area
where a lot of work has been done [5,9]. Many issues and challenges have been
seen in this area. Few of which have been taken into consideration but others
are yet to be solved [11].

In Table 1, the sub-tasks and differences are given briefly. The steps that
a recommendation system follows is divided into sub-tasks in the table above
and difference between individual and group recommendations for every step is
highlighted. During these steps, certain issues are encountered. In this paper,
only the first sub-task that deal with acquiring information about the members’
preferences are considered. This sub-task differs in the sense that if the recom-
mendation system collects the information explicitly then the users may find
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Table 1. Subtasks of a recommender system

Subtasks Difference from individual recommendations

Getting user preferences Users may/may not see preferences of other group members

Generating recommendations Generalizing recommendations from individuals to groups

Presenting recommendations Giving a solution suitable for all group members

Giving a final decision Decision to be made by all or almost all group members

seeing each other’s preference advantageous. Users can get an idea of what to
expect in the recommendations if they see other people’s recommendations. It
can also give them the idea of the item to be rated if the user finds a person
with similar taste in the group. The issues could be how beneficial this is to
the user and how the system will use this technique. Other tasks include how
the system will generate recommendations and how it should be applied to the
group recommendation, how the system will give out the information and how
the users will come about a final decision. The goal of the paper is to give an
overview on the group recommendation categories, preference of elicitation and
some experiments done by previous researchers. The rest of the paper is struc-
tured as follows: Sect. 2 discusses the related works of recommendation systems.
Section 3 addresses the preference of elicitation. Techniques of elicitation of pref-
erences are presented in Sect. 4. In Sect. 5, the strategies are categorized and
explained. Section 6 sheds a light on the applications of these strategies and
finally, Sect. 7 concludes this work.

2 Related Works

In this section, some of the works previously done in the literature are pre-
sented. Many recommendation system exists in the vacation area. Examples of
which include Travel Decision Forum and Collaborative Advisory Travel System
(CATS). The former is primarily used by a group of people who are planning a
vacation together. This system lets the group decide on the desired attributes
for choosing a vacation package. All the individual preferences are aggregated
and only explicit elicitation is likely to be possible since the user needs to give
ratings about all the attributes taken into consideration [1]. The latter is another
system that helps in choosing a joint holiday. According to the preference of the
user regarding features and packages the system recommends holidays. Users can
provide suggestions for other group members and the suggestions are checked
against the preferences of group members. The more the preferences are matched
the likely the item will be recommended [12].

The entertainment area also has some known systems which are PolyLens,
Adaptive Radio, MusicFX, TV recommender, FIT and FlyTrap. PolyLens is
an extension of MovieLens which is primarily used by a group of people who
want to go to a movie together. Movies are recommended based on social fil-
tering and individual tastes are inferred from previous ratings. People can form
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a group together and recommendations for that group is given by the system.
The members of the group rate individual movies and not describe the movie
preferences [1]. Adaptive Radio can be used by colleagues working together in an
office to play songs on the radio. This system plays songs autonomously based
on preferences and the members of the group. It only gets feedback when the
user is dissatisfied with the performance of the radio [5]. MusicFX recommends
a radio station for a group of people in a fitness center [13]. TV recommender
and FIT suggests a television program to watch for a group of people [14,15].
The recommendations of TV recommender are based on the preference of users
according to certain features whereas FIT assumes that the choices of people will
change when they are in a group. FIT implicitly collects information regarding
the watching times of the individual person and updates the member preferences
accordingly. FlyTrap is also used in the music field to play tracks for the people
in a public area of a building [16].

Let’s Browse on the other hand was used mainly by people browsing the
web together. The system takes into consideration the members of the group by
suggesting new recommendation which might be of interest to the members. Let’s
Browse automatically detects the presence of the users, dynamically displays the
user profiles and provides explanations of the recommendations [2]. IM-TAG, a
web 2.0 tool offers recommendations of mentoring contents built upon personal
competencies of the mentee, combined with content and opinion tagging [27].
Pocket RestaurantFinder is used mostly when colleagues plan to go together to
dine in a restaurant. It helps in selecting the restaurant for the group, but for all
the types of the cuisines, restaurant amenities, price categories and travel time
the user needs to give a rating on a 5-point scale [3]. Group Adaptive Information
and News System (GAIN) adapts the news and advertisements according to the
people viewing a wall display or information kiosk. It also takes into account
uncertainty about which users will be viewing the display at any given time
[4]. INTRIGUE is widely used by people who are visiting a tourist place in
a group or sightseeing group. The system divides the group into homogeneous
subgroups with the same characteristics. Each subgroup may fit into stereotypes.
The problem might be that group may visit more than one place and a balanced
sequence selection has not been addressed in the research work [6]. Another
recommendation system in the field of tourism was proposed by authors in [26].
The proposed recommendation system collects data from the initial visit by the
means of pervasive approaches and offers relevant recommendations based on
positioning and bio-inspired recommender systems.

3 Elicitation of Preference

Preference acquisition is the method of collecting information from the user. This
method can be explicit or implicit. There still exist many recommender systems
that use methods for acquiring information from an individual and generalize it
for a group [7]. In this section, methods specifically developed for group recom-
mendation as well as methods for individual recommendation will be discussed.
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3.1 Acquisition of Preferences Without Explicit Specification

Some recommendations do not require the user to explicitly enter the informa-
tion but rather collect information from other means in other words, implicit
collection of information [8,9]. An instance of a system that uses this method is
Let’s Browse. This system is primarily used in web pages recommendation for
a group. Initial candidates who might interest the user are chosen by analyzing
the words available on the web page of the user. After all, the words are collected
and groups are formed, then the system recommends the common words of all
members that existed during the group visit.

3.2 Acquisition of Preferences with Explicit Specification

This method explicitly requires users to enter the information typically about all
the features. Instances of systems include Pocket RestaurantFinder which lets
the user choose the cuisine types, location, and price, Travel Decision Forum
which lets the user choose destinations, facilities, and sightseeing. Users have a
lot of information to fill out to get a precise recommendation. This process is
usually tedious for the user and tends to provide only confined results.

3.3 Adapting Preference Specification to the Requirements
of Group Recommendation

Focus on Negative Preferences. In this method, the user expresses a dis-
like towards a feature and the system tries to eliminate that feature for future
recommendations. For instance, the system might not recommend action movies
if any of the users in a group dislikes it. An instance is the Adaptive Radio [5]
which recommends music to a group of people. The system avoids playing the
disliked music tracks. The major difference between this system is that it elicits
negative preference about music tracks than eliciting a more detailed type of
ratings.

Sharing Information About Specified Preferences. People in a group may
have some interest in knowing the preference of other group members so that
it gives idea or suggestions to the user about him/herself. If the user knows
someone that has similar preferences then he/she can use those preferences for
better future recommendations. Sometimes, user can get new information from
other users. These other users can be friends, family members and colleagues
who have had experience in different areas or have tried something new which
the user might like to try. Other users can also influence user and this usually
happens because of peer group influence, relationships, etc. So, the user has a lot
of options for making recommendations better by using other resources rather
than relying on himself. An instance of this system is the Travel Decision Forum.
This lets you see the preference of other members of the group. An additional
feature suggested by [7] is to add brief verbal explanations for the ratings so the
user knows whether the rating applies to him or not.
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Some additional features can be added to the interfaces of the recommen-
dation systems for improved predictions. Considering other people’s preference
is one of the mechanisms for group recommendations. If a user is shown other
members’ preference she/he might adapt accordingly to the group. For instance,
if there is a person of 65 years or a kid of 5 years, the other members can adapt to
their preferences thereby giving respect or importance to the kid or old-aged. A
way to tackle this situation is showing the preference of the individual members
to the whole group. This may give an idea about ratings to other users or adjust
the ratings.

The problem also arises when the predictions are not what the group
expected. In this case, it makes sense to test against the predicted preferences.
Users can use yes/no mechanism to select whether the prediction is suitable for
them or not. The system can then adapt to the recommendations accordingly.
Explanations can also be quite helpful for recommendations. The reason why a
certain item was not chosen by the user gives a sense of understanding to other
users. The other users can then decide whether the option should be still con-
sidered for the group. The group may decide to have an open discussion with
the members to resolve conflicts or come to a consensus.

Better recommendations can be made by better interfaces. Interfaces that
contain preference of all users side by side on the screen can help the current
user in many different ways. An addition of a feature regarding negotiability is
also a feasible method of handling recommendations. For instance, while selecting
features for a holiday vacation, the user may choose not to negotiate on certain
features such as parking facilities but for other features, he/she might be open
for other recommendations. The group may want to choose only certain features
and may not care about others. So adding/removing a feature accordingly can
come in handy. An option of choosing 2 or 3 similar users provided by the system
or can be chosen by the user to generate a recommendation for one user may
prove to be very useful when the user is new to the system with no preferences. It
will save time and effort for the user rather when the user would enter everything
manually.

4 Techniques for Elicitation of Preference

4.1 Techniques Based on Machine Learning Approaches

Author in [19] uses Regression Tree Learning (RTL) where target variable is
utility of each item and the description of items are the samples. The regression
tree defines a partitioning of the original outcome space by use of axis-parallel
linear constraints, with each partition corresponding to a leaf node in the tree.
Two problems in this approach can occur. One of which is that addition of a new
item can change the predictions dramatically. This may cause cold start prob-
lems. The other is the problem of collecting information for new users. Accurate
predictions can’t occur until sufficient information about users is gotten. They
solve this by running the RTL algorithm over all the texts and discarding any
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information on the user giving each rating. In this paper however, we are focusing
more on the user interactions so this won’t be discussed in detail.

4.2 Techniques Based on Interaction Mode

Pairs of items are drawn out from user interactions which are then used for
training the ranking model.

Sub-list Ranking. In this mode, subsets of items are sorted which then forms
a completely ordered list of preferences. The higher the item in the list the more
that item is preferred over other items. At least two items are required in the
list so that a pair is formed. This is the most common mode for recommendation
systems. Sub-list ranking is depicted in Fig. 1(a).

Categorical Binning. A subset of items are grouped into high, medium and
low by the user. Items within each group are not compared but items in the
higher group are preferred more than ones in medium and low category. A user
can put an item in two or three groups. Any number of items can be put into
the groups and at least two items are required to be put into different groups
for a ranking to be displayed. Categorical binning is depicted in Fig. 1(b).

Pairwise comparison In this mode, users have to group pair of items into a
binary category such as high and low. Items in the high category are preferred
over the ones in the low. A user has the freedom to put one item many times if
that item is preferred over many other items. Pairwise comparison is depicted
in Fig. 1(c).

Since this techniques is applicable for a single user, further work can be
done in generalizing this to group recommendations. The interface could also be
developed in a way that the user sees what the other users chose. Multiple users
can be then combined using different aggregation strategies discussed in Sect. 5.

4.3 Techniques Based on Algorithm

Authors in [14] proposes an algorithm for user profile merging based on total
distance minimization. Three strategies namely group agent, merging recommen-
dations and merging user profiles are presented and analysed in brief. In group
agent strategy, the members of the group login with one account and put the
preferences using that account to generate a common profile. Merging recom-
mendations lets the individual to enter the preferences and then those individual
preferences are merged into one profile. Aggregation techniques mentioned in
the next section will be quite helpful in this regard. Any of the strategies can
be adopted to merge user profiles. The merged profile now has a list of com-
mon preference for the group. In merging user profiles, all user profiles are first
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Fig. 1. Preference elicitation interfaces.

merged into a common profile and then recommendations are generated for the
common user profile.

First strategy is the simplest but non-adaptive and inflexible. It doesn’t work
if any of the group members are missing. A new group has to be created every
time excluding the missing member. The other two strategies are considered in
this work. In a user profile, many features and weights indicating the significance
of these features are considered. A lexicon is defined by all the features of the
user profiles alphabetically. The feature list can be reduced by using a thesaurus.
Each user profile is denoted as a vector V. The algorithm measures the inconsis-
tency between two preferences and defines the merging result. The merging of
the results takes into account feature selection and weight assignment. Feature
selection is the process of choosing features that will be considered in providing
recommendations for the common profile. This is based on distance minimiza-
tion. On the other hand, weights are consistent for user profiles but in explicit
ratings the users may perceive different criteria for ratings. To solve this prob-
lem, weight normalization is used for each feature and then the weight of the
feature of merged profile is calculated by adding all the normalized weight of a
feature for each user profile divided by the number of members in the group.
The authors also did an experiment in which they asked the group of 5 members
to rank a list of programs and assign similarity scores. The similarity scores had
a range of 0.1 to 0.9 with steps of 0.1, these scores were then compared with the
algorithm’s similarity values. Authors in this paper claim that merging user pro-
files strategy is superior to merging recommendations after performing certain
experiments.
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4.4 Techniques Based on Reviews

Instead of explicitly asking user preferences, more information can be extracted
from the reviews and feedback of users. Authors in [21] present some techniques
on how to incorporate feedback with preferences.

– Frequent terms: An easy way to analyse reviews is to count the frequency
of each term. Each term could be assigned a weight measure which would
represent the significance of each term. The terms can then be used to classify
the user on term based user profile.

– Overall opinion: This opinion takes into account the general opinion of the
item. It can be concluded from the review that the user had a positive review
about the hotel. These opinions can also be inferred from the numerical scale
rating of the item. Whereas overall opinion from text based can be gotten
from applying machine learning techniques such as naive Bayesian classifier
or Support Vector Machine (SVM) which will categorize the items properly.

– Feature opinion: Collecting information about the features instead of the
whole item can come in handy when classifying many items. In Fig. 2, fea-
ture opinion is underlined in blue. The underlined features such as ‘The gym
facility was excellent’ and ‘Service was attentive and gracious, appointments
were luxurious, location was convenient’ tells us more about the features of the
hotel such as location, gym facility or service. The opinion can be identified
by looking at the adjectives of the sentences. For instance, luxurious, excel-
lent, attentive are some of the words describing the reviews. These reviews
can be classified under positive or negative to classify the recommendations.
Many techniques have been used in the past for feature opinion such as asso-
ciative rule mining, SVM based method, lexicalized Hidden Markov Model
(L-HMMs) and many others.

– Comparative opinions: As the name implies, this opinion can only be con-
sidered when there is a comparison between two or more items [22]. The
comparison is done to highlight the similarities or differences of features. The
differences might qualify one of the items to be better or worse than the other
items. In Fig. 2, it is underlined in red. The underlined sentence compares
this hotel with two other hotels, St. Regis’ is considered better while Westins
heavenly stateside is worse than this hotel according to the user.

– Contextual opinions: In this method, a set of contexts can be defined such as
location, component and frequency and the words in the sentence can then be
categorized under the identified contexts accordingly. For instance, in Fig. 2,
a sentence is underlined in yellow. The sentence has a location context of
company, component context of Hong Kong office and the frequency context
of first visit.
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Fig. 2. A hotel review example

5 Categorization of Strategies

After the necessary information such as rating or feature selection is gained
through elicitation of preferences, this information can now be used in producing
recommendations. The ratings could be gained implicitly or explicitly from the
defined process in Sect. 3. The ratings used in strategies are aggregated for
group thereby giving appropriate recommendations. This section deals with the
different strategies for aggregating the individual to group recommendations. 5
different categories have been proposed in this section. In Table 2, this sample
table is going to be used as a reference throughout this section.

Table 2. Sample table.

User 1 2 3 4 5 6 7 8 9 10

Mary 10 5 2 7 9 8 5 6 7 6

James 1 9 8 9 7 9 6 9 3 8

John 10 4 3 6 10 9 6 8 10 8

– Voting Strategies: This category consists of Plurality voting and Approval
voting.
• Plurality voting: Each group member votes with the highest individual

preference for a particular alternative. In other words, when a sequence
of items is needed to be chosen, the item with the most votes are chosen
repetitively [11]. For instance, For instance, from the table given above,
given only one alternative, Mary has a tendency to choose item 1, 5 or 9
respectively, user James tends to chooses item 2, 4, 6 or 8 whereas user
John chooses item 1. Item 1 has the most tendency to get selected for
this group in this case (Table 3).
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Table 3. Plurality voting.

User 1 2 3 4 5 6 7 8 9 10

Mary 10 4 3 6 10 9 6 8 10 8

James 1 9 8 9 7 9 6 9 3 8

John 10 5 2 7 9 8 5 6 7 6

Group 5 3 1 8 10 9 2 7 4 6

• Approval Voting: This strategy takes a threshold value into account and
only values above the threshold are considered for votes [10]. The values
above the threshold are depicted as “1” whereas values below are denoted
by “0”. For instance, choosing the threshold value as 6, the new values of
the table are given in Table 4. The new ranking of the items are (5, 6),(1,
4, 8, 9, 10),(2, 3),7. This strategy can be used in sub-list ranking mode
discussed in Sect. 4.2 where rankings above a certain threshold would be
considered.

Table 4. Approval voting

User 1 2 3 4 5 6 7 8 9 10

Mary 1 0 0 1 1 1 0 0 1 0

James 0 1 1 1 1 1 0 1 0 1

John 1 0 0 0 1 1 0 1 1 1

Total 2 1 1 2 3 3 0 2 2 2

– Extremities Strategy: This category of strategies include most pleasure, least
misery. This particular set of strategies can be used in pairwise comparison
mode where most pleasure can be used for the high category and least misery
for the lower categories. It can also be used for comparative opinions in which
qualification of good or worse can be made if the opinion is above or below
the threshold. For instance, if the threshold is 5, values above 5 may qualify
the item to be better the other item and vice versa.
• Most pleasure: The rankings of the items is based on the maximum ratings

by the user [11]. Majority vote is considered important in this case.
• Least misery: The rankings of the items is based on the minimum ratings

by the respective users. The minority gets a say in this strategy [10]. This
strategy is the opposite of the Most pleasure.

– Frequency-based strategies: Copeland rule and Borda count are some of the
strategies in this category. Frequency based strategies can be adapted based
on interaction mode such as categorical binning mode to classify them based
on the frequency into categories. For instance, higher frequency can go into
high category followed by the others. Or techniques based on reviews such as
use of frequent terms can form the list of recommendations.
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• Copeland rule: This strategy sorts items according to their Copeland
index. The items with better ratings take positive sign whereas the lower
ones take negative signs. In other words, counts how often an item beats
other item and how often it loses [18]. For instance, for the items 1 and 5
user John has the same preference, Adam prefers item 5 and Mary prefers
item 1. Thus, there is no clear winner between the items, which results
in a “0”. According to the calculations from the Table 5, the rankings of
items are item 5, 1, 6, 9, 4, 8, 10, (2, 7), 3.

Table 5. Copeland rule

Item 1 2 3 4 5 6 7 8 9 10

1 0 – – – 0 – – – 0 –

2 + 0 – + + + 0 + + +

3 + + 0 + + + + + + +

4 + – – 0 + + – 0 0 –

5 0 – – – 0 – – – – –

6 + – – – + 0 – – – –

7 + 0 – + + + 0 + + +

8 + – – 0 + + – 0 + –

9 0 – – 0 + + – – 0 –

10 + – – + + + – + + 0

Total +7 −6 −9 +1 +8 +5 −6 0 +3 −3

• Borda count: Ranking is done on user profile. Lowest rated item get 0, the
next best item gets 1 and so on. Items with same ratings use averaged sum
of hypothetical score [17]. For example, items 2 and 7 received the same
rating from Mary and correspond to the items with the second lowest
score. Thus, they share the scores 1 and 2, leading to (1+2)/2 = 1.5.
These individual scores are summed up to get the total. The final ranked
list of the group is 6, 5, 1, (4, 8), 9, 10, 2, 7, 3 (Table 6).

Table 6. Borda count

User 1 2 3 4 5 6 7 8 9 10

Mary 8 1 0 2.5 8 6 2.5 4.5 8 4.5

James 0 7.5 4.5 7.5 3 7.5 2 7.5 1 4.5

John 9 1.5 0 5.5 8 7 1.5 3.5 5.5 3.5

Total 17 10 4.5 15.5 19 20.5 6 15.5 14.5 12.5
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– Simple mathematical strategies: Simple arithmetic operations such as aver-
age, additive and multiplicative are in this category. All the items are added,
multiplied or taken average of by their respective users. The higher the
sum/product, the more appealing the option is to the users.

– Consensus-based strategies: Average without misery, fairness are instances in
this category.
• Average without misery: determines the group rating for a particular item

by calculating the average of the individual ratings but this technique
also considers values above a certain threshold [10]. For instance, item 1
is not considered for the group recommendations because James rated it
with 1 which is below the threshold. Techniques based on overall opinion
mentioned in Sect. 4.4 should use this strategy because it makes sense to
consider all the features and then compare it with a baseline. Consider a
threshold of value 4 in Table 7. The rankings of the items are as follows:
(5,6), 8, (4, 10), 2, 7 when using a threshold of 4.

Table 7. Average without misery

User 1 2 3 4 5 6 7 8 9 10

Mary 10 5 2 7 9 8 5 6 7 6

James 1 9 8 9 7 9 6 9 3 8

John 10 4 3 6 10 9 6 8 10 8

Total – 18 – 22 26 26 17 23 – 22

• Fairness strategy: This combines most pleasure and least misery causing
strategies. Firstly, a user is selected is chosen at random then item that
causes least misery is chosen, this process is done repetitively until all
the items are finished. Items are chosen as if individual user are choosing
the items in turn [11]. One person chooses first then second person until
everyone made a choice. Everyone then chooses the second item starting
with the person who finished last. In this way everyone gets a chance. If
John starts first, James second and Mary last then the ranked item list
from Table 8 will be 5, 6, 4, 8, 10, 7, 1, 2, 9, 3.

Table 8. Fairness strategy

User 1 2 3 4 5 6 7 8 9 10

Mary 10 5 2 7 9 8 5 6 7 6

James 1 9 8 9 7 9 6 9 3 8

John 10 4 3 6 10 9 6 8 10 8

Total 4 3 1 8 10 9 5 7 2 6
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6 Strategies in Applications

– INTRIGUE: This system uses the average weight strategy. It takes average
and gives weights depending on the number of members in the group and
the significance of subgroups. INTRIGUE gives more importance to certain
subgroups such as children and disabled and therefore heavier weights are
given to these subgroups.

– GAIN: This uses a form of Average strategy which also uses weights. These
weights are dependent on the members who are near and those who should
be statistically in the group.

– MusicFX: MusicFX uses a variant of Average Without Misery Strategy. The
ratings are in range of −2 to 2, the higher the values are, the more positive the
member is about that track. Individual ratings above a certain threshold are
considered and then only those items’ average are taken. A weighted random
selection is used to prevent choosing same station every time.

– CATS: Without misery strategy is used because members either need to con-
sider some of the features or may need to fill quantities of the items available.
The recommendation which represents the most requirements of the whole
group is chosen.

– PolyLens: This recommendation system uses Least Misery strategy. PolyLens
has an assumption of small group size and the group tends to be as happy as
its least happy member.

– Flickr Tag Recommendation: This helps in suggesting tag for users which
people usually do manually. Two strategies are used here namely, plurality
voting and summing. The former doesn’t take account of co-occurrence values
while the latter does but on the other hand, both strategies are applied to
top m co-occurring tags in the list [23].

– Next Item Recommendation: This system gets item-item relationship from
users’ past interactions. Afterwards, weights are estimated and assigned for
every item in user trajectories which aids in effectively choosing the relevant
items for short-term intentions. Average (mean), Most pleasure(max), Least
misery(min) and sum are used as aggregation methods and then compared
with each other [24].

– Food Recommendation: Authors in [25] gives an overview of the systems
available with different strategies used. In a group of 4 people who have to
rate recipes on a scale of 1 to 5, least misery strategy is recommended by the
authors in order to minimize misery.

7 Conclusion

This paper gives an overview on the previous research work, methods of col-
lecting information, techniques by which this information can be categorized,
categorization and practical application of strategies. Some ways of providing
better recommendations was proposed. The paper also proposed what to do
to make interfaces attractive and appealing for the group members. There are
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differences between individual and group recommendations in specifying pref-
erences, presenting, explaining and making final decisions and this paper takes
into account these differences. A lot of strategies exist some of which are grouped
into categories to easily identify the similar ones for predictions, one section of
this paper concentrates on that. The strategies which are practically used in
recommendation systems present awareness about the most popular strategies.
Ways to collect information is highly dependent on the makers of the recommen-
dation system and all these different ways are discussed in details in this work.
Techniques which affect the elicitation of preferences are also highlighted to shed
a light on the practical use of recommendation systems. Recommendation sys-
tems can be made much more convenient and appealing if a bit more research
and work is done in this field. I want to investigate more on certain elicitation
techniques based on interaction mode, including user interfaces to find which
techniques are preferred more by the users in future work. In specific, how to
adapt the individual interaction to group recommendations. Using aggregation
techniques to combine the individual preferences and some extra features such as
showing the preferences of other members in the group or making the interfaces
more appealing for the group.
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