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Preface

This CCIS volume presents selected articles from the 3rd edition of the IberoAmerican
Congress on Smart Cities (ICSC-CITIES 2020), held on November 9–11, 2020 in
Costa Rica as a virtual congress. This event continued the successful two previous
editions of the congress, held in Soria, Spain in 2018 and 2019.

The main goal of the ICSC-CITIES 2020 congress was to provide a forum for
researchers, scientists, teachers, decision-makers, postgraduate students and practi-
tioners from different countries in Ibero America and worldwide to share their current
initiatives related to Smart Cities. Articles in this volume address four relevant topics
(energy efficiency and sustainability; infrastructures and environment; mobility and
IoT; and governance and citizenship) covering several areas of research and
applications.

The main program consisted of seven keynote talks, fourteen oral presentations and
four poster presentations from international speakers highlighting recent developments
in each of the areas. Over two hundred distinguished participants from 26 countries
gathered virtually for this conference. The Program Committee of ICSC-CITIES 2020
received 99 manuscripts. 51 articles were accepted for oral presentation (21 selected for
CCIS publication). All articles have undergone careful peer review by three
subject-matter experts before being selected for publication.

We would like to express our deep gratitude to all the contributors of ICSC-CITIES
2020 and to the Conference Organizers, and also to the authors and reviewers for their
endeavors that efficiently completed the paper-reviewing and publication process. We
also thank the participants of the conference, our government and industry sponsors
and the readers of the proceedings.

November 2020 Sergio Nesmachnow
Luis Hernández Callejo
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Low-Cost and Real-Time Measurement System
for Electrical Energy Measuring of a Smart

Microgrid

Oscar Izquierdo-Monge1(&), Paula Peña-Carro1,
Mariano Martín Martínez1, Luis Hernández-Callejo2(&),
Oscar Duque-Perez3, and Angel L. Zorita-Lamadrid3

1 CEDER-CIEMAT,
Autovía de Navarra A15 salida 56, 422290 Lubia (Soria), Spain

{oscar.izquierdo,paula.pena,mariano.martin}@ciemat.es
2 University of Valladolid,
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luis.hernandez.callejo@uva.es

3 University of Valladolid, Paseo del cauce 59, 47011 Valladolid, Spain
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Abstract. One of the most important things in a microgrid is the real-time
measurement of all its elements, whether they are consumers or energy producers
so that at the end of an established period, the total balance of production-
consumption is carried out. It is at this moment when the energy distribution
company and its costs become important. Focusing on it, a measurement system
based on an infrared sensor and Arduino has been developed, to which a specific
software is installed that allows obtaining the value of the instantaneous power
consumed by the microgrid from the reading of the LED indicator of metrology
of the meter of the distribution company with an error less than 1% daily. This
means an important improvement in the knowledge of the energy consumption of
the microgrid and implies an advance in the understanding of the electric bill
allowing reducing its cost in the contracted terms.

Keywords: Electric smart microgrids � Arduino � Consumption �Measurement
system

1 Introduction

A microgrid is a concept used to define a group of interconnected loads and distributed
energy resources within clearly defined electrical boundaries that act as a single con-
trollable entity regarding the distribution network. A microgrid can be connected and
disconnected from the grid to allow it to operate in grid-connected or island mode [1–3].

To manage a microgrid properly, it is essential to have a system of measurement,
communication, and control in real-time. This remote monitoring will help in the
management of the load and generation of the whole set, making it a semi-autonomous
or autonomous microgrid and significantly reducing the response time to supply
problems that may arise. With its implementation, an evolution from a microgrid to an

© Springer Nature Switzerland AG 2021
S. Nesmachnow and L. Hernández Callejo (Eds.): ICSC-CITIES 2020, CCIS 1359, pp. 3–16, 2021.
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intelligent network is achieved, providing the system with two-way communication
technologies, cyber-security, and intelligent software applications within its entire field
of action.

In this way, greater security and knowledge of all the installed systems are
achieved. After the study of the collected data, there is the possibility of modifying the
management mode, to improve it [4, 5].

There are various communication technologies within this context, some of which
are copper conductors, optical fibre, power line communication, and wireless com-
munication. Among them, the most outstanding and most used today is the wireless
one, due to its high monitoring accuracy, its tolerance to failures, and the capacity to
cover large areas thanks to the remote control without the need of civil works [6].

In turn, several standard communication protocols provide remote control and
protection of the critical components that make up the microgrid, such as the Modbus,
Profibus, or Fieldbus Foundation protocol.

For the total control of the microgrid, measurement mechanisms must be installed
in each of the loads/generation systems, or group them by transformer stations. But if
what is sought is the generation or total consumption of the entire microgrid the point
of interest is the PCC (Point of common coupling) or meter of the distribution com-
pany. Point where the sum of energy generated/consumed by the entire microgrid is
collected [7–9].

Thanks to the knowledge of these readings, different management strategies can be
defined [10], such as storing energy in situations where production is greater than
consumption, or providing energy at times when generation does not cover all the
needs of the different centres of consumption.

The introduction of smart meters have provided detailed information on customer
energy consumption [11]. In Spain, the National Commission for Markets and Compe-
tition (CNMC) has among its functions to ensure that customers have access to their
consumption data in an understandable, harmonized and rapidmanner [12, 13]. However,
at no time is indicated that access to data is in real-time.

The electricity distribution companies that own these smart meters allow access to
the fifteen-minute average data used to prepare the electricity bill, which is not useful to
carry out the real-time management of a smart microgrid.

The smart meters are technically prepared to perform instant queries [11] in real-
time. However, communication can be slowed down by performing instant readings,
generating a time lag that makes it difficult to perform in real-time on the microgrid.

In the case of the presented case study, after contacting the distribution company,
they allowed access to this data for a brief period, less than a month, for testing
purposes, but in no case did they grant access continuously. The only option to obtain
the same measurements as the distribution company is to duplicate the measurement
cell of the entrance substation or replace the current one with another double output
measurement cell and in both cases install another meter. Either of these two options,
apart from being costly (they can cost more than 3500€ between materials and
installation work), are complex due to the reduced space available within the substation
to install everything necessary.

4 O. Izquierdo-Monge et al.



For this reason, it is necessary to look for alternatives to know in real-time the value
of the energy consumed by the microgrid or the energy injected into the distribution
network from the microgrid.

This work aims to define an alternative measurement system for the intelligent
meter of a microgrid, and of low cost that allows knowing in real-time the energy
consumed from the distribution network or the one injected to it. The rest of the paper
is as follows: Sect. 2 explains the case study, showing the consumption of the
microgrid and how it is currently measured. Section 3 presents the proposed new
measurement system, the elements used and its installation. Section 4 details the results
obtained. Finally, the conclusions obtained and the cited bibliography is presented.

2 Measurement of Consumption in the CEDER Microgrid

The microgrid under study belongs to CEDER, which is the Centre for the Develop-
ment of Renewable Energies. It is located in the municipality of Lubia, in the province
of Soria and belongs to the Centre for Energy, Environmental and Technological
Research (CIEMAT), which is a Public Research Organisation, currently dependent on
the Ministry of Science and Innovation. It covers an area of 640 ha with more than
13000 m2 built in three separate areas.

The CEDER microgrid starts from a 45 kV distribution line and serves a 45/15 kV
(1000 kVA) substation. From this substation, it is distributed in medium voltage
through an underground network to 8 transformer stations that adjust the voltage to
400 V three-phase low voltage. The network can be operated both in ring mode, which
allows a medium voltage perimeter of 4,200 m and in radial mode.

At CEDER, the loads are the elements that make up the centre, being the different
buildings and their equipment (motors, lighting, boilers, laboratories, etc.) the energy
demanders for its operation and thanks to which the daily activity of the centre is
carried out. All these loads are connected to the low voltage network and have different
consumption profiles, which are similar to those that can be found in an industrial
environment, in the service sector, or even in domestic consumption.

To measure consumption, apart from the meter of the distribution company,
CEDER has eight power grid/energy quality analysers (PQube). There is one in each
transformer station, on the low voltage side. These analysers are also connected to the
CEDER data network through an Ethernet card, so we can access their readings from
any point of the centre.

To obtain the real power consumption of CEDER, besides the sum of the values
measured by the PQube, we would have to add the consumption of the transformation
centres (given that the PQube are on the low voltage side and therefore do not measure
their consumption or losses) that we obtain from the test protocols of each of the
CEDER transformation centres and that vary according to their load, and the possible
losses due to the more than four kilometres of cabling that form the CEDER microgrid.

Figure 1 and Fig. 2 show the comparison between the value obtained from the sum
of the PQube and the value of CEDER consumption on April 5 and 25, 2020
respectively.

Low-Cost and Real-Time Measurement System for Electrical Energy 5



The curves are parallel and the difference between both is due to the consumption
of the transformer stations. It can also be observed that in low power values (close to
zero), the curves are closer together.

If instead of one day, we see the data of a whole month, we get the results shown in
Fig. 3.
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Fig. 1. Comparative CEDER consumption - Sum PQubes (05/04/2020).
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The PQube equipment is very complete and robust, but they also have a high cost
(more than 2000€ each equipment), so we are going to look for an alternative mea-
surement system that allows obtaining similar results to those obtained with the PQube
with a much lower cost.

3 Proposed Measurement System

To understand the measurement system to be used, it is necessary to know the smart
meter installed by the distribution company. It is a meter model ACTARIS SL7000, it
is a static meter, polyphase, in four quadrants, of multiple tariffs.

This counter has LED metrology indicators. The visible metrology pulses pro-
portional to the active and reactive energy consumption are indicated by two LED
indicators that blink according to the metrological constant marked on the front of the
meter (imp/kWh or imp/kVAh).

This LED indicator is used by distribution companies to perform check readings in
the field, in situations where automated reading fails, and temporarily perform manual
readings through the optical reading port.

The direct connection specifications, as shown on the meter are nominal voltage
230 V, maximum voltage 400 V, nominal current 1 A, and maximum current 10 A.

Furthermore, the metrology constant for active energy is 10000 imp/kWh, that is to
say, the LED light would flash 10000 times in an hour for every kWh imported or
exported from the distribution network, provided that there was a direct voltage/current
ratio.

In our case, there is no direct current-voltage ratio, but there is a transformation
ratio for current 10/5 A and voltage 16500/120 V.

These three parameters, metrology constant, and the current and voltage transfor-
mation ratios will allow us to calculate, from the pulses of the LED light in a given
period, the imported or exported active power recorded by the meter.
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Fig. 3. Comparative CEDER consumption - Suma PQubes (April 2020).
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To measure these pulses, a measurement system based on an Arduino One will be
used, with a microSD card where the operating system and software to be used are
installed, connected to an optical sensor (an infrared meter that allows the measurement
of the light pulses of the led light of the meter) and to an Ethernet card for Arduino. The
cost of this equipment is less than 150 €.

Once the measurement system is installed, placing the optical sensor in front of the
infrared communication port of the active power (see Fig. 4), it is necessary to develop
the software that allows calculating the active power from the number of light pulses of
the meter using the three parameters of the meter that we have seen previously.

By default, Arduino stores the measured data on a microSD card, but this would not
allow us to see it in real-time from the control system, which is why the Ethernet card is
used to connect it to the CEDER data network and communicate with it.

Data transmission from the Arduino to the control centre can be done in two
different ways:

• Arduino can be programmed to work as a web server and publish the measured
values on a web page from which our control system will read them.

• Arduino can be programmed to have Modbus TCP communication and the control
system communicates directly with it, defining it in its configuration file.

Fig. 4. Mounting the measuring system on the counter.
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After several tests with each of the two systems, it has been proven that Modbus
communication is faster and more robust than the web server, so it will be the latter
system that is used.

4 Results Obtained

Once the Arduino based measurement equipment is installed and programmed, and the
communication with the CEDER microgrid control system is established, the data
acquisition begins.

Comparing the data obtained with this measurement system based on Arduino with
the consumption of CEDER obtained from the measurements of the PQube network
analyzers plus the consumption of the transformer stations, it can be seen in Fig. 5 and
Fig. 6 (for the 5th and 25th of April respectively), that the results are practically the
same.

Graphically, it can be seen that the two curves are practically the same, there are
hardly any differences between the two measurement systems. These variations can be
somewhat higher in the proximity of zero kW and below −40 kW.

If we analyze the results numerically, averaging the measurements in real-time to
periods of fifteen minutes, which is how the electricity distribution company accounts,
we obtain the results shown in Table 1.
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Table 1. PQube, Arduino and Real Consumption Data (25/04/2020).

Time Measures PQube + consumption
Transformer Substations

Arduino measures Difference

CONSUMPTION
(Wh)

INJECTED
(Wh)

CONSUMPTION
(Wh)

INJECTED
(Wh)

CONSUMPTION
(Wh)

INJECTED
(Wh)

0:00 39641 0 39777 0 136 0

0:15 40128 0 40365 0 237 0

0:30 39909 0 39913 0 4 0

0:45 38639 0 39016 0 377 0

1:00 39492 0 39890 0 398 0

1:15 40203 0 40311 0 108 0

1:30 40671 0 41191 0 520 0

1:45 39959 0 40111 0 152 0

2:00 40690 0 40628 0 −62 0

2:15 40339 0 40470 0 131 0

2:30 40818 0 40945 0 127 0

2:45 39155 0 39267 0 112 0

3:00 40746 0 41103 0 357 0

3:15 40062 0 40522 0 460 0

3:30 39377 0 39682 0 305 0

3:45 40174 0 40369 0 195 0

4:00 39659 0 40149 0 490 0

4:15 39822 0 40136 0 314 0

4:30 41201 0 41191 0 −10 0

4:45 39964 0 39931 0 −33 0

5:00 40171 0 40256 0 85 0

5:15 41457 0 41584 0 127 0

5:30 41772 0 42068 0 296 0

5:45 44279 0 44420 0 141 0

6:00 45794 0 46104 0 310 0

(continued)
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Table 1. (continued)

Time Measures PQube + consumption
Transformer Substations

Arduino measures Difference

CONSUMPTION
(Wh)

INJECTED
(Wh)

CONSUMPTION
(Wh)

INJECTED
(Wh)

CONSUMPTION
(Wh)

INJECTED
(Wh)

6:15 45960 0 46469 0 509 0

6:30 45489 0 45263 0 −226 0

6:45 44522 0 44996 0 474 0

7:00 40575 0 40940 0 365 0

7:15 40247 0 40377 0 130 0

7:30 38322 0 38414 0 92 0

7:45 37600 0 37691 0 91 0

8:00 38436 0 38464 0 28 0

8:15 35475 0 35507 0 32 0

8:30 28547 0 28538 0 −9 0

8:45 23425 0 23596 0 171 0

9:00 17699 0 17709 0 10 0

9:15 12697 0 12719 0 22 0

9:30 6564 0 6415 0 −149 0

9:45 2257 0 1944 0 −313 0

10:00 0 1999 0 1800 0 −199

10:15 0 6701 0 6586 0 −115

10:30 0 13096 0 12953 0 −143

10:45 0 16597 0 16421 0 −176

11:00 0 21312 0 21516 0 204

11:15 0 30239 0 29895 0 −344

11:30 0 32089 0 31797 0 −292

11:45 0 24370 0 23983 0 −387

12:00 0 19393 0 19192 0 −201

12:15 0 21409 0 21262 0 −147

12:30 0 14532 0 14105 0 −427

12:45 0 2726 0 2891 0 165

13:00 0 14188 0 13810 0 −378

13:15 0 9719 0 9778 0 59

13:30 0 4406 0 4437 0 31

13:45 20396 0 20983 0 587 0

14:00 28862 0 29277 0 415 0

14:15 26628 0 26935 0 307 0

14:30 24526 0 24858 0 332 0

14:45 21314 0 21742 0 428 0

15:00 19569 0 19975 0 406 0

15:15 17618 0 17818 0 200 0

15:30 14034 0 14243 0 209 0

15:45 6539 0 6660 0 121 0

16:00 13150 0 13294 0 144 0

16:15 20361 0 20664 0 303 0

16:30 22077 0 22376 0 299 0

16:45 20838 0 20988 0 150 0

(continued)
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The consumption of the distribution network by CEDER’s microgrid on 25 April
2020, measured with PQube network analyzers is 677 kWh, while that obtained with
the Arduino based measurement system is 674 kWh. The difference between both
measurement systems is 3 kWh, which is 0.44%.

If we look at what CEDER’s microgrid injects into the distribution network, with
the PQube there is 57.6 kWh, while with the Arduino we have 58.1 kWh. The dif-
ference is only 0.5 kWh, which represents 0.86%.

f we look at each of the periods averaged individually, we see that the biggest
differences when there is consumption, have a value of less than 600 Wh (587, 520 and
509). In the case of injection into the grid, the greatest differences are barely 400 Wh
(427, 387 and 378).

It can also be seen that the measurement with the Arduino is not always higher than
the measurement with the PQube, but it changes from one period to another, thus

Table 1. (continued)

Time Measures PQube + consumption
Transformer Substations

Arduino measures Difference

CONSUMPTION
(Wh)

INJECTED
(Wh)

CONSUMPTION
(Wh)

INJECTED
(Wh)

CONSUMPTION
(Wh)

INJECTED
(Wh)

17:00 21962 0 22143 0 181 0

17:15 22431 0 22622 0 191 0

17:30 24965 0 25167 0 202 0

17:45 27476 0 27580 0 104 0

18:00 29664 0 29878 0 214 0

18:15 28709 0 28800 0 91 0

18:30 27227 0 27340 0 113 0

18:45 26031 0 26210 0 179 0

19:00 27460 0 27703 0 243 0

19:15 28202 0 28346 0 144 0

19:30 32758 0 32731 0 −27 0

19:45 35131 0 35304 0 173 0

20:00 37722 0 38001 0 279 0

20:15 38605 0 38879 0 274 0

20:30 39572 0 39810 0 238 0

20:45 37793 0 38157 0 364 0

21:00 39395 0 39820 0 425 0

21:15 40665 0 41043 0 378 0

21:30 41105 0 41193 0 88 0

21:45 39960 0 40021 0 61 0

22:00 40463 0 40408 0 −55 0

22:15 40014 0 40002 0 −12 0

22:30 40497 0 40266 0 −231 0

22:45 39595 0 39565 0 −30 0

23:00 41101 0 41160 0 59 0

23:15 40762 0 40706 0 −56 0

23:30 39859 0 39700 0 −159 0

23:45 39103 0 39053 0 −50 0
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compensating for the total daily value. Thus, the average difference between the two
measurement systems is 0.119 kWh in the 96 fifteen-minute periods that a day has.

The total energy measured by Arduino during the day is 615.8 kWh while the sum
of the PQube plus the consumption of the transformation centres and the losses in the
cabling is 619.8 kWh, which means an error of 3.97 kWh which represents 0.409%
during the whole day.

If we analyze the data of the 5th of April 2020, they are similar, although the
differences are slightly higher. In the case of distribution network consumption, mea-
sured with the PQube, 558.6 kWh are obtained, while with the Arduino based mea-
surement system, 563.8 kWh are obtained. The difference between both measurement
systems is 5.2 kWh, which is 0.93%.

In the injection to the distribution network, with the PQube, 212.5 kWh are
obtained, while with the Arduino, 211.2 kWh are obtained. The difference is only
1.3 kWh, which represents 0.61%.

If we compare each of the periods averaged individually, the greatest differences
occur for values close to zero (1.89, 1.63 and 1.58) and values below −40, that is to say
when the microgrid injects more than 40 kW into the distribution network (1.39, 1.58
and 1.25). For all other values, the differences are less than 1 kWh.

If we do the study for a longer period, and instead of a day, we analyze a full
month, we will have the results shown in Fig. 7.

We see that the results obtained for one month are similar to the daily ones and no
major differences are observed in Fig. 7 between the two measurement systems stud-
ied. Generally, it is observed that the greatest differences occur for values around zero
and values below −40 kWh.
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If we analyze the data numerically, we get the following results:

• The consumption of the distribution network during April 2020 by CEDER’s
microgrid, measured with PQube network analyzers is 21808 kWh, while that
measured with the Arduino based system is 21825 kWh. The difference between
both measurement systems is only 17 kWh, which is 0.077%.

• If we look at the injection of CEDER’s microgrid into the distribution network, with
the PQube we get 1650 kWh, while with the Arduino we get 1658 kWh. The
difference is 8 kWh, which represents 0.48%.

Table 2 shows the average differences between the two measurement systems used
for all days in April 2020.

Table 2. Average daily differences between the two measurement systems (April 2020).

Day Consumption obtained
from PQubes (Wh)

Consumption obtained
from Arduino (Wh)

Difference
(Wh)

Error
(%)

01/04/2020 879.96 874.43 5.53 0.63
02/04/2020 778.97 778.26 0.71 0.09
03/04/2020 356.10 355.30 0.80 0.22
04/04/2020 302.32 306.26 3.94 1.30
05/04/2020 351.37 353.50 2.13 0.61
06/04/2020 636.82 635.36 1.46 0.23
07/04/2020 576.65 575.91 0.74 0.13
08/04/2020 649.26 651.20 1.94 0.30
09/04/2020 538.90 541.08 2.18 0.41
10/04/2020 825.46 823.32 2.15 0.26
11/04/2020 694.97 694.81 0.16 0.02
12/04/2020 531.42 524.82 6.60 1.24
13/04/2020 679.33 681.49 2.16 0.32
14/04/2020 735.24 733.88 1.36 0.18
15/04/2020 865.15 860.49 4.67 0.54
16/04/2020 865.79 867.00 1.21 0.14
17/04/2020 721.74 719.97 1.76 0.24
18/04/2020 696.69 700.77 4.08 0.59
19/04/2020 710.01 713.65 3.63 0.51
20/04/2020 768.87 767.06 1.81 0.24
21/04/2020 976.49 968.50 7.99 0.82
22/04/2020 805.00 801.66 3.34 0.42
23/04/2020 723.40 726.33 2.93 0.40
24/04/2020 617.25 616.55 0.70 0.11
25/04/2020 615.83 619.86 4.03 0.66
26/04/2020 717.06 718.61 1.55 0.22
27/04/2020 753.97 756.22 2.25 0.30
28/04/2020 655.46 653.73 1.73 0.26
29/04/2020 434.16 439.81 5.65 1.30
30/04/2020 703.79 694.87 8.93 1.27
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The average difference in April 2020 is 2.94 kW and represents a measurement
error of 0.44%. The maximum difference between the two measurement systems occurs
on April 30, 8.93 kW (error 1.28%) and the maximum error occurs on April 4 and 29,
reaching a value of 1.3%.

5 Conclusions

This paper proposes a low-cost measurement system that allows real-time readings of
any meter with active and reactive energy metrology LEDs to know the instantaneous
power consumed or injected into the distribution network by a microgrid. This mea-
surement system avoids having to duplicate the measurement cell at the entrance of a
microgrid connected to the distribution network with the consequent cost savings.

Its operation has been tested on the CEDER electric microgrid for validation and
has allowed knowing the energy measured by the meter in real-time, that is to say, the
energy consumed or injected into the distribution network by the microgrid with an
error of less than 1% in the worst case.

In this way, greater control of the production of the microgrid generation sources
and their consumption is achieved, which translates into better management of the total
invoice of the system with the distribution company, eliminating ranges of contracted
power and their respective costs.

Besides, this low-cost measurement system, based on an Arduino and an infrared
sensor, obtains measurements that are practically the same as those obtained with the
previous system used at CEDER, based on PQube, significantly reducing the cost of
the system for recording the readings of the different generation and consumption
elements of the microgrid.
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Abstract. Various organizations have reported that buildings (among them,
educational institutions) are responsible for the consumption of 40% or more of
all the primary energy produced worldwide. The control of temperature and
lighting in said institutions is carried out manually. That means that every time a
classroom is used, people must turn on lights and air conditioners, and then take
care of turning them off whenever they are not required. Faced with this sce-
nario, the alternative proposed in this work allows efficient automatic control of
lighting and temperature preferences for each professor and each class.
That is why a Prototype of Classroom Energetically Efficient was built in this

paper. It has three modules: The one is the web application that was developed
using the Laravel framework for the backend and Vuejs for the frontend. Its
main function is to send commands to devices. The second is the IoT frame-
work, which fulfills the function of communicating the web application with the
hardware, providing the necessary endpoints, and making the registered data
available. And finally, the hardware that was built using NodeMCU ESP8266
boards. Its function is to be an actuator i.e. receive the data from the IoT
framework and executes commands. We also build a classrom mockup to show
the prototype in action.
Also, the performance tests of different scenarios were carried out, being

satisfactory, and allowing the development of the planned functionalities.

Keywords: Internet of Things � Smart classrooms � Energy efficiency

1 Introduction

A modern educational institution has a large number of classrooms, each with many
lighting and cooling devices (air conditioners). “Various organizations, committed to
the efficient use of energy and the conservation of our environment, have reported that
buildings are responsible for the consumption of 40% or more of all the primary energy
produced worldwide…” [1]. For this reason, it is reasonable to say that the energy
consumed in a school day during peak hours is very high.
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That is normal (as well as in any, or most, educational institutions) considering the
daily use and movement of students and professors. As well, it is also normal that the
temperature control (by turning on/off and regulation in air conditioners) and lighting
(by turning on/off lights) in the classrooms, is carried out manually. This means that
every time a classroom must be used, one person must take care of turning on the lights
and air conditioners (if necessary), and turning them off when they are not required.
And if we take into account that the people who perform these tasks are the same
janitors and secretaries, responsible for many other tasks. Several devices may be
turned on unnecessarily for several hours.

Likewise, it is observed that each professor usually has a lighting requirement in the
classroom. For example, while there are professors who require the maximum possible
lighting (all classroom lights on), others do not use the headlights (near the black-
board), since they use projectors with presentations and/or slides. In this way, the
visualization of slides showed by projectos are more clear. So also other professors
prefer all lights completely off for the same reason. The temperature will depend on the
weather conditions. For example, days with extreme temperatures (hot or cold), will
require more use of air conditioners.

Therefore, it is extremely important to find the method to manage efficiently the
energy consumption, not only to reduce the institution’s expenses but also to help
preserve finite resources and thus mitigate the environmental impact due to its
unnecessary use.

Consistently and because the technology advances it is necessary to design a
solution to that problem through the use of an IoT Framework evaluated in [2], a Web
application and specific hardware [3], which allows each professor to independently
configure their desired lighting and temperature profile for the classroom to be used,
and that this is applied automatically in the right time.

2 Related Works

Educational institutions are one of the main responsible for the amount of energy
consumed, for the number of activities carried out in classrooms, offices, libraries, and
also for the waste of energy due to the inefficient use of electricity [4], but also, by the
mobilization of people using vehicles [5].

In [1] a line of action is established regarding customs and policies for the good use
of energy that not only promotes the development, implementation, and adaptation of
software and hardware. Instead, they serve as tools to save money at the National
University of Misiones. In [6] the research process for the development of an IoT
system is presented, which has been designed to promote an intelligent lighting service
in an academic environment. The IoT system orchestrates a series of sensors, moni-
toring systems, and controlled actions, based on the principle of making available the
functions of the system and the record of consumption in real-time through web ser-
vices. Likewise, in [7] the design and implementation of an intelligent automated
system based on Ethernet for the conservation of electrical energy using a second-
generation INTEL GALILEO development board are proposed. The proposed system
works on automation so that electrical devices and switches can be remotely controlled
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and monitored without any human intervention. The project developed in [8] uses IoT-
based technology to achieve automation in classrooms and proposes an approach to
control and manage electrical equipment such as fans and lights based on the presence
of people.

3 Methodology

This section presents the hardware and technology used in this research project

3.1 Used Hardware

The hardware used is the NodeMCU ESP8266 (Fig. 1). NodeMCU is an open source
IoT platform. Includes firmware that runs on Espressif Systems ESP8266 WiFi SoC
(System on Chip) and hardware that is based on the ESP-12 module [9].

The ESP8266 is a low-cost WiFi chip with a full TCP/IP stack and a microcon-
troller. The firmware can be programmed using the Lua scripting language, although
currently the Arduino IDE also supports programming in C language [10].

3.2 Used Web Applications Technologies

In the web application development, different frameworks were used such as Laravel,
VueJs, and Postman.

Laravel is an open source PHP framework for developing web applications and
services through layered architecture, providing multiple functionalities required for
any web application.

VueJs is a progressive JavaScript framework for creating user interfaces. It is an
alternative to frameworks like Angular or React [11].

Postman is a tool that allows you to make HTTP requests to any REST API,
whether third-party or your own, to test the operation of the API through a graphical
interface.

Fig. 1. Node MCU ESP8266.
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3.3 Framework IoT Ubidots

Ubidots [12] is a platform for building, developing, testing, learning, and exploring the
future of applications and solutions connected to the Internet [12].

Regardless of whether one or one thousand devices are connected, the same effort is
required with all types of Ubidots devices. The creation of the new device in Ubidots
can be replicated by automatically setting the variables, the device properties, and the
appearance each time a new piece of hardware is detected. Some of its characteristics
can be seen in [13]. The Ubidots service stack can be seen in Fig. 2.

4 Proposed Solution Architecture

The technological solution to the problem consists of using an IoT framework that
fulfills the function of carrying out communication between the parties(Web Appli-
cation and Hardware), providing a method to store the information and make it
available to read, to be consumed at the required time. The Web Application defines all
the behavior to be followed and the hardware is only an executor of actions, ordered by
the Web Application. Examples of this would be the web application reads the
information from the temperature sensor sent by the hardware, and tells when to switch
on or off an air conditioner. The proposed solution is shown in Fig. 3.

Fig. 2. Ubidots service stack
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Each arrow in the previous graphic represents an HTTP request performed by the
web application and the hardware respectively. Based on this, we have four situations:

1. The web application sends state change data to the IoT framework. These changes
of states refer to changes in the profiles according to the preferences of each
professor. For example: If the air conditioning in classroom 1, at a certain time,
should be turned on. The IoT framework stores this data and makes it available to
be consumed. It should be noted that the IoT framework, in this case, does not
handle the logic of when an air conditioning should be turned on or not, it simply
receives the data. For example, “Air1: 1” data, already generated by the web
application, and makes it available to be consumed by who requires it.

2. The available data is consumed by the hardware. The latter reads the data, through
an HTTP Request, and just executes the action. For example, if the hardware read
that the lights in classroom 1 should be on and they are off, it will turn them on.

3. There are certain times when the hardware needs to feed information to the system,
for example, with the temperature sensor. In this case, it will take the ambient
temperature and send it to the IoT framework, so that it is available to those who
require it. As in previous cases, the IoT framework will only be in charge of storing
and making the information available, without processing it.

4. Finally, there will be cases where the web application requires feedback from the
system, such as, for example when the hardware reports the current temperature of a
certain classroom. In this way, the Web Application will know what information to
produce and send it to the IoT framework again.

5 Test Scenarios

The following scenarios will be used for testing the prototype.

1. A professor is far from the institution and has classes at that time.
2. A professor is at the institution and has classes at that time.
3. Functioning with different personalized professor profiles.

Web Application 

Sends user state changes

IoT Framework  Hardware  

Allows read data from hardware 

Fig. 3. Proposed solution architecture
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The activation condition of each profile includes the following three variables:

1. The professor is in the institution (position simulated by the marker on the map)
2. The professor has classes at that time.
3. The professor attends classes.

The actors involved are specified in each test. Also, if necessary, a different lighting
and/or cooling profile is specified.

5.1 Scenario 1: A Professor is Far from the Institution and Has Classes
at that Time

Actors Involved: Web Application.
In this test, the framework did not participate, because the one who sends the orders to
later be read by the hardware, is the web application. In this case, with any lighting and
cooling profile activated, and being class time for the professor, no request was sent to
the IoT framework since the professor was far from the institution. Figure 4 shows in
the “Network” tab how simulating any location of the professor on the map outside of
the profile activation field, no request is sent.

5.2 Escenario 2: A Professor is at the Institution and Has Classes
at that Time

Actors Involved: Web Application, IoT Framework and Hardware.

Test Profile: All lights on and air conditioning on. Being the teacher’s class schedule,
the teacher being in the activation zone and marking that he attends classes in Fig. 5 we
can see how the Web Application sent 10 requests correctly, corresponding to the 10
variables used.

Fig. 4. Scenario 1
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When clicking on the first request sent by the Web Application, corresponding to
the first variable “led1” of Ubidots, the request details are observed in Fig. 6:

Fig. 5. Web application sending power signal for lights and air conditioning using Ubidots IoT
Famework.

Fig. 6. first request sent by the Web Application.
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The Request URL shows the endpoint to which the request was sent, corresponding
to the first variable (“led1”). Other important data are observed, such as:

– Status Code 201: The request was successfully sent.
– Content-Type application/json: One of the headers required by the framework.
– Token
– Variable ID in the URL.

In the following requests corresponding to the other lights and air, the same results
were obtained. As seen in Fig. 7, it is verified that the data was written correctly in the
Framework, using Ubidots Dashboard created for quick visualization.

In the Classroom mockup where the hardware is installed, all the lights and the
engine were turned on, as we can see in Fig. 8:

Fig. 7. Public Ubidots dashboard, showing widgets of all variables.

Fig. 8. A classroom mockup with all light and engines turned on.
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5.3 Scenario 3: Functioning with Different Personalized Professor
Profiles

Actors Involved: Web Application, IoT Framework and Hardware.

Test Profile: Only the last three lights turned on (in the classroom back) and air
conditioning turned off.

The new profile with only the lights at the back of the classroom on (LEDs 7, 8, and
9) and the air conditioning off as we can see in Fig. 9.

The profile was configured, to leave only the lights in the background of the
classroom on, and you can see how the web application sent ten requests correctly. For
the lights that should be on, he sent “value”: 1, and for those that should be turned off,
he sent “value”: 0. The air conditioning, with a temperature lower than 24° C, turns off.

In the first request, it is observed that the Request Payload has the value of false
(Fig. 10)

Fig. 9. Web application sending on signal only for the last three lights and air conditioning off,
using Ubidots.
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The same happens with the requests for all the lights in the first two rows. On the
other hand, for the last row of lights, we can see light turned on. To do this, we observe
the request, the variable “led9” and Request Payload has true value, as we can see in
Fig. 11:

Fig. 10. Request with signal to turn off “led1” variable.
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As seen in Fig. 12, everything worked as we expected in the Ubidots Dashboard.

Fig. 11. Request with signal to turn on “led9” variable.

Fig. 12. Ubidots dashboard, showing the devices that must be turned on.
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The hardware in the same way, it correctly read the framework data and executed
the action (Fig. 13).

6 Conclusions and Future Works

The use of the IoT Ubidots framework for the development of a Prototype of Class-
room Energetically Efficient allowed to increase the implementation speed and the time
saved in the construction of systems that need the interaction of devices connected to
the internet. This is mainly due to the fact that it has the communication already
resolved, having to focus only on the construction of the parts that must communicate.

Taking into account that all the packages that allow communication between the
parties over the internet, using HTTP, the framework must guarantee the tools to give
the necessary security to the packages, having SSL certificates and some method of
authentication for the requests, either a token or an API_Key.

Finally, an efficient optimization in the time that lighting and cooling devices are
on, avoiding idle time, translates into lower consumption, lower costs, and therefore
less environmental pollution and greater energy efficiency.

Future work includes: Implement the prototypes with the MQTT protocol and later
make the comparison against HTTP protocol used in this work.

Refactor the Ubidots firmware code for the NodeMCU ESP8266, improving the
data reading and writing algorithms, to get better operations performance.

Fig. 13. The classroom mockup in the dark with only the last three lights are on.
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Design and implement fully functional versions of the web application which allow
executing in a real way the change of teacher profiles as well as the dynamic config-
uration of the same, for each subject and schedule. Use the geo-positioning of a mobile
device, for example, a cell phone, to locate the teacher, no just simulating the local-
ization. Implement the prototype, in real classrooms of an educational institution to be
used as a living laboratory.
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Abstract. REMOURBAN is a large-scale demonstration project whose main
objective is to accelerate the urban transformation towards the smart city con-
cept considering all aspects of sustainability. For this purpose, an Urban
Regeneration Model has been developed and validated in the three lighthouse
cities of the project (Valladolid-Spain, Nottingham-United Kingdom and
Tepebaşı-Turkey). REMOURBAN has carried out different interventions in the
city of Valladolid with the aim of transforming it in a more sustainable and
smarter city. These actions have been evaluated using the evaluation framework
developed within the project, to know the real impact of these interventions in
the project area and to transfer the knowledge to other cities that want replicate
these solutions for improving their sustainability and smartness. This paper is
focused on showing the evaluation results after the application of the evaluation
framework to the energy actions in a district in the city of Valladolid (Spain).

Keywords: Smart city � Near zero energy district � District heating � Biomass �
Evaluation � Sustainability � Photovoltaic

1 Introduction

The sustainable development of urban areas is a key challenge for Europe where the
retrofitting of its buildings and, more specifically, its thermal retrofitting takes on
special importance. In Spain, more than half of the buildings are built without adequate
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thermal insulation, which means very high energy consumption and mostly from fossil
fuels which exacerbates the problem of external energy dependence. In order to deal
with this situation, projects such as REMOURBAN are demonstrating innovative,
efficient and accessible technologies and processes in districts whose energy problems
are evident in order to achieve Near Zero Energy Districts that serve as a reference and
allow the replicability of this type of actions in other similar neighborhoods, improving
the environment and the quality of life of citizens.

In order to help other cities to identify their needs and to establish the most suitable
interventions for covering that demand and replicate the success of the project,
REMOURBAN has designed a methodology, the Urban Regeneration Model, which
covers all the phases of the transformation process. Within this model, the evaluation is
sought as the main supporting mechanism throughout the deployment of this process.
REMOURBAN evaluation framework considers two levels of evaluation: city level, to
assess both sustainability and smartness of the city as a whole, from a comprehensive
and integrated perspective, and project level, to provide a clear identification of the
impact of implementation of technologies and solutions on the three key priority areas
(sustainable districts and built environment, sustainable urban mobility and integrated
infrastructures and processes) aimed at achieving the city high-level goals.

The objective of this paper is to present the evaluation framework at project level
developed in REMOURBAN and to show the results of the final evaluation of the
energy interventions implemented in the FASA district in Valladolid.

2 Description of the Interventions Implemented

In Valladolid, one of the lighthouse cities of the project, the FASA neighbourhood was
selected for the implementation of a set of interventions designed in order to become a
Near Zero Energy District and contribute to the city transformation to a more sus-
tainable environment. This neighborhood was built during the 60 s for the workers of
the Renault factory in Valladolid, and it is composed by 19 blocks, a tower and a
building that contains the thermal power station that supplies heating to the 398 homes
that make up the neighborhood. These buildings presented severe deficiencies in their
thermal insulation that resulted in lack of habitability and comfort, as well as low
energy efficiency.

The heating system consisted of a district network supplied by two fossil fuel
boilers (natural gas and gasoil) and it was divided into three different circuits that
provided the 398 dwellings with space heating, whereas the domestic hot water
(DHW) was individually produced in each dwelling with different technologies
depending of the energy source in each particular case: natural gas, butane and
electricity.

In REMOURBAN, with the aim of turning the neighbourhood into a Near Zero
Energy District, a set of actions have been designed and those are described in fol-
lowing sub-sections:
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2.1 Passive Measures: Façade and Roof Insulation

One of the main objectives considered for the design of the interventions, was the
reduction of the energy demand. For achieving the aim of decreasing it, it was needed
to improvement the thermal isolation of the building envelope, including roof and
façade.

For the thermal insulation of the façades, it was taken into account the least
intrusive solution that could solve the thermal bridges completely. The external insu-
lation was the final solution chosen, which consists of fixing an insulation board to the
external side of the façade and later applying a finish over the board.

In FASA district, the installed insulation consisted of a four-layer scheme, based on
a 60 mm expanded polystyrene (EPS) board fixed on the brick wall, a first layer of
mortar, followed by a glass fiber mesh and a second layer of mortar. Finally, a surface
finish was applied for aesthetical reasons.

Regarding the insulation of the blocks roofs, among the available options for their
insulation, an intermediate insulation was chosen for the blocks and external insulation
for the tower. The intermediate insulation offers a combination of best performance,
easy installation and no disturbance on the tenants. 60 mm of sprayed foam (SPF) in-
sulation were laid under the roof and over the last slab of the block.

The tower roof insulation was improved by adding an external insulation over the
existing asphaltic layer. The scheme was an inverted roof system consisting of 60 mm
of extruded polystyrene (XPS) insulation, a geotextile layer and gravel.

2.2 Active Measures

Once the energy demand was reduced thanks to the passive measures implemented, the
next step was to retrofit the thermal facilities in order to improve their energy efficiency
and integrate renewable sources to the system.

The existing district heating system was renovated, on one hand the fossil fuel
boilers were replace by biomass ones with occasional support from natural gas and on
the other hand the 20 substations of the district were renovated together with the
distribution network which was updated with pre-insulated pipes to minimize heat
losses.

With this new system, the dependence of the system on fossil fuels has decreased
given that now the system depends fundamentally on a renewable energy source. Other
relevant advantage is the decrease in the CO2 emissions from the district heating to the
environment because the CO2 emissions factor for biomass is significantly lower than
that for fossil fuels.

In addition to the new biomass boilers, with the aim of increasing the energy supply
through renewable sources, a photovoltaic installation has been carried out. This new
PV system was built on the south façade of the tower, which has a deviation of 12º and
no shading obstacles, and the ventilation effect reduces overheating during summer
improving the efficiency of the modules. The PV modules selected have a nominal
power of 77.5 Wp. They were installed in two rows in the flat area of the façade
avoiding interferences with the existing windows, finally adding up to a total aggre-
gated capacity of 27.435 kWp.
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The PV energy is fed into a circuit with 8 electrical resistors that heat up the water
tank, which acts as a buffer. Then the hot water harnessed is used to preheat the DHW,
and therefore reduce the biomass consumption.

Other intervention aiming to improve the energy efficiency of the district was the
substitution of the incandescent lamps by LED in common areas of all buildings.

Last but not least, an Energy Management System (EMS) structured in three dif-
ferent levels has been implemented in the district. There are a District EMS that is
responsible for managing the district heating as a whole, a Building EMS in charge of
monitoring and controlling both the heating and DHW facilities in each of the 20
buildings and a Home EMS that has been installed in all 398 dwellings of the district.
At this level there are two different kinds of devices: heat cost allocators installed in
each radiator to measure the individual consumption of the dwellings and thermostatic
valves to allow the tenants to adjust the temperature inside each room.

3 REMOURBAN Evaluation Framework

REMOURBAN Evaluation Framework establishes the basis of the evaluation mech-
anisms for the REMOURBAN Project. The framework defines two levels of evalua-
tion: Project Level, to provide a clear identification of the project impact regarding
interventions, and City Level, to assess both sustainability and smartness of partici-
pating cities and the impact of the Sustainable Urban Regeneration Model developed in
the project on the sustainability and smartness goals.

This paper is focused on the evaluation at project level and more specifically in the
evaluation of energy actions in Valladolid. For the evaluation at project level, a specific
index was defined; the Demo Site Index (Ds) that is used to evaluate the actions
described in the previous section and others interventions related to urban mobility,
ICT and non-technical actions.

Although the Ds index is used for the evaluation at project level, the specific actions
in each city can be evaluated through one or various measurable objectives or sub-
indexes to assist the evaluation of the project impacts and assess the progress of the
lighthouse cities interventions.

The basis for the evaluation process are the KPIs (Key Performance Indicators)
which are normalized, weighted and aggregated to calculate the Ds global index.
Project level indicators (showed in Table 1) are weighted to estimate partial indexes
defined for each of the areas of intervention (Buildings and District, Urban Mobility,
integrated infrastructures through ICTs and Non-Technical actions). This framework of
indicators, sub-indexes and project evaluation index constitute a valuable supporting
tool for the evaluation of the impact and expected result of the REMOURBAN project.
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4 Methodology for the Evaluation at Project Level

This section presents the methodology of the project level assessment through the
calculation of the Demo Site Index after the demonstration phase of the REMOUR-
BAN project. This methodology requires of the following steps.

– Scope definition: It is each of the three demo-sites (Valladolid, Nottingham and
Tepebaşi) including the four areas of intervention (energy, mobility, ICT and Non-
technical).

Table 1. Project level indicators

Measurable
objective

Indicators

Buildings and
Districts

Energy demand CO2 emissions
Energy consumption Thermal comfort
Primary energy consumption Indoor air quality comfort
Useful energy Energy bill
Renewable energy production Investment

Urban mobility Energy consumption (buses) PM emissions (buses)
Energy consumption (cars) PM emissions (cars)
CO2 emissions (buses) EV penetration rate
CO2 emissions (cars) EV charging points
NOx emissions (buses) Total KWh recharged
NOx emissions (cars) Energy bill (buses)
HC emissions (buses) Energy bill (cars)
HC emissions (cars) Investment

ICT Smart electricity meters Indoor sensors
Visualising real-time information Web applications and services
Modes of transport integrated on
smart cards

Visits/Access to
webs/Services

Rate of trips using smart cards Registered users
Location tracker sensors App downloads
Meteorological sensors Investment
Air quality sensors

Non-technical Initiatives of public incentives Initiatives of public incentives
Awareness raising campaigns Marketable products
Learned solutions for non-technical
barriers

Innovative/Green public
procurement

Channels used for citizen
engagement

Papers for innovative actions

Visits to project information Cities interested to be
followers

Social media accounts Investment
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– Baseline period definition: it is the timeframe chosen to represent the initial status of
the project level indicators that is used as reference for comparison in order to
measure the impact due to the implementation of the project interventions.

– Reporting period definition: it should encompass at least one complete normal
operating cycle, in order to fully characterize the effectiveness of the actions.
Depending on the specific implementation timings for each of the actions in each
demo-site a specific reporting period has been defined for each one.
In REMOURBAN, the reporting periods of the energy and mobility actions
implemented cover at least the last year of the project, but in most cases this period
is longer, exceeding 24 months.

– Data collection and analysis: the collection of data is one of the most challenging
tasks of the process and at the same time the quality and amount of data used for
calculating the indicators is one of the most critical issues to obtain a reliable index.
Most of the data required for the calculation of the indicators at project level is
gathered directly from direct measurement, statistical information and in some cases
also from simulations. Data is collected and processed in each of the three
Local ICT platforms deployed in each of the three lighthouse cities; and sent to the
REMOURBAN Global ICT platform.

– Calculation of the index: the computer-based Evaluation Tool STILE has been
defined and developed in the REMOURBAN framework to be used for the cal-
culation of the established indices. STILE tool calculate and normalize the indi-
cators, weights and aggregate them in order to calculate the Ds index in an
automatic way based on the methodology and calculations implemented within the
tool.

– Evaluation of the results. At this point it is possible to perform the comparison and
detailed analysis of the reporting period index results and the baseline period index
results.

5 Evaluation Supporting Tool: STILE

A valuable computer-based tool, named SmarTness and SustaInabiLity Evaluation
Tool (STILE) has been developed as one of the core services that form part of the
REMOURBAN ICT solutions. STILE was conceived as the service to support, auto-
mate and help to achieve the objectives set out in the Evaluation Framework. There-
fore, in line with the Evaluation Framework, this tool allows for a quantified
measurement of the cities’ progress on the way to sustainability and smartness on one
hand, and the performance of REMOURBAN project in terms of efficiency and
effectiveness of its interventions on the other hand. This way, STILE arises as the
cornerstone to reinforce the communication between stakeholders and decision-makers
in the cities.

STILE enables to run evaluations for any of the REMOURBAN lighthouse cities at
any moment. When an evaluation is launched, STILE takes the set of monitored
variables stored in the Global ICT Platform for that city and the corresponding period
of time.
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The tool, at a first step, calculates a set of indicators taking those variables as inputs,
by applying the formulas defined in the Evaluation Framework. Then, the set of for-
mulas and calculations designed in the Evaluation Framework to obtain the Measurable
Objectives from the indicators, were programmed as part of the tool and, finally, by
implementing the corresponding formulas from the Measurable Objectives, the indices
are obtained.

The key benefit of using STILE is not only the quantification of the indices, but a
powerful presentation of the whole data set behind the final value of the index, that
goes from the set of variables to an index value, with several intermediate calculation
levels in between, all depicted in a graphical way, making it easier for the user to have
full information at a glance.

The picture below let us find the direct relation of the general schema proposed by
the Evaluation Framework for the Demo Site Index and its computer-based imple-
mentation (Fig. 1):

STILE visualization solution to represent the whole data set from variables to the
final index makes it easier information understanding, having all figures in just one
screen, quantified and depicted in a hierarchical way for a deeper insight into grouping
levels and dependencies (Fig. 2).

Besides, the user can dig into any level or branch to get more information, just by
clicking on each of the elements in a fully interactive way, which helps to better
understand the final value of the indexes, based on its indicators and measurable
objectives.

This way, the main objective of STILE tool implementing the Ds index is to help in
the assessment of the effectiveness of the demo site interventions in cities, supporting
decision-making when some new interventions or improvement of the existing ones is
being under discussion or evaluation in the city.

Fig. 1. Direct relation of the evaluation framework and the computer based implementation
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6 Evaluation of Valladolid Demo Site

The Ds index is defined to assist on the assessment of the impacts of the overall project
in each of the demo cities. This section presents the results of the calculation of the
Demo Site Index (Ds) of the interventions in Valladolid.

The demo site index of Valladolid has increased from 1.89 to 4.84 showing the
great impact of REMOURBAN interventions in the different areas of the city (Fig. 3).

Fig. 2. Example of calculation and representation of Ds

Fig. 3. Valladolid Ds Index (Baseline (Green) vs. Reporting 2019 (Blue)) (Color figure online)
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In Fig. 4 can be appreciated as all the interventions areas (Buildings and District,
Urban Mobility, ICT and non-technical) have increased their values. Since this paper is
focused on Energy Interventions, looking at the Buildings and District sub-index it
possible to conclude that both active (such as the new district heating system and PV
panels) and passive (façade and roof insulation) interventions in the Valladolid district
have had a positive impact, it is possible to see how these actions have allowed
Buildings and District measureable objective to move from a baseline of 3.76 to 7.15 in
the after retrofitting situation doubling practically the value.

6.1 Evaluation of Buildings and District Indicators for Valladolid Demo
Site

The main aim of the REMOURBAN project within the scope of Buildings and District
is to improve the efficiency in the use of energy and to change the current energy
sources by decarbonising the energy supplies and increasing the share of renewable at
the same time that improving the users comfort and reducing energy bill.

The Buildings and District Sub-Index it is composed by a group of indicators which
allow to assess the impact of the specific actions and interventions of the project i.e.,
Energy demand, Energy consumption, Renewable energy production, Thermal com-
fort, etc., comparing the situation before and after the interventions.

Calculation algorithms have been implemented in STILE tool to calculate the
buildings and district indicators according to their definition. These indicators are
weighted to estimate the “Buildings and district sub-index” and to evaluate the impact
of the area of the project related to buildings and district.

Fig. 5 shows the comparison of the Valladolid demonstrator indicators’ results in
the baseline and the reporting periods of Buildings and District. It shows an overall
improvement in the district.

Fig. 4. Valladolid Ds Index. Baseline tree diagram (Left) vs. Reporting tree diagram (Right)
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The most affected indicator is the renewable energy production. In the baseline
period, the energy produced for the heating and the domestic hot water came from non-
renewable sources. The heating was produced with natural gas and diesel sources and
the DHW with individual heaters fed with natural gas, butane and electricity. The
intervention meant the replacement of one of the existing natural gas/diesel boilers with
two new biomass boilers (renewable) and the centralization of the DHW in 46% of the
dwellings. Furthermore, a new PV system was installed as support for the thermal
plant. These measures implied that the renewable energy production was over 70%
during the reporting period, making the value of the indicator increase up to 7.57.

Both energy demand and energy consumption improved almost in parallel. The
energy demand was reduced due to the improvement in the insulation of the buildings
carried out during the retrofitting. It was reported a reduction of 30% in “Thermal
Energy Demand” (mainly due to the façade insulation carried out), and a 28%
reduction in “Energy Consumption” (mainly also as improved efficiency in DH sys-
tem). As buildings now have lower energy losses, the energy demand was reduced and
the indicator improved. Together with this indicator goes the energy consumption.
A reduction in the energy demand means also a reduction in the consumption, which
considering also the higher increase of the systems efficiency implies the improvement
on this parameter.

Furthermore, as buildings now have better thermal response to thermal fluctuations,
the parameter “Thermal Comfort” increased a 12% showing a better thermal behaviour
of insulated dwellings.

The primary energy consumption is also related to the energy consumption.
However, it involves the typology of fuel too. The use of biomass boilers and PV
system implied a variation on the fuel share and, thus, a variation on the primary energy
factors, as the primary energy factor for biomass and PV are lower than the one for
natural gas/diesel and electricity from grid respectively. The combination of a lower

Fig. 5. Valladolid Ds Evaluation. Indicators related to the measurable objective “Building and
Districts” Baseline (Green) vs Reporting 2019 (Blue) (Color figure online)
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(better) primary energy factor together with lower energy consumption implied an
important improvement in the primary energy consumption indicator.

A parameter that improved too is the useful energy. As the energy demand was
reduced during the intervention, the useful energy necessary to heat the dwellings was
also reduced, meaning that this indicator improved.

The energy bill for the tenants has also been reduced due to several factors. On one
hand, the energy demand is lower, which means a lower consumption. On the other
hand, the fuel changed from natural gas/diesel to biomass/natural gas. The cost of
biomass is lower compared with the other two and the biomass share is close to 80%.
Also the PV contribution to cover part of the heating needs of the district should be
considered as it is reducing the use of biomass/natural gas and therefore reducing the
operational costs. These two factors of energy consumption reduction and RES con-
tribution justify the improvement on this indicator.

Important to highlight also the great reduction in CO2 emissions, where a reduction
of 70% was achieved, mainly due to high increase in renewable energy use, and
efficiency achieved with dwellings insulation.

7 Conclusions

Evaluation is one of the key frameworks of the Urban Regeneration Model defined and
developed in the REMOURBAN project. This evaluation framework defines metrics
and standards for implementing the evaluation mechanisms in the project.

The evaluation of the results is key to assess the achievement of the expected
impacts but also it brings an essential mechanism to foster replication of the solutions
developed which, indeed, is one of the strategic elements of the project. To ensure the
replicability of the actions it is needed to create a consolidated and consistent reference
of impacts.

For the evaluation of the actions, two levels have been considered within
REMOURBAN evaluation framework: the Project Level, to provide a clear identifi-
cation of the project impact regarding actions on the three key priority areas and the
City Level, to assess both sustainability and smartness of participating cities.

The work presented in this paper is focused on the project level showing the Demo
Site Index (Ds) which has been designed for this aim and more specifically the results
achieved thanks to the actions implemented to reach a Near Zero Energy District in
Valladolid.

The interventions carried out in the buildings (both passive and active) have
reduced all forms of energy (demand, consumption, primary and useful). The increase
of the use of renewable sources has considerable contributed to achieving a very low
dependence on fossil fuels through the implementation of solutions such as biomass
boilers and PV system. Interventions in buildings have not only reduced CO2 emis-
sions, but they have also improved indoor air quality and thermal comfort for people
living in these buildings. From an economic perspective, the energy bill per household
has been reduced considerably thanks to the combination of all the energy measures.
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Abstract. Home electricity demand has increased uninterrupted and is
expected in 2050 to doubles the demanded in 2010. Making reasonable
use of electricity is increasingly important and, in that way, different poli-
cies are carried out based on knowledge of how it is used. This article
presents a procedure for measuring the potential electricity consump-
tion in Uruguay. The study takes as main axis the appliance ownership
information revelled by a national survey about severe socioeconomic
aspects, and combines it with data on the characteristics of appliances,
collected from local shops with an internet presence. Based on this data,
an index of potential electricity consumption is performed for different
census areas. To validate the analysis, it uses electricity consumption
data from the ECD-UY (Electricity Consumption Data set of UruguaY)
dataset and performs OLS linear regressions to evaluate real consump-
tion and index correlation. The implementation uses Jupyter notebooks,
language Python version 3, and utils libraries such as Pandas and Numpy.
Results indicate that the departments with the highest index score are
located on the West/Southwest coastlines. About census sections and
segments in Montevideo, results show that the highest score areas are
located in the South/Southeast coastlines, while lowest score ones are
located in the outskirts. The validation process was limited by the lack
of real consumption data.

1 Introduction

Word Energy Outlook report, by the International Energy Agency [6], states
that residential electricity demand has increased uninterrupted worldwide. It is
expected to be double in 2050 than what it was in 2010 [7]. For that reason, it
is important to make responsible use of electricity. In that way, multiple inves-
tigations have been carried on with the purpose of apply policies that motivate
saving and reducing climate impact in factories, buildings, and homes [3,5,9,12].

The population of Uruguay is 3.4 million inhabitants. Electricity in country
is provided by the state-owned company, UTE. In 2020, the company provides
electricity to a total of 1,498,164 customers throughout Uruguay, where 1,355,995
(90.5%) are residential customers. About 1.5 million people live in the capital
city, Montevideo. The city presents an electrification rate of 99.8%, including
urban and rural areas, according to data of 2018. In average, and according
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to 2017 stats, UTE serves per month 246 kWh to each residential customer in
Montevideo.

Energy consumption data analysis and characterization are needed to apply
demand management techniques oriented to a better use of energy resources. A
possible approach for demand management is to motivate behavioral changes in
customers that lead to electricity savings. Data analysis provides precise infor-
mation on how customers consume electricity, which can be used to elaborate
effective policies to consider for promotion of behavioral changes, elaboration of
new plans and tariffs, etc.

In this line of work, this article presents an index of residential electricity
consumption based on statistics about appliance ownership. The data of the
2017 National Continuous Household Survey (ECH, by its Spanish acronym) is
used in combination with appliance characteristics information collected from
local shops with a presence on the internet. The index is calculated to three
census area levels: by departments, by sections and by segments. Real electricity
consumption data, gathered from a subset of the ECD-UY dataset [2], is finally
used to validate the correlation of the index results with real data.

The study applies a data analysis approach [10] over appliance ownership
statistics, together with appliance characteristics information, to evaluate the
potential electricity consumption by census area. Also, a validation method is
proposed for the index, using real consumption data.

Results show that the departments with the highest index score are located on
the West/Southwest coastlines, while the ones with the lowest scores are located
in the East of Uruguay. Regarding census sections and segments in Montevideo,
results show that the highest score areas are located in the South/Southeast
coastlines of the city, decreasing progressively as it approaches the outskirts
of the city. Score at the segment level shows great differences, up to six times,
between the highest and lowest extreme. The index validation process was limited
by the lack of more real consumption data.

This work is developed in the context of the project “Computational intelli-
gence to characterize the use of electric energy in residential customers”, funded
by the National Administration of Power Plants and Electrical Transmissions
(Spanish: Administración Nacional de Usinas y Trasmisiones Eléctricas, UTE),
and Universidad de la República, Uruguay. The project study how computational
intelligence techniques can be used to process household electricity consumption
data and characterize energy consumption. It also focuses on determining which
appliances have the greatest impact on household electricity consumption and
in the identification of patterns in residential consumption.

The article is structured as follows. Next section describes the problem of
analyzing residential electricity consumption and reviews the main related work.
The proposed approach for analyzing the electricity consumption in Uruguay is
described in Sect. 3. The datasets and the processing are described in Sect. 4.
The main results are reported and analyzed in Sect. 5. Finally, Sect. 6 presents
the conclusions and the main lines of future work.
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2 Analysis of Residential Electricity Consumption

This section describes the problem addressed in this article and reviews relevant
related works.

2.1 Main Research Question and Hypothesis

This work analyzes the electricity consumption based on an index built from
appliance ownership statistics. The statistics were obtained from a national
survey implemented year by year by the National Statistics Institute (INE),
Uruguay. The formulated question is: Can an index build from appliances own-
ership statistics model the electricity consumption per census area in Uruguay?

Some energy-intensive appliances, such as air conditioner or electric water
heater, determine the electric consumption of a household. Some of these appli-
ances are not a basic need, and therefore not every household count with them. If
a degree of the appliances ownership is calculated for census areas, is expected to
determine an average level of electricity consumption. From the previous ques-
tion and considerations, and based on intuitive ideas, the following hypothesis
was formulated to work on it.

Hypothesis: The more energy-intensive appliances owned, the higher the poten-
tial electricity consumption.

2.2 Related Works

The analysis of the related literature allowed identifying several approaches
for electricity consumption characterization in several countries. Most of the
approaches have applied statistical tools (e.g., multilevel and logistic regression),
such as in this article. Some relevant related works are reviewed next.

Chévez et al. studied the electricity consumption in Great La Plata,
Argentina [4]. Two relevant problems of the Argentinean electricity sector were
identified: i) consumption peaks, that increased 5% per year, could not be sat-
isfied, and ii) a poor diversification of the electricity generation matrix. 1010
census areas with similar electricity consumption were identified and clustered
in eight groups applying the k-means algorithm. Results were related to socio-
demographic variables and its relevance in electricity consumption was studied.
The article concluded that electricity demands grow quickly as the ratio of peo-
ple per home and people per room increases. The greater the presence of flats in
the area, the lower the electricity consumption. In turn, the more precarious the
buildings, the greater the electricity consumption. Concerning unsatisfied basic
needs, at higher the index level, proportionally higher is the electricity demand.

McLoughlin et al. [11] analyzed energy consumption data from 3941 smart
meters in Ireland, and socio-economic, demographic, and dwelling characteris-
tics. Four parameters were considered in the study: i) total electricity consumed,
ii) maximum demand, iii) load factor (the lower, the more “peaky” of the con-
sumption), and iv) time of use of maximum electricity consumption. Linear
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regression algorithms were developed to study how the dwelling/occupant char-
acteristics and how the owned appliances affect on the electricity consumption.
The analysis concluded that electricity consumption was negatively influenced
by a higher number of bedrooms, head of households between 36–55 years, and
a higher presence of professionals. On the other hand, it is positively influenced
by dwelling type apartments and lower/middle social classes. About appliances,
households using electricity for water heating or cooking consumed more elec-
tricity than the rest. Load factor, a measure of daily mean to daily maximum
electricity demand, was sensible to the dwelling type and the number of bed-
rooms. Time length of maximum demand is more by the number of occupants
than the dwelling type. It occurs during the morning for older heads of house-
holds, and late in the day for middle age heads of households.

Anderson et al. [1] explored inferring household characteristics of census areas
from electricity consumption and number of residents for Ireland too. Data was
limited to three days (Tuesday, Wednesday, and Thursday) of October 2009.
Indicators were generated to describe household electricity consumption, con-
sidering load magnitude, summary statistics, and temporal properties. First,
household characteristics were identified to infer profile indicators, applying mul-
tilevel regression considering several explanatory variables: income, employment
status of the household response person (HRP), presence of children, and the
number of residents. Then, the most likely profile indicators to reverse the direc-
tion of the prediction model were selected by logistic regression. Results showed
an accuracy close to 60% to classify the employment status of the HRP. The
work concluded that, despite the accuracy achieved, it is a feasible approach to
infer household characteristics from the electricity consumption profiles.

Villareal and Moreira [13] studied residential electricity consumption in
Brazil in 1985–2013. Residential consumption represented 26% of the electricity
used in country, and the most demanding appliances were electric shower (19%),
refrigerator (18%), lamps (15%), TV (11%), air conditioning and freezer (5%).
Elasticity values were obtained from processing explanatory variables into linear
regressions, and used to relate variables to consumption behaviours. The follow
variables were used for the analysis: number of households on the country, avail-
able family income, electricity tariffs, appliances ownership, and social/economic
policies that affect electricity consumption directly. About extra factors, the fol-
lowing three social policies were chosen: restraining of electricity consumption,
facilitate access to electricity for low incoming families, and energy efficiency pro-
grams. Three models were developed to describe the consumption: i) considering
variables represented by time series only, ii) considering electricity restraints, and
iii) considering all the extra factors. Authors concluded that a rise of 1% in the
number of residences increases electricity consumption by 1.53%, a rises of 1% in
family income increase consumption in 0.19%, and a rise of 1% in the tariff cause
a decrease of 0.23% in the consumption. The models presented high coefficients
of determination (0.968 the first, 0.989 the rest), showing a strong relationship
between explanatory variables and electricity consumption.
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In Uruguay, Laureiro [8] analyzed residential electricity consumption based
on socioeconomic characteristics, dwelling characteristics, energy uses, and tem-
perature. Ordinary Least Square (OLS) and Quantile Regression (QR) were
applied on data from 2994 houses. A cursory analysis yielded that income per
capita is a relevant factor but not the unique, owning certain appliances (electric
water heater/air conditioner) directly impacts over electricity consumption, and
thermal comfort appliances are more common in dwellings with high electricity
consumption. The OLS analysis concluded that: i) per capita income has high
elasticity, ii) an increment of 1% in the square meters of a dwelling, increments
0.06% the electricity consumption, iii) houses consume 10.8% more than apart-
ments, iv) electricity consumption increases 8.2% for each extra air conditioner
and 17.2% for each extra electric water heater, and v) regional variables do
not impact significantly in the consumption. The QR analysis concluded that:
i) the impact of income per capita over consumption is lower in high quartiles
than in low/medium ones, ii) dwelling size impact more in higher than in lower
deciles iii) the dwelling type impacts only in medium/high deciles while build-
ing materials do not impact at all iv) air conditioners impact more in lower
deciles and electric water heaters impact equally in all deciles, vi) the impact
of cooking, washing/dryer machines, and sanitary heating have an inverted ‘U’
behaviour (low in extreme deciles, high in medium deciles). The work concluded
that although the income per capita is a determining variable, it is not the only
one that impacts on electricity consumption, and other characteristics must be
take into account (e.g., family composition, dwelling characteristics, and energy
uses).

This article contributes by studying the electricity consumption based on
appliance ownership data processed from national surveys in Uruguay.

3 Proposed Approach for Electricity Consumption
Analysis

The proposed approach for the analysis consists of building an index that scores
the electricity consumption degree, per census areas. For the construction, data
provided by the ECH national survey from the year 2017 is used. ECH counts
with several variables, described in the following section, that quantify the appli-
ances ownership of the households. The surveyed households have geo-referenced
information in at least three census levels: departments, census sections and cen-
sus segments. Further details about the census areas are provided next.

Data is grouped by census area and the likelihood of owning the surveyed
appliance is calculated. Besides, each appliances power consumption is collected
from many local shops to weight the impact of each appliance in the final value.
For example, owning an air conditioner affect more on electricity consumption
than owning a flat TV. In the same way, each appliance is categorized by its fre-
quency of use between low, medium or high. This represents a second weighting
on the appliance consumption impact over the final result. Therefore, a fridge
that is always on affects more than a notebook computer (sporadically used)
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on the final results. Frequencies are assigned as a rule of thumb guided by the
authors own experience.

The index scores are calculated as shown in Eq. 1. Given a type of census
area r with m different areas (e.g., m = 19 if r = departments), A(r) ∈ R

mxn

a matrix with one row per census area and one column per appliance likelihood
information; c(r) ∈ R

n a vector with the consumption of the n appliances; and
f (r) ∈ R

n a vector with quantified frequency of use for the n appliances. The
result is a vector index (r) ∈ R

m where each value in position i means the index
score for the area i.

index (r) = A(r)
m,n · c(r) · f (r) ·

⎡
⎢⎣

1
...
1

⎤
⎥⎦ (1)

4 Data Collection and Processing

This section describes the data used for the analysis and how it was prepared to
be processed.

4.1 Census Data

Used census data is provided by the National Institute of Statistics (INE, by its
Spanish acronym). INE collect data of different index with monthly, quarterly,
half-yearly and annual periodicity. The information is presented as a continuous
household survey (ECH, by its Spanish acronym) every year. The ECH collects
data about the labour market and income of households and individuals, from
a representative set of households distributed around the country.

Information in ECH is georeferenced by, at least, the department, the census
section, and the census segment. The definition of these georeferenced levels are
provided next:

– Department : Coincides with the nineteen different political-administrative
borders of the country.

– Census section: Corresponds to the first division level of the departments.
Each section area can be cut into blocks or not. Its borders coincide with the
ones used in the national census of 1963.

– Census segment : The segments are the subdivision of the sections. In census
locations or areas cut into blocks, corresponds to a set of blocks, otherwise, the
segments are a portion of territory that groups minor units with recognisable
physical limits in the terrain and can include population centres.

Only a subset of the indexes in ECH was selected for the analysis. The
selected indexes focus on georeferencing the data and quantifying appliance own-
ership. Table 1 list detailed information about the selected indexes.



48 J. Chavat and S. Nesmachnow

Table 1. Description of data from ECH (2017) used to build the index

Name Description Type of value

dpto Code of the department Number (1–19)

nomdpto Name of the department String

secc Census section Number

segm Census segment Number

nombarrio Name of the neighbourhood String

d9 Number of residential rooms Number

d18 Energy source for lighting Number (1: electric; 2–4: other)

d260 Energy source for heating Number (1: electric; 2–6: other)

d20 Energy source for cooking Number (1: electric; 2-6: other)

d21 1 Electric water heater Number (1: yes; 2: no)

d21 2 Shower water heater Number (1: yes; 2: no)

d21 3 Fridge Number (1: yes; 2: no)

d21 4 Tube TV Number (1: yes; 2: no)

d21 4 1 Number of tube TVs Number

d21 5 LCD/Plasma TV Number (1: yes; 2: no)

d21 5 1 Number of LCD/Plasma TV Number

d21 6 Radio Number (1: yes; 2: no)

d21 8 Videocassette player Number (1: yes; 2: no)

d21 9 DVD player Number (1: yes; 2: no)

d21 10 Washing machine Number (1: yes; 2: no)

d21 11 Clothes dryer Number (1: yes; 2: no)

d21 12 Dishwasher Number (1: yes; 2: no)

d21 13 Microwave Number (1: yes; 2: no)

d21 14 Air conditioner Number (1: yes; 2: no)

d21 14 1 Number of air conditioners Number

d21 15 Notebook computer Number (1: yes; 2: no)

d21 15 2 ‘Plan Ceibal’ laptops Number

d21 15 4 Other notebooks Number

Data Preparation. Preliminary analysis showed that records outside Montevideo
do not have census section nor segment values set. Therefore, the index for these
areas is evaluated only for Montevideo. The Yes/No columns were transformed
from {1, 2} values to {0, 1} to facilitate the multiplication by the columns that
indicate the number of appliances. Additionally, columns with common and ‘Plan
Ceibal’ laptops were merged into one with the sum of both and the lighting
columns was multiplied by the number of residential rooms to represents a light
per room. Also, to discriminate between the air conditioner and other electric
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heating sources, the column indicating source was set to ‘No’ if the column
of the air conditioners has a ‘Yes’ value. The final transformation consisted of
multiplying all the columns that indicate the presence of an appliance by the
corresponding column that indicates the number of appliances in the household.

Finally, several validations were processed to assure the integrity of the infor-
mation. For example, columns that indicate the number of an appliance in a
household were checked that if the value is greater than zero, then the column
indicating the presence of this appliance have the corresponding “Yes” value. No
integrity errors were found in this last step.

4.2 Appliance Characteristics Data

ECH surveys gather data about the ownership of certain household appliances.
Based on these appliances and using the information of local shops with presence
on the Internet, power consumption data was collected. Up to five different
appliance models were gathered to define the median power consumption of
each appliance. Table 2 lists the result of the data collection process, and Fig. 1
presents a bar graph of the mean power consumption together with its standard
deviation measure. It can be observed how some appliances are more energy-
intensive than others.

Table 2. List of appliances information used to build the index

Appliance Mean power (W) Frequency of use Power weighted by frequency of use

Lighting 11.8 Medium 8.85

Heating 1200.0 High 1200.00

Oven 1380.0 High 1380.00

Electric water heater 1600.0 High 1600.00

Shower heater 1810.0 Medium 1357.50

Fridge 199.4 High 199.40

Tube TV 124.8 Medium 93.60

Flat TV 85.6 Medium 64.20

Radio 20.2 Low 10.10

VHS player 10.0 Low 5.00

DVD player 10.5 Low 5.25

Washing machine 740.0 Medium 555.00

Clothes dryer 3154.0 Medium 2365.50

Dishwasher 1409.6 Medium 1057.20

Microwave 1068.0 Medium 801.00

Air conditioner 1290.0 High 1290.00

Notebook 57.0 Medium 42.75

4.3 Electricity Consumption Data

Real electricity consumption data is gathered from the ECD-UY dataset [2]
and corresponds to the electric water heater consumption subset. The records
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Fig. 1. Electricity consumption of the appliances used to build the index

originate from different clamp/meters installed by the National Electricity Com-
pany (UTE) in the households of their customers. The subset consists of mainly
two parts, the records of the appliance consumption disaggregated and the total
aggregated household consumption. The location of the households varies among
the main Uruguayan cities. For this work, only the total aggregated consumption
and the customer georeferenced information were used.

The subset contains the total consumption of 541 households on which only
242 are georeferenced. These georeferenced households are distributed into 6
departments. Household located in Montevideo are located along 12 census sec-
tions and 38 census segments. Figure 2 shows three maps at different area level.
The marked areas in each map correspond to those for which electricity con-
sumption data is available in the ECD-UY dataset.

The data preparation phase consisted of two steps. First, the electricity con-
sumption of customers without georeferenced data was removed from the subset.
Then, abnormal consumption values were filtered. For this task, the records with
values lower than the 15th percentile and greater than the 85th percentile were
removed.

4.4 Implementation

The implementation consists of the next main steps: the load of the datasets,
matrices construction for power demand by appliance and appliance ownership
likelihood, processing of the index score per census area, visualization of results,
and validation of the index scores.

The processing was executed on a personal computer with average processing
power. Code was implemented in a Jupyter notebook using Python language
version 3. For the data loading and the matrices construction, the utility libraries
Pandas and Numpy were used, and the GeoPandas extension was applied for
maps generation. The resulting notebook with its processing results is available
for download at https://bit.ly/3kGUfVO.

https://bit.ly/3kGUfVO
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(a) Departments of Uruguay

(b) Census sections (Montevideo)

(c) Census segments (Montevideo)

Fig. 2. Maps where the marked areas represents the one that counts with real electricity
consumption data in the ECD-UY subset

5 Results

This section present first the result of the proposed analysis by the three differ-
ent census areas and then the results on the validation of the data using real
consumption records.

5.1 Index Scores by Census Areas

Results of the index by department areas show a difference up to 65% between
the first and the last position. The department that results with the highest
score is Montevideo, while the one with the lowest score was Cerro Largo. In
general, the departments that present higher scores index are located on the
west and south-west coastlines. A visual inspection of the departments in the
Uruguayan map, starting from Colonia at the most southwest and pointing to
the northeast, shows a progressive increase of the index score. That is observed
at the map presented in Fig. 3. The complete list of departments together with
its resulting index score is shown in the Table 3

Results corresponding to the index score calculated by census section of Mon-
tevideo shows that the highest index score sections are located beside the south-
east coastline of the city. The difference between the highest and the lowest index
scores is up to 66%. The section with the highest score is number 10, and it cov-
ers the neighbourhoods Carrasco Norte, Buceo, Malvin, Malvin Norte, Punta
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Table 3. Index score by departments

Score Department

4505.8 Montevideo

4139.5 Colonia

4097.9 Salto

4008.6 Maldonado

3964.9 Paysandu

3915.5 Rio Negro

3894.8 Soriano

3821.7 Canelones

3804.3 Artigas

3792.1 San Jose

Score Department

3725.7 Flores

3695.0 Florida

3559.0 Durazno

3543.8 Lavalleja

3427.0 Rivera

3385.0 Treinta Y Tres

3373.8 Rocha

3322.9 Tacuarembo

2950.7 Cerro Largo

Fig. 3. Index scores calculated for departments of Uruguay
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Gorda, Union, Las Canteras and Carrasco. In the opposite side, the section
with the lowest score is number 16, it covers the neighbourhoods Tres Ombues,
Victoria, Nuevo Paris, Paso de la Arena, Casabó, and Pajas Blancas. A visual
inspection on the map shown in Fig. 4 shows that starting from the southeast
coastline and pointing to the northwest, the index score decrease progressively.
Table 4 list the resulting scores by census section, together with the list of cor-
responding neighbourhoods of each section.

Finally, the index calculated by census segments shows an accumulation of
segments with highest scores on the south and southeast area of Montevideo,
while lowest scores segments are located mainly in the outskirts of the city.
Figure 5 shows a map of census segments in Montevideo, coloured by its index
score. Results also reveal a big difference in the score among top and bottom
scored segments, differing by more than six times in the most extreme cases.
Table 5 shows a truncated list of the census segments ordered by its resulting
index score.

Fig. 4. Index score calculated by census sections of Montevideo

5.2 Validation of the Proposed Approach

For validating the proposed approach, the monthly average electricity consump-
tion is calculated and compared with the index score results. Finally, the average
consumption and the index scores are processed by an OLS linear regression to
measure the correlation between real consumption and the index score.

Figure 6 shows the average monthly electricity consumption of departments
with available consumption data in the ECD-UY dataset. The calculation of
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Table 4. Index score by census sections

Score Section Neighbourhoods

5444.1 10 Carrasco Norte, Buceo, Malvin, Malvin Norte,

Punta Gorda, Union, Las Canteras, Carrasco

5297.3 18 Punta Carretas, Pocitos, Cordon, Tres Cruces,
Parque Batlle, V. Dolores, Parque Rodo

5284.1 24 Pocitos, Pque. Batlle, Villa Dolores, Buceo

4981.8 14 Prado, Nueva Savona, Reducto, Capurro, Bella
Vista

4898.2 23 Tres Cruces, La Blanqueada, Larrañaga

4795.5 6 Centro (Norte)

4710.5 12 Reducto, Atahualpa, La Figurita, Jacinto
Vera,Larrañaga, Brazo Oriental, Mercado Modelo,
Bolivar

4549.0 15 Cordon, Palermo, Parque Rodo

4432.7 7 Cordon, Palermo

4428.4 4 Centro (Suroeste), Ciudad Vieja (Sureste), Barrio
Sur

4414.0 5 Centro (Sur), Barrio Sur

4358.1 21 Peñarol, Lavalleja, Conciliacion, Sayago, Nuevo
Paris Paso de las Duranas, Belvedere

4322.9 22 Cerrito, Brazo Oriental, Villa Española, Bolivar,
Mercado Modelo, Castro, P. Castellanos

4313.7 8 Aguada

4305.6 19 La Comercial, Villa Muñoz, Retiro

4211.6 20 Aires Puros, La Teja, Prado, Nueva Savona,
Belvedere, Nuevo Paris

4162.1 3 Ciudad Vieja (Sur)

4143.9 1 Ciudad Vieja (Noreste), Centro

3907.3 13 Casabo, Pajas Blancas, Paso de la Arena, La
Paloma, Tomkinson, Cerro

3867.4 9 Colon Centro y Noroeste, Colon Sureste, Abayuba,
Lezica, Melilla

3842.9 99 Flor de Maroñas, Maroñas, Parque Guarani, Union
Bañados de Carrasco, Villa Garcia, Manga Rural,
Punta Rieles, Bella Italia, Las Canteras

3693.1 17 Casavalle, Manga, Las Acacias, Villa Española,
Piedras Blancas, Castro, P. Castellanos, Manga,
Toledo Chico

3663.9 11 Ituzaingo, Jardines del Hipodromo, Flor de
Maroñas, P. Rieles, Bella Italia, Manga, Toledo
Chico, Manga, Piedras Blancas, Villa Garcia, Villa
Española, Union

3621.2 2 Ciudad Vieja (Norte)

3616.8 16 Tres Ombues, Victoria, Nuevo Paris, Paso de la
Arena Casabo, Pajas Blancas
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Table 5. Truncated list of index scores by census segment

Score Section Segment Neighbourhoods

9249.1 10 67 Carrasco

9120.0 10 246 Malv́ın

9020.2 10 75 Carrasco

9013.0 10 74 Carrasco

8687.8 10 64 Carrasco

. . . . . . . . . . . .

2322.6 9 1 Leizica, Melilla

2235.4 2 3 Ciudad Vieja

2164.1 99 208 Bañados de Carrasco

2141.0 13 9 Cerro

1450.4 13 113 Casabó, Pajas Blancas

Fig. 5. Index score calculated by census segments of Montevideo

the consumption is based on 242 georeferenced customers unequally distributed
in departments. The comparison of the real consumption and the index score
results shows that only two of the six departments, Montevideo (72 customers)
and Paysandú (152), are in the same order. These two departments are the ones
with more real data available, and therefore, its calculated average consumption
is more reliable than the rest (which accounts for just six or less customers each).
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Fig. 6. Monthly average consumption from real data in ECD-UY dataset

OLS was performed with average real consumption and index score data.
Results showed no correlation between the values but it should be taken into
account the low number of samples that conform the calculation of average
consumption. It is necessary to repeat the experiments with a more reliable
calculation of real average monthly consumption.

Regarding the validation of the index by census section/census segment, the
available real data is even more limited. For census sections, the available data
is from 72 customers distributed in 12 sections, meaning an average ratio of 6
customers per section. For census segments, the 72 customers are distributed in
38 segments and its average ratio is lower than 2. Both cases are not statistically
representative, and therefore, a full validation is not possible in this case.

6 Conclusions and Future Work

This article presented an electricity consumption analysis based on household
appliance ownership data processed from national surveys in Uruguay. The pro-
posed approach consists of building an index to score the potential electricity con-
sumption in three different census areas: departments, sections, and segments.

Appliance information was collected from several sources and processed to
build the proposed index. Results showed that departments located the South-
eastern coastline have the highest index scores while departments in the north
and northeast have the lowest ones. Regarding census sections and segments, the
index was performed only for Montevideo and results show the highest scores
in the south/southeast coastlines and lowest scores in the outskirts of the city.
Census segments show great differences, up to six times, between extreme values.
Validation of the index was limited by the lack of more real data.

The main lines for future work are related to study the relationship between
the index and socioeconomic variables provided by the ECH, such as household
incoming, education level, number of kids, among others. Also, updating the
index to consider data from last and previous ECH versions, to study the index
evolution along time.
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Abstract. This article presents the application of computational intel-
ligence techniques for the characterization of electricity consumption in
households. A specific variant of the residential energy disaggregation
problem is solved, which proposes identifying the state changes in a elec-
trical network, using a time series of aggregate household power con-
sumption data. This article introduces and compares three classifiers
to solve the problem: a Naive Bayes classifier, a K Nearest Neighbors
algorithm, and a Long Short Term Memory neural network. The imple-
mented classifiers are evaluated using the UK-DALE data repository.
Experimental results show that the Long Short Term Memory network
is the most accurate to deal with the characterization problem, achieving
a successful rate of state changes up to 75% and values of F1-score close
to 1.0 on certain appliances.

Keywords: Computational intelligence · Energy efficiency ·
Disaggregation

1 Introduction

Residential electricity consumption represents an important share of the energy
demand worldwide. Some appliances contribute the most to electricity consump-
tion (air conditioning ∼30%, electronic and kitchen appliances ∼20%, water
heaters ∼20%, and cooling ∼10%) [12]. Thus, energy management is a crucial
issue in nowadays smart cities. Many strategies have been proposed to guarantee
an increased access to the energy resources at affordable costs for citizens, while
ensuring the preservation of natural resources and the protection of the envi-
ronment [11]. In the search of a better use of energy resources, having accurate
information about household electricity consumption is very useful to conceive
energy plans and tariffs adapted to different sectors of the population and pro-
vide personalized advice towards achieving a better use of energy resources.

Installing individual meters to get the electricity consumption of each appli-
ance in every house of a city is not a viable option nowadays. Thus, it is nec-
essary to develop and apply techniques capable to offer this information using
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the aggregate power consumption data that energy providers collect via global
smart meters. This kind of techniques rely on the analysis of aggregate power
signal to disaggregate the individual appliances loads [2].

In this line of work, this article presents the application of computational
intelligence methods for solving the disaggregation problem by recognizing on/off
appliances states and state changes using the aggregate consumption signal, and
determine energy consumption patterns. Three methods are compared to solve
the problem: a Naive Bayes classifier, a K Nearest Neighbors algorithm, and a
Long Short Term Memory (LSTM) neural network. The experimental evalua-
tion of the proposed algorithm is performed over synthetic datasets, specifically
built using real energy consumption data from the well-known UK-DALE repos-
itory [6]. The main results demonstrate that the proposed LSTM neural network
is able to compute accurate solution to the problem, achieving a successful rate
of state changes up to 75% and values close to 1 of the of F1-score learning
metric on certain appliances.

The research is developed within the project “Computational intelligence to
characterize the use of electric energy in residential customers”, funded by the
National the Uruguayan government-owned power company (UTE) and Univer-
sidad de la República, Uruguay. The project proposes the application of compu-
tational intelligence techniques for processing household electricity consumption
data to characterize energy consumption, determine the use of appliances that
have more impact on total consumption, and identify consumption patterns in
residential customers.

The main contributions of this article include the design and implementation
of three classifiers to solve the stated variant of the energy consumption disag-
gregation problem in residential households, and their experimental evaluation
over a set of problem instances.

The article is structured as follows. Section 2 presents the main concepts
related to energy disaggregation. A review of the main related work is presented
in Sect. 3. The studied computational intelligence methods for energy consump-
tion disaggregation are described in Sect. 4. The experimental evaluation of the
proposed methods is reported in Sect. 5. Finally, Sect. 6 presents the conclusions
and the main lines of future work.

2 Energy Disaggregation in Households

This section presents the main details about the energy disaggregation problem.

2.1 Overall Description

The energy disaggregation problem consists of disaggregating the overall energy
consumption of a house into the individual consumption of a number of appli-
ances. Energy disaggregation is a special case of a classification problem.

The problem was defined by Hart [5]. The goal of the problem is to identify
which appliances are switched on and off in an electrical grid over a period of time
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by analyzing the aggregate power measures. The main idea is that appliances
operate at certain power levels during specific periods of time and change the
aggregate signal in a specific way, therefore produce a characteristic signature.
Other variables related to appliance usage may be taken into consideration,
such as day of the week, temperature and weather information. This kind of
techniques are called non-intrusive because do not require physical intervention
on the grid components.

In this article, the binary variant of the problem is addressed, where appli-
ances could be either on or off. The distinction between one state and the other
is computed according to a set of threshold values called standby consumption,
specific for each appliance. A more complex variant of the problem consists of
accounting for different consumption states in the considered appliances. This is
a significantly harder approach compared to the binary variant.

2.2 Mathematical Model

Consider a set of appliances available in a house E = {e1, e2, e3...en} and let
Xt be the aggregate power consumption of the house at a given time step t. xt

can be expressed as the sum of the individual power consumption Xi
t of each

appliance in use in that time step, according to Eq. 1, where yi is the power
demand of appliance ei, ai(t) is a Boolean function returning weather or not
appliance i is on at time t, and o(t) represents the noise in the grid.

Xt =
n∑

i=1

ai(t)yi + o(t) (1)

The simplest (binary) variant of the problem assumes just two possible values
for the power consumption of each appliance, i.e., xi

t = ci × ai(t), that is to say
that the power consumption of appliance i is constant and does not depend on
the activity being performed by the appliance.

Under the aforementioned conditions, the disaggregation problem consists in
finding values ai(t) associated to every appliance ei.

3 Related Work

Several articles in the related literature have proposed methods for energy con-
sumption disaggregation. The main related works are reviewed next.

One of the first publications on monitoring of energy consumption of house-
hold appliances was developed by Hart [5], who presented the concept of Non-
Intrusive Load Monitoring (NILM), defined the energy disaggregation problem,
and introduced a theoretical framework to standardize studies to solve it using
software products. Instead of relegating the software to the task of data collec-
tion, Hart proposed an approach based on using a simple hardware and complex
software for the analysis, thus eliminating permanent intrusion in homes.
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The model proposed by Hart involves a combinatorial optimization (CO)
problem to determine the vector a(t) from Xt and yti , in order to minimize the
error (Eq. 2).

â(t) = arg min
a

∣∣∣∣∣Xt −
n∑

i=1

ai(t).yti

∣∣∣∣∣ (2)

Given that the proposed combinatorial optimization problem is NP-hard,
heuristic algorithms and other soft computing methods have been applied to
efficiently solve it. Even though heuristics allow computing reasonable solutions,
their applicability is limited in practice due to the uncertainty on the data and
the high sensitiveness of the problem. Another approach consists in treating
NILM as a learning problem, to be solved with computational intelligence meth-
ods, either applying supervised or unsupervised learning.

The survey by Bonfigli et al. [2] described the main techniques used for the
unsupervised NILM problem and the available datasets. One of the most popular
unsupervised learning techniques is Hidden Markov Models (HMM), based on
defining hidden states for the problem model, representing the operating state
of each appliance (on, off, other intermediate states), and the observable result
that accounts for the real state, according to the consumption data.

Kelly and Knottenbelt [6] studied Artificial Neural Networks (ANN) for dis-
aggregation in the NILM problem. One ANN was trained for each appliance,
to predict the power demanded by it. Three ANN architectures were studied:
recurrent LSTM, denoising autoencoder (dAE), and a rectangle network. The
ANN were trained using synthetic and real data from the UK-DALE dataset.
dAE and the rectangle network outperformed baseline CO and FHMM methods
in F1-score, precision, and mean absolute error. LSTM outperformed CO and
FHMM in on/off appliances but had poor results in multi-state appliances.

Batra et al. [1] developed the nilmtk tool for handling energy consump-
tion datasets and implementing algorithms for processing and disaggregation,
and metrics. The REDD dataset for energy disaggregation was collected and
introduced by Kolter and Johnson [7], who also studied HMM model for dis-
aggregation. Prediction in the training set was 64.5%, while prediction in the
evaluation set was just 47.7%.

Our recent articles [3,4] presented a pattern detection algorithm to solve
the energy disaggregation problem using aggregate consumption data. The
experimental evaluation was performed over scenarios with different complexity.
Results of the proposed pattern similarity method outperformed two built-in
algorithms in the nilmtk framework, based on CO and a FHMM model.

4 Computational Intelligence Methods for Disaggregation

This section presents the proposed computational intelligence methods applied
to solve the energy disaggregation problem.



62 M. Esteban et al.

4.1 Naive Bayes

Naive Bayes is a supervised classifier that makes predictions based on Bayes
theorem. Naive Bayes assumes conditional independence between every pair of
features, hence the “naive” term. If C is a set of possible classes for a vector of
features X = (x1, x2, ...xn), the prediction c′ is given by Eq. 3.

c′ = argmaxc∈C P (c)
∏

P (xi|c) (3)

In this article, the Naive Bayes Gaussian implementation for P (xi|c) in scikit-
learn (scikit-learn.org) is used.

4.2 K Nearest Neighbors

The K Nearest Neighbors (KNN) algorithm classifies a vector X = (x1, x2, ...xn)
to the most repeated class in the k nearest neighbors of X, being k a highly
sensitive parameter. In this article, the Euclidean distance between data points
is used and neighbors relevance is weighted, so the closest to the sample have
higher influence in the prediction.

4.3 Long Short Term Memory

LSTM neural networks are special kind of Recurrent Neural Networks (RNN).
Recurrent networks differ from traditional feedforward ANN by accepting back-
wards connections and loops between neurons. This feature makes RNN specially
good for time series analysis. However, because of backward connections, RNN
are prone to suffer from the vanishing gradient problem. LSTM avoid this prob-
lem by replacing traditional neurons with more complex elements called cells,
capable of remembering and forgetting pieces of information over iterations.

In this article, a five layer LSTM was implemented using the Keras library
(keras.io). The implemented LSTM has the following architecture, selected after
preliminary experiments that studied different configurations:

– An input layer, whose number of neurons is determined by the number of
considered features of the problem.

– One LSTM bidirectional layer with 128 cell, TanH activation.
– One LSTM bidirectional layer with 256 cell, TanH activation.
– One LSTM simple layer with 256 cell, TanH activation.
– An output layer with one neuron fully connected with sigmoid activation.

The LSTM network is trained using Adam optimizer during 15 epochs with
binary cross entrompy as loss function. Different windows sizes were used for
each application in the experimental evaluation.

5 Experimental Evaluation

This section reports the experimental evaluation of the proposed computational
intelligence methods for energy disaggregation.



Computational Intelligence to Characterize Residential Electricity 63

5.1 Evaluation Methodology

Main Goals. The are two main goals concerning experimental evaluation. The
first one is to find the most suitable method for the energy disaggregation prob-
lem by comparing the achieved results. The second one aims to identify the
features that best describe appliances behavior.

Evaluated Features. The main features in the considered variant of the NILM
problem are the aggregate power and the difference of aggregate power between
consecutive measurements. The main goal is to learn unique fluctuations in the
signal that could be associated with a certain appliance being switched on or off.
However, is also interesting to evaluate if including other features to learn from
lead to an improvement on the classification results. In this regard, the proposed
approach complements raw aggregate power data with appliance-oriented fea-
tures and human-oriented features. Appliance oriented features try to capture
information about the appliances specific work cycle, for example, features like
previously on, off-time and on-time. In turn, human-oriented features (e.g., hour,
type of day, etc.) seek to capture the routine behavior of users.

In this article, the following features are considered:

– Aggregate power: The aggregate power consumption of the household.
– Previously on: A boolean value that indicates if the appliance was on on the

previous time step.
– On time: The time in seconds that the appliance has been ON.
– Off time: The time in seconds that the appliance has been OFF.
– Weekend: A boolean value that indicates if the sample is from a weekend day

or not.
– Hour: An integer value that represents the hour the sample has been taken.
– Delta power: The aggregate power difference between samples in consecutive

timesteps.

Evaluation Scenarios. The studied computational intelligence methods are eval-
uated in five different scenarios that consider different features. Labeled data is
required for supervised learning. Thus, each input vector should be assigned to
either ON class or OFF class. Since UK-DALE is a timestamp-based dataset
with different channels for appliances and total power, a mechanism must be
established to label data. This article explores two labeling approaches. The
first one only take into account aggregate samples that have matching measure-
ments in the appliance data. This is a precise method, but tend to discard too
many samples. On the other hand, as neural networks require as much data as
possible to improve learning, a discrete time approach is also explored in order
to avoid data loss. In this approach, the dataset is iterated over a time window,
and each aggregate power window is labeled based on the majority of individual
measurements in the appliance time windows.

Table 1 summarize the details of the five scenarios designed for the experi-
mental evaluation, each of them using a different subset of the input features or
a different approach to label data (continuous/discrete). Scenarios 1, 2, and 3
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Table 1. Description of scenarios for the experimental evaluation.

Feature Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

Aggregate power � � � � -

Previously on � - � � �
OFF time � - � � �
ON time - - - - �
Weekend � � � � �
Hour - - � � �
Delta power - - - - �
Discrete time - - - � �

only take into account matching samples between individual data and aggregate
data from the dataset, and continuous time is considered. On the other hand,
scenarios 4 and 5 are based on discrete time steps, considering an appliance is
ON at certain step if the majority of its samples surpass the standby value.

Metrics. Well-known metrics for classification are used: accuracy, recall, pre-
cision and f1-score [10]. In the considered problem variant, in addition to the
general classification results, it is also interesting to evaluate the capability of
the studied models to detect the state changes, i.e., when appliances are turned
ON or OFF. Thus, the percentage of correctly predicted state changes (%cpsc)
is also reported.

Data Instances. The data samples used in this work were gathered from the UK-
DALE dataset, which includes records of the aggregated and individual power
demand from five houses of the United Kingdom, sampled at 1/6 Hz between
2012 and 2017.

0 10 20 30 40 50 60 70 80 90 100

washing machine

kettle

fridge

microwave

dishwasher

OFF ON

Fig. 1. Data distribution in ON/OFF classes.
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In the considered instances, the five appliances that contributes the most to
the overall electricity consumption are selected for the experimental evaluation:
dishwasher, microwave, fridge, kettle and Washing machine. Figure 1 shows the
data distribution among classes ON and OFF for each appliance.

Development and Execution Platform. The studied classifiers were implemented
in Python 3.6 using Keras and scikit-learn libraries. The experimental analysis
was performed on high-end servers with two Xeon Gold 6138 processors (40 cores
each), Nvidia Tesla P100 GPUs (12 GB memory), 128 GB RAM memory, and
10 GbE from National Supercomputing Center (Cluster-UY), Uruguay [9].

Training. Input data was divided into three data sets for training (80%), valida-
tion (10%), and testing (10%). Scenarios 1–3 include 2702444 energy consump-
tion records for dishwasher, 2466515 for microwave, 2343539 for fridge, 2665720
for kettle samples, and 2583668 for washing machine. On the other hand, scenar-
ios 4 and 5 include 4531129 energy consumption records for dishwasher, 4467068
for microwave, 4464742 for fridge, 4394752 for kettle samples, and 4494437 for
washing machine. Experiments to find the best parameter configuration of the
learning methods were performed on a validation instance. In KNN, parameters
neighbors number and weights (whether or not neighbor relevance is pondered
by distance) were tuned. In LSTM networks, the timestamp (number of past

Table 2. Parameter configuration.

Appliance Scenario Neighbor number Weigths LSTM timesteps

Dishwasher 1 5 Uniform -

2 7 Distance -

3 7 Uniform -

4 - - 5

5 3 Uniform 3

Microwave 1 5 Uniform -

2 5 Uniform -

3 7 Uniform -

4 - - 5

5 3 Uniform 5

Fridge 1 5 Uniform -

2 7 Uniform -

3 5 Uniform -

4 - - 3

5 5 Uniform 3

Kettle 1 7 Uniform -

2 5 Uniform -

3 7 Uniform -

4 - - 3

5 7 Uniform 3

Washing machine 1 5 Uniform -

2 3 Uniform -

3 7 Uniform -

4 - - 3

5 3 Uniform 10
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samples in memory) value was tuned. Table 2 reports the final values for each
appliance and scenario.

5.2 Numerical Results

Tables 3, 4 and 5 reports the evaluation results for the studied classification
methods over representative scenarios. The analysis focuses on the f1-score and
%cpsc metrics, which provide quantitative information to assess the efficacy of
the proposed methods. The best results for these metrics in each appliance are
marked in bold face.

Table 3 reports the results of the Naive Bayes method in scenarios 1, 2, 3 and
5. These scenarios were considered in the evaluation in order to evaluate features
impact on results (scenarios 1–3) and to compare against LSTM (scenario 5).

Table 3. Results of the Naive Bayes approach.

Appliance Scenario Accuracy Precision Recall f1-score % cpsc

Dishwasher 1 0.97 0.45 0.37 0.41 11

2 0.97 0.43 0.37 0.40 11

3 0.97 0.53 0.49 0.50 7

5 0.99 0.80 0.88 0.84 5

Microwave 1 0.97 0.05 0.78 0.10 48

2 0.96 0.03 0.60 0.06 50

3 0.97 0.10 0.67 0.10 28

5 0.99 0.18 0.79 0.29 29

Fridge 1 0.97 0.96 0.96 0.96 0

2 0.58 0.60 0.04 0.08 2

3 0.99 0.98 0.98 0.98 0

5 0.98 0.98 0.98 0.98 0

Kettle 1 0.99 0.17 0.91 0.28 75

2 0.99 0.17 0.91 0.28 75

3 0.97 0.17 0.88 0.29 67

5 0.99 0.35 0.69 0.47 41

Washing machine 1 0.96 0.31 0.36 0.33 4

2 0.95 0.25 0.36 0.29 4

3 0.96 0.37 0.35 0.36 3

5 0.98 0.69 0.60 0.64 2
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Results in Table 3 indicate that the Naive Bayes method just computed accu-
rate values of the f1-score metric for the fridge in three out of four scenarios, while
acceptable results were obtained for the dishwasher and the washing machine
in just one scenario. Regarding the state changes, Naive Bayes only computed
accurate results for kettle in three scenarios and for microwave in a single sce-
nario. Results for other metrics (in particular, precision and recall) and other
appliances were not accurate, suggesting that a simple Bayesian approach is not
enough to solve the problem.

Table 4 reports the K Nearest Neighbors results for scenarios 1, 2, 3 and 5.

Table 4. Results of the K Nearest Neighbors method.

Appliance Scenario Accuracy Precision Recall f1-score % cpsc

Dishwasher 1 0.99 0.95 0.97 0.96 41

2 0.97 0.61 0.17 0.26 6

3 0.99 0.96 0.97 0.97 19

5 0.99 0.97 0.98 0.97 31

Microwave 1 0.99 0.78 0.69 0.73 41

2 0.99 0.37 0.25 0.30 19

3 0.99 0.88 0.74 0.81 24

5 0.99 0.68 0.65 0.67 22

Fridge 1 0.97 0.97 0.96 0.97 55

2 0.64 0.57 0.62 0.60 37

3 0.98 0.97 0.98 0.98 15

5 0.99 0.98 0.98 0.98 49

Kettle 1 0.99 0.77 0.61 0.68 47

2 0.99 0.35 0.19 0.25 20

3 0.99 0.85 0.73 0.79 38

5 0.99 0.86 0.82 0.84 53

Washing machine 1 0.99 0.75 0.82 0.78 23

2 0.95 0.21 0.18 0.19 9

3 0.99 0.83 0.87 0.85 11

5 0.99 0.86 0.90 0.88 21

Results in Table 4 indicate that the K Nearest Neighbors method computed
accurate results for the dishwasher and the fridge (for both appliances, in three
out of four scenarios). Acceptable results were computed for microwave, kettle,
and washing machine (three out of four scenarios for each appliance). Results
in scenario 2 were significantly lower than for other scenarios. The efficacy on
scenario 5 was significantly better than the Naive Bayes method, except for
the fridge (where both methods computed accurate results). Regarding state
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changes, K Nearest Neighbors improved over Naive Bayes, but just managed to
achieve the better result in one scenario for the dishwasher. Correctly predicted
state changes for fridge were significantly better than using Naive Bayes. These
results indicate that, overall, K Nearest Neighbors is a better method to solve
the problem when compared with Naive Bayes.

Table 5 reports LSTM results for scenarios 4 and 5. The experimental evalua-
tion of LSTM focused on discrete time scenarios, because continue time scenarios
(1–3) have a significantly lower number of training samples and LSTM performs
poorly when few data is available due to the lack of a proper training.

Table 5. Results of the Long Short Term Memory neural network.

Appliance Scenario Accuracy Precision Recall f1-score % cpsc

Dishwasher 4 0.99 0.97 0.97 0.97 35

5 0.99 0.99 0.97 0.98 35

Microwave 4 0.99 0.92 0.72 0.81 28

5 0.99 0.80 0.77 0.78 40

Fridge 4 0.99 0.99 0.99 0.99 63

5 0.99 0.99 0.99 0.99 71

Kettle 4 0.99 0.95 0.87 0.91 69

5 0.99 0.94 0.90 0.92 75

Washing machine 4 0.99 0.88 0.92 0.90 24

5 0.99 0.90 0.93 0.91 31

Results in Table 5 indicate that the LSTM neural network was able to com-
pute accurate results for both studied scenarios, for four of the five studied
appliances. Results of the f1-score metric were over 0.97 for dishwasher, 0.99 for
fridge, over 0.91 for kettle, and over 0.90 for washing machine. The lowest f1-score
values were computed for the microwave (0.81 and 0.78), which turns to be the
home appliance with the highest variability of duration and utilization period.
Similar results were computed for the other learning metrics, in which LSTM
consistently outperformed both Naive Bayes and K Nearest Neighbors methods.
The number of correctly predicted state changes significantly improved over the
other reference learning methods too, achieving maximum of 75 for kettle and
71 for fridge.

Overall Results. Overall, results reported in Tables 3, 4 and 5 indicate that the
studied methods computed different f1-score values and %cpsc for each studied
appliance. For the dishwasher, the highest f1-score was 0.98, achieved by the
LSTM neural network in scenario 5, whereas the highest percentage of state
change detection was 41%, reached by KNN in scenario 1. In microwave, both
KNN and LSTM computed the maximum value of f1-score (0.81) in scenarios 3
and 4, respectively. In turn, the highest state change percentage was achieved by
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Naive Bayes in scenario 1. The LSTM neural network in scenario 5 achieved the
highest values of f1-score and state change detection percentage for the fridge
(0.99 and 71%, respectively), the kettle (0.92 and 75%, respectively), and the
washing machine (0.91 and 31%, respectively). Overall, LSTM computed the best
results for discrete time scenarios and KNN was the best method for continuous
time scenarios. These results suggest that if only small data sets are available for
training, LSTM neural networks are not able to learn properly the utilization
patterns. In these cases, KNN should be used as a promising alternative, as it
provides accurate results.

The graph bars in Figs. 2, 3, 4, 5 and 6 presents the comparison of the f1-score
and %cpsc metrics for each appliance, for the methods and scenarios considered
in the experimental evaluation (labels of the x axis correspond to [method]-
s[scenario]).
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5.3 Summary

Several relevant conclusion from the analysis are summarized next.

From the Appliance Perspective: Target appliances have different properties (uti-
lization time, utilization period, power demand, etc.) that impact on the classi-
fication task. A single pair of one classifier and one feature set may not be the
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best option to solve the problem for every appliance, so it is relevant to study
results for each appliance separately.

Washing machine and dishwasher are human-activated appliances that have
similar proportion of ON and OFF classes in the considered dataset. Both have
multiple consumption levels over a single work cycle that could lead to miss-
clasify power fluctuations as activations of other appliances in the house. On the
other hand, once these appliances are switched on, they tend to operate during
a fixed time. Results show that classification metrics were high for both KNN
and LSTM. However, the percentage of correctly predicted state changes was
poor compared to other appliances like fridge or kettle. Fridge activations are
not human dependent. This appliance also has a well defined consumption pat-
tern, with a balanced distribution between OFF and ON classes. This behavior
explains high values of f1-score and correct state change predictions in LSTM
networks. The kettle is a high power demand appliance that once is switched
on, works over a short period of time. High values in both f1-scores and state
change predictions could be associated with the impact this appliance has in
aggregate signal. In turn, poor results achieved at microwave classification could
be explained as it has the most variable working pattern of all appliances.

From the Method Perspective: In general, results show that the best performance
among appliances is achieved by LSTM neural networks. This fact confirms the
LSTM pattern recognition potential, especially considering that, in general, the
next state of an appliance is determined by previous behaviour.

From the Feature Perspective: Poor results in scenario 2 confirmed that includ-
ing features about previous states of appliances as input allows improving the
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Fig. 6. Comparison of f1-score and %cpsc for the washing machine.

classification results. The LSTM improvement between scenarios 4 and 5 in every
appliance allows concluding that on time and delta power features are helpful
to detect on and off transitions.

6 Conclusions and Future Work

This article studied the application of computational intelligence techniques to
solve the binary variant of the energy disaggregation problem. A Naive Bayes
classifier, a K nearest neighbor classifier, and a LSTM neural network were
evaluated on five different appliances considering real data from the UK-DALE
dataset. Five different sets of input features were used.

Results of the experimental evaluation showed that LSTM neural networks
are suitable for classification task and are able to reach high percentages of
correctly predicted state changes for some appliances. The proposed methods
can be integrated on smart energy management frameworks [8].

The main lines for future work are related to extending the analysis of rele-
vant input features that improve classification, exploring different LSTM archi-
tectures, integrate the nilmtk framework into the developed methods, and ana-
lyze the generalization to unseen usage patterns.
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Abstract. Energy demand management is an important technique for
smart grids, under the paradigm of smart cities. Direct control of devices
is useful for demand management, but it has the disadvantage of affecting
user comfort. This article presents an approach for defining an index to
estimate the discomfort associated with an active demand management
consisting of the interruption of domestic electric water heaters to per-
form a load shifting. The index is defined based on estimations of water
utilization and water temperature using continuous power consumption
measurements of water heaters. A stochastic forecasting model is applied,
including an Extra Trees Regressor and a linear model for water temper-
ature. Monte Carlo simulations are performed to calculate the defined
index. The evaluation of the proposed approach is performed using real
data for both the forecasting model and the temperature model. The real
effect of interruptions on the water temperature of two water heaters is
compared to validate that the thermal discomfort index correctly models
the impact on temperature. This result allows ordering devices by their
thermal discomfort index and having a fair criterion to decide which ones
should be interrupted.

1 Introduction

The concept of energy demand management is very relevant in nowadays smart
cities, especially considering the smart grid paradigm [12]. Energy demand man-
agement refers to administering the energy consumption of end consumers of
an electric grid, in order to promote better energy utilization. The most widely
applied actions for demand management are load management (aimed at modify-
ing/reducing/shifting the demand) and energy conservation (aimed at reducing
the demand via technological improvements). Other actions applied for demand
management include fuel substitution and load building [2]. Among load man-
agement techniques, the most used are peak reduction (reducing consumption

c© Springer Nature Switzerland AG 2021
S. Nesmachnow and L. Hernández Callejo (Eds.): ICSC-CITIES 2020, CCIS 1359, pp. 74–89, 2021.
https://doi.org/10.1007/978-3-030-69136-3_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-69136-3_6&domain=pdf
http://orcid.org/0000-0001-7793-1645
http://orcid.org/0000-0001-9925-2651
http://orcid.org/0000-0002-8146-4012
http://orcid.org/0000-0002-8822-2948
https://doi.org/10.1007/978-3-030-69136-3_6


Electric Water Heaters: Evaluation of Impact on Thermal Comfort 75

in periods of maximum demand), valley filling (promoting energy utilization in
off-peak periods), and load shifting (from peak to off-peak periods).

In daily operation, electricity generation and transmission systems may not
always meet peak demand requirements. In these situations, various demand
response and demand management tools can be used in order to mitigate over-
loads in the electrical system. One of the simplest methods for direct load control
is allowing the electrical company to remotely control those devices with ther-
mostat, especially those that have important thermal inertia. Remote control is
a very effective technique to achieve peak reduction and load shifting at critical
moments. However, the benefits of the reduction in the operating cost of the elec-
trical system must be weighted against the loss of comfort that the users of the
controlled devices may have. Assigning an economic value to the loss of comfort
associated with an intervention requires quantifying such comfort in advance.

In the main Uruguayan cities, more than 90% of households have a
thermostat-controlled electric water heater (according to the 2019 continuous
household survey by National Statistics Institute, Uruguay [6]) Furthermore,
electric water heater is one of the most energy-intensive household appliances
(it represents 34% of residential energy consumption, in average). Thus, it is an
ideal candidate to be considered for remote load control as demand management
technique.

In this line of work, this article proposes a methodology to calculate a Ther-
mal Discomfort Index (TDI), associated with a remote intervention for load
management. The computed index evaluates the discomfort for users generated
by the intervention of an electric water heater. TDI is computed from real data,
a linear temperature model, and a forecasting model for water utilization apply-
ing artificial neural networks (ANN). The obtained TDI makes it possible to
decide in which order the electric water heaters should be interrupted to mini-
mize total discomfort. The key aspect of the proposed methodology is to know
in advance the value of the TDI, in order to decide if it is economically profitable
to carry out an intervention.

The experimental analysis is performed using data from real electric water
heaters in Uruguay, gathered in the ECD-UY dataset [3]. ECD-UY includes
power consumption utilization of water heaters installed with remote control and
power measurement device in representative households in the main Uruguayan
cities. Results reported for the considered case study demonstrate that the pro-
posed index managed to capture the impact of thermal discomfort, fulfilling the
objective of sorting electric water heaters to be properly managed by applying
a direct control strategy.

The article is organized as follows. Section 2 presents the formulation of the
demand management problem through direct control of devices and reviews
related works. Section 3 describes the proposed approach to define a TDI. Details
of the developed implementation are provided in Sect. 4. Section 5 reports the
experimental validation of the water utilization forecasting, the temperature
model, and the proposed index for a case study. Finally, Sect. 6 formulates the
main conclusions and lines for future work.
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2 Demand Management and Direct Control of Electric
Water Heaters

This section describes demand management strategies, direct load control
applied to load shifting, and the problem of affecting comfort of the end user.

2.1 Demand Management

The traditional model of an electric system feeds electricity to the end consumers
through a unidirectional power flow. This flow is supplied by centrally controlled
generators. With the development of energy markets and distributed energy
resources, the concept of energy demand management has emerged. This concept
includes a set of techniques oriented to modify the energy demand of consumers
of an electric grid to fulfill specific goals [4]. The subset of these techniques that
try to reduce the energy demand of consumers in the short term is known as
demand response.

This article focuses on direct load control, a technique that is considered as
an effective way to achieve immediate power reduction in a very short time. To
handle this technique, the electricity utility must have permission to switch off
the devices of end-users, which is usually obtained via specific agreements that
grant users a monetary incentive. Among the main reasons for power reduction
are implementing peak reduction [5], which allows obtaining a more stable grid,
and providing frequency regulation services [22], which allows maintaining the
system frequency very close 60 Hz, preventing deviations that affect generators
and also make the grid unstable. This article addresses some aspects related to
the direct load control of electric water heaters, mainly focusing on the impact
of using this tool in the thermal comfort of end-users.

2.2 Load Shifting with Direct Control of Electric Water Heaters

In most countries of the world, the profile of total electricity demand consump-
tion shows a pronounced peak two hours after the return of workers to their
homes. Usually, the power consumption of electric water heaters also presents a
peak that coincides with the total consumption peak as shown in Fig. 1, which
is explained by the showers that people take when they return from work. In
addition, electric water heaters have the ability to accumulate energy in the form
of heat inside the water tank. Thus, it is possible to switch off the device in a
smart way, so that users thermal comfort is not affected.

According to the aforementioned correlation, in the presence of a demand
peak, there is an amount of energy associated with the electric water heaters
that can be deferred by turning off the devices in a moment, and turning them
on in the future. Using this strategy, a load shifting on the demand curve is
implemented, because the total amount of energy remains equal but the load
profile is modified. Several studies have addressed the load shifting problem
using direct control of devices, but few of them have focused on quantifying the
thermal discomfort generated by the application of this technique.
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Fig. 1. (Normalized) total power and electric water heater demand in a weekday

2.3 Problem Formulation and Related Works

Problem Formulation. The problem proposes determining a TDI to evaluate
quantitatively, the discomfort generated by the application of load shifting using
a direct control of electric water heaters.

To address the problem, the first step consists in analyzing which variables are
involved. In the case of electric water heaters, the variable that affects comfort is
the temperature of the water in the tank. Installing a remote device to the water
heater that allows measuring its power and switching it on/off is reasonable since
it can be achieved without modifying its structure [15,16]. However, installing a
remote thermometer to measure the temperature of the tank requires modifying
structure of the water heater, which implies a large monetary investment.

The most important issue when analyzing comfort is comparing the same con-
trolling action between several electric water heaters, in order to decide which of
them can be affected while minimizing the probability of generating discomfort.
Therefore, it is not crucial to determine the temperature exactly; computing
a good approximation is enough to analyzing differences. Another aspect that
seems trivial but worth to consider is that users perceives thermal discomfort
only when they use water and its temperature is below a threshold. At any other
time, users does not give relevance to the water temperature.

According to the considered aspects, to define an index of discomfort in the
event of an intervention, the water utilization and the temperature of the water
in the tank must be estimated. The proposed approach addresses these two lines
of work and defines a discomfort index based on the corresponding findings.

Related Works. Several works in the literature refer to peak load reduction
strategies implemented in smart grids [5,25]. A special type of devices to per-
form load shifting are thermostatically-controlled appliances (TCA), due to the
flexibility to select the thermostat set point [8,18]. Some TCA can store energy,
providing a great advantage when performing load shifting strategies. This is
the case of domestic electric water heaters, which are the focus of this arti-
cle. Nehrir [13] analyzed an interactive demand side management strategy for
electric water heaters, but without elaborating on specific aspects of thermal
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discomfort. Xiang [23] studied a complex strategy to minimize thermal discom-
fort related with electric water heater control. The proposed strategy required a
large amount of information. Thus, the approach is difficult to apply in practice.

TCA demand response control strategies can be effectively implemented pro-
vided that thermal comfort is not compromised. This crucial issue has been the
focus of several works. Kampelis [7] evaluated thermal discomfort in demand
response control of heating, ventilation, and air conditioning, but the strategy
used requires knowing the real temperature. Regarding electric water heaters,
the study of the user hot water utilization profile is a key aspect for estimat-
ing discomfort. Seyed [21] studied whether a smart heating system can benefit
from good predictions of the user behaviour. In turn, Pirow [19] proposed an
algorithm for the estimation of domestic hot water utilization, but the technique
requires the installation of temperature and vibration sensors.

The main factor that defines comfort is the water temperature. Thus, a model
to estimate water temperature is crucial for the effectiveness of the comfort eval-
uation. Paull [17] proposed a water heater model to estimate the temperature
of the water in the tank as a function of time and the related variables. The
study by Lutz [10] provided a comprehensive empirical analysis of a simplified
energy consumption model for water heaters considering the variation of the
temperature of the water in the tank. Finally, comfort evaluation must be con-
sidered in the problem of controlling a subset of electric water heaters using a
ranking that sorts the devices according to an appropriate criteria. Yin [24] pro-
posed a scheduling strategy based on a temperature state priority list. In turn,
Al-Jabery [1] analyzed a scheduling strategy for electric water heaters based on
approximate dynamic programming techniques and q-learning.

The analysis of related works indicates that few articles have studied the
thermal comfort effect when applying direct load control of electric water heaters.
This article contributes in this line of work, by proposing an approach to evaluate
the thermal discomfort of an intervention on electric water heaters, without
requiring installing a thermometer to measure the water temperature.

3 The Proposed Approach for Defining a Discomfort
Index

This section describes the proposed approach for defining a discomfort index
applying ideas described in the previous section and following a data analysis
approach [9,11] over a group of 140 remotely controlled electric water heaters
located in Uruguay.

3.1 Data Preparation

The data used in this article was provided by the Uruguayan National Electricity
Company (UTE). It corresponds to “Electric water heater consumption”, one of
the three subsets included in the EDC-UY dataset [3], which gathers data from
521 households located in the main Uruguayan cities.
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Electric water heater consumption records has a sample period of one minute
and cover a date range from 12th July 2017 to 26th June 2019. Customer records
were filtered by the recording length, keeping only those that have more than
5 months of recording (i.e., at least 216.000 records).

The disaggregated electric water heater data have several gaps caused by
different problems during the data collection process (e.g., misworking of the
data transmission network, power failures, etc.). The gaps were fixed using two
techniques: resampling and refilling.

The resampling technique normalizes the sample period to an exact minute.
First, the records are grouped by customers to build one-minute record contain-
ers. Then, records whose datetime match with the date range of the container,
are assigned to it. In case one or more records match the same container, the
minimum consumption value is set, otherwise, a null value is set. The resulting
data is taken as the input of the refilling technique. First, data gaps (i.e., consec-
utive missed records) are detected and refilled according to the following criteria.
Starting from both extremes of the gap up to seven minutes forward/backwards,
the missing data is recreated by a linear interpolation method. Finally, if missing
values are still present at the gap (i.e., gaps is larger than 14 min), zero values are
assigned. The described process results in normalized time series of consumption
values without gaps.

Fig. 2. A fragment of the electricity consumption of an electric water heater (meter
id. 466147) before refilling the data gaps.

Fig. 3. A fragment of the electricity consumption of an electric water heater (meter
id. 466147) after refilling the data gaps.
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A Jupyter notebook was implemented for data preparation, based on scripts
provided by ECD-UY, using Python (version 3) programming language, and
libraries Pandas and Numpy. The resulting notebook is available to download
from https://bit.ly/2RNO8SW. The effects of refilling on electric water heater
activation is observed in Fig. 2 (missing records) and Fig. 3 (after processing).

3.2 Water Utilization Forecasting Model

Description. A particularity of electric water heaters is that when they are on,
their power consumption has just slight variations, and it can be considered as
constant. Therefore, the load curve can be represented in a binary format (0 when
off and C when on). Lets consider a time interval in which the electric water
heater is switched on continuously (defined as an on block). From the analysis
of the power consumption time series, some of these blocks are associated with
water utilization and other blocks correspond to thermal recoveries to maintain
the target temperature of the water.

The proposed forecasting model is based on identifying the on blocks associ-
ated with water utilization and discarding those corresponding to thermal recov-
eries. In this regard, a threshold duration is defined, and any on block shorter
than the threshold duration is considered to be a thermal recovery block and
discarded. This is a robust approach, since discarding short blocks is not relevant
for the main goal of identifying long-term utilization blocks, which are generally
associated with showers. The analysis considers as a baseline an electric water
heater with a capacity of 60 l and an average water outlet flow rate, for which
the duration of the on block is approximately eight times the duration of the
utilization period. Applying this approximation, the information about on blocks
can be converted into water utilization. Figure 4 presents an example of on blocks
and water utilization obtained with the aforementioned procedure.

ON ON with utilization

Recoveries One utilization, one turn on Many utilizations, one turn on

Fig. 4. Example of on blocks and water utilization patterns observed in the electric
water heater consumption.

https://bit.ly/2RNO8SW
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Features Considered for Training. An ExtraTrees Regressor model [20] was
applied to train the forecasting model, considering the following input features:

– Use (120 Boolean values), indicating whether a water utilization occurs in
the past 120 min.

– Month (integer), indicating the month of the horizon to forecast.
– Day (integer), indicating the day of the horizon to forecast.
– Hour (integer), indicating the hour of the horizon to forecast.
– Dayofweek (integer), indicating the day of the horizon to forecast.
– Workingday (boolean), indicating whether the horizon to forecast is a working

day or not.

The output of the model is a vector of 120 Boolean values, indicating the
forecast of water utilization for the next two hours.

Evaluation. The standard mean absolute percentage error (MAPE ) metric is
applied for evaluating the proposed model. MAPE is defined in Eq. 1, where
actual i represents the measured value for t = i, pred i represents the predicted
value, and n is the predicted horizon length.

MAPE = 100 × 1
n

n∑

i=1

∣∣∣
actual i − pred i

actual i

∣∣∣ (1)

3.3 Water Temperature Model

The equations for water heating and cooling in a water tank have exponential
components and depend on several variables, including the insulation factor,
the ambient temperature, the flow of water used, the time of use, the tank
volume, among other factors [10]. However, the proposed model applying the on
blocks and the estimation of water utilization makes it possible to define a linear
temperature model, which provides a good approximation in order to estimate
the TDI.

Five parameters are defined to build the temperature model from the data
of on blocks and water utilization:

1. Tmin: temperature at which the electric water heater is turned on by the
action of the thermostat when the water is cooling.

2. Tmax : temperature at which the electric water heater is turned off by the
action of the thermostat when the water is heating.

3. cheat: slope of the line when the electric water heater is turned on.
4. ccool: slope of the line when the electric water heater is turned off and no

water is being used.
5. cuse: slope of the line when using water, whether or not water is being used.

The considered parameters depend on several factors. This article proposes
a specific approach to approximate their values, to assure that if a temperature
approximation error occurs, it is always underestimated. This way, the proposed
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model is conservative about comfort estimation. It is assumed that the user sets
the thermostat at a temperature value of 60◦, with Tmin = 55◦ and Tmax = 65◦.
The approximation model can be improved by considering more accurate values
for Tmin and Tmax, which could be requested to the users, e.g., via a survey
or web/mobile application. Figure 5 presents a schema of the proposed model
definition from on blocks and water utilization. Grey on blocks represents thermal
recoveries, and on blocks caused by water utilization are marked in red.

Fig. 5. Linear temperature model (Color figure online)

The analysis of the temperature curve in Fig. 5 indicates that the water cools
with a slope ccool until it reaches Tmin, and at that moment the electric water
heater turns on. Heating phase starts with a slope cheat until the temperature
reaches Tmax. Then, another cooling phase occurs until a water utilization causes
a much faster cooling with a slope cuse. During the water utilization, the electric
water heater turns on almost immediately after opening the water stream. After
the utilization ends, the electric water heater remains on because the water
temperature is below Tmin, so it heats the water with a slope cheat until Tmax

temperature is reached, where the gray on block ends. Assuming the described
behaviour, the three slopes can be computed applying simple algebra.

The described procedure allows computing an approximation of the water
temperature in a given interval from a set of on blocks and water utilization
data in that interval. Therefore, a temperature forecast can be obtained from a
set of on blocks predicted for a future time interval.

3.4 Defining the TDI

The proposed TDI aims at capturing the thermal impact that a user suffers
due to an intervention by the electrical utility in the electric water heater, using
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the defined water utilization forecasting and the temperature model. Since every
forecast has uncertainty, TDI is defined in terms of the expected value of the
difference of the aforementioned temperatures, as expressed by Eqs. 2 and 3.

TDI (I) = Ew

⎡

⎣
∑

u∈U(w)

TDI (I, u, w)

⎤

⎦ (2)

TDI (I, u, w) =

tend (u)∫

tini (u)

(Tn(t, w) − Tint(t, w))dt + ρ

∫

t∈τ

(Tcomf − Tint(t, w))dt (3)

In Eq. 2, I refers to the interruption of the electric water heater by the elec-
tric company, Ew represents the expected value of the indicator, considering all
the forecasting realizations. U(w) is the set of water utilization intervals in the
analyzed time horizon (several of them can occur in the studied period).

In Eq. 3, TDI (I, u, w) represents the discomfort index of an interruption, a
water utilization, and a realization w that defines a single scenario of temperature
evolution. tini(u) and tend(u) are the starting and finishing time of utilization
u. For realization w, Tn(t, w) is the temperature curve without interruption and
Tint(t, w) is the temperature curve with interruption. Finally, Tcomf is the water
temperature below which the user feels discomfort, and τ represents the time
interval in which Tint(t, w) ≤ Tcomf . The value ρ is a penalty attributed to the
area below the comfort temperature.

Fig. 6. Graphical representation of TDI (Color figure online)
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Figure 6 presents a visual representation of TDI (I, u, w). The green area
between the curve of temperature without interruption and the curve of tem-
perature with interruption (defined by points PQRTU) is obtained from the
integral

∫ tend (u)

tini(u)
(Tn(t, w) − Tint(t, w))dt, representing the loss of heat due to the

interruption. Additionally, the area below the comfort temperature (defined by
points RST and represented in red) is computed as

∫
t∈τ

(Tcomf − Tint(t, w))dt,
and weighted by the penalty ρ.

4 Implementation

This section describes the implementation of the proposed approach for defining
TDI.

4.1 Development and Execution Platforms

The proposed models were implemented on Python. Several scientific libraries
and packages were used to handle data, train models and visualize results, includ-
ing Pandas, Numpy, and Tensorflow. The experimental analysis was performed
on National Supercomputing Center (Cluster-UY), Uruguay [14].

4.2 Implementation Details

Water Utilization Forecasting Model. An Extratrees regression model was
trained using input features and output described in Subsect. 3.2. Parameter
search techniques were applied using a grid search implemented with Grid-
SearchCV, the standard tool from scikit-learn. GridSearchCV uses it with
an estimator using cross-validation and a predetermined metric to evaluate the
models.

Linear Temperature Model. The implementation of the temperature model
requires knowing values Tmin and Tmax. Then, using the information of on blocks
and water utilization data, coefficients ccool, cheat and cuse are determined.

4.3 TDI Calculation

A Monte Carlo simulation method is applied to compute the expected value
of TDI, defined by Eq. 2. 100 realizations of w with distribution N(0, 1) are
sampled. Then, for each value of w, the following procedure is applied:

– The next 12 h are forecasted using the model described in Sect. 3.2.
– Using the temperature model described in Sect. 3.3 and the water utilization

forecast for the next 12 h, the water temperature is obtained for that period.
– An interruption of k minutes is simulated and the temperature for the next

12 h is obtained using the proposed temperature model.
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– Since Tmax , Tmin , Tcomf are known, Eq. 3 is applied to compute TDI (I, u, w)
for all uses.

– An auxiliary variable Suses(w) =
∑

u∈U(w) TDI (I, u, w) is computed.

Finally, after computing Suses(w) for each realization, TDI is computed as
the empirical expected value: TDI (I) =

∑w=100
w=1 Suses(w)/100.

5 Experimental Validation

This section presents the experimental validation of the proposed approach for
defining a TDI.

5.1 Water Utilization Forecasting

Metrics defined in Sect. 3.2 were applied to evaluate the implementation of the
proposed two hours water utilization forecasting model. A subset of data in
ECD-UY was used, consisting of ten electric water heaters with more than five
consecutive months of measurements. The grid search procedure was performed
on a two-dimensional grid to determine the best values for the number of trees
in the forest and the maximum depth of the tree. The best parameter setting
found by the grid search was n estimators = 50, max depth = 200.

Using the best parameter configuration, the ExtraTrees regressor achieved a
MAPE value of 11.79 in just 4.09 s of execution time. This accuracy is adequate
for the estimation purposes to compute TDI, considering the high variance in
the water utilization of an individual electric water heater. The method pro-
vides a useful tool for generating scenarios to apply the Monte Carlo simulation
approach, to estimate the empirical probability distribution of water utilization.

5.2 Water Temperature Model

The linear model described in Sect. 3.3 was determined for a real electric water
heater having a thermometer to measure the temperature of the water in the
tank. Values of Tmin = 55 ◦C and Tmax = 65 ◦C are known for this water heater,
due to the setting of the thermostat. Parameters of the model are calculated
as described in Sect. 5.1. Then, data of twelve hours on blocks of the electric
water heater were used to estimate the temperature, and compared with the
real temperature measured. Table 1 reports the comparison of the real and the
estimated temperature, and the largest difference in the three long utilizations
in the twelve hours analyzed.
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Table 1. Accuracy of the water temperature model

1st utilization 2st utilization 3st utilization

Measured temperature 59.09 ◦C 53.03 ◦C 58.34 ◦C
Linear temperature 59.88 ◦C 55.12 ◦C 59.41 ◦C

Difference 0.79 ◦C 2.09 ◦C 1.07 ◦C

The second utilization had the largest temperature difference (2.7 ◦C, marked
in light blue in Table 1), which represents a percentage error of 4.5% in the worst
case. The other utilizations had a significantly lower error. The accuracy of the
temperature model is adequate for the purpose of estimating TDI.

5.3 TDI Calculation

One of the main challenges related to the definition of TDI is modeling the differ-
ences of temperature (ΔT , quantitative factor) between performing an interrup-
tion in different moments. A relevant case is analyzing the ΔT values situations
in the interruption affects the most to comfort.

As a relevant sample study, the comparison of the TDI for two different values
of ρ and two particular electric water heaters (EWH 1 and EWH 2) is presented.
The considered electric water heaters model two different utilization patterns
from two different users. On weekdays, EWH 1 has two consecutive utilizations,
and EWH 2 is only used once. The TDI associated with a 20-minute interruption
between 20:10 and 20:30. Figure 7 presents the empirical distribution of uses
(P (u)) from 19:00 to 22:00 for EWH 1 (left) and EWH 2 (right). For each case,
the interruption period is represented by the orange band.

19 20 21 22
hour

P (u)

19 20 21 22
hour

P (u)

(a) EWH 1 (b) EWH 2

Fig. 7. Probability distribution for water utilization of two electric water heaters.

For the presented example, it is expected for the TDI value to be higher for
EWH 2 than for EWH 1, because in the hours immediately after the interruption
analyzed, the average historical utilization is higher for EWH 2. On the other
hand, as the value of ρ increases, it is expected that the gap between the TDI
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of both electric water heaters became larger. Table 2 reports the TDI values
computed for each electric water heater and ρ values.

Table 2. TDI applied for the interruption for EWH 1 and EWH 2.

Appliance ρ = 1 ρ = 2

EWH 1 3362.3 ◦C s 4108.2 ◦C s

EWH 2 8109.6 ◦C s 11041.7 ◦C s

Results in Table 2 confirms that the proposed index correctly models dis-
comfort. The TDI value is higher for EWH 2. Furthermore, the difference widens
when considering larger penalty values (ρ). These results show that TDI properly
models the differences of temperature between a scenario with an interruption
and a scenario without interruption, as expected.

6 Conclusions and Future Work

This article presented an approach to evaluate the impact on the thermal comfort
of direct demand response control using electric water heaters.

An index associated with the thermal discomfort is defined according to the
following procedure. A water utilization forecasting model was built from real
power data from a set of electric water heaters, using machine learning tech-
niques. Then, applying the water utilization model, a linear model was devel-
oped to estimate the temperature of the water in the electric water heater tank.
Finally, the TDI associated with an intervention on the electric water heater
was defined stochastically, via Monte Carlo simulation.

The proposed models and the reliability of the proposed index were evalu-
ated in a real case study considering two electric water heaters from different
users, with different average historical utilization. The TDI values was ana-
lyzed for both electric water heaters for different penalization factors ρ. Results
confirmed confirms that the proposed index correctly models discomfort, since
higher TDI values were computed for the electric water heater with the higher
average historical utilization. The difference on TDI values increased when con-
sidering larger penalty values.

The main lines for future work are related to study the applicability of the
proposed approach to perform load shifting when several electric water heaters
are available, by properly adjusting the value of parameter ρ. In this scenario,
the ranking of TDI values (from lowest to highest) provides useful information
for decision-making when determining which electric water heaters should be
interrupted. Another line of future work is to estimate an economic value of the
TDI index. The economic value (in USD/MWh) would be useful to characterize
the profit of reducing the energy demanded by a set of electric water heaters by
applying the interruption action, in order to compare this strategy with other
demand response techniques (e.g., using fuel generators).
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Abstract. Modeling, predicting, and forecasting ambient air pollution
is an important way to deal with the degradation of the air quality in
our cities because it would be helpful for decision-makers and urban
city planners to understand the phenomena and to take solutions. In
general, data-driven modeling, predicting, and forecasting outdoor pol-
lution methods require an important amount of data, which may limit
their accuracy. To deal with such a lack of data, we propose to train gen-
erative models, specifically conditional generative adversarial networks,
to create synthetic nitrogen dioxide daily time series that will allow an
unlimited generation of realistic data. The experimental results indicate
that the proposed approach is able to generate accurate and diverse pol-
lution daily time series, while requiring reduced computational time.

Keywords: Urban outdoor pollution modeling · Machine learning ·
Generative adversarial networks · Data augmentation

1 Introduction

Artificial intelligence, computational intelligence, and automated learning are
already coping with different areas in our daily life due to their success in a wide
range of applications [5]. In this study, we focus on generative models, which
have shown success on tasks related to learning and gaining knowledge about
data, data distributions, and other valuable information [24].

In particular, generative adversarial networks (GANs) is a powerful method
to train generative models [6]. GANs take a training set drawn from a specific
distribution and learn to represent an estimate of that distribution by using
unsupervised learning. The output of this method is a generative model that
produces new information units that approximate the original training set.

In general, GANs consist of two artificial neural networks (ANN), a gen-
erator and a discriminator, that apply adversarial learning to optimize their
parameters (weights). The discriminator learns how to distinguish between the
“natural/real” data samples coming from the training dataset and the “artifi-
cial/fake” data samples produced by the generator. The generator is trained to
deceive the discriminator by transforming its inputs from a random latent space
into “artificial/fake” data samples. GAN training is formulated as a minimax
optimization problem by the definitions of generator and discriminator loss [6].
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GANs have been successfully applied to generate realistic, complex, and mul-
tivariate distributions. This has motivated a growing body of applications, espe-
cially those concerning multimedia information (e.g., images, sound, and video),
in science, design, art, games, and other areas [14,20].

Urban design has traditionally prioritized motorized mobility (the use of the
individual or collective vehicles), with the growth of the cities this is having
an undesired negative effect over safety and reducing the quality of life of the
inhabitants. A major concern derived from the rapid development of car-oriented
cities is the high generation of air pollutants and their impacts on the citizens’
health [17]. Thus, air pollution is the top health hazard in the European Union
because it reduces life expectancy and diminishes the quality of health [9,18].

In the urban areas, one of the major sources of pollutants, such as nitrogen
dioxide (NO2), is road traffic [18]. Thus, reducing it would be an effective strategy
to improve urban livability and their inhabitants’ health. However, it is not easy to
understand the different phenomena thatmayhave implications for the production
or dissipation of pollutants. For this reason, there have been different approaches
to evaluate the real impact of mobility policies in the air quality [8,10,23].

The interest in modeling, predicting, and forecasting ambient air pollution
has also been growing during the last years. Getting in advance accurate quality
air values would allow policy-makers and urban city planners to provide rapid
solutions to prevent human risk situations [13].

Traditionally, physics-based and deterministic approaches have been applied
to address air pollution modeling [3,4]. These approaches are sensitive to several
factors, including the scale and quality of the parameters involved, computation-
ally expensive, and dependent on large databases of several input parameters,
of which some may not be available [3].

With the rapid development of ANNs and their successful application to many
different short-term and long-term forecasting applications, several researchers
have proposed the use of such a data-driven methodology to deal with air out-
door pollution modeling, prediction, and forecasting [3]. On the one hand, the main
advantage of this approach is that the use of ANNs does not require an in-depth
understanding of the physics and dynamics between air pollution concentration
levels and other explanatory variables [3,11,15]. On the other hand, it is an open
question the selection of the appropriate ANN model, the interpretation of the
results of that kind of black-box methods, and the results are problem specific.
Besides, as the deterministic models, this kind of machine learning and deep learn-
ing methods require a vast amount of data to be trained.

In this research, we want to propose the use of a specific type of GANs,
conditional GANs (CGANs) [12], to train generators able to create synthesized
data, as a data augmentation approach, to feed data-driven methodologies for
modeling, forecasting, and predicting outdoor pollution. The data samples gen-
erated are the daily time series of a given pollutant from a given area of a city
according to a given condition (class). As a use case, we deal with the genera-
tion of daily NO2 concentration time series at the Plaza the España in Madrid
(Spain). The real dataset provided used to train the CGAN is build by collecting
the levels of NO2 gathered by a sensor located there. It is important to remark
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that we are not trying to create a pollution forecasting method, but a modeling
one from training the generative models.

The main contributions of this research are: a) proposing a new approach
based on CGANs to create pollution time series, and b) generating new data
samples to be used by data-driven pollution modeling approaches. Thus, we want
to answer the following research question: RQ: Is it possible to apply generative
modeling to produce new daily time series to improve our understanding of the
phenomena related to the pollution in our cities?

The paper is organized as follows: The next section introduces the main con-
cepts to understand CGANs and how they are applied to generate air pollution
data. Section 3 introduces the research methodology applied in this research.
The experimental analysis is presented in Sect. 4. Finally, Sect. 5 draws the
conclusions and the main lines of future work.

2 CGANs for Pollution Data Augmentation

The CGANs are an extension of a GAN for conditional settings (labeled data).
This section introduces the main concepts in GANs and CGANs training and
presents how CGANs are applied to generate pollution daily series to address
pollution data augmentation.

2.1 Conditional Generative Adversarial Networks Training

GANs are unsupervised learning methods that learn the specific distribution of
a given (real) training dataset, to produce samples using the estimated distri-
bution. Generally, GANs consist of a generator and a discriminator that apply
adversarial learning to optimize their parameters.

During the training process, the discriminator updates its parameters to learn
how to differentiate between the natural/real samples from the training data set
and the artificial/fake samples synthesized by the generator.

The GAN training problem is formulated as a minimax optimization problem
by the definitions of generator and discriminator. Let G = {Gg, g ∈ G} and
D = {Dd, d ∈ D} denote the class of generators and discriminators, where
Gg and Dd are functions parameterized by g and d. G,D ⊆ R

p represent the
respective parameters space of the generators and discriminators. The generators
Gg map a noise variable from a latent space z ∼ Pz(z) to data space x = Gg(z).
The discriminators Dd assign a probability p = Dd(x) ∈ [0, 1] to represent
the likelihood that x belongs to the real training data set. In order to do so,
φ : [0, 1] → R, which is concave measuring function, is used. The Pz(z) is a
prior on z (a uniform [−1, 1] distribution is typically chosen). The goal of GAN
training is to find d and g parameters to optimize the objective function L(g, d).

min
g∈G

max
d∈D

L(g, d), where

L(g, d) = Ex∼Pdata(x)[φ(Dd(x))] + Ez∼Pz(z)[φ(1 − Dd(Gg(z)))] ,
(1)
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This provokes that Dd becomes into a binary classifier providing the best
possible discrimination between real and fake data. Simultaneously, it encourages
Gg to fit the real data distribution. In general, both ANN are trained by applying
backpropagation.

Fig. 1. Most commonly used CGANs training setups.

CGANs are an extension of GANs to deal with labeled training datasets
(structured in classes). The idea is to train generative models able to create
samples of a given class given according to a given label. Thus Gg and Dd

receive an additional variable y as input, which represents the label of the class
(see Fig. 1). The CGANs objective function can be rewritten it is shown in Eq. 2.

min
g∈G

max
d∈D

L(g, d), where

L(g, d) = Ex,y∼Pdata(x,y)
[φ(Dd(x, y))] + Ez∼Pz(z),y∼Py(y)[φ(1− Dd(Gg(z, y), y))] ,

(2)

2.2 GANs Applied to Urban Sciences

There is a consistent body of evidence that GANs excel at implicitly sampling
from highly complex, analytically-unknown distributions in a great number of
contexts [24]. Thus, nowadays, researchers are using such a machine learning
approach to generate data across a variety of disciplines.

However, there is a lack of studies on applying GANs to problems related
to our cities. Some examples of this type of research are: a generative model
trained by an unconditional GAN was trained to create realistic built land use
maps, i.e., the model was able to generate cities (maps of built land use). These
maps showed a high degree of realism and they provided realistic values on sev-
eral statistics used in the urban modeling literature with real cities [2]. Later,
the same authors proposed the use of CGANs to add new levels of realism to
the generated maps and the ability to predict land use maps from underlying
socio-economic factors. These new maps take into account, for example, physical
constraints such as water areas [1]. Physics-informed GAN (PIGAN) was pro-
posed to enhance the performance of GANs by incorporating both constraints
of covariance structure and physical laws. The idea es to improve the robustness
of GANs when dealing with problems related to remote sensing [25]. This is
important for applications that require the use of satellite data and could suffer
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from phenomena like the appearance of clouds. In turn, we could include in this
class of urban sciences research by applying GANs, the study of applying GANs
to create synthetic data about building energy consumption in order to be used
together with real data to train a data-driven forecasting model to predict energy
consumption [19]. The idea was to overcome the issues of having a lack of data
to train the model to predict with enough accuracy.

2.3 Pollution Daily Time Series Generation

Dealing with the problem of not having enough data to analyze pollution in
our cities, we proposed an approach for data augmentation to create synthetic
daily time series of given pollutant. The approach consists in sampling from an
existing dataset of real daily time series of given pollutant labeled according to
different classes to train the discriminator, while the generator reads a vector z
(from the latent space) and a label y to generate a fake daily time series (see
Fig. 1). The generator and discriminator are trained against each other. Figure 2
illustrates samples of the real training dataset.

Fig. 2. Some samples of the real dataset, i.e., NO2 pollution daily series.

3 Materials and Methods

This section presents the applied methodology for training generative models by
using GANs to create synthetic pollution data.

3.1 Training Dataset Description

The training dataset studied here is provided by the Open Data Portal (ODP)
offered by the Madrid City Council1. Specifically, the training dataset is the NO2

concentration gathered by a sensor located at Plaza de España, which is in the
downtown of the city. The dataset is built considering a temporal frame of five
years, from January 2015 to December 2019. A given data sample is a time series
that represents the NO2 concentration of a given day which is averaged every
hour. (Fig. 2). Therefore, it could be seen as a vector of 24 continuous values.

Following previous research about the pollution in Madrid, the daily NO2

concentration is classified into eight classes according to the season (winter,
spring, summer, and autumn) and the type of day (i.e., working days, from
Mondays to Fridays, and weekends, Saturdays and Sundays) [9,10]. This classi-
fication follows the idea that warmer seasons have lower NO2 concentration due
1 Madird Open data Portal web - https://datos.madrid.es/.

https://datos.madrid.es/
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Table 1. NO2 pollution classification and number of samples per class.

Season Type of day Class Number of samples

Winter Weekend 0 439

Winter Working day 1 1082

Spring Weekend 2 439

Spring Working day 3 1119

Summer Weekend 4 445

Summer Working day 5 1116

Autumn Weekend 6 420

Autumn Working day 7 1045

to meteorological reasons and weekends have better air quality because the road
traffic is lower than in working days. Table 1 presents this pollution classification
and the number of samples per class.

The classes are highly unbalanced (see Table 1), i.e., autumn-weekend
(class 6) has 420 samples (the minimum) and spring-working day (3) has 1119
(the maximum). For our experiments, we randomly sampled over the classes to
select 420 samples of each class to balance the dataset to avoid training biases.
Thus, the training dataset size is 3360 (420 × 8).

Fig 3 illustrates the training dataset. The green line shows the mean value,
i.e., it contains the mean pollution values for the whole data of the class (we
named it as the representative time series of a given class c, i.e., repc). The dark
green area represents the values between the border defined by the mean minus
the standard deviation and the mean plus the standard deviation (mean ± the
standard deviation). Finally, the lighter green area represents the values between
the minimum and maximum pollution measured in a given time.

3.2 CGAN Design Details

In our research, both ANNs, the generator and the discriminator, are imple-
mented as multilayer perceptrons (MLP) [7]. MLP are comprised of perceptrons
or neurons, organized on layers. The minimum setup is formed by an input layer,
which receives the problem data as input, and an output layer, which produces
the results. In between, one or more hidden layers can be included to provide
different levels of abstraction to help with the learning goal. The main differ-
ence between linear perceptrons and MLP is that all the neurons on the hidden
and output layer apply a nonlinear activation function. MLP have shown com-
petitive results when dealing with different kinds of machine learning, such as
classification/prediction problems with labeled inputs, regression problems, etc.

Our approach explores the use of a four-layer MLP to build the generator and
the discriminator. The input of the generator has a size of 64 (size of z) plus eight
(size of y) to specify the label of the class of the data sample to be generated,
i.e., the total input size is 72. The output of the generator has the same input
of the discriminator, which in this case is 24 (the size of the generated sample)
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a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

Fig. 3. NO2 hourly values for the seven classes defined in our study (real data). (Color
figure online)

plus eight (size of y) to identify the label of the sample, i.e., the total size is 32.
Both types of MLP use linear layers. Hidden layers apply the leaky version of
a rectified linear unit (LeakyRelu) as activation function, and the discriminator
output layer the sigmoid function. The output of the generator applies a linear
function since the output is in the range of real values, R. The two hidden layers
have 256 units for both trained ANN models.
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3.3 Metrics Evaluated

As we are dealing with GAN training, we evaluate the loss values computed for
the generator and the discriminator during the training process. The function
applied to compute the loss is the binary cross-entropy (BCE) [6] (Ld and Lg).

Ld =
1

2
Ex,y∼Pdata(x,y)[log(Dd(x, y))] − 1

2
Ez∼Pz(z),y∼Py(y)[log(1 −Dd(Gg(z, y), y))] ,

(3)

Lg = Ez∼Pz(z),y∼Py(y)[log(1 − Dd(Gg(z, y), y))] (4)

When working with GANs it is important to assess the quality of the gener-
ated samples. In our problem, the aim is to generate accurate daily time series
of pollution that follow the same distribution as the real pollution in Plaza de
España. We propose the use of the root mean squared error (RMSE) between
the fake samples produced and the time series that represents the mean (repc).
Thus, given a fake sample of a given class c, i.e., fc, the quality of the sample is
given by the RMSE(repc,fc) shown in Eq. 5, where repc(t) and fc(t) represent
the pollution level at a given time t of the representative time series c and the
fake sample fc, respectivelly. Thus, lower values indicate better sample quality.

RMSE(repc, fc) =

√
√
√
√

1
24

∑

t∈[0,23]

(repc(t) − fc(t))2 (5)

Finally, we also take into account the computational time in order to evaluate
the cost of the proposed generative method.

4 Experimental Analysis

This section presents the numerical analysis of the proposed approach.

4.1 Development, Training Configuration, and Execution Platform

The proposed generative approach is implemented in Python3 using Pytorch
as the main library to deal with ANNs (pytorch.org). The GAN training has
configured with a learning rate of 0.0002, batch size of 16 samples (210 batches
per training epoch), and 2000 iterations (training epochs).

The experiments have been performed on a workstation equipped with an
Intel Core i7-7850H processor, 32 GB of RAM memory, 100 GB of SSD storage
for temporary files, and a Nvidia Tesla P100 GPUs with 12 GB of memory.

4.2 Experimental Results

This subsection reports the experimental results. The training process has been
performed 10 times. Thus this section studies: a) the accuracy of the generators
is analyze, b) the evolution of the loss during the training process, c) the samples
sythesized by the generators, and d) the computational time.
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Accuracy of the Trained Generators. The accuracy of the generators is
evaluated according to the RMSE between the created samples of a given class
c and the daily time series that represents the mean of that c class. Thus, after
training each generator, we create 40,000 samples (5,000 samples of each class)
as fake datasets. Table 2 shows the minimum, mean, standard deviation (stdev),
and maximum of the calculated RMSE. The first row includes the same values
obtained when computed the RMSE taking into account real samples. The fake
datasets in the table are ranked according to their mean RMSE, thus fake-1
dataset contains the samples with the best quality (lowest RMSE) and fake-10
the samples with the highest RMSE.

Table 2. RMSE results for each dataset.

Dataset Minimum Mean ± stdev Maximum

real 3.6 17.3 ± 8.5 67.0

fake-1 4.0 15.3 ± 7.8 75.8

fake-2 4.2 15.4 ± 8.1 82.1

fake-3 3.7 15.4 ± 7.7 71.0

fake-4 3.5 15.5 ± 8.3 91.7

fake-5 3.8 15.5 ± 7.9 75.6

fake-6 3.3 15.5 ± 8.2 77.3

fake-7 4.3 15.6 ± 7.9 68.3

fake-8 3.8 15.7 ± 8.3 81.4

fake-9 3.3 15.7 ± 8.4 80.2

fake-10 4.0 15.7 ± 8.2 83.7

All the fake datasets present lower mean RMSE than the samples of the real
dataset. This is mainly due that the training process converges to a generator
that creates samples with limited diversity (real data shows the highest standard
deviation). Even the results shown by our approach are competitive, it would be
desirable to add diversity to the produced samples. This is still an open question
that some authors are facing by providing generative models as a mixture of
several generators [22].

Table 3 shows the mean and standard deviation (stdev) of the computed
RMSE taking into account the classes. Real data samples show the highest differ-
ences for the eight classes. Besides, it can be seen that the classes that represent
working days (classes represented by odd numbers) show the highest differences,
for both real and fake datasets. This mainly indicates that there is not a general
behavior that defines all the working days and therefore, we should take into
account different kinds of classification to deal with working days (maybe taking
into account the day itself).

Training Process. In this section, we evaluate the behavior of the training
process by showing the losses of the generator and the discriminator. In turn,
we show the mean RMSE of the generated data at the end of each training
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Table 3. RMSE per class for each dataset.

Dataset 0 1 2 3 4 5 6 7

Real 20.2 ± 7.1 23.8 ± 8.3 10.7 ± 5.6 13.2 ± 5.9 11.5± 6.3 13.4 ± 6.6 18.3 ± 6.4 22.4 ± 7.6

fake-1 17.6 ± 9.1 20.1 ± 9.0 10.5 ± 5.4 11.2 ± 5.1 10.1 ± 4.1 11.1 ± 3.9 15.3 ± 6.5 19.3 ± 7.2

fake-2 17.6 ± 9.8 19.8 ± 8.8 10.1 ± 4.7 10.7 ± 4.3 9.5± 3.3 11.1 ± 4.2 15.9 ± 7.6 19.5 ± 7.7

fake-3 17.7 ± 8.7 20.7 ± 9.0 9.7 ± 4.5 10.7 ± 4.0 9.7± 3.4 10.8 ± 3.4 15.7 ± 6.1 19.9 ± 6.9

fake-4 18.6 ± 9.3 20.6 ± 9.5 9.9 ± 5.1 10.6 ± 3.9 9.4± 3.8 10.7 ± 3.6 15.6 ± 7.3 20.1 ± 7.9

fake-5 17.9 ± 8.6 20.2 ± 9.1 9.8 ± 4.2 11.0 ± 4.4 10.0± 3.7 11.2 ± 4.1 15.3 ± 6.6 19.9 ± 7.3

fake-6 18.6 ± 9.9 20.5 ± 8.7 9.3 ± 5.1 10.9 ± 5.0 9.1± 3.0 11.0 ± 3.8 15.4 ± 6.6 20.1 ± 7.8

fake-7 18.1 ± 9.7 20.3 ± 8.2 10.4 ± 4.7 11.4 ± 5.6 10.0 ± 3.7 11.8 ± 4.5 15.5 ± 6.4 19.4 ± 7.3

fake-8 18.4 ± 10.0 20.9 ± 9.5 10.2 ± 5.2 11.5 ± 5.6 10.0 ± 3.9 11.4 ± 4.2 15.9 ± 6.6 19.6 ± 8.0

fake-9 18.5 ± 10.7 20.0 ± 9.0 9.7 ± 5.1 11.3 ± 4.8 9.6± 3.6 11.1 ± 4.4 15.6 ± 6.8 19.3 ± 7.7

kake-10 18.0 ± 8.9 20.8 ± 9.6 10.7 ± 5.1 11.3 ± 4.9 9.8 ± 4.1 11.4 ± 4.3 15.7 ± 6.5 19.7 ± 8.0

epoch. The mean RMSE score is computed by creating 10,000 samples. Figure 4
illustrates these metrics for the best, median, and worst run, i.e., fake-1, fake-5,
and fake-10, respectivelly.

a1) fake-1 loss values. a2) fake-1 RMSE.

b1) fake-5 loss values. b2) fake-5 RMSE.

c1) fake-10 loss values. c2) fake-10 RMSE.

Fig. 4. Discriminator and generator loss values and RMSE for three runs.
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Focusing on the evolution of the losses in Fig. 4 a1, b1, and c1, we observe
that the general behavior is very similar for the three evaluated runs. At the
beginning (about the first 200–300 training epochs) the discriminator and the
generator losses oscillate without showing a clear trend. This is mainly due to the
discriminator has not been trained enough yet, and it is not able to discriminate
anyhow between fake and real samples and it randomly assigns a loss value (i.e.,
it basically flips a coin). Thus, the generator can easily get low losses values that
do not give the feedback required to learn (to update its parameters) property.
For this reason, the samples produced provide increasing and oscillating RMSE
(Fig. 4 a2, b2, and c2).

After that, the discriminator starts becoming stronger and reduces the loss
values. Thus, it is harder for the generator to deceive the discriminator. For this
reason, the generator starts increasing the computed loss values, allowing the
generator to learn how to create more accurate samples. Therefore, the RMSE
values start being reduced in an almost monotonically decreasing way.

After the 2,000 iterations, the generator and the discriminator seem to be in
an equilibrium in which both loss values are similar. However, long runs will be
able to give more insights into this concern.

It is important to remark that none of the runs shows typical GAN training
pathologies, such as mode collapse, vanishing gradient, and oscillation; which
would require to use more advanced GAN training methods, e.g., Lipizzaner [16]
or Mustangs [21].

Synthetic Daily Pollution Time Series Generated. The robustness shown
by the GAN training when addressing the problem studied here allows the genera-
tion of realistic synthetic daily pollution time series. Here, we illustrate the 40,000
samples generated that belong to fake-1 and fake-10 datasets, the fake datasets
with the best and the worst RMSE. Figures 5 and 7 summarizes the samples by
showing the mean values (the orange line), the values between the mean ± the
standard deviation (the dark orange area), and all other values, i.e., between the
minimum and maximum (the lighter orange area). In turn, the dotted black line
presents the mean value of the real training data set (see Fig. 3).

As can be seen in both figures, the mean values of the fake data and the
mean values of the real data are very close. However, the distance between the
orange line and the dark line increases for fake-10.

The shape of the dark orange areas are different depending on the class, but
similar among the different datasets, i.e., the three generators studied produce
samples with similar general trends. However, the shapes are less wide for the
fake-1 dataset (it shows the lowest standard deviation in Table 2). This is mainly
because it tends to generate less diverse samples than the other evaluated gen-
erators. Notice, that the fake datasets are ranked taking into account the RMSE
against the mean curves of the real data set.

Thus, according to the insights got from the datasets illustrated in Figs. 5
and 7 and the results in Tables 2 and 3, we can see the effectiveness of the
methodology proposed to augment the pollution daily time series; and therefore
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a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

Fig. 5. Synthesized data samples created by fake-1.

the answer to RQ: Is it possible to apply generative modeling to produce new
daily time series to improve our understanding of the phenomena related to the
pollution in our cities? is yes.
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a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

Fig. 6. Synthesized data samples created by fake-10.

Computational Time. One of the main drawbacks of applying ANNs and
deep learning approaches, as CGANs, is the computational effort (time and
memory) required to train the models. As the size of the data samples and
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the ANN models used are not significant, the memory is not an issue et al.
Regarding the computational times, the minimum, mean, and maximum times
were 67.68, 69.64, and 72.04 min, respectively. That represents a non-very-high
time-consuming investment, mainly because once the generators are trained,
they create the new samples instantaneously.

5 Conclusions and Future Work

The interest in modeling, predicting, and forecasting ambient air pollution has
been growing during the last years. Data-driven methods suffer from a lack of
data to provide more accurate results. Thus, we propose the use of CGANs to
train generative models able to create synthesized daily time series of a given
pollutant from a given area of a city according to a given label. In this research,
we have modeled NO2 concentration at the downtown of Madrid as a use case.

The main results indicate that the proposed model is able to generate accu-
rate NO2 pollution daily time series while requiring a reduced computational
time. CGANs have shown robustness on the training because all the experi-
ments converged to accurate generators. Thus, we are optimistic that this is
the first step to develop more complex generative models to produce synthetic
pollution of a whole city taking into account information as the weather or the
road traffic.

The main lines for future work are related to extend the proposed model
to generate the pollution of the whole city of Madrid by taking into account
information from different sensors, propose other classification that will allow
including road traffic density and the weather (it will require the definition of
more classes), and applying the generated data to feed data-driven models to
prove that they are able to improve their accuracy after including fake samples.
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Abstract. Based in the current growth rate of metropolitan areas, pro-
viding infrastructures and services to allow the safe, quick and sustain-
able mobility of people and goods, is increasingly challenging. The Euro-
pean Union has been promoting diverse initiatives towards sustainable
transport development and environment protection by setting targets
for changes in the sector, as those proposed in the 2011 White Paper on
transport. Under this context, this study aims at evaluating the environ-
mental performance of the transport sector in the 28 European Union
countries, from 2015 to 2017, towards the policy agenda established in
strategic documents. The assessment of the transport environmental per-
formance was made through the aggregation of seven sub-indicators into
a composite indicator using a Data Envelopment Analysis approach. The
model used to determine the weights to aggregate the sub-indicators
is based on a variant of the Benefit of the Doubt model with virtual
proportional weights restrictions. The results indicate that, overall, the
European Union countries had almost no variation on its transport envi-
ronmental performance during the time span under analysis. The ineffi-
cient countries can improve the transport sustainability mainly by drasti-
cally reducing the greenhouse gas emissions from fossil fuels combustion,
increasing the share of freight transport that uses rail and waterways
and also the share of transport energy from renewable sources.

Keywords: Transport environmental performance · Data
Envelopment Analysis · Sustainable development

1 Introduction

The interest in sustainability and sustainable development has been increasing
in the past decades [1]. The rapidly growing population of the cities, their aging
infrastructure and the environmental concerns continue to challenge and pressure
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policymakers. Providing the infrastructure and services to allow safe, quick and
sustainable mobility of people and goods is increasingly challenging [2]. Investing
in improving the quality and sustainability of the transport system will improve
the productivity, attractiveness and quality of life of the cities. Therefore, the
transport sector has become one of the main subjects with regards to sustainable
development.

In theEuropeanUnion (EU), the transport sector employsmore than 11million
people and accounts for about 5% of Europe’s Gross Domestic Product (GDP).
Between 2010 and 2050, passenger transport activity is expected to grow by 42%
and freight transport activity by60% [3].An effective transportation systemshould
contribute positively to the economic growth, to social development through the
fair use of the natural resources and to environmental protection [4].

Under this scenario, the European Commission’s, 2011, White Paper on
transport - Roadmap to a Single European Transport Area – Towards a com-
petitive and resource efficient transport system [5] proposed strategies for deep
changes in the European transport sector aiming at a more sustainable and
efficient system.

The adoption of the United Nations’ Sustainable Development Goals (SDG)
also provided new targets to address the transport sustainability. These goals
address global challenges in several areas such as poverty, inequality and climate
change, in a total of 17 goals to be achieved in 2030 [6]. Some SDG targets are
related directly to transport sustainability and others to areas where transport
has an important impact, such as energy consumption and pollutant emissions.

The sustainable development of the transport sector has been put on the
agenda of EU countries, making it clear the necessity of measuring and assessing
the current transport performance towards achieving these targets. It is also evi-
dent the importance of analysing sustainable transport planning, as transport
policy and planning decisions can have diverse and long-term impacts on sustain-
able development. A critical component of transport planning is the development
of a comprehensive evaluation program that assesses the transport performance
based on an appropriate set of sub-indicators.

In order to fulfill this objective, this study aimed at developing a composite
indicator (CI) to measure the environmental performance of the transport sector
in the EU countries, from 2015 until 2017, towards a more sustainable mobility.
The CI is a practical approach that allows to summarize, compare and track
the performance of the countries. It allows the measurement of complex and
multi-faceted issues that cannot be captured completely by analysing individual
sub-indicators [7]. To aggregate the different sub-indicators into the CI, a variant
of the Benefit of the Doubt model, as proposed by Färe et al. in [8], was used.

This paper is organized as follows: the second section presents a literature
review on the construction of composite indicator and the variant of Benefit of the
Doubt model proposed by Fare et al. [8]. Section 3 describes the sub-indicators
selected to compose the CI. Section 4 analyses the data used and the results
obtained. Finally, the conclusions from this work are presented in Sect. 5.
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2 Literature Review

2.1 Composite Indicators

Composite indicators have been proven to be a useful method to synthesize masses
of data, benchmark countries performance in relation to desirable states, demon-
strate progress towards goals and to communicate current status to stakeholders
leading to effective management decisions towards the established targets [9]. It is
also a recognized tool for public communication, since they provide a big picture
of a subject and often make it easier for the general public to interpret its results
rather than having to identify common trends across many sub-indicators [10].

The essential purposes of the CI is to summarize a complex, multi-faceted
phenomenons in wide-ranging fields, e.g. environment, economy, society or tech-
nological development, enabling the performance comparison of several countries
or the evolution of a country over time [11]. The CI comprises of several indi-
vidual sub-indicators that measures different aspects with usually no unit of
measurement in common. The sub-indicators are compiled into a single index
on the basis of an underlying model [10].

The subjective judgment about the relative worth of each sub-indicator is
modelled through the weight assigned to it [11]. The weight reflects the signif-
icance of the sub-indicator and assigns a value to it in relation to the others,
and it has, usually, a great impact on the aggregation results [12]. The weights
attributed to the sub-indicators can be derived through different methods. They
can be based on opinions, such as expert judgment or public opinion poll results.
When these information are unavailable, the easiest and most common approach
is to use equal weights [13]. However, not all evaluated units will agree to be
evaluated with equal weights, since each of them has different characteristics
and preferences. Finally, to avoid the subjectivity in determination of the sub-
indicators’ weights, the preferred tools are the statistical methods that derive
the weights endogenously, such as the Principal Component Analysis/Factor
Analysis and the Data Envelopment Analysis [14].

2.2 Data Envelopment Analysis

The DEA is a linear programming method, proposed by Charnes et al. [15],
that assesses the relative efficiency of several decision making units (DMU) that
use multiple inputs to produce multiple outputs. Therefore, DEA measures the
efficiency of each DMU, given observations on input and output values in a set
of similar entities, without knowledge of the production or cost function [11]. By
comparison with the best practices frontier, the DEA model enables the selection
of weights that are the most advantageous for the DMU under assessment [7].



Assessment of the Transport Sector in the EU 109

This means that the weights are derived from the data itself, avoiding a priori
assumptions and computations involved in fixed weight choices [16]. Thus, DEA
is a popular method in the CI literature as it can solve the problem of subjectivity
in the weighting procedure. Another well-known property of the original DEA
model is its unit invariance. This is very interesting for the construction of CI
as its final value is independent of the measurement units of the sub-indicators
which in turn makes the normalization stage redundant and unnecessary [17].

The application of DEA to the construction of CI, referred to as the Benefit of
the Doubt model (BoD), was originally proposed by Melyn and Moesen in 1991
[18]. The BoD is equivalent to the original DEA input oriented model, with all
sub-indicators considered as outputs and a single dummy input equal to one for
all countries. The dummy input can be understood intuitively by regarding the
model as a tool for aggregating several sub-indicators of performance, without
referencing the inputs that are used to obtain this performance [19]. Since the
BoD model only includes outputs it measures the country’s performance rather
than its efficiency.

In fact, the conventional BoD model derives the composite indicator, aggre-
gating forward sub-indicators, which capture the positive aspect of a perfor-
mance, where their increasing values are desirable. Frequently, the performance
assessment has to manipulate anti-isotonic sub-indicators, which capture the
negative aspect of a performance, where their increasing values are undesirable.
There are many sub-indicators that fall in this category, for example, emission
of a pollutant, traffic accidents, crime rate, etc. The data of these sub-indicator
needs to be transformed, to allow them to be incorporated in the conventional
BoD model and treated as the forward sub-indicators [8]. Previous approaches
used to deal with these anti-isotonic sub-indicators were the use of data transfor-
mation techniques and of directional distance function models. One of the most
common data transformation technique is the inversion of the value of the reverse
sub-indicator [20]. The subtraction of the sub-indicator from a sufficiently large
constant and the rescaling normalization using the maximum-minimum method
are also approaches that can be found in the literature. Some of these techniques
are presented and compared in [21] and [22]. Even though these transformation
are simple, they can be problematic. Since the BoD model is derived from an
input-oriented DEA model with constant returns to scale, it is not translation
invariant for the output values. This means that, the use of translated or rescaled
data will affect the CI results and, consequently, the ranking of the DMUs [8].

Färe et al. [8] proposed a new BoD model (FKHM), which directly incor-
porates the anti-isotonic sub-indicators without using any transformation. The
model treats the anti-isotonic sub-indicators as reverse rather than as undesir-
able. This means that the model assumes that the reverse sub-indicators values
can decrease or increase independently from the values of forward sub-indicators.

Given a cross-section of M sub-indicators and S countries, yij is the value
of sub-indicator i for the country j, and wi is the weight attributed to the i-th
sub-indicator. The formulation for the FKHM model is presented in Eq. (1),
where yij (j = 1, ...,m) are the forward sub-indicators (i.e., capturing positive
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aspect) and yij (j = m+ 1, ...,M) are the reverse sub-indicators (i.e., capturing
negative aspect).

CIj0 = max

m∑

i=1

wiyij0 −
M∑

i=m+1

wiyij0

s.t.

m∑

i=1

wiyij −
M∑

i=m+1

wiyij ≤ 1 ∀j = 1, ..., S

wi ≥ 0 ∀i = 1, ...,M
wiyij0∑m

i=1 wiyij0 +
∑M

i=m+1 wiyij0
≥ 0.05 ∀i = 1, ...,M

. (1)

The main difference from the FKHM model to the conventional BoD model
is that Eq. (1) maximizes the difference between the weighted average of forward
sub-indicators and the weighted average of reverse sub-indicators. Additionally,
the presence of forward sub-indicators does not imply the presence of reverse ones
and, when there are no anti-isotonic indicators, model FKHM can be reduced
to the formulation of the conventional BoD model [8].

The formulation given by Eq. (1) has three kinds of restrictions. The first
restriction imposes that no country can have a CI value greater than one, to
ensure an intuitive interpretation of the indicator. The second restriction imposes
that each weight attributed to the sub-indicators should be non-negative, which
implies that the CI is a non-decreasing function of the sub-indicators. The
third restriction prevents the model from assigning zero weights to some sub-
indicators, since zero weight means that the sub-indicator associated has no
influence in the global performance. By adding a virtual proportional weight
restrictions, as proposed by [23], each sub-indicator is required to have a mini-
mum percentage of contribution in the assessed composite indicator. The value
of 0.05 (or 5%) was chosen as it is sufficient to prevent the attribution of zero
weights to any sub-indicator, thus, guaranteeing the contribution of all sub-
indicators in the final composite indicator and have a higher countries’ discrimi-
nation in the performance assessment. Consequently, the CI value obtained varies
between zero and one for each assessed country jo, where higher values indicate
a better relative performance [17].

3 Methodology

This paper intends to assess the transport environmental performance of EU
countries through the aggregation of sub-indicators into a CI using the Fare
et al. [8] (FKHM) model. Therefore, the selection of these sub-indicators is of
crucial importance to compute the countries overall performance while encom-
passing all the important subjects.
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3.1 Data and Variables

The selection of the sub-indicators was based on a literature review of CI with sim-
ilar conceptual framework, the goals of transport sustainability mentioned in the
Roadmap (EU’s White Paper [5]) and the SDG [6], while also taking into consid-
eration the data that was available for all the EU countries in the time span under
analysis. Besides, each sub-indicator must be of easy interpretation and should
measure a specific area of the performance, ensuring a minimal number of sub-
indicators that assures that all dimensions are reflected in the calculation of the
CI. All the data used in this work were gathered from the Eurostat database [24].

To assess the transport environmental performance of EU countries, the CI
was constructed based in three forward sub-indicators (i.e., capturing positive
aspect) and four reverse sub-indicators (i.e., capturing negative aspect). The for-
ward sub-indicators are the share of buses and trains in total passengers trans-
port, the share of energy from renewable sources in transport and the share of
rail and inland waterways in total freight transport. The reverse sub-indicators
are people dead in road accidents, GHG emissions by fuel combustion in trans-
port, the average CO2 emissions per kilometer from new passengers cars and
the energy dependency on oil and petroleum products. These sub-indicators are
described hereinafter.

The share of collective transport in total passengers transport (public trans-
port) is expressed in percentage and measures the share of passenger’s transport
made by collective transport in the total inland transport. Collective transport
refers to buses (including coaches and trolleybuses) and trains, while the total
inland transport includes these facilities and also passenger cars. Trams and met-
ros are not included due to the lack of harmonised data. The public transport
sub-indicator is related to two Sustainable Development Goals, in which it is
highlighted the importance of building resilient and sustainable infrastructure
and the necessity to renew and plan cities so they offer access to basic services
for all. This sub-indicator also relates to the necessity of improving the transport
quality, accessibility and reliability, as discussed in the Roadmap.

The share of energy from renewable sources in transport (renewable fuels) is
expressed as the percentage of renewable fuels in the total transport fuels. Energy
by renewable sources consumed in transport is given by the sum of sustainable
biofuels, renewable electricity, hydrogen and synthetic fuels of renewable origin
and other reported forms of renewable energy [25]. With this sub-indicator it
is possible to understand how extensive is the use of renewable energy in the
transport sector and how much it has been replacing fossil fuels. The Renewable
Energy Directive promotes policies for the production and promotion of energy
from renewable sources in the EU, which states, in the revised version from 2018,
the target of 32% share of renewable energy in the transport sector for 2030 [26].
The Roadmap also suggests a regular phase out of conventionally-fuelled vehicles
from urban environments by halving their number in 2030 and phasing them out
of the cities by 2050.
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The share of rail and inland waterways in total freight transport (freight
transport) is expressed in percentage. The total inland transport in the denomi-
nator of the sub-indicator includes freight on national territory made by road, rail
and inland waterways transport. Sea and air freight transport are not represented
in the sub-indicator. The freight transport sub-indicator was not applicable for
Cyprus and Malta since these countries did not present values for railways or
inland waterways. As an effort to have a complete database without excluding
these countries from the evaluation in this work the lowest values observed on
the dataset were used for Cyprus and Malta for every year. This method avoid
that these countries become unintended benchmarks, and therefore, it will not
affect the location of the best practice frontier. This method has been suggested
by Morais et al. [27]. The Roadmap mentions the objective of shifting 30% of
the road freight to other modes, such as rail and waterways, by 2030 and more
than 50% by 2050. This sub-indicator also reflects the progress toward the Sus-
tainable Development Goals focused on innovation and on building resilient and
sustainable infrastructure.

The people dead in road accidents (road deaths) sub-indicator measures the
number of fatalities in road accidents per hundred thousand inhabitants. This
sub-indicator includes passengers and drivers of motorized vehicles and pedal
cycles, as well as pedestrians, that have died up to 30 days after the accident.
This sub-indicator is aligned with two Sustainable Development Goals aiming
at safer cities, health and well-being status. As highlighted in the Roadmap, EU
aims to reduce fatalities close to zero by 2050 with initiatives in the areas of
technology, enforcement and education.

The GHG emissions by fuel combustion in transport (GHG emissions) mea-
sures the transport’s fuel combustion contribution in the total greenhouse gas
emissions inventory. The values are originally expressed in thousand tonnes and
were normalized using the countries’ population on 1st January of each year,
to take into consideration their dimension. Therefore, the sub-indicator’s data is
expressed in thousand tonnes per hundred thousand inhabitants for each country.
The GHG emissions from the transport by road and inland waterways accounted
for 22% of the total European Union emissions in 2017 and reached 27% when
including international aviation and maritime emissions [28]. The Roadmap sets
out a target of 60% reduction in the GHG emissions by 2050 compared to 1990
levels.

The average carbon dioxide (CO2) emissions per kilometer from new pas-
sengers cars (new car emissions) is defined as the average CO2 emissions per
kilometer in a given year for new passenger cars and expressed in grams of CO2

per kilometer. This is a target for the average of the manufacturer’s overall fleet,
meaning that cars above the limit are allowed in the market as long as they are
offset by the production of lighter cars. The Regulation (EU) 2019/631 sets a
mandatory target for emission reduction for new cars of 95 g of CO2 per kilo-
meter by 2021 [29]. This sub-indicator reflects three Sustainable Development
Goals related to ensuring environmentally aware consumption, to innovation in
search of lasting solutions to environmental challenges and the call for climate
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action. The Roadmap also highlights the importance of the research and innova-
tion on vehicle propulsion technologies and the improvement of energy efficiency
performance of vehicles across all modes.

The energy dependency on oil and petroleum products (energy dependency)
sub-indicator monitors to which extent the countries economy relies on imports of
oil and petroleum products to meet its energy needs. It is calculated by dividing
the net imports by the gross available energy and it is used in a percentage
basis. The net imports are the difference between the total imports and the total
exports. The gross available energy is the sum of primary products, recovered
and recycled products and imports, minus the sum of exports and stock changes.
Regarding its metrics, energy dependency may be higher than 100% with regard
to countries creating a stock in a given year or it can be negative, for oil exporter
countries. A negative value occurred only once in the dataset, and the value was
close to zero (−4.701%) for the exporter country. To achieve the best relative
position of that energy exporter country regarding the other countries, the best
score of 1% for this forward sub-indicator was assigned to the exporter country, to
avoid handling negative data in the model. This sub-indicator shows how the EU
countries progress toward more resource efficient policies. As oil becomes scarcer
each year, the necessity of reducing EU dependency on oil imports, without
reducing the transport system efficiency, is one of the objectives mentioned in
the Roadmap. Imports exposes the economy to volatile world market prices and
the risk of supply shortages.

These seven sub-indicators are used to assess the transport environmental
performance of EU countries, as presented in the next section.

4 Results and Discussion

4.1 Descriptive Analysis of the Variables

The transport environmental performance was assessed for the 28 EU countries,
from 2015 to 2017. It was chosen to use the United Kingdom data, since during
the time span of the assessment the country still integrated the European Union.
Table 1 shows two descriptive statistics for the sub-indicators under analysis
across countries for each year. The mean of the sub-indicators was calculated
for each year, as well as the dispersion coefficient (DC). The DC measures the
dispersion of the data around the mean and is given by the ratio between the
standard deviation and the mean. It was calculated in order to facilitate the
analysis among sub-indicators, since it allows the comparison of the degree of
variation between different data sets even if they have different measurement
units.

Analysing the forward sub-indicators in Table 1, it can be seen that the share
of public transport in total passenger transport has constantly decreased in the
time span under study, by 2017 it was more than 2% lower compared to 2015
levels. The share of renewable energy in transport decreased in 2016 but by
2017 its average had increased more than 5% above 2015 value. And the share
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Table 1. Mean and DC of the indicators data used in the construction of the CI.

2015 2016 2017

Sub-indicator Mean DC Mean DC Mean DC

Public transport 18.175 0.241 18.011 0.238 17.768 0.246

Freight transport 27.979 0.731 26.982 0.728 26.936 0.724

Renewable energy 6.544 0.795 6.191 0.746 6.884 0.733

Road deaths 5.800 0.366 5.625 0.325 5.325 0.358

GHG emissions 208.670 0.771 211.493 0.714 213.696 0.696

New car emissions 120.946 0.078 118.757 0.066 119.168 0.064

Energy dependency 92.605 0.245 90.736 0.248 89.935 0.250

of freight transport decreased between 2015 and 2017 staying 3.7% lower than
2015 levels.

Regarding the reverse sub-indicators, the average of road deaths for all coun-
tries has decreased more than 8% from 2015 to 2017. The average of GHG
emissions for all countries has increased more than 2.4% during the time span
studied. The mean of CO2 emissions from new passengers cars has increased
from 2016 to 2017 but still remained 1.5% below 2015 levels. And the average
energy dependency of the EU countries decreased almost 3% between the years
under analyse.

The highest data dispersion relative to the mean was observed in the share
of renewable energy, which translates the difference among countries in available
renewable energy. Another high DC value was obtained by the GHG emissions
sub-indicator, reflecting the different policies of EU countries for reducing emis-
sions. The share of freight transport also had a high DC, since some countries
have geographical locations and environmental conditions that facilitate the uti-
lization of rail and inland waterways. The DC for these three sub-indicators,
however, have been constantly decreasing during the time span of the data,
reflecting a tendency to increase the homogeneity among EU countries.

The lowest variability relative to the mean was observed for the CO2 emis-
sions from new passengers cars. This can be reflecting a higher homogeneity in
the energy efficiency performance of vehicles engines among car manufacturers.

4.2 Performance Assessment of the EU Countries

The transport environmental performance for each country in a given year was
computed by aggregating the seven chosen sub-indicators using the FKHM
model, presented in Eq. (1).

The CI of the transport environmental performance was calculated using the
data from the time span of three years, from 2015 to 2017 and it is assessed by
comparison to the best practices observed during this time period. The results
are summarized in Table 2. The countries are ranked based on their 2017 CI
results from the highest to the lowest.
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Table 2. Transport environmental performance results.

Country 2015 2016 2017

Denmark 0.972 0.937 1.000

Hungary 1.000 1.000 1.000

Netherlands 1.000 0.906 1.000

Sweden 0.878 0.960 1.000

Romania 1.000 0.977 0.948

Slovakia 0.886 0.927 0.895

Latvia 1.000 0.918 0.856

Austria 0.826 0.821 0.803

Czechia 0.761 0.773 0.800

Lithuania 0.790 0.763 0.784

Finland 0.842 0.620 0.759

Bulgaria 0.700 0.693 0.662

Poland 0.633 0.600 0.594

Belgium 0.548 0.570 0.583

France 0.540 0.522 0.542

Germany 0.531 0.550 0.538

Italy 0.539 0.550 0.525

Slovenia 0.488 0.416 0.494

Luxembourg 0.491 0.469 0.489

UK 0.420 0.410 0.416

Portugal 0.378 0.395 0.395

Spain 0.312 0.442 0.381

Croatia 0.463 0.348 0.341

Greece 0.189 0.162 0.216

Estonia 0.161 0.165 0.164

Ireland 0.141 0.125 0.131

Malta 0.139 0.126 0.130

Cyprus 0.131 0.120 0.120

Mean 0.599 0.581 0.592

St. Dev. 0.290 0.283 0.286

The average of the CI results in the three years analysed was around 0.591
and had only slight variations through the years. The average decreased by
almost 3% in 2016 when compared to 2015, increased again in 2017 but still
kept slightly bellow 2015 levels, by 1.17%. The standard deviation of the CI
results was similar in the three year, showing that the results variability was
kept the same during this period.
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This assessment identifies nine efficient units: Denmark (in 2017), Latvia
(in 2015), Hungary (in 2015, 2016 and 2017), Netherlands (in 2015 and 2017),
Romania (in 2015) and Sweden (in 2017). From 2015 to 2017, half of the countries
followed a small improvement and half of the country had a slight decrease in
their overall performance. The highest improvement in the CI score between
2015 and 2017 were observed in Greece, Spain and Sweden, which increased in
2017 by 14%, 22% and 13% above 2015 levels, respectively.

The highest decrease during this time frame were observed for Croatia
(26.4%) and Latvia (14.4%). The highest improvement in the time-span of one
year was observed in Greece, that had a large decrease in its CI score between
2015 and 2016, but between 2016 and 2017 its CI value increased more than 33%.
Estonia, Ireland, Cyprus and Malta were the most inefficient countries in this
analysis with almost no improvement in the considered years. Besides Estonia,
all these countries also had a decrease in their CI value in 2017 when compared
to 2015.

This study also compares the forward and reverse sub-indicators of the bench-
mark countries, which obtained a CI score of 1, with the inefficient ones. The
mean for each sub-indicator is calculated for both groups (benchmarks and inef-
ficient countries). Figure 1 shows a comparison for each sub-indicator between
the benchmark countries and the inefficient ones.

Fig. 1. Comparison between benchmarks and inefficient countries.

Analysing Fig. 1, it is possible to notice the areas where the inefficient coun-
tries need improvement, for instance, by setting out policies and/or redefine out-
put standards. Except for the number of road deaths and the new car emissions
indicators, in which both groups had a very similar performance, the inefficient
countries were always outperformed by the benchmarks. The inefficient coun-
tries have 80% of the share of public transport presented by the benchmarks
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and almost 75% of the renewable energy share presented by the benchmark
group. In the freight transports sub-indicator, the inefficient countries have less
than 60% of the value presented for the benchmarks. Considering the reverse
sub-indicators, with regard to the GHG emissions, the inefficient countries had a
value more than 40% higher than the benchmarks. The average of energy depen-
dency sub-indicator of the inefficient countries was almost 20% higher than the
average for the benchmarks.

Most of the work to improve transport sustainability should be done in reduc-
ing the GHG emissions from fossil fuel, improving the infrastructure and promote
policies to increase the share of freight transport that uses rail and waterways
and also increasing the share of transport energy from renewable sources. The
public transport of the inefficient countries also needs improvements in its acces-
sibility and quality to allow a larger share of passenger to benefit from it. There
is still also margin to reduce the oil and petroleum dependency through changes
in the transport energy consumption.

5 Conclusions

The assessment of the transport environmental performance was made through
the aggregation of seven transport sub-indicators. The model used to obtain
the CI values was derived from a variant BoD model with virtual proportional
weights restrictions. Based on the results achieved, it is possible to conclude
that, in general, the EU countries had almost no variation on their transport
environmental performance and by 2017 were, on average, 1.17% lower than 2015
values. This result points out that EU countries should make efforts to enable
them to develop and strengthen their ability towards sustainability.

The performance assessment identified that only nine units were efficient:
Denmark (in 2017), Latvia (in 2015), Hungary (in 2015, 2016 and 2017),
Netherlands (in 2015 and 2017), Romania (in 2015) and Sweden (in 2017). By
using these units as benchmarks and comparing their performance in each sub-
indicator with the remaining units (the inefficient ones), it was possible to iden-
tify the areas that need improvement. Most of the work to improve transport
sustainability should be done by drastically reducing the GHG from fossil fuel,
increasing the share of freight transport that uses rail and waterways and also
the share of transport energy from renewable sources.

Future works should explore other models for treating anti-isotonic sub-
indicators in order to allow results comparison among those different models.
Furthermore, some other sub-indicators can be taken into account, to calculate
the composite indicator for each country.
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Sub-indicator Mean DC Variation 2015–17

Public transport 17.985 0.242 −2.24%

Renewable energy 6.540 0.756 +5.20%

Freight transport 27.979 0.731 −3.73%

Road deaths 5.583 0.350 −8.20%

GHG emissions 211.286 0.727 +2.41%

New car emissions 119.624 0.069 −1.47%

Energy dependency 91.092 0.247 −2.88%
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Abstract. This article presents a study of public transportation and
accessibility to public services in Maldonado, Uruguay. Accessibility is a
crucial concept in nowadays smart cities, to guarantee a proper mobility,
citizen participation in social, economic, and cultural activities, and an
overall good quality of life. Several data sources are studied and processed
to characterize the accessibility provided by the public transportation
system of Maldonado to public services, specifically to education centers.
A matrix of travel times by public transportation is computed and used
to define a flexible accessibility indicator to reach destinations of inter-
est. Finally, an interactive visualization tool is developed to graphically
display the computed information. The accessibility indicator constitutes
an input for the decision-making of the transportation authorities of the
studied area, as well as it allows identifying potential inequity situations.

Keywords: Smart cities · Mobility · Public transportation ·
Accessibility · Public services

1 Introduction

The characterization of urban accessibility is an important tool to determine the
quality of transportation systems and their impact on the daily activities of cit-
izens [5]. Several recent researches have studied different aspects of accessibility,
e.g., regarding urban public facility spaces [13], urban planning [3], neighborhood
retail [15], and other relevant issues.

Evaluating accessibility is a challenging task, even considering a simple defi-
nition of accessibility, related to the capability of reaching certain relevant des-
tinations in the city. The challenges are consequence of the plethora of theo-
retical concepts to be considered (including land utilization, universal access,
transportation modes, etc.), and also the lack of sound methodologies for empir-
ical evaluation. Thus, accessibility is often considered as a poorly understood
concept, which is not correctly evaluated, and rarely taken into account for
elaborating polices for urban development, transportation design and operation,
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infrastructure investments, and other relevant actions for improving quality of
life. Overall, knowledge about accessibility is very useful for assisting policy-
makers and planners to evaluate different approaches to develop transportation
with a special focus on inequities and phenomena with high social impact.

This article presents a characterization of public transportation and accessi-
bility to education centers in the metropolitan area of Maldonado, Uruguay. The
case study is an important urban conglomeration in the Southeast of Uruguay,
with more than 135.000 inhabitants. The proposed research focuses on pub-
lic transportation, as it is understood to be the most efficient, sustainable,
and socially fair transportation mode [4]. The distances and total travel times
between different zones by using public transportation are studied via a data
analysis approach [17] to identify areas with poor mobility provision that imply
high travel times, and therefore impose restrictions on territorial accessibility.

In order to quantify the provision of the transportation system in the
Maldonado metropolitan area, a matrix of travel times between different areas
of the city is computed. Trips in different modes (walking, with a direct bus line,
and trips involving transfers) are considered. Then, geolocated data about public
services is used to compute the accessibility offered by the public transportation
system. As a case study, the accessibility to education centers is computed, as it
is a relevant public service for the Municipality of Maldonado. By incorporating
the scope of different mobility options, the proposed methodology advances on a
factor for the definition of indicators of inequity in intra-urban accessibility and
their subsequent use for support and decision-making on urban planning.

The main contributions of the reported research include: i) a matrix of travel
times on public transportation in the Maldonado metropolitan area, at the cen-
sus segment level; ii) an accessibility indicator by public transportation to edu-
cation centers located in the studied area; and iii) a web visualization tool that
allows graphically displaying the accessibility indicator. The reported results
are useful for transit and transportation authorities of the Municipality of Mal-
donado, since they constitute an important input when defining public policies,
designing new transportation lines, or redesigning current ones in order to serve
identified areas as of poor accessibility.

The article is organized as follows. Section 2 reviews relevant concepts and
related works about accessibility and related initiatives in Uruguay. The pro-
posed data analysis approach and the case study are described in Sect. 3. The
implementation details are presented in Sect. 4, including the calculation of the
matrix of travel times for public transportation and the accessibility indica-
tor to education centers. The results of the analysis are shown and discussed
in Sect. 5 along with a brief description of the web visualization tool. Finally,
Sect. 6 presents the main conclusions and lines for future work.

2 Accessibility and Related Works

Citizen participation in social, economic, and cultural activities requires peo-
ple to travel, sometimes long distances and involving long periods of time [8].
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The ability of individuals to overcome limitations imposed by distances and
other mobility-related difficulties is critical when actively participating in city
life [2]. This measure of the ability of transportation systems to allow individuals
to overcome distances is known under the concept of accessibility.

The term accessibility has been extensively studied in the literature, with
the first definitions emerging from the area of geographical studies more than
60 years ago [6]. Although the term is widely disseminated, there are multiple
(and complementary) definitions, which vary according to the area of study and
the point of view from which its quantification is proposed. Generally speaking,
accessibility can be defined as a measure of the effort (or ease) of overcoming
spatial separation. Specifically, accessibility seeks to measure the spatial distri-
bution of opportunities (e.g., jobs, study sites, hospitals) adjusted for people’s
ability or desire to overcome separation (e.g., distance, time, cost) to such oppor-
tunities. Within the classification established by Ingram [14], this project focuses
on comprehensive accessibility, which contemplates the degree of interconnection
of a point or area with all the others on the same surface.

Several indicators have been proposed to measure the separation between
points/areas when evaluating accessibility, among them, travel time is one of
the most intuitive, as it is strongly related to the perception of users of a trans-
portation system. Lei and Church [16] presented a review on the use of travel time
when quantifying the accessibility offered by public transportation systems. The
authors show that various works in the literature focus on the physical charac-
teristics offered by transportation systems (e.g., distance to the bus stop) rather
than focusing on travel time. Furthermore, within the works that do focus on
travel time, there are a number of assumptions that significantly affect the final
measure, including considering fixed waiting and transfer times or a constant
speed for vehicles. Salonen and Toivone [19] presented a comparison of different
techniques for estimating travel times, both for private and public transport.
The authors evaluated different travel time estimation models on a case study
in the capital region of Finland. The results achieved show that those models
that incorporate a greater amount of information regarding the transportation
system are able to estimate travel times with greater precision, although the
differences between models were less in the downtown areas.

In Uruguay, some studies have addressed the issue of accessibility, particu-
larly using public transportation. Hansz [7] studied the disparity between pub-
lic transportation supply and transportation needs in Montevideo. The author
defined a public transportation provision index that combines the frequency of
buses and the number of stops in a given area. The provision offered by the
Montevideo public transportation system, measured according to this index, is
strongly biased towards the city center. Hernández [9] studied inequities in access
to employment and educational opportunities between different social classes as
a consequence of the offer of public transport. This work used the travel time
to compute accessibility, which was obtained through How to Go, a web appli-
cation offered by the Municipality of Montevideo to estimate travel times by
public transport. The study showed that there is an unequal distribution of
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mobility opportunities, particularly for access to job opportunities and access to
higher level education. Later, Hernández et al. [10] built a matrix of travel times
using theoretical timetables of buses in Montevideo, which was used as input to
generate an index of accessibility to job opportunities in the city.

Other research efforts developed within our research group include the socio-
economic analysis of the transportation system in Montevideo using big data
and distributed computing [18], the analysis of sustainable transportation ini-
tiatives in Montevideo [12] evaluating the accessibility index proposed by the
World Business Council for Sustainable Development [20], and the empirical
study performed in Parque Rodó neighborhood using face-to-face surveys [11].

3 Case Study and Data Analysis Approach

This section describes the studied area and the methodology applied for data
analysis to characterize accessibility.

3.1 Maldonado Metropolitan Area

The metropolitan area of Maldonado includes the conurbation of the cities of
Maldonado and Punta del Este, which progressively joined, including trans-
portation routes. Maldonado is the administrative capital of the department
and Punta del Este is considered the tourist capital at national level. The city
of San Carlos is considered as part of this conurbation, although Maldonado
and San Carlos are separated by a suburban space. These three cities are the
arteries of an urban network that extends even west to Portezuelo and east to
José Ignacio. The suburban area has specific mobility needs and the demand for
public transportation, and currently has problems with traffic congestion and
accessibility to important points. In addition, the cities of Piriápolis and Pan de

Fig. 1. Metropolitan area of Maldonado
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Azúcar are less than 30 km from Maldonado and public transportation lines con-
nect them frequently. More than 150.000 people live in the studied area, while
about 20.000 live in Piriápolis and Pan de Azúcar.

3.2 Data Analysis Approach

The Municipality of Maldonado granted access to a set of public transportation
data, including lines, stops, and timetables of the different routes. Each dataset
has specific features, which are described in the following paragraphs.

Bus Lines and Stops. This dataset includes the layout of routes lines and the
location of the bus stops of the public transportation system. From a geograph-
ical point of view, the main difficulty with these data lies in the fact that the
dataset of lines and stops are independent. Figure 2 shows the set of stops and
lines of the public transportation system, according to the provided data.

Fig. 2. Bus lines and stops of the public transportation system in Maldonado

Certain problems and particularities of the studied datasets pose challenges
for building a matrix of travel times for public transportation to compute the
accessibility indicator. Three main problems were identified: stops located in
places without defined bus lines; stops located very close to each other (which
clearly correspond to the same physical stop); and stops that do not coincide with
the layout of the bus lines. This last point is the most challenging, since there is
no direct association that indicates to which line(s) a certain stop corresponds.

An automated process was implemented to solve the aforementioned prob-
lems applying geospatial operations to associate lines and stops. The algorithm
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works as follows: i) for each bus line a buffer operation is performed to convert
the line to a 10 m wide polygon; ii) the polygon is intersected with the stop layer
to obtain stops that are less than 10 m from the line; and iii) the set of stops is
traversed according to the direction of the line and consecutive stops that are
less than 50 m from each other are eliminated, on the understanding that it is the
same physical stop. Figure 3 shows the implemented correction process (stops in
the original set are marked in red and the stops after applying the correction
procedure are marked in green).

Fig. 3. Bus stop correction (red–original bus stops; green–corrected bus stops) (Color
figure online)

Timetables and Trip Times. The other provided dataset corresponds to the
timetables of the different lines of the public transportation system. The data
are separated according to the transportation company that operates the service.
The provided dataset consist of Excel files that do not follow a standardized
format, which makes its automated processing extremely difficult. Since it does
not account for a large volume of data, the processing was carried out manually.
For each line, departure times and passing times for some notable points along
the route are reported. These notable points are identified by a name that does
not necessarily match the name defined in the transportation system. Therefore,
the procedure involved associating these points with their corresponding stops
and associating the average travel time from the start of the route to that stop,
based on the published timetables. Finally, for the rest of the stops on the line,
travel times are interpolated from the known travel times.

Since the information of lines and stops is separated from the data of the
timetables, there are differences between both datasets. In particular, timetable
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information is not available for a few lines (line 32 from Pan de Azúcar to Nueva
Carrara, line 62 from/to Punta del Este, line 25 from San Carlos to José Ignacio,
line 26 from Garzón to San Carlos, line 27 of Guscapar company, and direct line
Punta del Este–San Carlos). In these cases, it is not possible to know the travel
times between the stops on the route and, therefore, they were not considered
within the model. Other lines were partially included in the model, according to
the available data: e.g., line 34 from Las Flores (and not from Pan de Azúcar) to
Piriápolis, line 55 from Manatiales (and not Buenos Aires) to Maldonado, and
line 62 between Maldonado and La Capuera (and not from/to Punta del Este).

Overall, a total number of 66 lines/variants operated by six companies were
included in the developed model.

4 Accessibility to Education Centers

This section describes the methodology for computing the proposed accessibility
indicator to education centers, describing the studied area and the two needed
inputs: the matrix of travel times and the location of education centers.

4.1 Definition of the Studied Area

The basic unit of the analysis is the census segment, defined by the National
Institute of Statistics (INE). The file published by INE was corrected, since it
had some invalid geometries that prevented the correct data processing.

The process used to define the studied area is graphically described in Fig. 4
and commented next. Initially, all census segments that have at least one stop of
the transportation system within the polygon that defines them are considered
(Figs. 4a–4b). Then, neighboring towns that do not have stops are considered to
avoid gaps in the studied area, computing the convex hull of the set of census
segments (Fig. 4c) and intersecting with the total of census segments (Fig. 4d) to
obtain all census segments to consider. The centroid of each census segment in
the resulting set is computed, assuming that all trips from/to a certain segment
begin (or end) at the centroid of that segment (Fig. 4e).

4.2 Matrix of Travel Times

The matrix of travel times for public transportation was built considering trips
with up two legs (one transfer). Travel times include: i) the walking time from the
centroid of the origin segment to the first bus stop; ii) the walking time from the
descent stop of the last bus of the trip to the centroid of the destination segment;
iii) the walking time between stops on those trips that involve transfers; and iv)
the time traveling on each bus involved in the trip. Also, direct walks (up to
30 mins) are considered between nearby centroids, since walking can be a more
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(a) Census segments and stops (b) Census segments with at least one stop

(c) Convex hull of the set (d) Intersection with census segments

(e) Final set: census segments and their centroids

Fig. 4. Process for defining the studied area
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attractive option than public transportation. Walks from the origin centroids to
the first bus stop and from the last bus stop to the destination centroids are
limited to 30 mins. Walks between transfer stops are limited to 20 mins. The
fastest travel connecting a pair of centroids is considered, assuming that people
make optimal decisions to move within the city, within the rules imposed in the
model regarding maximum walks and number of transfers allowed.

A directed and weighted multigraph is constructed to build the matrix. Nodes
of the graph represent the centroids of census segments and the bus stops. Nodes
can be connected by more than one edge. The weight of each edge represents
the travel time between nodes (walking or by bus). A shorter path algorithm is
applied to compute the fastest travel time between each pair of centroids.

Walking times between centroids, between centroids and stops, and between
stops, are computed on the road network of the city. Each centroid/stop is moved
to the nearest road and times are computed using Open Source Routing Machine,
an engine implemented in C++ that combines routing algorithms with Open-
StreetMap road network data to efficiently compute shorter paths. The table

method was used to compute the travel times between pairs in a list of geo-
graphic coordinates, using the average speed for each type of road and traffic
rules imposes in the foot.lua profile. Routes for a small subset of 41 nodes can-
not be computed using this approach, as they were located in areas far from
the road network. The travel times to/from these nodes was computed using the
geographical distance and a walking speed of 5 km/h.

Bus travel edges are weighted according to the average travel time between
the nodes they connect. To ensure that the shortest path does not have more than
one transfer, two different nodes are used to represent each centroid (one when
the centroid acts as the origin and the other when it acts as the destination) and
four to represent each physical stop (which represent the stop when it is the origin
or destination of the first or second trip within the total route). Origin centroids
have only outgoing edges, while destination centroids have only inward edges.
This allows routes to be modeled with a direct trip and even with a transfer,
considering the walk between stops in the eventual transfer. A penalty of 15 mins
(added to the weight of the walking edges that connect stops) is considered on
those roads that involve a transfer.

The NetworkX library of Python was used to represent the graph and com-
pute the shortest paths. The generated graph includes a total number of 6382
nodes (253 × 2 centroids + 1469 × 4 stops) and 642 775 edges.

4.3 Location of Education Centers

The geographical location of education centers (initial, primary, secondary, and
technical-professional education) are obtained from the Open Data Catalog [1].
Figure 5 shows the location of these centers in the studied area.
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Fig. 5. Education centers in the metropolitan area of MaldonadoEducation centers in
the metropolitan area of Maldonado

4.4 Accessibility Indicator

The matrix of travel times and the location of the education centers are used
as input to compute the accessibility indicator to education centers by public
transportation, using census segments as unit. The proposed indicator is based
on the notion of accumulated opportunities, originally proposed by Hansen [6].
The method consists of characterizing the accessibility of every census segment
by adding all education centers that are reachable from it, traveling for up to m
mins by public transportation. The threshold m is parameterizable, allowing to
perform the accessibility study under different conditions. The proposed indica-
tor is flexible, since it allows varying the travel time threshold, and can even be
used to evaluate accessibility to other opportunities, provided that geolocated
information of their location is available. An improved version of the proposed
indicator could consider the opening hours of each education center computing
the value for each hour of the day. However, opening hours is not included in
the open dataset used in this study. The proposed indicator can be extended to
contemplate the time dimension, if this information is published in the future.

5 Results and Discussion

This section reports the main results achieved and presents the web tool devel-
oped to display the accessibility indicator.
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5.1 Travel Time Matrix

The computed matrix of travel times for Maldonado metropolitan area is pub-
licly available in CSV format at www.fing.edu.uy/∼renzom/TTM.csv, The cor-
responding entry for or each pair of census segments reports the travel time using
public transportation, in minutes. The matrix is a relevant result in itself, since
it is an important input to address various types of design and optimization
problems related to public transportation in the studied area.

The matrix has dimension 253 × 253. According to the implemented model,
the travel time reflected in the matrix is the fastest option that connects each
pair of census segments, considering direct walks, direct bus trips or even a
transfer. Transfer trips add 15 mins to walk between stops, transfer walks are
limited to 20 mins, and direct walks between centroids and entrance/exit to the
transportation network are limited to 30 mins. For this reason, some segments
are disconnected, either due to the absence of lines connecting it with up to a
transfer or because the stops are at a distance from the centroid that exceeds
the limit allowed for walks. The results show that 13 021 origin-destination pairs
(out of 64 009) are disconnected.

The average travel time between all pairs of connected census segments is
52.5 mins. Figure 6 shows a histogram with the frequency of each travel time
value (in minutes), considering the total number of connected census segments.
Regarding travel modes, 58.1% of the trips correspond to direct trips involving
a single bus, 40.5% correspond to trips with a transfer, and 1.4% correspond to
direct walks, without using the public transportation system.

Fig. 6. Histogram with the frequency of travel times between census segments

5.2 Accessibility Indicator

The accessibility indicator combines the matrix of travel times and the location
of education centers. By definition, each census segment accesses all education
centers in it and in census segments that can be accessed by public transportation

www.fing.edu.uy/~renzom/TTM.csv
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on trips of up to m minutes. By varying the parameter m it is possible to study
different situations, based on different assumptions. Using m = 0, each census
segment only accesses the education centers that are located within the polygon
that defines them. In the choropleth map in Fig. 7, the color of each segment
indicates the percentage of education centers it contains, with respect to the
total number of centers available. The figure shows that the rural census segments
(those with the largest area) are mostly covered by at least one education center.

Fig. 7. Percentage of education centers located in each census segment

The accessibility of different scenarios can be studied varying the threshold
m. Figure 8 shows the accessibility indicator for m = 10 mins. Results indicate
that a small change in the threshold m implies a significant change on the spatial
distribution of the accessibility indicator. The census segments located in the
central areas of Maldonado and San Carlos show higher accessibility values than
the large census segments of the rural periphery. This effect occurs because
census segments without an education center can access one in a neighboring
segment through public transportation trips or short walks.

The coastal areas of Punta Ballena, Pinares, and Punta del Este still have low
accessibility with low time thresholds. This phenomenon change when a slightly
higher threshold is set. Figure 9 shows the accessibility indicator with up to 20
mins of travel (m = 20). In addition, accessibility continues improving both from
the center of Maldonado and from San Carlos. In turn, it is observed that the
coastal areas to the east (e.g., San Rafael, La Barra) present low accessibility
indices when considering trips of up to 20 mins.
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Fig. 8. Percentage of accessible education centers traveling up to 10 mins

Fig. 9. Percentage of accessible education centers traveling up to 20 mins
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Finally, Fig. 10 shows the accessibility indicator using a 40-min threshold.
In this case, good accessibility exists in most urban census segments. However,
there is a clear stagnation in terms of accessibility in most rural segments, which
only access to centers located in them and fail to access to centers in other areas.
Likewise, an inequality phenomenon is observed in the coastal census segments,
where the segments to the west of Punta del Este have better accessibility values
than those located to the east of the peninsula.

Fig. 10. Percentage of accessible education centers traveling up to 40 mins

5.3 Web Visualization Tool

A web visualization tool was developed to present the results of the accessibility
indicator in a friendly and interactive way. The tool is publicly available at www.
fing.edu.uy/∼renzom/acc maldonado. The tool shows the studied area on an
interactive map, at the census segment level. The map has tools to zoom, scroll,
and download the current image. A slider bar is provided to allow configuring
the time threshold m considered for computing the accessibility index.

Once a threshold is set, the map is updated to report the accessibility indi-
cator to education centers. The result is shown through a choropleth map where
each census segment is assigned a color based on its accessibility indicator value.
Positioning the cursor on a specific census segment displays the code that iden-
tifies the census segment, the name of the city, the number of education centers
reached, and the percentage of the total that they represent.

www.fing.edu.uy/~renzom/acc_maldonado
www.fing.edu.uy/~renzom/acc_maldonado
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6 Conclusions and Future Work

This article presented a study of the accessibility to public services in Maldon-
ado, Uruguay, when using the public transportation system. In order to compute
an accessibility index a travel time matrix for the public transportation was built
using open datasets and data provided by the local authorities, including bus
lines, bus stops, and timetable information. With these data the public trans-
portation was modeled as a graph, accounting for every alternative to connect
origin and destination pairs in the studied scenario. A shortest-path algorithm
was executed over this graph to compute the fastest travel time between each
origin and destination. Computed travel times include walking times to/from the
bus stop and in-vehicle time of both direct trips and multi-leg trips involving
up to one bus transfer. The computed travel time matrix is publicly available
and is a highly useful resource for authorities and researchers alike.

Then, the accessibility to education was studied combining the computed
travel time matrix with the location of education centers in the studied area.
Following the usual methodology in the field, accessibility was measured accu-
mulating the opportunities (i.e., centers) that can be reached from a given origin
when traveling up to a certain threshold of time via public transportation. An
interactive web application was developed that outlines the accessibility mea-
sures of the studied zone when varying the travel time threshold. The application
shows a map of the area and colors different zones according to their accessibility
to education centers.

According to our review of the related works, this research is one of the first
steps of studying the public transportation system of Maldonado, Uruguay. The
results of this research (i.e., the travel time matrix, accessibility indicator, and
web application) are valuable to transport and urban planning authorities and
research interested in improving the public transport accessibility in the area.

The main lines of future work involve feeding the model with richer informa-
tion including: up-to-date GPS bus location data, ticket-sale data from on-board
smartcard readers present in the buses of the system, as well as historic passenger
information to improve the travel time estimations and make recommendations
to improve the quality of service of neglected areas with significant inequalities.
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Abstract. Crowdsourcing is a phenomenon where groups of persons some-
times from different backgrounds participate to accomplish a task by making use
of technology. Internet of Things (IoT) is able to incorporate a large number of
heterogeneous devices such as sensors, surveillance cameras, smartphones,
home appliances, etc., all data generated by these devices is processed and
analysed to incorporate applications that will make life easier for the end users.
This article proposes that community members of a specific urban zone, prone to
flooding, collaborate in sharing information about weather conditions using IoT
techniques. The gathered information is sent to a cloudlet to be analysed
together with information from weather forecast and a network of sensors and
surveillance cameras installed in specific areas inside and surrounding the
studied zone. Having members of the very community studied involved in the
process will exploit the available IoT technologies and the use of crowdsourcing
at a lower cost leading to the development of what is called Smart City. This
paper revises the available technology and proposes a system that will help in
collecting and evaluating information for prediction purposes as to whether the
community involved is at risk of being flooded. It is being noted that this risk is
getting higher every year due to overpopulation, bad urbanisation, and climate
change. Results show that the use of this technology will improve weather
forecast so the community could react in time in case of flooding threats.

Keywords: Crowdsourcing � Internet of things � Smart cities � Flooding risk �
Resiliency

1 Introduction

Flooding risks in densely populated urban zones is becoming a big threat for its
inhabitants; these cities are at danger not only for the material loses but for health
hazards and even loss of lives. The problem arises principally from the lack of urban
planning; it is possible that the urban services were initially designed for a number of
houses and little by little were overpopulated leading to a disaster when the pluvial rain
couldn’t get its course through the normal planned way. Another situation that worsens
this condition is the waste thrown at the drainage that clots it. Anyway, this circumstance
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requires a preventive plan to give its residents enough time to react in case that flooding
might occur. Thus, this paper reviews some already proposed systems and how they
have helped distinct communities, in some cases information regarding flooding
problems has been obtained through interviewing members of the affected communities.
These investigations helped to identify communities’ needs, concerns, and experiences
about past flooding events, to finally propose a technology solution system to help
attend these requirements. IoT and Crowdsourcing are techniques that support multiple
data sources and are equipped with the latest technologies offering broader range of
capabilities for enhanced connectivity, storage, real-time analytics, and cost-effective
applications [1]. The system we are proposing consists in developing applications like
flooding prediction and early warning system (EWS) with the help of incoming data
from residents and data from surveillance cameras and sensors especially installed in
specific points at the studied zone. These data will be helpful to predict the flooding
phenomena. This is achieved by acquiring data in real time and being able to process it
and present it in an easy way in order to support the residents in decision making in a fast
manner.

Crowdsourcing is a concept where masses of the public get together to work in a
specific task that otherwise would be done by employees or specialised persons. In our
specific case the persons are members of the studied community that will help in
reporting situations that they consider contribute to the flooding problem; reporting
what they observe in their community and weather changes that will be of help to
predict a possible flood event. This information is intended to be directed to the local
authorities and, accordingly, they would have to attend the needs of the community. In
this sense, utilising IoT leads to what is known as Smart City which constitutes a
concentrated use of information and communications technologies (ICT) [2].

There are many projects that have integrated IoT with smart city environments such
as the work of Zanella et al. [3], where a complete review of the architectures, protocols
and technologies for a web-centred service based IoT structure for a smart city project
is presented. In [4] a framework for the development of a smart city by implementing
IoT is proposed. Here the authors emphasise the need for intelligent cities as it men-
tions that by 2050, 70% of the world’s population will live in cities and surrounding
areas. In their work Mitton et al. [5] combine Cloud and sensors to develop a smart city
and define the concept Cloud of Things (CoT) as more than just interconnecting things.
It provides services by abstracting, virtualising, and managing things according to the
specified needs of the end users. Hence, new and heterogeneous things can be
aggregated and abstracted enabling things as a service known as CoT.

2 Crowdsourcing and IoT

Crowdsourcing [6] is the process by which streams of data are collected by a large
number of people. These data are sent to a server to be analysed using different types of
models. This data analysis task turns out to be high time consuming, so big-data
techniques need to be included resulting in a more robust modelling approach.
According to [3] IoT is nowadays present in all ways of life where global connection
and big data applications are enabling innovation all around the world. It is seen as a
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possible solution for many problems such as air pollution, transportation, weather
changes, health monitoring, etc. There is also the fact that many people are living now
in big cities, which means that the demand on services will increase exhibiting the
reality that urban infrastructure is not meeting the needs of its citizens due to bad
planning and overcrowding. Such needs can be and should be met using IoT tech-
nologies. Flooding prone cities would benefit from crowdsource flood reports com-
bined with IoT and traditional detection data from forecast environmental monitoring
stations as well as on site installed sensors. All these data could be of help in deciding
whether a given community is at risk. According to Fenner et al. [7] crowdsourcing by
itself has around 80% accuracy but combined with other techniques like weather
forecast and in site sensing could reach an accuracy of 96%. From here, it is seen the
importance of combining IoT and crowdsourcing; together will lead to an efficient
preventive and warning method. In addition, as stated in [8, 9], smart cities depend on
ICT solutions to improve our quality of life.

Today, daily used objects equipped with computing, storage and sensing abilities,
enabled to communicate with other similar objects, can become part of an IoT system.
In this case, citizens equipped with intelligent phones can generate data about envi-
ronmental changes that both sensors in their smartphones and they themselves are
seeing in their communities in real time. They can upload photos and text or voice
messages to a collector. All this information together with the local weather forecast
system could be analysed for mitigation and prediction purposes. A local network of
surveillance cameras and sensors planned for a project like this is justified because the
forecast environmental monitoring stations present high spatial and temporal variability
inside urban areas. When sensors and cameras identify changes in the ambience, they
could be compared to the other sources to identify if flooding is prone to occur. Sensors
may be able, via an application, to request users nearby for more information such as
description of ambience, images, videos, etc. This information together with weather
forecast could help in evaluating and assessing if whether flooding is about to occur so
citizens could decide what actions to take.

3 Technical Background

The applications required for this project will have to handle an enormous variety of
data for the IoT system. Therefore, the need is for a communication infrastructure
capable of unifying the heterogeneous technologies available to develop a smart city.
This article presents a general reference background for the design of an urban IoT. IoT
is the convergence of both sensing environments and the Cloud. The Cloud provides
services by abstracting, virtualising, and managing things, its purpose is to implement
services to provide indexing and querying methods applied to things such as sensors,
actuators, computing, storage, and energy sources [10]. The huge amount of data and
services that the Cloud must manage gives way to another concept: Edge Computing.
Edge Computing attends the requirements of shorter response time, processing,
bandwidth cost saving and data safety and privacy. Within Edge Computing there are
basically three types: Fog computing, Mobile Edge Computing and Cloudlet
computing.
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Fog computing is an intermediate layer between edge and cloud that provides
distributed computing, storage and networking services between end devices and cloud
computing data centres [11]. Mobile Edge Computing (MEC) focuses on mobile clients
within the radio access network (RAN), works with edge servers at the RAN base
stations [12]. Cloudlet Computing [5] is an evolution of Mobile Cloud Computing
(MCC) which are small resource rich data centres that can be positioned strategically in
close proximity to end users, it mimics the cloud allowing for intense computing closer
to the data source. The proposal is the development of a system that analyses data
coming from multiple sources in real time that will assist in the inquiry on whether the
urban zone in question is at risk of flooding.

In crowdsourcing, participation from the very own inhabitants is crucial as the users
share information from IoT mobile devices [13]. Under this scheme, it is inevitable to
congest the actual computing service called the Cloud, getting a drop in the quality of
service (QoS) that in this case is of critical importance when flooding might occur. The
solution for this matter is the use of Edge Computing where resources are positioned at
the Edge of the Network, so these resources can handle computational demanding
tasks, reducing latency. This information is sent to a collector by a gateway where it is
examined together with information from official weather forecast, surveillance cam-
eras, and a network of sensors installed in specific areas surrounding the studied zone.
As this information must be accurate and in real time, it cannot rely on cloud systems,
there is the need for a private system (cloudlet). Efforts to concrete edge computing
have been significant in recent years giving birth to Fog computing [14], where a
virtualised platform for networking ad computing services are distributed within the
cloud to things continuum. Satya et al. [15] first defined cloudlet computing: a network
of small data centres in a box (cloudlets) to act as an intermediate layer between user
and cloud, this is a local processing unit used for temporary storage and processing.

The cloudlet evaluates the data coming from smartphones identifying spatiotem-
poral patterns; users can report weather changes such as temperature, humidity, and
wind [16]. This information can be used by applications to infer to a certain degree of
accuracy the severity of a possible rainfall. In this scenario, when there are enough data
taken trough time it is possible to observe patterns that as well will be useful in flooding
prediction. Once patterns are available, it is probable to model how weather changes
lead to strong rainfall flooding and then direct alerts to citizens. In this case, social
media plays a big role when there is the need of exploring people’s experiences such as
how they describe their impressions about weather changes [17]. Considerations like
different types of characterisation of land use such as buildings, green areas, areas that
used to be unoccupied and now have been paved for private use, commercialisation,
both fixed and itinerant, use of land with bad disposal of material residues, etc., have to
be taken into account for design purposes.

4 Architecture

Architecture has been defined [18] as a set of functions, states, and objects together
with their structure, composition and spatial-temporal distribution. The development of
a smart city is usually based around a centralised architecture, where it must have the
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ability to work with a heterogeneous type of devices which generate different types of
data. These data are sent via ICT to a control centre where will be stored, processed,
and retrieved according to the needs of the end user. Hence, the integration of different
technologies is the main feature enabling this architecture to evolve if required, to allow
for other devices to be connected to support new applications and services. In the
development of this project the actual technology of the urban zone in question needs
to be addressed, to make possible the monitoring and control for the weather predic-
tion. Therefore, new IoT technology needs to be installed. Setting up this technology
represents a huge challenge due to the considerable number of heterogeneous devices.
Correspondingly, to be considered in this project is the IoT infrastructure maintenance
to keep up with Smart Cities. Citizen participation sums up to IoT infrastructures by
applications on their smartphones generating vast amounts of data. For these records,
data models need to be created considering semantic descriptions of the urban atmo-
sphere. This project proposes a platform to facilitate the services to the community
members. In smart cities is important to adjust citizen’s data streams to a data model
that would facilitate its usage. The logic used will depend on the background of each
community, as the model must take into consideration social, economic and idiosyn-
crasy to create new rules to integrate the community organisation into a decision
model. Also, these data would be accessible to local authorities, making them aware of
the situation in real time. Using these information/data the authorities could implement
or improve the appropriate actions to control/prevent the flooding risk in the
community.

Lots of issues need to be attended during the system designing, such as: how
citizens can have easy access to the generated data, coming from heterogeneous
sources? Is the proposed infrastructure robust enough for the collection of data from
community members? How to use information coming from installed sensors and
surveillance cameras? The proposed platform implements a directory that contains all
data sources generated within the IoT infrastructures, from crowdsourcing data streams,
data generated from the network of sensors and surveillance cameras. These data in
time could also be of help when needed for statistical purposes as to detect whether
climate change is worsening the flooding problem. To construct a model for weather
prediction as in our case, variables such as temperature, wind, air pressure etc., must be
established from theory like physical equations and from the empirical experience.
These models are based on everyday language concepts. The relationship between
different concepts should be automatically detected by a machine learning algorithm.
This paper proposes the following architecture to show how an application would
perform in analysing weather conditions for flooding prediction. The order is as fol-
lows: crowdsourcing and sensors, data transmission, data collection, data processing,
and application.

Crowdsourcing and Sensors. This layer consists of three types of data sources:
smartphones, sensors and surveillance cameras. The users also can send voice or text
messages as well as photos. The members of the community can send information daily
or whenever they detect the environment is changing like air, wind, humidity etc.
Additionally, they can co-operate giving information when they see situations like for
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example when they see that litter is clotting the drainage, or any other situation they
consider might worsen flooding.

Transmission of Data. All data coming from members of the community, sensors and
surveillance cameras should be sent to a server for processing and analysing. At this
point, forwarding and routing protocols must be well defined in advance as the nature
of the heterogeneous data calls for enhanced nodes able to perform fine.

Data Collection. Data is collected from selected nodes that can preserve privacy for
all data contributors. This layer depends on both computing and human interaction, so
its function has more weight over the other three layers.

Data Processing. At this point what really is important is the fact that it is possible to
singularise frequent data patterns that will be useful when it comes to compare how
climate change is affecting or not the studied community. To solve this problem, a
method is developed to transform the raw data that would allow clearly identifying
patterns and measuring them.

Application. The function of this layer is multiple, such as data management, user
interface, etc. It generates services for the crowd, so they can see results in a manner
easily understood for them. A user interface is generated to enable communication
between machines and humans. There should be an application that combines human
interaction and electronic mechanisms. This layer has the task of integrating data
streams with other events from lower layers to be stored in a common data storehouse.

5 Technological Requirements for the Community

People need to have access to an early warning system (EWS) in order to mitigate flood
risk within communities including an evacuation or emergency plan. This EWS will
help in taking measures of adaptation, preventive and reactive procedures by collab-
orating with neighbours and local authorities to build resilience. For the preventive
plan, the community participation in detecting possible situations that worsens floods is
of importance as well as acting upon it for alleviation purposes. Nowadays, many
people are familiarised with the use of technology (being social media or web pages) to
report or receive information they consider important about the issues that affect their
community. Therefore, it would be interesting and important to take advantage of this
matter by implementing a web page with an easy access and understanding of the
information. This might be quite substantial to present it in a graphical way, so people
that is not very technical can be informed in time when an event has a high probability
to happen giving them as much time as possible to act appropriately. According to
Alexander et al. [19], resilience includes the capacity to resist, to absorb and recover,
and to adapt. Based on the work of Mees et al. [20] where the authors present an
analysis on flooding in 5 different European countries, each country present different
levels of flooding risk, and for all of them most of the responsibility in finding solutions
depend on the state. Thus, being aware of this, in their work they start to consider the
participation of citizens together with the authorities for a better understanding of the
problem and ways of solving it. To accomplish this goal, they present an analysis of
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coproducing flood risk management through citizen involvement. They gathered
information mainly from citizens, although analyse government documents as well. By
analysing both kind of information, enhancement of the whole data was attained.

From the conclusions presented in [20], on every country studied there were stated
that coproduction was an important issue about flood risk and for a suitable manage-
ment of the problem. They developed coproduced practices on Flood Mitigation and
Flood Preparation. As for mitigation in England, they analysed flood highs on the
floodplain, took measures for property level protection (PLP) across the country. As for
Belgium they developed a project on flood-resilient building and PLP only in excep-
tional cases. In France there were limited PLP and implemented local programs for
some buildings. Netherlands increased water retention in neighbourhoods, also had plot
projects on flood-proof houses. Finally, Poland rarely have flood protection at property
level. For the same countries, in respect to coproduction in flood preparation, England
generates community flood action groups with voluntary schemes, as well as national
and local awareness raising campaigns. Belgium presents only in very few cities
voluntary emergency teams. In France local authorities are obliged to give information
about risk and how to behave on an event by volunteers and civil servants. As for the
Netherlands they have campaigns of awareness through volunteers and professional fire
services. Finally, Poland works through local citizen initiatives with voluntary fire
brigades along with professional fire services.

It is increasingly argued that a diversification, coordination and alignment of Flood
Risk Management Strategies (FRMSs), including flood risk prevention through pro-
active spatial planning, flood defence, flood risk mitigation, flood preparation and flood
recovery, will make urban agglomerations more resilient to flood risks [22].

In their paper, Mees et al. [20] conclude that co-participation of citizens in
resolving the problem of flooding is important for resilient purposes. Also, they state
that it really does not matter what country is under study and the differences in which
they tackle flooding, the problematic is much alike and the main stages to deal with it
are quite similar such as: mitigation, preparedness before and during the event, and
continued work after the event. Therefore, for the project proposed in this article it is
possible to adapt these data to some areas of Mexico, particularly in Mexico City where
there are many communities prone to flooding. Accordingly, we have proposed in the
following table the different stages and possible technology aids to the cocreation of
smart cities. Later on, it is expected to corroborate this study in a small community
within Mexico City, where it is expected to research the perception and adaptation of
the communities to climate change-related risks, and in particular to understand peo-
ple’s perceptions and experiences on flooding events towards determining specific
needs to mitigate such events. From the literature review and in order to adapt the
technology to the community needs, it is observed that some of these needs are solved
only with information supply, others with the combination of sensors, processing and
communication technologies. Regarding to the use of technology, for a better man-
agement of a flood event, four stages have been identified: Mitigation, Before, During,
and After flood. Hence, we propose technology requirements to attend each identified
need in each stage of flood management. An example of these is described in Table 1.

An EWS needs data analysis, prediction models, and sensor fusion to forecast
possible flood events based on data supplied by sensors and people. From the analysis
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in the literature of flooding events the technological aids requirements can be divided
into three levels (see Fig. 1):

First Level Technology Aids (Informative). This consists of storage and commu-
nications technology to concentrate and supply information, about local reaction plans
in a flood event, for example, to the community inhabitants, namely, a platform like a
web page and/or a mobile application.

Second Level Technology Aids (Monitoring). Monitoring and situational awareness
information on flood events in real-time. This can include the installation of sensors
and crowdsourcing data from community inhabitants by means of text messages, social
networks or from mobile apps; dashboard integrated with maps for real-time visuali-
sation of information and registry of historical data and trends.

Third Level Technology Aids (Analytics). Analytics of the captured data, prediction
models, and sensor fusion algorithms to forecast future flood events, generate auto-
mated alerts, notifications, and data sharing.

Table 1. Matching of needs and technology requirements for flood events management.

Stage Aspect Need Possible technology aids

Mitigation Infrastructure
maintenance
and adaptation

Insufficient drainage Sensor Technology for
monitoring the amount of rain
Processing Technology to
analyse the data in a rainy
season to evaluate the current
drainage system
Communications Technology
to report the results

Before Information for
risk
management
for inhabitants

Reduce damage to homes Communications Technology
to send information to
inhabitants about what they
must do before, during and
after suffering a flood

During Vehicular mobility problems to
get to their houses

Sensor Technology for
monitoring avenues and/or
streets
Processing Technology to
analyse the sensors information
Communications Technology
to present safe streets in a map

After Health risks To know about the health
problems that the community
faces after a flood and the
stagnation of water. (Moreover,
if they are sewage)

Communications Technology
to issue prevention
recommendations for health
(cleaning, etc.)
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The overall smart technology intervention will allow to go from a reactive to a
proactive response to flooding events and ultimately to a predictive flood management.
Furthermore, the overall aim of any technology aid is to increase community’s resi-
lience to flooding. IoT based smart cities depend on ICT, so the study of the main
communication protocols is a must. IoT uses many short and wide range communi-
cation protocols with the purpose of transporting data between devices and servers.
ZigBee, Bluetooth, Wi-Fi, WiMAX and IEEE 802.11p are the most used short-range
wireless technologies. Within wide range technologies are Global System for Mobile
Communication (GSM), General Packet Radio Service (GPRS), Long Term Evolution
(LTE), Third Generation Partnership Project (3GPP). There is also Low Power Wide
Area Network (LPWAN) technology which is a promising solution for long range and
low power IoT and machine to machine (M2M) communication applications. The
major proprietary and standards-based LPWAN technology solutions available in the
market include Sigfox, LoRaWAN, Narrowband IoT (NB-IoT), and long-term evo-
lution (LTE)-M, among others. For the development of this project the LoRaWAN,
Wi-Fi and GPRS communications protocols are proposed to be explored for the
monitoring of flooding prone areas.

6 Related Issues

Another big problem is the fact that people need to have an incentive to participate, be
economical or social. In this case a social benefit is the key. Community members need
to know that they are part of the solution, highlighting this is the biggest incentive in
overpopulated urban zones attracting and encouraging more involvement. An addi-
tional challenge is how to send data from members of the community to the
server/cloud because these data can be text messages, voice or images. Accordingly,
for example, in the case of text or voice messages, there is the need for analysis that
depends a lot on language, culture or semantics. Also, characteristics of the server’s
devices must be considered, such as bandwidth, wireless communications, frequency of
data sending from users, etc., all these problems should be addressed with data man-
agement and data processing. Data redundancy is another important issue as most of

Third Level
•Analytics

Second Level
•Monitoring

First Level
• Informative

Fig. 1. Levels of technology aids for flood management.
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the time there are data coming from multiple sources such as sensors systems, or
multiple members of the community which causes what is called data redundancy. In
this case, it is of importance to have a selection data system able to estimate the best
approach. Especially when there is also the semantics problem involved, this represents
a more intricate issue. Therefore, detection technology must be developed to guaranty
the quality of the data. The proposed IoT architecture is the simplified three layers IoT
model presented in Fig. 2.

At the bottom layer are the sensors (and, if needed, actuators) nodes, which are
proposed to be located at points in the studied zone where certain amount of rain flow
comes into the zone, as for example, communities located at valleys which are sur-
rounded by hills where it has been detected that in a matter of seconds huge amount of
water may come into de urban zone. Therefore, a set of sensors could be used to
measure rainfall, e.g. rain gauge sensors and/or water level measurement sensor (radar
or ultrasonic sensors) are proposed to be installed at specific locations at these points at
street level. Another set of sensors could be installed at street lights in the surrounding
area of study with the purpose of sensing the level of rain fall on such streets so the
locals could know if it is safe to walk or drive through theses streets. Finally, and most
importantly are the sensors that could be installed at street level in the actual com-
munity to detect the amount of rainfall that will lead to the decision on whether the
community is at risk of flooding. Also, considering at this layer is the information
gathered through smartphones and surveillance cameras.

The communications and network layer will collect measurements from sensors
nodes, send these data together with the information from smartphones and cameras to
gateways which then will send all collected data to the cloud (or to a private server) via
Internet where these can be analysed, or alternatively edge computing technology can
be used to perform data analytics closer to where the data are collected. The cloud has
three basic types of services to offer: as infrastructure for storage of data, as platform
for computing and as software for delivering IoT services.

At the application layer services can be provided such as data processing for ana-
lysing the data fetched from the devices (sensors, social networks, cameras, etc.) and

Fig. 2. Simplified three layers IoT architecture (adapted from [21]).
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transforming these into usable information, for example prediction of flooding, alarm
activation if thresholds are surpassed or statistical analysis and trending. Also, graphical
user interfaces (GUI) can be provided for users, for example to use smartphones to
provide users access to data or to other IoT applications. In addition, clouds can be used
to analyse, sort out and store the data, and websites can be used as interfaces.

For the processing and management of data, a pre-processing and event detection
must be performed in advance to convert it into knowledge. For this task it is essential
to implement algorithms such as genetic algorithm or neural networks. As for data
interpretation it is important to present to the end users’ information that is easily
understood. In this case visualisation is important for the residents so they can take
decisions on whether flood is prone to occur. Visualisation for this project is expected
to be through a web page where residents will have easy access by their phones or
computers. It is proposed that data is going to be visualised using geo-spatial maps for
a more friendly presentation for the end user being keyword based, semantic based and
quality based.

7 Proposed Technologies

At the first level a website is proposed and/or a mobile application to concentrate and
make available diverse flood management relevant information. This information
should be shown in a friendly form, especially for those citizens that have little
knowledge of digital technologies. The proposed informative webpage could present
sections as Memory Reinforcement to show past events, actions taken and which of
them worked and/or failed; Risk Management to inhabitants; Days of waste collection
information, Vulnerable areas map, Institutions information and a Health Risk con-
sequences guideline. In Fig. 3 a proposed web page for informative needs about
flooding events is shown.

Fig. 3. Informative web page.
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The second level considers monitoring and visualisation for situational awareness
of flood events in real-time, which includes the installation of sensors and the use of
communications technology using the three layers IoT architecture and crowdsourcing
technology. Therefore, the first proposal to attend this need level is to integrate a
minimum sensors kit by a block (street) to be monitored, which is scalable and
modular; hence, can be scaled up to a suburb, town or even a city. Also, at this level a
dashboard will be integrated with maps for real-time visualisation of information and
registry of historical data and trends. This technology proposal is described as follows:

By Block:

• HD (High Definition) outdoor camera (powered with solar panel).

A camera designed to withstand rain, snow, and extreme temperatures, typically
connected to a Wi-Fi network, which allow to view live video of the activities
occurring outside. HD is defined by specific resolutions at specific frame rates with a
specific aspect ratio. HD refers to cameras with a standardised resolution of 720p or
1080p (horizontal). This sensor could help in monitoring the streets and strainers.

• Water level sensor (radar or ultrasonic) for level monitoring in regulating streets.
A water level sensor is a device that is designed to monitor, maintain, and measure
liquid (and sometimes solid) levels. Once the liquid level is detected, the sensor
converts the perceived data into an electric signal. This sensor could help to monitor
the water level on the streets.

• Smartphones for data collection. This device could help to send images and/or
videos, texts and even voice messages.

By Suburb:

• Disdrometer and / or weather station with rain gauge (powered with solar panel).

A disdrometer or rain spectrometer is a laser instrument that measures the drop size
distribution falling hydrometeors. Based on the principle of optical laser active
detection, the disdrometer can continuously observe the raindrops definition size,

Fig. 4. OTT Persival2 laser disdrometer (https://www.ott.com/products/meteorological-sensors-
26/ott-parsivel2-laser-weather-sensor-2392/).

150 P. J. Escamilla-Ambrosio et al.

https://www.ott.com/products/meteorological-sensors-26/ott-parsivel2-laser-weather-sensor-2392/
https://www.ott.com/products/meteorological-sensors-26/ott-parsivel2-laser-weather-sensor-2392/


velocity, and quantity of raindrops. This device could help to monitoring the amount of
precipitation and help to predict the trends in rain fall. Figure 4 shows an OTT Per-
sival2 laser disdrometer.

A weather station is a facility with instruments and equipment for measuring
atmospheric conditions to provide information for weather forecasts and to study the
weather and climate. The measurements taken include temperature, atmospheric
pressure, humidity, wind speed, wind direction, and the amount of liquid precipitation
(rainfall).

Finally, the third level oversees the analytics. The data signals will be processed,
therefore depend on the results, to send messages to inhabitants and/or institutions
(using ICT). Besides, warning or announcements can be sent through a website and/or
mobile applications. The processing could be done on the edge or in the cloud. Also, a
deeper analysis could include neural networks to predict a hazard.

8 Conclusion

Building smart cities calls for the participation of its citizens defining strategies that
involves them, getting their participation in discussions and proposals for the devel-
opment of technologies that help them with the actual issues that affect the whole
community. Implementation of IoT technologies in urban zones will enable the
development of the concept of smart city, giving rise to a system able to help in dealing
with the problematic that overpopulated urban zones generate by applying multidis-
ciplinary strategies. By involving the residents in the problem-solving leads to the co-
creation of a more resilient community implementing state of the art technological tools
to communicate, monitor and mitigate flooding risk in vulnerable population. We have
presented a system able to analyse heterogeneous data coming from crowdsourcing,
surveillance cameras and a local network of sensors for an overpopulated urban zone.
Many urban zones in Mexico suffer from severe flooding every year; this flooding may
be the result of bad urban planning and climate change. The resulting information
gather from these three sources is going to be used for statistical analysis to determine
the probabilities of flooding in the studied zone. In this work a text analysis is proposed
to be used to obtain information on ambience changes. Reported events will be
computed by sampling different text messages which have been organised on type of
event by determining a set of keywords indicating the weather state. The system we
propose can be adapted for several applications to enhance community life (such as air
pollution monitoring, health care, transport systems, etc.) as well as been adapted for
other similar communities. Additionally, the development of this project highlights
several challenges areas and research opportunities within communities. Investigation
should be addressed on models and design patterns for crowdsensing systems using
multidisciplinary sources of knowledge which should include social science, com-
puting, sensor systems, community members etc.
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9 Future Work

This project will enable the implementation in the short time of a crowdsourcing and
IoT system to collect, communicate, store, process and visualise data and information
that is going to mitigate flooding risk, towards creating resilient communities facing
these events. At the time of writing this paper, we already have identified some
communities that present flooding problems in Mexico City and for mitigation pur-
poses the project is in the stage of technology identification, purchase, and integration
of the overall system. This will enable future research and experimentation with smart
city solutions as cities will, in time, depend more on technology to provide facilities to
support solution to other worrying issues such as transportation, energy usage, waste
management, health care, mobility, etc., in ever increasing overpopulated urban zones.
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Abstract. The reduction of CO2 emissions in cities implies the generation of
clean energy for the supply of the municipal energy demand. In the conversion
to Smart Cities, the consumption sources and the generation possibilities should
be considered as a whole, in such a way that all the urban elements can be
integrated in the energy mix. In this study, bus shelters are evaluated as potential
energy generators. The installation of PV panels with the optimal configuration
can contribute to the supply of the energy needed in the bus shelter, but also to
the generation of surplus energy. The analysis of the possibilities and the def-
inition of the recommendable configuration of PV installations in bus shelters
are performed using the city of Ávila (Spain) as case study. In this city, the PV
generation reached with the optimal configuration (3500 kWh/year) can cover
the energy demand of the bus shelters, including their role as lighting points in
the city, and being able to contribute to other energy demands. For this study,
geospatial information and a solar radiation model are incorporated in a
Geospatial Information System (GIS) tool, specially developed to replicate this
study in other cities.

Keywords: Solar energy � Bus shelters � Municipal self-consumption

1 Introduction

The Sustainable Development Goals (SDG) [1], and the goals established by the
European Union [2] at urban level regarding the reduction of CO2 emissions in the
automotive sector focus on electrical mobility, mainly applied to cars and buses. In
addition, the conversion to a more sustainable society in terms of mobility includes
promoting the use of alternative individual transport, such as bicycles and scooters, also
electrical, which allow a more agile mobility and a better management to be within the
reach of most users [3, 4].

The integration of electrical transport, both public and private, incorporates a new
component to the municipal energy demand, which is spatially distributed throughout
the city [5]. This transport energy demand is added to others with the same charac-
teristics, such as public lighting demand [6]. Thus, in the context of decarbonization of
the municipal energy consumption through its electrification, the reduction of CO2
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emissions needs the inclusion of clean energies for the energy supply [7]. Among the
existing clean energies, solar energy is the energy source more evenly distributed in
space and with the more versatile technology to be used at different scales and from
different locations [8].

The implementation of self-consumption strategies associated to the use of natural
resources implies a reduction in municipal spending on services such as public lighting
and transport [9]. This reduction could affect the economy of the citizens through a
reduction in public taxes and could expand the supply of public transport [10], more
adapted to the real needs and economic resources of the users. Consequently, the gap
caused by energy poverty can be minimized thanks to the fact that the facilitation of
transport can imply the removal of barriers to employment [11]. In addition, the supply
of energy from renewable energy sources, together with the improvement in the public
transport service, would lead to an improvement in the habitability of municipalities
facing problems of depopulation [12, 13]. In this way, renewable energy for the energy
supply of public services would be a solution to the depopulation of rural areas, acting
as an incentive for the incorporation of new inhabitants and for the return of the original
ones [14].

For a proper planning, distribution and design of solar installations to supply the
municipal energy consumption, a prior knowledge of the characteristics of each indi-
vidual consumption, as well as the possibilities of combined consumption among
several components is required.

An example of a combined service is the incorporation of the bus shelters as part of
the public lighting, with the dual purpose of increasing the level of lighting with street
furniture already in use and the consequent increase in the sense of security for citizens.
It has been proved that higher levels of lighting provide a higher sense of security and,
consequently, a higher willingness towards mobility [15]. Another example is the
equipment of bus shelters as connectivity points, with WiFi stations, USB chargers and
Air Control Quality stations, also supplied with solar energy for their contribution to
smart cities [16].

For these reasons, the main objective of this work is to analyze the viability of
incorporating PV solar installations in bus shelters that serve for the energy supply of
municipal services towards their decarbonization. The work is aligned with many
SDGs, such as SDG 1 (end of poverty), 7 (clean and affordable energy) and 11
(sustainable cities and communities) [1]. Similar works have been published for the
incorporation of the bus shelters as energy providers of an electric system of public
transport with PV panels [17], as well as for the combined installation of solar and wind
energy systems in the bus shelters in order to maximize their contribution to the supply
of municipal services [18].

The analysis of municipal energy demand and the availability of solar energy has
an important geospatial component. In addition, the three dimensions of space should
be analyzed, provided that the height component is key regarding the intensity of the
incoming solar radiation and the shadow projection [19]. Thus, the study is based on
the development of a 3D-GIS that, together with numerical analysis of energy needs of
the municipal services in terms of public lighting and transport, will be the basis for the
design of solar installations in bus shelters.
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2 GIS of Bus Shelters in the City of Ávila

Spain is one of the European countries with highest number of solar hours along the
year [20], due to its climate conditions and geographic situation. This results in a
greater potential of PV solar energy. Within the territory of the Iberian Peninsula, Ávila
is the city that receives the second higher solar insolation (2700 h/year) as the highest
city (1132 m above sea level) of the Iberian Peninsula [21]. For these reasons, Ávila
has been chosen as pilot case study.

The first step for the analysis of the spatial distribution of street furniture and for the
incorporation of bus shelters as a solar energy resource is to perform an inventory of the
existing urban furniture related to public transport. This inventory includes the
geospatial location of each element and information about its connection to the elec-
trical grid. The connection to the electrical grid allows the possibility to exchange
energy from the solar installation to the grid in those hours when production is higher
than consumption, and vice versa.

The inventory of urban furniture related to public transport resulted in 64 bus
shelters and 131 bus stops, respectively (Fig. 1). Among bus shelters, 41 of them are 4
m long, and 23 are 5 m long.

Thus, the GIS for street furniture related to public transport includes the geospatial
distribution of the bus shelters and bus stops. This can be associated with the different
bus routes to manage the number of passengers in each stretch of the tour and for each
tour schedule to size the lighting requirements and the possible energy demand
regarding some services of the bus shelters such as the use of interactive screens.

In addition, the environment of the bus shelters is modelled in 3D, so that the tool
can provide information on the shadow cast on each bus shelter throughout the year.

Fig. 1. GIS of the bus shelters (in red) and the bus stops (in blue) of the city of Ávila (plan
view). Color lines represent the different bus routes in the city. (Color figure online)
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The modelling is performed using as a basis the LiDAR data of the city freely offered
by the Spanish Geographic Institute (IGN), as in [22]. The 3D modelling includes the
buildings that can cast shadows over the bus shelters (those located East, South or West
with respect to the bus shelter), as well as the trees that are taller than the shelters in
those orientations.

2.1 Energy Demand in Shelters

In order to assess whether the solar potential of bus shelters meets their supply needs, it
is key to determine the main consumption sources in bus shelters.

In the context of digitalization and Smart Cities, the objective of giving a double
use to bus shelters as furniture for public transport and as public lighting elements
determines the sources of energy in bus shelters. Regarding the first condition of Smart
Cities, the bus shelter should be equipped with: (i) a LED panel that offers information
on the incoming buses and their estimated arrival times, (ii) an interactive screen for the
user to obtain information about the city and the public transport, and (iii) a digital
advertising panel that minimizes the consumption of paper billboards. These elements
should work 24 h a day in order to cover the public transport service hours (mainly
during the day) and to reinforce the lighting in the bus shelters during non-service
hours, at night. With respect to the integration of the bus shelters as part of the public
lighting system, LED lighting would be included with operating hours that match with
that of the street lamps, which are adapted to the duration of the night along the year
(Table 1). To estimate the total energy demand for lighting, an average operation of
11.8 h has been considered (Table 2).

According to the average value of hours of sun per month, the total energy demand
required per bus shelter in the City of Ávila would be that detailed in Table 2. This
table distinguishes between the energy demand required if the complete equipment is
installed and if only the basic equipment (information LED panel, interactive screen
and lighting) is installed. This distinction is made because the high consumption of the
digital advertising panels can limit the efficiency of the PV solar installation, and also
because of the commercial value of the panels, which makes their energy supply with
municipal services arguable.

The main source of variability on consumption shelters is lighting. Therefore, the
energy demand decreases in summer, when the length of the day is longer, and
increases gradually until winter, when there is a greater need for lighting.

Table 1. Summary of possible sources of energy consumption in bus shelters.

Element Power (W) Average daily usage time (h) Daily demand (W)

LED panel 18 24 432
Interactive screen 7 24 168
Digital advertising panel 350 24 8400
Lighting 40 11.8 473
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3 Analysis of PV Solar Potential in Bus Shelters

3.1 Shadow Analysis

The analysis of shadows cast on the bus shelters has been performed using the NOAA
Solar Calculator [23] and the 3D modelling and geospatial information from the GIS
created for the street furniture related to public transport (and presented in Sect. 2).

The NOAA Solar Calculator determines the azimuth and altitude coordinates of the
Sun for specific times, considering the position under study. With these azimuth and
altitude values, the NOAA Solar Calculator determines the Sun position for each hour,
and consequently the sunrise, sunset, and solar noon through the year. The calculations
of solar position and incoming solar radiation are based on [24], including the com-
putation of the refraction effect on the incoming solar radiation, increasing the precision
of the results.

The shadow analysis is based on the tracing of rays from the Sun to the position of
the bus shelter, and the determination of an obstacle (building, tree) within the path of
the rays. If an obstacle is present, it would cast a shadow on the bus shelter, conse-
quently reducing the generation of energy of the solar installation on the shelter. The
size of the obstacle determines the size of the shadow projected on the bus shelter.

In order to include the loss of energy generation caused by the shadows cast on
each bus shelter, the hourly position of the Sun was calculated for one representative
day of each month. In this pilot case study, the day 15th of each month was considered.

In addition to the visual analysis shown in Fig. 2, which shows the results of the
presence of obstacles (shadow projectors) within the rays between the Sun position and
the bus shelter, a summary table has been created for each bus shelter (Fig. 3). The
summary table shows in which hours the bus shelter is covered by shadows, and
therefore for what times the total PV solar production initially calculated is minimized.
As a criterion established for this pilot case study, a bus shelter is considered as

Table 2. Daily energy demand on the bus shelters.

Month Street lighting daily
usage time (h)

Demand with a complete
equipment (W)

Demand without digital
advertising panels (W)

Jan. 14.21 9568 1168
Feb. 13.41 9536 1136
Mar. 12.02 9481 1081
Apr. 10.65 9426 1026
May 9.54 9382 982
June 8.98 9359 959
July 9.39 9376 976
Aug. 10.22 9409 1009
Sep. 11.55 9462 1062
Oct. 12.93 9517 1117
Nov. 14.11 9564 1164
Dec. 14.77 9591 1191
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“overshadowed” if more than 50% of its surface is covered by shade. In the GIS tool
developed, this percentage can be adapted to the characteristics of each case also, the
reduction in production can be proportional to the percentage of surface in the shade.

3.2 Optimal PV Panels Design

The bus shelters are structures that can be open to different designs for PV solar
installations. The key to an optimal design is to analyze the different options available,
calculate the total energy production for each option and decide which production
regime is best suited to each case. In turn, there is a criterion of generating the max-
imum amount of energy or generating energy for the longest possible time each day.

In the case of Spain, the energy production in bus shelters can benefit from the
possibility of discharging the surplus of energy to the electricity grid and proportionally

Fig. 2. Example of the simulation of shadow projection on a bus shelter, 4 m long. Left: Sun
path; right: detail of shadow projected at two different times.

Fig. 3. Summary of the presence of shadows in the bus shelter of Fig. 2, for each month and
with hourly resolution.
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reduce the cost of the energy consumed from the grid when there is no generation. In
other countries, where discharging the surplus of energy to the electricity grid is not
possible, there is the possibility of installing batteries to store the surplus of energy and
make it available in non-generation hours.

Among the design possibilities contemplated in the study, the following are
included: (i) maximum annual production, consisting on panels oriented to the south
(northern hemisphere) and optimal inclination (35º for the city of Ávila); (ii) energy
production for the longest period per day, which consists on the horizontal position of
the panels that guarantees that the panels receive solar radiation from the sunrise to the
sunset; and (iii) highest level of geometrical integration of the panels, with flexible
panels following the curved shape of the shelter.

For the three possibilities, the computation of energy production includes the
subtraction of the energy that is not generated due to the presence of shadows cast over
the shelter. For this reason, in the case study of Ávila, the months with zero energy
production are those in which the bus shelter is in the shade during the entire day.

PV Panels with South Orientation and Optimal Inclination
The installation of PV panels on orientable supports is a common strategy in order to
adapt the position of the panels to the desired design of the PV installation. In the case
of cities located in the northern hemisphere, the panels must be oriented towards the
south in order to receive the incoming solar radiation from the most perpendicular
angle. The opposite orientation (north) is recommended in the south hemisphere. In the
case of Ávila, the optimal inclination of the panels is 35º. This is the inclination that
guarantees the capture of Sun rays as perpendicular as possible throughout the year,
allowing the generation of the maximum energy possible.

Table 3 shows the estimated energy production of the bus shelter of Fig. 2 with PV
panels facing south and inclined 35º. As shown in Fig. 3, there is only one hour in
which the shelter is not covered by shadows for the months of January and November,
while the solar radiation never reaches the bus shelter in December. This is the reason
why low or no energy generation is obtained during those months.

By analyzing the energy demands, the percentages of self-consumption and the
possible energy surplus can be computed. Table 4 shows an example of the self-
consumption level achieved for the example shown in Fig. 2.

In addition to the energy production, another criterion to be considered is the
structural and visual integration of the panels on the bus shelter. In the case of
establishing a design with south orientation and 35º inclination, the panels would
require the installation of an additional support to facilitate the installation in this
position. This support would imply: (i) an additional weight for the shelter, which may

Table 3. Daily maximum power production per month, in watts, for the bus shelter of Fig. 2
with a PV installation facing south and inclined 35º.

Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec.

60 3038 5264 5462 6021 6493 7077 6966 6366 4436 199 0
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have not been designed to support such load and that caused by the resistance offered
against the wind; and (ii) an over-height that would not favor either the visual inte-
gration nor the conservation of the panels (possibility of vandalism).

Horizontal PV Panels
The PV panels can be installed horizontally directly on the top of the bus shelters or
using a support in case the shelter has a pronounced curvy design. Table 5 shows an
example of the energy production of horizontal panels for the bus shelter of Fig. 2.

As in the case of south orientation and 35º inclination panels, the percentages of
self-consumption and the generation of surplus energy can be computed in the case of
horizontal panels. Table 6 shows an example of the self-consumption level achieved
for the example of Fig. 2.

Regarding the analysis of integration of horizontal panels and the need of supports
for the panels, both depend on the specific design of the bus shelters. In the case of the
bus shelters of the city of Ávila, these have a curved shape of 30º (angle formed by the
horizontal plane and the shelter), in such a way that supports would be necessary to
stabilize the panels in a horizontal position. This position, closer to the shelter, implies

Table 4. Daily percentage of self-consumption and energy surplus for solar panels facing south
and with an inclination of 35º on bus shelters in Ávila.

Self-consumption (%)
with all sources of
consumption (Table 1)

Self-consumption
(%) with no digital
advertising panels

Energy discharged to the
electricity grid with no digital
advertising panels (Wh/day)

Jan. 1 5 0
Feb. 32 267 1902
Mar. 56 487 4183
Apr. 58 532 4436
May 64 613 5040
June 69 677 5534
July 75 725 6102
Aug. 74 691 5958
Sep. 67 599 5304
Oct. 47 397 3322
Nov. 2 17 0
Dec. 0 0 0

Table 5. Daily maximum production per month, in watts, for the bus shelter of Fig. 2 when
installing PV panels horizontally.

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

30 2126 4217 5037 6064 6813 6813 6529 4592 3165 107 0
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a reduction of the wind loads regarding the load caused by the 35º panels. A higher
level of integration also decreases the risk of damage caused by vandalism. On the
other hand, horizontal panels are easily damaged by natural causes such as snow or
hail, which are typical in Ávila in winter and summer. In addition, the panels are more
susceptible to accumulating dust, reducing their performance.

Flexible PV Panels Integrated on the Shelter
The latest advances in adaptable materials have allowed the generation of flexible PV
panels. The position of these panels can be adjusted to the geometry of the bus shelters,
which mostly present curved shelters. The main limitation of flexible panels is that their
curvature must not exceed 30º.

The average curvature value of the shelters in Ávila is 30º, which is exceeded in
some parts of the shelters. Therefore, and in order to satisfy the curvature requirement,
the proposal was to install flexible panels in the middle of the shelter, in such a way that
each panel had half of its surface facing towards one orientation and half towards the
opposite orientation.

For the bus shelter in Fig. 2, 50% of the panel faces south and 50% of the panel
faces north. With this configuration, the average degree of curvature is 25º, which is
within the technical requirements of the flexible panels. The maximum monthly pro-
duction obtained with this PV solar design is shown in Table 7.

Table 6. Daily percentage of self-consumption and energy surplus for bus shelters with a
horizontal PV panel configuration.

Self-consumption (%)
with all sources of
consumption (Table 1)

Self-consumption
(%) with no digital
advertising panels

Energy discharged to the
electricity grid with no digital
advertising panels (Wh/day)

Jan. 0.3 3 0
Feb. 22 187 989
Mar. 44 390 3136
Apr. 53 491 4011
May 65 618 5082
June 73 710 5854
July 73 698 5838
Aug. 69 647 5520
Sep. 49 432 3529
Oct. 33 283 2048
Nov. 1 9 0
Dec. 0 0 0
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Again, the percentages of self-consumption and the generation of surplus energy
were computed as shown in Table 8.

In terms of structural and visual integration, flexible PV panels are the best con-
figuration. On the one hand, their position, parallel to the bus shelter, eliminates the
need for additional support and reduces the visual impact. On the other hand, the
lightness of the flexible material reduces the additional weight on the shelter, also
reducing the structural demand and possibility of being damaged by the wind or other
meteorological phenomena. In addition to minimizing the visual impact, the integrated
panels reduce the possibility of vandalism due to the unawareness of their presence.

4 Discussion

Applying the methodology proposed in Sect. 3 and making use of the GIS of bus
shelters, it is possible to know the PV solar potential in all the bus shelters of the city of
Ávila. The average annual production for the different PV designs considering all the
bus shelters in Avila (and their different dimensions) is shown in Table 9.

Table 7. Daily maximum production per month, in watts, for the bus shelter of Fig. 2 when
installing flexible PV panels.

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

14 715 1526 1825 2190 2453 2601 2341 1901 1142 45 0

Table 8. Daily percentage of self-consumption and energy surplus for bus shelters with flexible
PV panels.

Self-consumption (%)
with all sources of
consumption (Table 1)

Self-consumption
(%) with no digital
advertising panels

Energy discharged to the
electricity grid with no digital
advertising panels (Wh/day)

Jan. 0.2 1 0
Feb. 7 63 0
Mar. 16 141 445
Apr. 19 178 799
May 23 223 1208
Jun. 26 256 1493
Jul. 28 267 1625
Aug. 25 232 1333
Sep. 20 179 839
Oct. 12 102 25
Nov. 0.5 4 0
Dec. 0 0 0
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For all the configurations, the highest production was obtained for PV panels with
the optimal inclination (35º), followed by the configuration with a 0º inclination.

Although the flexible panels have an inclination (25º) closer to the optimal in this
pilot case study, the energy production was reduced by half for two reasons:

– Maximum power. Conventional solar panels can reach high production power
(330 W has been used for computation of this work) while flexible solar panels are
currently limited to 200 W (for the computations of this work, 170 W panels have
been considered).

– Available radiation. Although the incident radiation on solar panels with an incli-
nation of 25º is greater than on a horizontal surface, the available radiation is
practically the same. This is due to the limitation of the curvature of the flexible
panels on the shelter, which means that the entire panel cannot be oriented
optimally.

Table 10 sums up the percentage of self-consumption considering (i) all con-
sumption sources considered in Table 1, and (ii) without considering the digital
advertising panels. For the first case, with conventional PV panels, the self-
consumption percentages were between 55% and 59% while for flexible panels the
self-consumption did not reach 25%. For the second case, without the digital adver-
tising panels, the percentage of self-consumption was always more than 100%.
Specifically, for conventional panels with 35º inclination, self-consumption reaches
527%, while 487% of the demand was covered with the energy generated with hori-
zontal panels (0º inclination). For flexible panels, the percentage was reduced in a half
(208%). As a result, the energy discharged to the electricity grid was 107 GWh/year, 97
GWh/year and 27 kWh/year when using a 35º, 0º and 25º inclination, respectively.
With the current average price of the energy in Spain (0.09 €/kWh), savings will be
around 9630 €, 8730 € and 2430 €, respectively.

Table 9. Annual average production, in gigawatts-hour, for the city of Ávila and the different
configurations of the panels.

Conventional PV
panels

Flexible PV panels

Inclination 0º 35º 25º

Annual average production for the bus
shelters in Ávila (GWh)

122 132 52

Table 10. Annual percentage of self-consumption and energy surplus for bus shelters
depending on the inclination of the solar PV panels.

Self-consumption (%)
with all sources of
consumption (Table 1)

Self-consumption
(%) with no digital
advertising panels

Energy discharged to the
electricity grid with no digital
advertising panels (GW)

0º 55 487 97
25º 24 208 27
35º 60 527 107
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5 Conclusions

This work presents the development of a tool based on geospatial data with the aim of
analyzing the PV potential of bus shelters. With this tool, bus shelters could play a dual
role: (i) serve as street furniture, and (ii) contribute to the energy supply of the
municipal demand with clean resources. In addition, the analysis of energy capabilities
of bus shelters has been performed seeking the integration of the bus shelters in the
street lighting, and in the public transport system.

Taking this into account, an analysis of the solar PV potential in bus shelters has
been performed with two combined approaches: the presence of shadows, and the
configuration of the panels.

The presence of shadows in the bus shelters reduces energy production during
certain months and depend on the location of the bus shelters. Due to the greater
intensity of solar radiation in summer, if shadows cannot be avoided, it is possible to
reduce their influence in the annual energy production if their presence occurs mainly
in winter.

The results of the analysis of the configuration of the panels have shown that the
maximum production occurred when the panels are installed on the shelters with their
optimal inclination (determined by the location of the city under study, 35º in the city
of Ávila). A 7% reduction of the production was obtained when the panels are hori-
zontally installed, while the installation of flexible panels resulted in a 60% loss of
energy production. Thus, considering other criteria such as the visual and structural
integration level as well as the safety of the panels, the most recommended configu-
ration for the panels would be that with horizontal position.
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Abstract. This article presents a system developed for the collection
and analysis of traffic data obtained from traffic camera videos using
computational intelligence. The proposed system is developed using the
modern object detection library Detectron2. A pipeline-type architecture
is used for frame processing, where each step is an independent, config-
urable functional module, loosely coupled to the others. The validation
of the proposed system is performed on real scenarios in Montevideo,
Uruguay, under different conditions (daylight, nightlight, and different
video qualities). Results demonstrate the effectiveness of the system in
the considered scenarios.

Keywords: Computational intelligence · Neural networks · Traffic
data · Smart cities

1 Introduction

The growth of cities and traffic density have led to an increased demand for
surveillance systems capable of automating traffic monitoring and analysis. The
main goal of these automatic systems is to aid or even remove the human labor for
vision based tasks that can be performed by a computer, providing regulators and
authorities the ability to respond quickly to diverse traffic issues and situations.

Tasks such as vehicle counting and infraction detection are of great impor-
tance for Intelligent Transportation Systems [23]. Recently, computer vision
based detection and counting algorithms [22] have shown to be more effective
and outperform traditional traffic surveillance methods, such as methods using
different kinds of sensors [12]. However, there are still many challenges and open
issues in computer vision based vehicle detection and counting processes, caused
by illumination variation, shadows, occlusion, and other phenomena.

In this line of work, this article presents a system applying computational
intelligence (based on Artificial Neural Networks, ANN) to solve traffic analysis
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problems using video recordings provided by surveillance cameras. The problems
solved include vehicle detection, counting, classification, tracking, and detection
of different types of traffic offenses, such as red light intersection crossing and
parking vehicles in not allowed zones. The validation of the proposed system is
developed using real traffic videos from the city of Montevideo, Uruguay.

The main contributions of the reserch reported in this article include: i) a
methodology for the design of traffic analysis software systems using videos; ii)
specific implementations of vehicle detection, counting, classification and track-
ing methods, and iii) the validation of the proposed methods on real scenarios.

The article is structured as follows. Section 2 presents a background on com-
putational intelligence for image analysis. A review of the main related work
is presented in Sect. 3. The technical aspects of the solution, including the pro-
posed architecture, modules, and supporting libraries are described in Sect. 4.
The experimental validation is reported and results are discussed in Sect. 5.
Finally, Sect. 6 presents the conclusions and the main lines of future work.

2 Computational Intelligence for Image Analysis

This section describes the main concepts about the analysis of traffic data using
computational intelligence.

2.1 Detection

One of the fundamental problems in computer vision is the task of assigning a
label from a fixed set of categories to an input image. This task is known as
image classification and is divided into tree subtasks: segmentation, location,
and detection.

The goal of semantic segmentation is to obtain a category for each pixel given
an input image. It does not differentiate instances of the same object because
each pixel in the image is classified independently. The classification and location
task consists of classifying an image with a label that describes an object and
drawing the box within the image around the object. The output in this task
are a label that identifies an object and a box that indicates where that object
is located. Object detection takes as input a set of categories of interest and
an image. The goal of this task is to draw a box around each one of these
categories, each time they appear in the image, and also predict the category.
This problem is different from classification and localization since there can be
a variable number of outputs for each input image.

Another task to consider is instance segmentation. Given an input image, this
task seeks to predict the locations and identities of the objects in that image.
Additionally, instead of simply predicting a region for each of those objects,
this task seeks to predict a segmentation mask for each of those objects and to
predict which pixels in the image correspond to each object instance.

In the last few years, computational intelligence and deep learning have led
to successful results on a variety of problems, including image classification.
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Among different types of deep ANNs, Convolutional neural networks (CNN)
have been extensively studied [8]. CNNs assume that the input to be classified is
an image. This assumption allows the network to be more efficient and to design
architectures that greatly reduce the number of network parameters.

Solving the object detection problem involves determining all the regions
where objects to be classified can be located. Given an input image, a Region
Proposal Network (RPN) uses signal processing techniques to create a list of
proposed regions in which an object can exist. This architecture class is named
R-CNN. Given an input image, an RPN is executed to obtain the proposals,
also called Regions of Interest (RoI). The main drawback of this approach is its
very high computational demands. In practice, the network training is slow and
needs significant memory. Fast R-CNN was proposed to mitigate these problems,
working in a similar way to R-CNN. In terms of speed, Fast R-CNN has proven
to be nine times faster than CNN in training time [7]. However, the computa-
tion time is dominated by the calculation of the RoI, which turns out to be a
bottleneck. This last problem is solved in Faster R-CNN [17].

Finally, one of the most recent methods to solve the instance segmentation
task is the Mask R-CNN architecture. Similarly to Faster R-CNN, this method
follows a multi-stage processing approach. It receives the complete image, which
is executed through a convolutional network and a learned RPN. Once the RoIs
are learned, they are projected onto the convolutional vector. Then, instead of
simply performing the classification and the regression of the regions of each RoI,
the method additionally predicts a segmentation mask for each region, solving
a semantic segmentation problem within each of the regions proposed by the
RPN. The RoI is finally wrapped to the proper shape.

2.2 Tracking

Object tracking consists in the process of accurately estimating the state of
an object -position,identity,configuration- over time from observations [14], thus
generating a trajectory given by the position of the object in each frame. When
several objects are located at the same time, the problem is called Multiple
Object Tracking. In this scenario, the difficulty of the task increases considerably
due to the occlusion generated by the interaction of the objects, which in turn
may have similar appearances. On the other hand, conditions such as the speed
at which the objects move, the lighting or that these change their appearance
depending on the position, require that the tracking system must be robust,
maintaining the object identifier in such situations.

In classical tracking methods, object features are extracted in each frame and
used to search for the same object in subsequent frames [25]. This causes errors
to accumulate in the process and if occlusion or frame skipping occurs, tracking
fails because of the rapid change of appearance features in local windows. Thus,
modern tracking methods apply two steps: object detection and data associa-
tion. First, objects are detected in each frame of the sequence and then, detected
objects are matched across frames. This paradigm is called tracking by detec-
tion [10] and it relies on the performance of the detection algorithm. Detected
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objects are matched across frames using different approaches, including optical
flow with mean shift of color signature, Earth mover’s distance to compare color
distributions, fragment-based features, and computational intelligence.

Another simple but effective method based on the tracking by detection
approach is Intersection Over Union (IOU) [2]. This method requires a detection
algorithm with a high rate of true positive results, as a detection is expected in
each frame for each object to be tracked. It is also assumed that the detection
of the same object in two consecutive frames present a great overlap of the
intersection over the union (defined in Eq. 1), which is common for videos that
present a high refresh rate.

IOU(a, b) =
Area(a) ∩ Area(b)
Area(a) ∪ Area(b)

(1)

The advantage of the IoU method, in addition to its simplicity, is that it has
lower computational cost than other methods. IoU can be integrated on other
methods to achieve a more robust and accurate monitoring

3 Related Work

Several articles have proposed automated systems for the analysis of traffic data
applying image processing and computational intelligence techniques. The most
related to the research reported in this article are reviewed next.

Zhou et al. [28] studied the vehicle detection and classification problem
applying deep neural networks. The You Only Look Once (YOLO) architecture
was used for vehicles detection and post-processing was performed to eliminate
invalid results. The Alexnet architecture was applied for classification, feature
extraction, and fine-tuning. The YOLO network obtained similar precision than
a Deformable Parts Model, while the Alexnet network using Support Vector
Machines (SVM) outperformed other methods such as Principal Component
Analysis and Absolute Difference in a public dataset.

Uy et al. [20] studied methods for identifying traffic offenses using genetic
algorithms (GA) and the recognition of offenders through ANN. GA were applied
to detect vehicles obstructing pedestrian crossings and to identify the location
of license plates in images, while a ANN is used to recognize the license plate
number. The license plates recognition accuracy was high (91.6% on 47 test
images), but some license plates were not properly located due to the vehicle
position respect to the camera. Zhang et al. [26] applied a Fully CNN with Long
Short Term Memory for the vehicles counting problem. Compared to the state of
the art, the proposed ANN architecture reduced the mean absolute error (MAE)
from 2.74 to 1.53 on the WebCamT annotated dataset and from 5.31 to 4.21 on
the TRANCOS dataset. In addition, the training time was accelerated by up to
5 times. However, the proposed ANN was not capable of handling long periods
of information due to the large amount of memory required.

Dey et al. [5] applied CNN in a System-On-a-Programmable-Chip to analyze
and categorize traffic, including the quality-of-experience variable to improve
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predictions. A combination of transfer learning with re-training CNN models,
allowed improving the prediction accuracy. Arinaldi et al. [1] applied computer
vision techniques to automatically collect traffic statistics using Mixture of Gaus-
sian (MoG) and Faster Recurrent CNN. Training and validation were developed
on Indonesian road videos and a public dataset from MIT. Faster Recurrent
CNN was best suited for detecting and classifying moving vehicles in a dynamic
traffic scene, since MoG was weak for separating overlapping vehicles.

Chauhan et al. [3] studied CNN or real-time traffic analysis on Delhi, India.
A YOLO network was used, pre-trained on the MS-COCO dataset and fitted
with annotated datasets. The best trained model achieved a performance of 65–
75% mean average precision, depending on the camera position and the vehicle
class. This article provides the expected performance of YOLO models optimized
using annotated data. The recent article by Zheng et al. [27] proposed TASP-
CNN for predictinig the severity of traffic accidents, considering relationships
between accident features. The proposed method was successfully adapted to
the representation of traffic accident severity features and deeper correlations of
accident data. The performance of TASP-CNN was better than previous models
when evaluated using data from an eight years period.

Our research group has developed research on detection on pedestrian move-
ment patterns applying computational intelligence [4]. A flexible system was
developed to process multiple image and video sources in real time applying a
pipes and filters architecture to address different subproblems. The proposed
system has two main stages: extracting relevant features of the input images,
by applying image processing and object tracking, and patterns detection. The
experimental analysis of the system was performed over more than 1450 problem
instances, using PETS09-S2L1 videos and the results were compared with part
of the MOTChallenge benchmark results. Results indicate that the proposed
system is competitive, yet simpler, than other similar software methods.

4 The Proposed System for Traffic Data Analysis

This section presents the implemented system for traffic data analysis, describing
the function of each module and the input and output parameters.

4.1 Overall Description

The proposed approach is based on a modular architecture that implements an
image processing pipeline [6]. The pipeline executes a set of tasks over input
images (e.g., translation/rotation, resizing, etc.) to extract useful features. The
modular architecture allowed for a progressive development process, starting
from a few general modules and incorporating specific modules for relevant data.

Figure 1 shows the final architecture of the pipeline for traffic video anal-
ysis, consisting of twelve modules. The pipeline has 40 parameters that allow
controlling different aspects of the processing in each module.
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Fig. 1. The proposed pipeline for traffic video análisis (Color figure online)

Four main stages are identified: i) video capture, object detection and track-
ing (in green in Fig. 1), detection data analysis (in orange), results visualization
(in blue), results storage (in red). They are described in the following subsections.

4.2 Video Capture and Object Detection

The goal of video capture is producing the frames used in the pipeline. A video
stream (e.g., a local file or a webcam) is captured by a fast method using multi-
threading parallel computing to read the video frames, using OpenCV utilities.
Video capture initialize the cumulative data transfer object (DTO), used by all
modules to read and write data, and stores several fields in the DTO, including
frame number, image object, and annotations.

Then, the object detection process each frame to produce a bounding box,
mask, score and class of the detected objects. This module is based on Detec-
tron2 framework by Facebook [21], whose modular design allows using different
state-of-the-art detection algorithms, such as Faster R-CNN, Mask R-CNN, or
RetinaNet. The implemented module uses both synchronous and asynchronous
detection, and adds different functionalities on top of the detection framework
such as the possibility of defining regions of interest for the detection or filtering
the classes of the detected objects. The output of the detection module is con-
verted to the standard format used by the rest of the pipeline, so it might be
replaced by other detection module without affecting the other modules in the
pipeline. The output can contain bounding boxes or instance segmentation. The
rest of the pipeline is compatible with both type of outputs and can take advan-
tage of instance segmentation when available to compute more precise results
when analyzing patterns.
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4.3 Detection Data Analysis

Detection analysis includes five modules to extract information from data gen-
erated by previous modules in the pipeline.

The speed calculation module computes an estimation of the average speed
of each detected object in recent frames, in pixels per frame (PPF) or pixels
per second (PPS). The system stores the position of the center of each detected
object in the last n frames (n is a parameter) and so the speed is given by the
Euclidean norm of the first and last stored positions.

Detection count requires defining one or more counting lines on the video
image. Based on a structure that keeps each detected vehicle as an object with
several identifying properties, the counting module analyzes the vehicles that
overlap with the counting lines. This analysis considers the intersection of the
polygon of the mask or box with respect to the defined lines as an input param-
eter. If an overlapping is found, the vehicle information is updated with the lines
it overlapped and the frame number in which it did so.

With control lines analysis it is possible to define a relationship between two
lines, meaning that a vehicle should not cross both as doing so would be consider
an infraction. This allows detecting different types of infractions that involves a
vehicle circulating in a no-driving zone, e.g., a wrong turn or lane change near
a corner. This module uses detected bounding boxes or masks to recognize if a
vehicle overlaps with both lines in the relationship through the video.

The red light runs analysis module detect driving offenses of failing to comply
with red light signal. The region where each semaphore is located is defined as
an input parameter and each traffic light is associated with a line. The defined
traffic lights are analyzed to determine their color frame by frame, applying
an algorithm that transforms the cropped frame of the traffic light to Hue,
Saturation, Value (HSV) color model.

The no-stop zones analysis considers zones, represented by polygons, in which
vehicles should not stop (or park). The module analyzes the bounding box or
mask of those vehicles that intersects with the defined non-stop zone. If an
intersection greater than a certain value is detected, then the average speed of
the vehicle in the last n frames (n is a parameter) is considered. When the average
speed reaches a value lower than one, the vehicle is considered in infraction and
labeled as stopped.

4.4 Annotation and Results Visualization

The annotation module is responsible of modifying frames to show information
generated by the previous modules. The modified frames will be part of the
output video. Additionally, this module is in charge of drawing the detected
objects, boxes, or masks as appropriate. Figure 2 presents an example of an
annotated frame in one of the scenarios studied in this article.

The video visualization module is in charge of displaying the output frames
as they are produced, using OpenCV to create a window and display the frames.
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Fig. 2. Frame annotated with object masks, labels, text, lines, and polygons

4.5 Storage

The video storage module saves the frames in a file in a given path, considering
the output format and FPS rate specified an parameters. Finally, the results stor-
age module shows the information generated in each frame and the cumulative
one, using a JSON-based logging system.

5 Validation Experiments

This section reports the validation experiments of the proposed system.

5.1 Case Studies in Montevideo, Uruguay

The experimental evaluation considered two case studies in Montevideo,
Uruguay. The first case study correspond to the intersection of 8 de Octubre
and Garibaldi avenues, representing a classic intersection between two avenues
in Montevideo. The second case study correspond to the intersection between
Rambla Wilson and Sarmiento Avenue. This case is relevant because it involves
the avenue considered as the main traffic lane during rush hour.

The test dataset used consists of four videos taken by video surveillance
cameras from the two studied locations. The cameras model is AXIS P1365 Mk
II and record up to 60 frames per second. Recordings were taken at two different
times of the day, in the morning (8:00 AM) and in the evening (7:00 PM) to
analyze the efficacy of the proposed system under different lighting conditions.
Figure 3 presents sample images of the considered scenarios. In turn, Table 1
summarizes the main properties of the analyzed videos.
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Fig. 3. Testing video scenarios

Table 1. Properties of the test videos

Reference Format Resolution # Frames Rate Duration

G8 MP4 1280 × 720 pixels 2393 8 FPS 5min

G19 MP4 1280 × 720 pixels 2398 8 FPS 5min

R8 MP4 1280 × 720 pixels 5998 20 FPS 5min

R19 MP4 1280 × 720 pixels 5997 20 FPS 5min

5.2 Development and Execution Platform

The proposed system was developed using Python and Anaconda for project
environment management allowing to install and maintain the required libraries
easily. For the implementation, training, and execution of the presented ANN
models, the Detectron2 framework [21], based on pytorch, was used. The tracking
service was provided by a Node.js server [19] running an implementation of the
Node Moving Things Tracker [15] library. OpenCV [13] was used for image and
video manipulation and processing.

The experimental evaluation was performed on a virtual environment defined
on a high-end server with Xeon Gold 6138 processors (40 cores and 80 threads
per core), 8 GB RAM, a NVIDIA P100 GPU and a 300 GB SSD, from National
Supercomputing Center (ClusterUY) [16]. Using this high performance comput-
ing platform, it was possible to dynamically reserve the resources needed for the
batch jobs for the system execution and validation.
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5.3 Metrics for Evaluation

Statistical measures were considered for the evaluation of the developed system.
To account for the performance of stages that involve a binary classification, the
standard metrics were applied: True Positive (TP), which indicates the number
of occurrences where the model correctly predicts the positive class; True Nega-
tive (TN ) is the number of occurrences where the model correctly predicts the
negative class; False Positive (FP) the number of occurrences where the model
incorrectly predicts the positive class; and False Negative (FN ) indicates the
number of occurrences where the model incorrectly predicts the negative class.

Metrics proposed by Sokolova and Lapalme [18] were applied to evaluate the
performance of detection and classification algorithms, including:

– Avarage Accuracy : indicates the overall effectiveness of a classifier (Eq. 2).
– Error Rate: indicates the average per-class classification error (Eq. 3).
– Precision: reflects the percentage of the results which are relevant (Eq. 4).
– Recall : refers to the percentage of total relevant results correctly classified

(Eq. 5).

TP + TN

TP + TN + FP + FN
n

(2)

FP + FN

TP + TN + FP + FN
(3)

TP

TP + FP
(4)

TP

TP + FN
(5)

Metrics proposed by MOTChallenge [11] were used to evaluate the tracking
method. Special metrics are required for evaluating multiple object tracking:

– Identity Switches (IDSW ): indicates the number of occurrences where an
already identified object is assigned a new identificator.

– Multiple Object Tracking Accuracy (MOTA): is a global performance indica-
tor of the tracker combining three sources of error. (Eq. 6, where t represents
the frame and Gt the number of objects in frame t).

MOTA = 1 −

∑

t

(FNt + FPt + IDSw)

∑

t

Gt

(6)
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5.4 Results: Object Detection

For the evaluation of the object detection module, the configuration baseline of
Detectron2 and the detection confidence threshold were taken into consideration.

The Detectron2 configuration baseline is a set of parameters which deter-
mines the type of ANN to be executed and the weight model. These baselines
are part of the Model Zoo in Detectron2 [21]. The main properties of the selected
baselines are presented in Table 2.

Table 2. Details of the configuration baselines of Detectron2 used in the experimental
evaluation of object detection

R101-box X101-box R101-mask X101-mask

Backbone R101-FPN X101-FPN R101-FPN X101-FPN

Weights model R101 X-101-32x8d R101 X-101-32x8d

Using masks No No Yes Yes

The selected backbones used are ResNet-101+FPN (R101-FPN) which is a
Faster R-CNN and ResNeXt-101+FPN (X101-FPN) which is a Mask R-CNN.
The weight model R101 is an adaptation of the original ResNet-101 model [9]
and X-101-32x8d is a ResNeXt-101-32x8d model trained with Caffe2 [24]. In
turn, the detection confidence threshold allows discarding detected objects which
classification score value is lower than a given value.

Tables 3 and 4 reports the results of the considered detection metrics for the
G8 and G19 videos, respectively. These videos were selected as they account for
a representative traffic flow of the city in rush hours in the morning (G8) and

Table 3. Classification metrics obtained with different settings in video G8

Configuration Average accuracy Error rate Precision Recall

R101-box-t03 0.93 0.07 0.91 0.73

R101-box-t05 0.87 0.13 1.00 0.48

R101-box-t07 0.78 0.22 0.93 0.23

X101-box-t03 0.93 0.07 0.89 0.75

X101-box-t05 0.88 0.12 1.00 0.49

X101-box-t07 0.79 0.21 1.00 0.24

R101-mask-t03 0.94 0.06 0.90 0.80

R101-mask-t05 0.93 0.07 0.97 0.72

R101-mask-t07 0.90 0.10 0.96 0.58

X101-mask-t03 0.93 0.07 0.89 0.79

X101-mask-t05 0.91 0.09 0.96 0.66

X101-mask-t07 0.91 0.09 1.00 0.61
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in the night (G19). In these videos the camera angle is such that the North to
South flow of vehicles occasionally occludes the vehicles in the West to East flow.
Additionally, this scenario has a crossing with multiple traffic lights which makes
the vehicles stop and accumulate producing interesting detection situations.

Table 4. Classification metrics obtained with the different settings in video G19

Configuration Average accuracy Error rate Precision Recall

R101-box-03 0.89 0.11 0.78 0.67

R101-box-05 0.82 0.18 0.89 0.40

R101-box-07 0.75 0.25 1.00 0.23

X101-box-03 0.84 0.16 0.70 0.53

X101-box-05 0.83 0.17 0.90 0.42

X101-box-07 0.73 0.27 1.00 0.21

R101-mask-03 0.87 0.13 0.67 0.67

R101-mask-05 0.85 0.15 0.67 0.60

R101-mask-07 0.86 0.14 1.00 0.49

X101-mask-03 0.89 0.11 0.77 0.70

X101-mask-05 0.87 0.13 0.92 0.56

X101-mask-07 0.87 0.13 0.96 0.53

Results in Tables 3 and 4 indicate that the proposed system had an overall
average accuracy of 85% and indicate that the mask configurations computed
better results than the box configurations in most cases (10 out of 12 instances).
No significant performance differences between R101 and X101 models on box
nor segmentation mask prediction were detected, but X101 had slightly better
results in the night cases for segmentation.

5.5 Object Tracking

The main parameter to consider is the tolerance, i.e. the number of frames before
the algorithm concludes that a tracked object is no longer in the sequence. The
tolerance value depends on the frame rate of the recording. Values corresponding
to half, one, and two seconds were considered in the study, as they represent time
windows in which the probability of a identity switch among detections is low.
That is, 4, 8, and 16 frames for G8 and G19 videos, and 10, 20, and 40 frames
for R8 and R19. The performance of the object tracking module depends on
the detection module. The X101-mask-05 detection setting was defined as basis
for all tracking tests as it was the best performing detection configuration.
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Table 5. Tracking tests results

Configuration MOTA

G8-t04 0.81

G8-t08 0.83

G8-t16 0.82

G19-t04 0.47

G19-t08 0.49

G19-t16 0.46

Configuration MOTA

R8-t10 0.86

R8-t20 0.87

R8-t40 0.89

R19-t10 0.10

R19-t20 0.14

R19-t40 0.13

Results in Table 5 show average MOTA scores of 85% for the daylight cases
and significantly lower (30%) for the cases in the night. This indicate that the
module performs significantly better in daytime scenarios. In 3 out of 4 cases,
the configurations with one second of tolerance (8 frames in G8 and G19, and 20
frames in R8 and R19) had slightly better results than for nighttime scenarios.
MOTA was mainly affected by FN values. In the tracking evaluation this occurs
when an existing vehicle is not detected in a given number of frames, therefore
it is not tracked. Based on this observation, improving the detection module in
bad lighting conditions would also improve the tracker performance.

5.6 Pattern Analysis

For the evaluation of the counting module, the vehicle count resulting from
the pipeline execution was compared to the number of vehicles obtained using
manual counting. The performance of the method to count vehicles was measured
using the detection and classification metrics presented above. To perform the
evaluation, 30-second video segments were extracted from the four videos in the
original test dataset. Four segments were considered for each video, thus having
a total dataset of 16 segments from the two studied scenarios, eight taking place
during the day and eight during the night.

Table 6 reports the results of the counting module evaluation, using the fol-
lowing configuration: the R101-mask-05 configuration was established for detec-
tion; the tracking module uses an IoU of 0.05, and a loss tolerance of eight frames
for G8/G19 videos and 20 frames for R8/R19 videos.

Table 6. Counting test results

Reference Average accuracy Error rate Precision Recall

G8 0.92 0.08 0.92 1.00

G19 0.52 0.48 0.62 0.76

R8 0.87 0.13 0.91 0.95

R19 0.19 0.81 0.27 0.33
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Results in Table 6 show an average accuracy of 89% for the daylight cases and
36% for the cases in the night. This indicate that the counting module performs
better under good lighting conditions. In this case there is still room to improve
the classification of the counted vehicles as the comparison of precision and
recall shows that the main source of error are the FP, This means that the
counting algorithm correctly counts a vehicle, but classifies it in the wrong class.
Under bad lighting conditions the performance is poor, this is also caused by the
large number of FP, which in this case happens because the counting algorithm
counts not existing vehicles. The performance of this module can be mainly
improved by using a more precise classification model in the detection module,
while a better detection under bad lighting conditions would also improve the
performance of the counting module. Improving the classification under poor
lightning conditions is one of the main lines for ongoing and future work.

6 Conclusions and Future Work

This article presented the design and implementation of a system for the analysis
of traffic data using computational intelligence techniques.

The proposed system was developed following a flexible pipeline-type archi-
tecture built over the modern object detection library Detectron2. The proposed
design provides an efficient frame processing, by using independent, configurable
functional modules, loosely coupled between them. This feature allows including
new methods, modifying existing ones, and evaluate different alternatives and
configurations.

The problems of object detection and tracking are solved using the Detec-
tron2 framework and the Node Moving Things Tracker library, respectively. The
information generated by these modules from the traffic videos allowed imple-
menting a set of modules for the collection and analysis of traffic data.

The validation of the proposed system is carried out using real videos from
two scenarios that include important streets of Montevideo, Uruguay, under
different conditions (daylight, nightlight, and different video qualities). These
recordings were taken in rush hours and show an interesting flow of vehicles.

Results demonstrate the effectiveness of the system in scenarios with proper
lightning conditions. The detection results shown a overall average accuracy
of 85%, and better performance using the mask models. In object tracking,
the average MOTA scores were 85% in daylight. Results dropped to 30% in
nighttime, indicating that improvements are required to deal with bad lightning
conditions. Similarly, the counting module performed an average accuracy of
89% in daylight and 36% in nighttime.

The main lines for future work are related to improve the object detection
module training the models with bad lightning conditions or bad weather anno-
tated examples. In turn, the experimental evaluation of the proposed system can
be extended to consider the analysis of red light runs and no-stop zones modules.
Another interesting line of work is related to developing more sophisticated pat-
tern detection methods to capture relevant events such as abrupt lane change or
even traffic accidents. We are working on these topics right now.
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Abstract. This article presents the application of mathematical pro-
gramming and evolutionary algorithms to solve a variant of the Bus
Timetabling Synchronization Problem. A new problem model is proposed
to include extended synchronization points, accounting for every pair of
bus stops in a city, the transfer demands for each pair of lines, and the
offset for lines in the considered scenario. Mixed Integer Programming
and evolutionary algorithm are proposed to efficiently solve the problem.
A relevant real case study is solved, for the public transportation system
of Montevideo, Uruguay. Several scenarios are solved and results are
compared with the no-synchronization solution and the current plan-
ning of such transportation system too. Experimental results indicate
that the proposed approaches are able to significantly improve the cur-
rent plannings. The Mixed Integer Programming algorithm computed
the optimum solution for all scenarios, accounting for an improvement
of up to 95% in successful synchronizations when compared with the
actual timetable in Montevideo. The evolutionary algorithm is efficient
too, improving up to 68% the synchronizations with respect to the cur-
rent planning and systematically outperforming the baseline solutions.
Waiting times for users are significantly improved too, up to 33% in tight
problem instances.

Keywords: Smart cities · Mobility · Public transportation ·
Timetabling · Synchronization

1 Introduction

Transportation systems are a crucial component of modern society, and they
are one of the most important services to improve efficiency of activities in
nowadays smart cities [6,10]. Transportation systems include a wide range of
logistic activities related to transporting passengers and goods. One of the main
goals of transportation systems is coordinating the movement of people, provid-
ing efficient mobility at reasonable fares. In this regard, public transportation
is the most efficient and environmental friendly mean for mobility of citizens.
However, the efficacy of public transportation systems in large cities requires
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a proper planning of several issues that affect the quality of service, including
routes design and management, timetabling, drivers assignment, and others [3].

A transportation system usually includes timetables accounting for reporting
the expected location of vehicles during a day. Timetables are closely related to
the transportation network design, and they are usually built to account for spe-
cific origin-destination demands. Synchronization of multi-leg trips or transfers
is usually a secondary goal of the timetabling problem, although it is impor-
tant for providing an adequate quality-of-service, allowing passengers to wait
reasonable times for transfers from one route to another.

The proposed problem is very relevant for the case study proposed: the trans-
portation system of Montevideo, Uruguay [13]. Montevideo has a rather uniform
public transportation system, operated by buses with similar capacities and ser-
vice provision. Many users of the system manage to complete their end-to-end
journey using only one line, but several other users rely on connections between
different lines to make their trips, using transfers. Transfers can be made between
different (geographically separated) bus stops. They are allowed without addi-
tional charge and are controlled by the intelligent Metropolitan Transportation
System (STM), which identifies users using personal smart cards.

The STM also maintains historical records of the mobility of users. From
these data, time periods in the day are identified during which the use of the
system is regular, that is, where the utilization numbers have little dispersion and
their average values are known. These numbers include: number of passengers
boarding or alighting, number of transfers between lines and combinations of
stops, bus circulation times at stops on their routes, and transfer times between
stops for passengers seeking to transfer. These data are the main inputs used by
the local administration to plan the frequency of each line within the uniform
periods. Even knowing the frequency of each line, that is, the number of buses
to use in the service period to satisfy the demand of the system (including direct
and transfer trips), and knowing the circulation times between stops, there is
room to adjust the departure time of each bus, which in turn determines the
arrival time of that bus at each stop on its route.

Considering the case study described above, the main goal of this article is
to optimize the number of successful transfers allowed by a timetable realiza-
tion. The types of transfer are identified, and for each one a maximum thresh-
old is established for the time that a passenger waits for their connection. If
the passenger manages to transfer within a waiting time below that threshold,
the transfer is successfully timed. The variant of the transfer synchronization
problem elaborated here studies how to coordinate the departure schedule of
buses–and therefore of arrivals at stops on their routes–, in order to maximize
the number of successful transfers during a uniform time period, for which all
previous data are known and fixed.



Maximum Transfers Bus Timetable Synchronizations 185

The article is organized as follows. Section 2 introduces the bus synchro-
nization problem and the variant solved in this article. Section 3 reviews related
works. The proposed approaches for bus synchronization are described in Sect. 4.
The experimental evaluation of the proposed methods over realistic instances in
Montevideo is reported in Sect. 5. Finally, the conclusions and the main lines for
future work are formulated in Sect. 6.

2 Bus Timetable Synchronization to Maximize Transfers

This section describes the bus timetable synchronization problem to maximize
transfers.

2.1 Problem Model

The problem accounts for the main goals of a modern transportation system:
providing a fast and reliable way for the movement of citizens, while maintaining
reasonable fares. The problem model mainly focuses on the quality of service
provided to the users, i.e., a better traveling experience with reduced waiting
times when using more than one bus for consecutive trips.

In the proposed model, the events of favoring passenger transfers with limited
waiting times are called synchronization events. The study is aimed at solving
real scenarios, based on real data from urban transit systems that accounts for
the number of passengers that perform transfers between lines on each bus stop.

The main idea of the problem model is to divide any day into several planning
periods on the basis of demand and travel time behavior of passengers. This
way, the analysis of historical data allows obtaining similar accurate and almost
deterministic information to build the problem scenarios.

2.2 Problem Formulation

The mathematical formulation of the bus timetable synchronization problem to
maximize transfers is presented next.

Problem Data. The set of data that defines an instance of the bus synchro-
nization problem includes the following elements:

– A planning period [0, T ].
– A set of lines of the bus network I = {i1, i2, . . . , in}, with predefined routes,

and the number of trips fi needed to fulfill the demand for each line i within
the planning period [0, T ], accounting for both directs trips and transfers.
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– A set of synchronization nodes, or transfer zones, B = {b1, b2, . . . , bm}. Each
synchronization node b ∈ B is a triplet <i, j, dijb > indicating that lines i and
j may synchronize in b, and that the bus stops for lines i and j are separated
by a distance dijb . Each synchronization node represents a pair of bus stops
for which regular transfers between lines i and j are registered. The value of
dijb defines the time needed for a passenger that transfers from line i to line
j to walk from one stop to another in the transfer zone (see next item).

– A traveling time function TT : I ×B → Z. TT i
b = TT (i, b) indicates the time

needed to reach the synchronization node b for buses in line i (from the origin
of the line). Generally, this value depends on several features, including the
bus type, bus velocity, traffic in roads, passengers’ demand, etc.

– A demand function P : I × I × B → Z. P ij
b = P (i, j, b) indicates the number

of passengers that transfer from line i to line j in synchronization node b, in
the planning period. Assuming a uniform demand hypothesis in the planning
period, the number of passengers that transfer from a given trip of line i to
a given trip of line j is P ij

b /fi. This is a realistic assumption for planning
periods where demand does not vary significantly, such as in the case study
presented in this article.

– A maximum waiting time W ij
b for each transfer zone, indicating the maximum

time that passengers are willing to wait for line j, after alighting from line i
and walking to the stop of line j, in a synchronization node b. Trips of line i
and j are considered synchronized for transfers if and only if the waiting time
of passengers that transfers is lower or equal to W ij

b .
– The departing time of the first trip of each line i (the offset of the line) must

be lower than a maximum headway time Hi, which is defined by the bus
system operator. Subsequent trips depart at a fixed frequency ΔXi. All trips
of each line must start within the planning period [0, T ].

Mathematical Model. The bus synchronization problem proposes finding
appropriate values for the departure time of the first trip of each line to guaran-
tee the maximum number of synchronizations for all lines with transfer demands
in the planning period T .

The control variables of the problem are the offset of each line (Xi
1), which

define the whole set of departing times for all trips of each line. Auxiliary vari-
ables are needed to capture the synchronization events in each transfer zone.
Binary variables Zij

rsb takes value 1 when trip r of line i and trip s of line j are
synchronized in node b (i.e., trip r of line i arrives before trip s of line j and
allows passengers to complete the transfer, i.e., walk between the corresponding
bus stops and wait less than the waiting threshold for that transfer, W ij

b ).
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The mathematical model of the bus synchronization problem as Mixed Inte-
ger Programming (MIP) problem is formulated in Eq. 1.

maximize
∑

b∈B

(
fi∑

r=1

fj∑

s=1

Zij
rsb) · P ij

b

fi
(1a)

subject to Zij
rsb ≤ 1 +

(Ai
rb + dijb + W ij

b ) − Aj
sb

M
∀b ∈ B (1b)

Zij
rsb ≤ 1 +

Aj
sb − (Ai

rb + dijb )
M

∀b ∈ B (1c)

with Aj
sb = Xj

1+(s−1)ΔXj+TT j
b

Ai
rb = Xi

1+(r−1)ΔXi+TT i
b

Zij
rsb ∈ {0, 1}, 0 ≤ Xi

1 ≤ Hi, ∀i ∈ I (1d)

The objective function of the optimization problem (Eq. 1a) proposes max-
imizing the number of passengers that successfully complete a transfer in the
planning period in every synchronization point. The value

∑fi
r=1

∑fj
s=1 Zij

rsb is
the total number of successful connections between trips of each pair of lines i
and j involved in each synchronization point b, while P ij

b /fi is the demand for
each transfer.

Equations 1b–1d specify the constraints of the problem. According to Eq. 1a,
the optimization will seek to activate as many variables Zij

rsb as possible. Con-
straints for variables Zij

rsb prevent them from taking the value 1 if the corre-
sponding transfer is not synchronized. In both, Eqs. 1b and 1c, Ai

rb denotes the
arrival time of trip r of line i to transfer zone b and Aj

sb denotes the arrival time
of trip s of line j to transfer zone b. For an interpretation of constraint 1b, con-
sider the maximum time passengers from trip r of line i are willing to wait for a
transfer with trip s of line j at transfer zone b. This value defines the limit time
Ai

r+dijb +W ij
b . Whenever the arrival time of trip s of line j does not surpass that

limit, the right-hand side of Eq. 1b is greater or equal to 1, so the synchronization
variable Zij

rsb is allowed to be 1. In addition, it is also necessary for passengers
alighting from trip r of line i to walk to the transfer point (arriving at time
Ai

rb+dijb ) before the arrival time of the corresponding trip s of line j (Aj
sb). Other-

wise, those passengers would lose the connection. Whenever this second condition
is met, the right-hand side of constraints Eq. 1c also allow Zij

rsb to take the value
1. So far, there is a potential issue when non-synchronized trips lead to values
lower than 0 on the right-hand side of Eq. 1c, which derives into unfeasible con-
straints sets. The proposed model only needs that either (Ai

rb +dijb +W ij
b )−Aj

sb

or Aj
sb − (Ai

rb + dijb ) to be negative to deactivate synchronization variables Zij
rsb.

Hence, suffices to get a constant value M , large enough to guarantee that both
Eqs. 1b and 1c are always feasible. However, using extremely large values for
M might cause numerical stability problems when the model is implemented
in a solver. The procedure applied in this article to find compliant and rela-
tively low values for M consisted in computing the maximum value within the
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union of sets {(Hi(j) + (fi(j) − 1) × ΔXj + TT j
b ) − (TT i

b + dijb + W ij
b )} and

{(Hi(i) + (fi(i) − 1) × ΔXi + TT i
b + dijb ) − TT j

b }, for all synchronization points
b inB. These values of M can be easily calculated during the process of crafting
the MIP formulation before using a specific solver, so the problem of finding
M is of polynomial complexity. Finally, Eq. 1d defines the domain for decision
variables Zij

rsb (binary variables).
The problem formulation assumes, without loss of generality, that ΔXj >

W ij
b , ∀j ∈ I, i.e., headways of bus lines are larger than the waiting time thresh-

olds for users. The case where ΔXj ≤ W ij
b correspond to a scenario in which

the headway of line j is lower than the time users are willing to wait, thus all
transfer with line j would be synchronized and they would not be part of the
problem to solve.

3 Related Work

The bus timetable synchronization problem was recognized as a relevant issue
for modern public transportation systems in early works by Ceder [3]. One of
the first approaches for schedule synchronization on bus network systems was
presented by Daduna and Voß [4], studying several objective functions (e.g.,
weighted sum considering transfers and the maximum waiting time at a transfer
zone). Metaheuristic algorithms were evaluated for simple versions of the prob-
lem with uniform frequencies, using data from the Berlin Underground network
and other German cities. Tabu Search computed better solutions than Simu-
lated Annealing over randomly generated examples, and a trade-off between
operational costs and user efficiency was concluded.

Ceder et al. [2] studied the Transit Network Timetabling problem to optimize
the number of synchronization events between bus lines at shared stops, by max-
imizing the number of simultaneous arrivals. A greedy algorithm was proposed
to solve the problem, based on selecting specific nodes from the bus network to
define custom timetables. The article focused on simultaneous bus arrivals, and
just some examples to illustrate synchronizations on small instances with few
nodes and few lines were reported.

Fleurent et al. [5] proposed a subjective metric to evaluate synchronizations,
using weights defined by experts and public transport authorities. The authors
solved an optimization problem to minimize variable (vehicle) operation costs. A
heuristic method was proposed for optimization, using the defined synchroniza-
tion metric. Several timetables were computed for small scenarios from Montréal,
Canada, using different weights for costs.

Ibarra and Ŕıos [8] studied a flexible variant of the synchronization problem,
considering time windows between travel times. A Multi-start Iterated Local
Search (MILS) algorithm was applied to solve eight instances modeling the bus
network in Monterrey, Mexico with between three and 40 synchronization points.
MILS was able to compute efficient solutions for medium-size instances in less
than one minute, when compared with a simple upper bound and a Branch &
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Bound exact method. Later, Ibarra et al. [7] applied MILS to solve the multi-
period bus synchronization problem, to optimize multiple trips of a given set of
lines. MILS was able to compute similar results than a Variable Neighborhood
Search and a simple population-based algorithm on synthetic instances with few
synchronization points. Results for a sample case study using data for a single
line of Monterrey demonstrated that maximizing synchronizations for a specific
node usually reduces the number of synchronizations for other nodes.

Our previous article [12] proposed an evolutionary approach for a specific
variant of the bus synchronization problem. Results for realistic case studies
in Montevideo demonstrated that the evolutionary approach outperformed real
timetables by the city administrator and other heuristic methods. This arti-
cle extends our previous research, accounting for a different variant of the bus
synchronization problem aimed at determining the optimal offset values while
keeping the headways and number of trips as indicated by the real timetable, in
order to not impact in the quality of service offered to direct passengers.

4 Proposed Resolution Approaches

This section describes the exact and metaheuristic approaches developed to solve
the bustimetable synchronization problem to maximize transfers.

4.1 Exact Mathematical Programming

The exact resolution of the proposed MIP model was developed using AMPL.
IBM ILOG CPLEX was used as the optimization tool, over the environment

defined by ptimization Studio 12.8. Optimal solutions are computed applying a
branch-and-cut heuristic, considering the following stop conditions for the exe-
cution:

– The time limit for the execution (parameter CPX PARAM TILIM) was set to ...
(explicar: not relevant)

– The GAP tolerance in CPLEX (parameter CPX PARAM EPGAP) was set to
the default value of 0.01% (0.0001). It is considered the default value
since, the main goal is to compare with previous solutions obtained with
that specific limit. The GAP represents, in percentage terms, the distance
between the solution found and the best achievable solution. It is defined as
(f(x)−bestBound)/f(x), where x is the solution found and bestBound is the
best value achievable by the objective function.

4.2 Evolutionary Algorithm

The proposed EA was implemented in C++, using the Malva library
(github.com/themalvaproject).
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Solution Encoding. Candidate solutions to the problem are represented using
integer vectors. In a solution representation, each integer value represents the
offset (in minutes) of each bus line, i.e., the time between the start of the planning
period and the depart of the first trip of each line. Formally, a candidate solution
to the problem is represented by X = X1

0 ,X2
0 , . . . Xn

0 , where n is the number of
bus lines in the problem instance, Xi

0 ∈ Z+, and 0 ≤ Xi
0 ≤ Hi.

Evolution Model. The (μ+λ) evolution model [1] is applied in the proposed EA:
μ parents generate λ offsprings, which compete between them and with their
parents, to determine the individuals that will be part of the new population on
the next generation. Preliminary experiments demonstrated that (μ + λ) evolu-
tion was able to provide better solutions and more diversity than a traditional
generational model.

Initialization Operator. A random initialization operator is applied. Randomly
generated solutions are included in the initial population, accounting for the
constraints defined for the offset of each line. This initialization procedure intends
to provide diversity to the evolutionary search.

Selection Operator. A tournament selection is applied. The tournament size is
three individuals, and one individual survives. Tournament selection computed
better results than proportional selection in preliminary calibration experiments,
mainly due to the appropriate level of selection pressure for the evolution.

Recombination Operator. The recombination operator is a specific variant of
two-point crossover. It defines two crossover points randomly in [1, n−1] and
exchanges the information encoded in both parents between the crossover points.
This operator was conceived to preserve specific features of lines already synchro-
nized in parent solutions, trying to keep useful information in the offspring gen-
eration process. The recombination operator is applied to individuals returned
by the selection operator, with a probability pR.

Mutation Operator. The mutation operator applied is a specific variant of Gaus-
sian mutation. Specific position(s) in a solution are modified according to a
Gaussian distribution, and taking into account the thresholds defined by the
minimum and maximum frequencies for each line. The mutation operator is
applied to every gene in the proposed representation with a probability pM .

5 Experimental Evaluation

This section reports the experimental evaluation of the proposed methods for
the bus synchronization problem.
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5.1 Methodology

Problem Instances. The experimental evaluation of the proposed methods for
bus synchronization is performed in problem instances built using real data from
the Metropolitan Transportation System in Montevideo, Uruguay.

Several sources of data from the National Open Catalog were considered to
gather information about bus lines description, routes, timetables, and bus stops
location in the city. The information about transfers was provided by Intendencia
de Montevideo and processed applying a urban data analysis approach [9].

The key elements of the scenario and problem instances are described next:
the period is the interval of hours considered for the schedule; the demand func-
tion is computed from transfers information registered by smart cards used to sell
tickets; the synchronization points are chosen according to their demand, i.e., the
pairs of bus stops with the largest number of registered transfers for the period
are selected; the bus lines correspond to the lines passing by the synchronization
points; the time traveling function TT for each line is computed empirically by
using GPS data; the walking time function is the estimated walking speed of a
person (assumed constant at ws = 6 km/h) multiplied by the distance between
bus stops in each transfer zone computed using geospatial information about
stops. The maximum waiting time is equal to λH, with λ ∈ [0.3, 0.5, 0.7, 0.9], to
allow configuring instances with different levels of tolerance/quality of service.

Sixty problem instances were defined, accounting for three different dimen-
sions (including 30, 70, and 110 synchronization points), using real information
about bus operating in Montevideo, Uruguay. The synchronization points of each
instance were chosen randomly from the most demanded transfer zones for the
considered period in the city (a total number of 170 zones).

Each defined problem instance is identified by the following name convention:
[NP].[NL].[λ].[id], where NP= n is the number of synchronization points,
NL= m is the of bus lines, λ is the coefficient applied to Wb (percentage) and id is
a relative identifier for instances with the same values of NL, NP, and λ. Scenarios
are available at https://www.fing.edu.uy/inco/grupos/cecal/hpc/bus-sync/.

Execution Platform. The experimental evaluation was performed on a Quad-core
Xeon E5430 at 2.66 GHz, 8 GB RAM, from National Supercomputing Center
(Cluster-UY), Uruguay [11].

Baseline Solutions for the Comparison. Two main baseline solutions were con-
sidered for the comparison of the solutions computed by the proposed methods.
A relevant baseline for comparison is the current timetable applied in the trans-
portation system of Montevideo (the real timetable), which provides the actual
level of service regarding direct travels and transfers. In turn, another relevant
baseline for comparison is the solution without applying any explicit approach
for synchronization of transfers, i.e., a solution where the first trip of each line
departs at the beginning of the planning period (time 0, the zeros timetable).
This solution provides a number of synchronized transfers according to the pre-
defined headways for each line.

https://www.fing.edu.uy/inco/grupos/cecal/hpc/bus-sync/
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Metrics. The metrics applied for the evaluation include: i) the number of syn-
chronized trips for passengers, as proposed in the summatory that defines the
objective function of the problem; ii) the improvements over the baseline solu-
tions, iii) the average waiting time each passenger wait for the connection (bus
of line j) in a synchronization point.

Parameter Setting. EAs are stochastic methods, thus parameter setting analysis
are needed to determine the parameter configuration that allows computing
the best results. The values of stopping criterion (#gen), population size (ps),
recombination probability (pR), and mutation probability (pM ) were studied for
the proposed EA on three instances, different from the ones used in validation
experiments, in order to avoid bias. The best results were obtained with the
configuration #gen = 10000, ps = 20, pR = 0.9 and pM = 0.01.

5.2 Numerical Results

Table 1 reports the objective function values computed by EA and the exact
resolution approach for the considered problem instances. In turn, the relative
improvements over the baseline solutions are reported: Δr is the relative improve-
ment over the real timetable and Δz is the relative improvement over the zeros
solution.

Table 1. Objective function results of exact and EA

scenario real zeros EA exact

obj Δr Δz obj Δr Δz

30.37.90.0 276.08 286.89 302.09 0.09 0.05 302.09 0.09 0.05

30.37.70.0 224.62 232.79 271.75 0.21 0.17 271.75 0.21 0.17

30.37.50.0 162.41 151.99 208.65 0.28 0.37 208.99 0.29 0.38

30.37.30.0 111.58 107.85 154.49 0.38 0.43 154.62 0.39 0.43

30.40.90.0 218.61 229.78 237.05 0.08 0.03 243.02 0.11 0.06

30.40.70.0 163.64 175.85 199.40 0.22 0.13 219.97 0.34 0.25

30.40.50.0 126.11 127.07 146.39 0.16 0.15 173.24 0.37 0.36

30.40.30.0 92.28 90.97 101.18 0.10 0.11 127.08 0.38 0.40

30.40.90.1 227.36 248.57 252.45 0.11 0.02 262.36 0.15 0.06

30.40.70.1 178.07 193.32 219.92 0.24 0.14 238.19 0.34 0.23

30.40.50.1 129.80 140.22 163.30 0.26 0.16 190.16 0.47 0.36

30.40.30.1 80.24 108.97 117.42 0.46 0.08 156.44 0.95 0.44

30.41.90.0 246.99 260.32 279.49 0.13 0.07 279.49 0.13 0.07

30.41.70.0 197.16 201.00 248.29 0.26 0.24 248.42 0.26 0.24

30.41.50.0 141.93 136.07 186.27 0.31 0.37 186.36 0.31 0.37

30.41.30.0 93.79 98.26 141.87 0.51 0.44 142.63 0.52 0.45

30.42.90.0 241.44 241.45 255.78 0.06 0.06 255.78 0.06 0.06

30.42.70.0 195.96 191.28 228.08 0.16 0.19 228.08 0.16 0.19

30.42.50.0 145.01 140.28 172.52 0.19 0.23 172.52 0.19 0.23

30.42.30.0 95.81 93.08 124.88 0.30 0.34 125.74 0.31 0.35

70.60.90.0 568.51 579.73 609.29 0.07 0.05 609.68 0.07 0.05

70.60.70.0 463.02 454.24 545.02 0.18 0.20 546.03 0.18 0.20

70.60.50.0 339.70 296.11 414.29 0.22 0.40 415.80 0.22 0.40

(continued)
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Table 1. (continued)

scenario real zeros EA exact

obj Δr Δz obj Δr Δz

70.60.30.0 218.71 213.86 301.34 0.38 0.41 304.07 0.39 0.42

70.62.90.0 543.67 560.98 590.80 0.09 0.05 591.17 0.09 0.05

70.62.70.0 443.22 443.89 524.86 0.18 0.18 525.81 0.19 0.18

70.62.50.0 325.70 317.75 393.66 0.21 0.24 394.13 0.21 0.24

70.62.30.0 212.04 215.66 295.31 0.39 0.37 298.68 0.41 0.38

70.63.90.0 550.17 575.71 609.44 0.11 0.06 609.68 0.11 0.06

70.63.70.0 441.71 455.92 546.46 0.24 0.20 547.61 0.24 0.20

70.63.50.0 316.46 300.67 427.58 0.35 0.42 429.74 0.36 0.43

70.63.30.0 208.82 202.82 324.20 0.55 0.60 328.02 0.57 0.62

70.67.90.0 510.16 535.04 567.09 0.11 0.06 567.43 0.11 0.06

70.67.70.0 409.57 418.35 512.30 0.25 0.22 513.00 0.25 0.23

70.67.50.0 302.15 299.78 400.06 0.32 0.33 402.49 0.33 0.34

70.67.30.0 194.05 201.63 298.87 0.54 0.48 302.55 0.56 0.50

70.69.90.0 522.36 550.33 583.61 0.12 0.06 583.85 0.12 0.06

70.69.70.0 406.63 435.12 529.19 0.30 0.22 531.05 0.31 0.22

70.69.50.0 298.53 292.98 416.07 0.39 0.42 418.24 0.40 0.43

70.69.30.0 193.05 205.18 324.08 0.68 0.58 328.15 0.70 0.60

110.76.90.0 815.78 843.26 894.86 0.10 0.06 895.72 0.10 0.06

110.76.70.0 656.63 669.18 798.41 0.22 0.19 799.61 0.22 0.19

110.76.50.0 479.29 451.85 622.49 0.30 0.38 627.71 0.31 0.39

110.76.30.0 333.66 294.90 467.28 0.40 0.58 474.09 0.42 0.61

110.78.90.0 847.33 879.90 900.09 0.06 0.02 931.35 0.10 0.06

110.78.70.0 699.49 667.77 763.71 0.09 0.14 835.26 0.19 0.25

110.78.50.0 507.05 453.87 551.42 0.09 0.21 644.97 0.27 0.42

110.78.30.0 324.79 317.42 379.43 0.17 0.20 477.47 0.47 0.50

110.78.90.1 867.23 895.99 910.82 0.05 0.02 941.85 0.09 0.05

110.78.70.1 708.89 689.30 780.93 0.10 0.13 845.71 0.19 0.23

110.78.50.1 525.85 460.71 567.71 0.08 0.23 654.75 0.25 0.42

110.78.30.1 338.42 319.33 390.82 0.15 0.22 489.02 0.45 0.53

110.78.90.2 848.47 872.66 894.37 0.05 0.02 932.92 0.10 0.07

110.78.70.2 681.46 676.82 765.56 0.12 0.13 836.45 0.23 0.24

110.78.50.2 494.80 449.03 571.35 0.15 0.27 654.02 0.32 0.46

110.78.30.2 333.19 309.13 397.57 0.19 0.29 492.76 0.48 0.59

110.83.90.0 810.76 850.69 897.02 0.11 0.05 897.65 0.11 0.06

110.83.70.0 624.94 674.88 803.28 0.29 0.19 806.25 0.29 0.19

110.83.50.0 463.61 460.48 634.77 0.37 0.38 639.36 0.38 0.39

110.83.30.0 299.88 300.96 490.14 0.63 0.63 498.28 0.66 0.66

Results reported in Table 1 indicate that exact and EA methods significantly
outperform the baseline solutions in all studied scenarios. The improvements
of EA over the real solution were up to 68% in instance 70.69.30.0 and the
improvements of the exact method over the real solution were up to 95% in
instance 30.40.30.1. Regarding the comparison with the zeros solution, the
improvements of EA were up to 63% and the improvements of the exact method
were up to 66%, both in instance 110.83.30.0. Average improvements over the
real timetable were 20% for EA and 25% for the exact solution.
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In turn, the proposed EA was able to compute solutions close to the exact
method (i.e., the optimal value) in low dimension and high tolerance scenarios,
computing the optimal solution in six scenarios.

Table 2 reports the average improvements of exact and EA over the baseline
solutions, grouped by scenario size and tolerance. Improvements of the exact
method are up to 52% over the real timetable (in scenarios with NP= 70 and
λ = 30) and up to 52% over zeros (in scenarios with NP= 100 and λ = 30).
In turn, the EA improved up to 50% over the real timetable and up to 49%
over zeros, both in scenarios with NP= 70 and λ = 30. The values grouped
by tolerance allow concluding that for all sizes, the improvements increase as
user tolerance decreases. This result indicates that the proposed methods scale
with the complexity of the problem, effectively increasing the quality of service.
Improvements of the exact method also increase with the size of the scenario.
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Fig. 1. Objective function comparison grouped by tolerance
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Table 2. Improvements of exact and EA over baseline solutions, grouped by dimension
and tolerance

NP λ EA exact

Δr Δz Δr Δz

30 90 0.10 0.05 0.11 0.06

30 70 0.22 0.17 0.26 0.21

30 50 0.24 0.26 0.32 0.34

30 30 0.35 0.28 0.49 0.42

70 90 0.10 0.06 0.10 0.06

70 70 0.23 0.20 0.23 0.21

70 50 0.30 0.36 0.30 0.37

70 30 0.50 0.49 0.52 0.50

110 90 0.07 0.04 0.10 0.06

110 70 0.16 0.16 0.22 0.22

110 50 0.19 0.30 0.30 0.42

110 30 0.30 0.38 0.49 0.58

Figure 1 shows the average objective values (normalized by NP) for all sce-
narios, grouped by tolerance. The largest difference in objective values is 1.51
(4.53–3.02), between the exact approach and the real timetable in scenarios with
low user tolerance (λ = 30). The lowest difference is 0.37, between EA and zeros,
when λ=90. As for results in Table 2, the graphic clearly shows that improve-
ments of the proposed approaches increase for tight scenarios.

Table 3 reports three values (r – ls/ln) for the considered solutions, grouped
by NP and λ. The value r is the ratio of the average waiting time results over
the maximum waiting time for each synchronization point, which evaluates the
number of successful synchronized trips and the relative waiting time for each
synchronization point. Successful synchronization are represented by r ≤ 1.0,
and unsuccessful synchronization are represented by r > 1.0. In turn, ls is the
average number of lines successfully synchronized and ln is the average number
of lines not synchronized.

Table 3. Average waiting time results for the considered solutions

NP λ real zeros EA exact

30 90 0.47–22/0 0.48–22/0 0.46–22/0 0.47–22/0

30 70 0.59–22/0 0.61–21/1 0.54–22/0 0.53–22/0

30 50 0.85–16/6 0.87–16/6 0.76–19/3 0.75–19/3

(continued)



196 S. Nesmachnow et al.

Table 3. (continued)

NP λ real zeros EA exact

30 30 1.33–3/19 1.37–3/19 1.19–5/16 1.12–7/15

70 90 0.47–39/0 0.49–39/0 0.46–39/0 0.47–39/0

70 70 0.59–38/1 0.62–38/1 0.54–39/0 0.52–39/0

70 50 0.85–28/10 0.88–28/10 0.74–35/3 0.73–35/4

70 30 1.35–5/33 1.40–4/35 1.14–11/28 1.13–12/27

110 90 0.49–49/0 0.50–49/0 0.48–49/0 0.46–49/0

110 70 0.61–46/2 0.64–47/2 0.57–48/1 0.53–49/0

110 50 0.87–34/14 0.91–34/15 0.79–41/8 0.72–44/5

110 30 1.38–7/42 1.43–4/45 1.24–11/38 1.10–17/32

Results in Table 3 indicate that the proposed approaches significantly
improve the quality of service with respect to the baseline solutions, accounting
for lower values of the waiting time metric for all scenarios. Largest improvement
of EA over baseline solutions occur where NP= 70 and λ = 30 (0.26 over zeros
solution and 0.21 over real solution). Largest improvements of the exact method
occur where NP= 110 and λ = 30 (0.33 over zeros solution and 0.28 over real
solution). The proposed approaches achieve better waiting time values in lower
tolerance scenarios, with respect to baseline solutions.

Figure 2 presents a histogram comparison of the waiting times (normalized
by Wb) for bus lines of a sample scenario (70.63.30.2) for a baseline solution
(left) and the exact solution (right). The graphic shows that the exact solution
manages to reduce the waiting time in a significant percentage of lines in the
scenario. The exact solution has more bus lines with a waiting time less than or
equal to 1 (16 vs. 6). Also, the exact solution has two lines with wait less than 0.5
while the baseline solution has none. Regarding higher waiting times, in the exact
solution only 6 lines are higher than 1.5 of the expected value, while the baseline
solution has 13 bus lines where users wait more than 1.5 of the expected value.
The histogram comparison clearly indicates that the proposed solution improves
the QoS, by synchronizing a larger number of lines of the system.
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Fig. 2. Histogram comparison of the waiting time metric for baseline (left) and exact
solutions (right) in scenario 70.63.30.2



Maximum Transfers Bus Timetable Synchronizations 197

6 Conclusions and Future Work

This article presented exact and evolutionary approaches to solve a variant of the
Bus Timetabling Synchronization Problem considering extended synchronization
points for every pair of bus stops in a city, transfer demands, and the line offsets.

A Mixed Integer Programming approach and an evolutionary algorithm were
proposed to efficiently solve the problem. Results were compared with the no-
synchronization solution and also with real timetables for a real case study in
Montevideo, Uruguay.

Experimental results indicate that the proposed approaches significantly
improve over current timetable. The exact method computed the optimum solu-
tion for all scenarios, improving successful synchronizations up to 95% (25% in
average) over the real timetable in Montevideo. The EA is efficient too, improv-
ing up to 68% the synchronizations (20% in average) over the current timetable
and systematically outperforming other baseline solutions. The proposed EA
can be useful for addressing larger scenarios of the considered problem. Wait-
ing times for users are significantly improved too, up to 33% in tight problem
instances.

The main lines of future work include solving different variants of the bus
timetable synchronization problem, accounting for different headways in the
planning period, and modeling the real demand for direct trips too. Multiobjec-
tive version of the problem must be included too, by considering other relevant
functions: cost and quality of service.
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Abstract. This article presents an analysis of the current situation
regarding sustainable mobility in Engineering Faculty, Universidad de la
República, Montevideo, Uruguay. Sustainable mobility is a relevant issue
in transportation within the novel paradigm of smart cities. The pre-
sented analysis is oriented to provide specific recommendations towards
developing a sustainable mobility plan for Engineering Faculty and the
surrounding neighborhood. The case study is analyzed considering the
main concepts from related works and well-known quantitative and qual-
itative indicators. An empirical study based on questionnaires performed
in the zone is introduced, providing interesting information for the study.
The main results are discussed, including the motivations and issues that
prevent users to move towards sustainable transportation modes. Specific
suggestions are formulated to develop and improve sustainable mobility
in the studied zone.

Keywords: Sustainable mobility · Public transportation · Smart cities

1 Introduction

Mobility is a crucial component of modern smart cities, which allows people to
efficiently perform daily activities on urban areas [17]. Mobility is also part of the
great environmental challenges existing nowadays. Related to this last issue, the
main concepts of sustainability and sustainable development have been applied
to conceive new models to guarantee the movement of people with minimal
environmental impact, in order to not compromising the ability of future devel-
opments in this regard.

Sustainable cities in the twenty-first century are expected to prioritize people
by integrating transport and urban development, in order to create vibrant, low-
carbon cities where people want to live and work. Sustainable mobility is one of
the big challenges of this twenty-first century. Sustainable mobility is defined as
the ability to “meet the needs of society to move freely, gain access, communicate,
trade and establish relationships without sacrificing other essential human or
ecological values, today or in the future” [21].
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Sustainable mobility works under three interconnected pillars: environmental,
social, and economic. These pillars can be applied to make mobility sustainable,
accessible to more people, and integrated in multimodal ecosystems for higher
overall efficiency. Sustainable mobility solutions must respect the three pillars to
contribute positively to the communities they serve and also the collaboration
across public and private players, along with citizens, is a necessary requirement
to develop sustainable mobility by the people and for the people.

Sustainable mobility also requires a mind-shift: one where citizens, admin-
istrators, and decision-makers move from carbon-intense modes of transport to
more sustainable solutions, like electric vehicles, car sharing, the expansion of
bicycle and pedestrian lanes, as well as an overall shift from road to rail freight.
With the rapid urbanization and increase of the environmental awareness and
concerns, urban development have resulted in an urgent need and opportunity
to rethink how we built and manage our cities to create climate-safe cities and
ensure a better quality of life to citizens. However, governments should endeav-
our to move beyond simply pledging to reduce carbon emission to a specific level
by a certain year it is necessary to adopt a sustainable mobility plan that could
be developed for the future of our communities. There is a urgent need for re-
planning the correct type and mix of transport modes to provide people efficient
transport solutions to get to their activites.

In Montevideo, Uruguay, few initiatives have been proposed towards sustain-
able mobility. Most of the recent steps were focused in the public transportation,
e.g., with the introduction of electric buses in the system. On the other hand,
a few initiatives to promote sustainable private mobility have been developed
in the last years (e.g., a leasing plan to acquire electric vans for last mile dis-
tribution of people and goods. However, no concrete mobility plans have been
conceived for specific zones of the city.

In this line of work, this article presents a study oriented to characterize the
mobility demands of a specific zone of Montevideo, namely the surroundings of
Engineering Faculty in Parque Rodó neighborhood. Besides analyzing infrastruc-
ture and specific conditions of the transportation modes available in the zone, an
empirical approach is followed to consider subjective opinions, based on personal
questionnaires to people traveling from/to the area. The resulting data are pro-
cessed and analyzed following a urban data approach, in order to extract useful
information and elaborate specific suggestions towards a sustainable mobility
plan in the studied zone.

The article is organized as follows. Next section introduces the main concepts
regarding the sustainable mobility paradigm. A review of the main related work
is presented in Sect. 3. The analysis of the current situation in the studied zone
is reported in Sect. 4. The suggestions and recommendations for developing and
improving sustainable mobility in Engineering Faculty are described in Sect. 6.
Finally, Sect. 7 presents the conclusions and the main lines for future work.
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2 Sustainable Mobility

In the last thirty years, sustainability has been a major concern of modern
society. The concept of sustainable development, referring to development to
fulfill important roles of nowadays, but without compromising the future, has
been promoted as crucial to build more equitable, environment friendly, and
inclusive model of society.

The sustainable mobility paradigm integrates many relevant concepts, includ-
ing those related with their impacts on environment and society [2]. Overall, the
main idea is to consider mobility as a valued activity regarding environmental,
social, and economic concerns [12]. One of the most studied aspects has been the
impact of mobility on the environment, with the main idea of conceiving new
transportation paradigms accounting for cleaner means, accessibility, and inte-
gration of people. Other important aspects have also been analyzed, including
the impact on economy, and the overall quality of life (safety, health, etc.).

Raising awareness and involving citizens are key aspects for sustainabe mobil-
ity. In turn, technology has been identified as one of the most valuable tools to
help developing environmental friendly sustainable mobility. Different methods
and indicators have been proposed to analyze means of transportation [6] and
other important issues related to sustainable mobility.

3 Related Work

Several articles in the related literature have proposed initiatives towards sus-
tainable mobility. Litman and Burwell [10] stated that the lack of holistic plans
for transportation lead to poorly effective policies. They proposed that a sustain-
able transportation plan must be conceived from a broad point of view, consid-
ering several aspects (e.g., energy efficiency, health, economic and social welfare,
etc.) and their and interrelated impacts. The authors formulated a paradigm
shift for rethinking transportation, considering different integrated solutions for
sustainable transportation systems.

The importance of developing a correct strategic plan for sustainable urban
mobility was highlighted by Banister [2]. Such a plan must include several actors,
and stakeholders must play a major role for the implementation of specific ini-
tiatives. Similar conclusions were extracted by Miller et al. [16], who elaborated
about the role of public transportation regarding sustainability and proposed
recommendations for for developing sustainable public transportation systems,
based on several case studies.

The proposal by Gudmundsson at el. [6] introduced a framework for sustain-
ability transportation evaluation and two real-world cases in Europe were stud-
ied. The importance of quantitative and qualitative assessment using indicators
for decision-makers and operators was highlighted. Other relevant case studies
in developed countries include the analysis of the impact of transportation in an
integrated urban model of California by Johnston [9], and the empirical analysis
for designing innovative sustainable innovative mobility solutions in three urban
areas in Copenhagen [5].
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In Latin America, Rodrigues et al. [19] studied the development of sustain-
able urban mobility in several Brazilian cities, regarding several dimensions of
sustainability. The analysis allowed identifying key elements to be included in
the proposal of public policies for improving sustainable mobility. Lyons [11]
studied the actions for economic and social sustainability, and environmental
protection in Bogotá, Colombia, emphasizing on the importance of the integra-
tion between transportation and social planning. The authors concluded that
the main concepts of the case study regarding sustainable transportation can be
replicated in other developing countries.

In Uruguay, project ‘Public transportation planning in smart cities’ [18] stud-
ied diverse features of sustainable public transportation in Montevideo and pro-
posed interesting lines of works for improving bus lines in the city [4]. The
analysis of sustainable mobility in the public transportation of Montevideo was
addresed in our previous conference article [8] and later extened with sustainable
mobility recommendations [7]. This article elaborates on the previous proposal,
including a in-depth analysis of the situation and main motivations for develop-
ing a sustainable mobility plan for Engineering Faculty.

4 Sustainable Mobility Analysis for Engineering Faculty,
Montevideo, Uruguay

This section describes the analysis of sustainable mobility developed for Engi-
neering Faculty, Montevideo, Uruguay.

4.1 Motivation and Objectives of the Study

The main motivation of the study is to understand the mobility demands to
Engineering Faculty and from Engineering Faculty surroundings to other zones
of the city. This is a relevant case study, which includes several interesting fea-
tures: is located in a residential area, but having other high education centers, a
shopping center and several health centers nearby, among other relevant services.

The main objectives of the study include identifying, analyzing, and char-
acterizing the current mobility situation in the studied zone, to extract useful
information for elaborating a sustainable mobility plan for Engineering Faculty.
In 2020, Engineering Faculty has more than 10 000 students, 1 000 professors,
and 200 administrative employees. In addition, students and professors of other
faculties also assist to lectures in Aulario Massera. All these persons have specific
mobility demands to access to the institution. The study is based on a survey,
and the opinions of interviewed people are taken in consideration.

The analysis of the current mobility situation provides useful information for
developing a sustainable mobility plan in the studied zone. This is a relevant
result considering some actions taken by Engineering Faculty to promote sus-
tainable mobility (e.g., the creation of a program to promote the use of bicycles
between students and professors, and joint works with the city administration of
Montevideo to create bike lanes in a circuit connecting faculties of Universidad
de la República).
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4.2 Methodology

The proposed study is based on two main methodological stages: a first stage
applying urban data analysis approach to characterize the current reality of
mobility in the studied area, and a second stage based on a survey to capture
the experiences, opinions, and feelings of people traveling from/to the studied
area. This way, the proposed methodology combines quantitative and qualitative
elements and analysis to provide an holistic view of mobility demands, and also
perceptions and perspectives of sustainable mobility in Engineering Faculty and
the surrounding neighborhood. The main details of the applied methodology are
described next.

Methodology for Data Collection. Two main sources of data were consid-
ered. In the first stage, the study gathered operational data (e.g., bus lines that
operates in the zone, timetables, etc.) and also information about the available
infrastructure (e.g., bus stops, bicycle lanes, parking facilities, etc.) either from
open data sources or by personal inspection.

In the second stage, a survey was performed in-situ in the studied area, to
gather the data for the analysis. A total number of 617 persons were interviewed:
538 commuting from other zones of the city and 79 living in the area. Four rele-
vant groups of people were identified: students of Engineering Faculty and other
faculties that shares Aulario Massera, professors and employees of Engineer-
ing Faculty, people who live in the neighborhood, and people who work on the
neighborhood.

The survey considered not only Engineering Faculty, but also the surrounding
neighborhood to capture a more holistic view of mobility demand from/to the
studied area.

The survey was focused on gather relevant mobility information of the studied
groups of people, including: frequency of travel, origin/destination of trips, rele-
vant aspects of transportation mode(s) used for commuting, willingness to switch
to a more sustainable transportation mode, and issues that prevent changing to
a more sustainable transportation mode.

The questionnaires were performed during 15 November–15 December 2019,
from Monday to Friday, from 8:00 AM to 7:00 PM. Weekend trips were not
considered in the analysis because they are significantly lower than working
days trips. People who already commute in sustainable transportation modes
were not asked if they would be willing to change towards a more sustainable
transportation.

Indicators. The analysis considers quantitative and qualitative sustainable
mobility indicators proposed by the World Business Council for Sustainable
Development:

– Coverage (quantitative) defined as the ratio of the area covered by each
sustainable mobility service (ci) and the total urbanized area studied (ta),
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coverage = ci/ta. The total urbanized area for the case study in this article
is considered to extend for 0.52 km2.

– Affordability (af, quantitative), defined as the mobility expenses as a per-
centage of the income, considering the cost of each transportation mode and
socio-economic data (middle income, according to values reported for 2019
by National Institute of Statistics [3]): af = nt× p/i, where nt is the number
of trips, p is the cost of a single trip, and i is the income per capita.

– Access to mobility service (am, quantitative), defined as the share of pop-
ulation with appropriate access to a sustainable mobility service am =∑

i PR(i)/nh = 1 − PR/nh, where nh is the number of citizens and PR(i)
is the percentage of people living within 400 m from a transportation stop.
Service area is limited to 400 m, as the maximum distance that a person
considers to walk to use a public transportation service [1].

– Origin and destination of trips (quantitative), which account for the specific
zones that originate trips to the studied zone and also the destination of trips
that initiate in the studied zone.

– Commuting travel time (quantitative), defined as the average time spent by a
person when traveling from/to the studied zone. The average walking speed
is assumed to be 5 km/h. For bus, the commuting travel time includes the
time for a person to walk to the bus stop and the time waiting for the bus to
arrive. For bicycles, the average speed is 13.5 km/h.

– Travel distance (quantitative), accounting for real distances that people
travel, considering origin and destination of trips to/from the studied zone.

– Mobility preferences: transportation modes (qualitative/quantitative), trans-
portation modes used for commuting to/from the studied area.

– Mobility preferences: relevant aspects for mobility (quantitative), account-
ing for those features of mobility and transportation modes that are most
regarded by people commuting to/from the studied area.

– Willingness to use or change to more sustainable transportation modes (qual-
itative), accounting for the opinion of people about sustainable mobility and
sustainable transportation modes.

Methodology for Data Analysis. The study applies a urban data analysis
approach [13,14] to evaluate global characteristics of mobility demand in the
area. Well-known mobility indicators are used (e.g., coverage and commuting
travel time) and other relevant aspects related to sustainable mobility are ana-
lyzed (e.g., modal-choice preferences for trips, which is linked to affordability,
travel time, comfort, accessibility, and sustainability).

A specific focus of the analysis is public transportation, which is a major com-
ponent of sustainable mobility. Public transportation is a rational alternative to
private transportation modes with high impact in the environment (automobiles,
motorcycles) due to emissions of air pollution and greenhouse gases [16].

The approach for computing affordability and access to mobility service is
the same applied for Montevideo in our previous article [8]. For the case study
considered in this article, we take in consideration that most of the interviewed
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people have middle/high income and trips from/to low income zones of the city
are below 8%. The quality service of transportation modes from/to the studied
zone is also analyzed, according to the preferences of users while commuting.

5 Practical Approach for Analysis and Implementation
of a Sustainable Mobility Plan for Engineering Faculty

This section describes the sustainable mobility research for Engineering Faculty.

Description of the Studied Area. The studied area includes the surroundings
of Engineering Faculty, Universidad de la República, Uruguay, located in Parque
Rodó neighborhood (South of Montevideo).

The studied area covers 0.52 km2 and includes three main avenues: Herrera y
Reissig, where Engineering Faculty is located, Sarmiento, and Sosa. Nearby the
Engineering Faculty is Aulario Massera, a large classroom building shared with
other faculties. The main features of the studied area include:

– Public transportation stops: the studied zone includes ten public transporta-
tion stops. Six of them are located at less than 200 m of Engineering Faculty.
Only one bus stop correspond to the electric bus service.

– Bicycle lanes: an exclusive lane for bicycles was projected to be built in the
studied zone, continuing the one existing in Herrera y Reissig and reaching
Engineering Faculty. However, this lane has not been built and the local
administration has no plans to build it in the near future.

– Parking facilities: Engineering Faculty has two parking lots with parking
capacity for about 140 vehicles. The building also has bicycle parking (open
from 7:00 to 23:00 from Monday to Saturdays) with security monitoring and
a parking capacity of 330 bicycles. The bicycle parking has restrooms with
showers and lockers to promote students using their own bicycles for traveling.
This facility is under current norms for bicycles parking in public institutions,
according to the administration of Montevideo. No other parking facilities are
available in the studied zone.

– Sidewalks, illumination and urban furniture: the studied zone is properly
equipped with modern illumination and urban furniture. Sidewalks are built
in all roads in the studied area, but some segments are deteriorated, mak-
ing it difficult to walk for elder and impaired people. Curb cut have been
recently installed at street intersections for wheelchair users, also benefiting
pedestrians using canes and baby carriages.
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Analysis of Results

Coverage. The studied area is fully covered by the public bus service, since all
locations are within the 400 m range of a bus stop. Six bus lines operate in the
zone: 117, 199, 300, and 405 (all of them have stops in both Engineering Faculty
and Aulario Massera), 174 (the nearest stop is on Bulevar Artigas, 350 m from
Engineering Faculty), and E14 (the nearest stop is on Sarmiento Avenue, 400 m
from Engineering Faculty). However, just one line (E14) is operated by an electric
bus, since July 2020. The total coverage of the public bus transportation service
in the zone is 100%, while electric bus only covers 80% of the studied area. The
public bicycle system does not cover the studied zone. The local administration
has proposed a plan for extending the area of service to include Parque Rodó
neigborhood and other areas, but it has not been implemented yet.

Affordability and Access to Mobility Service. The affordability index was com-
puted considering a trip length of 30 min, which is close to the commuting time
for trips in Montevideo [15] and also from/to the studied zone.

A medium level of income per capita in Montevideo (USD 691) is considered,
according to the profile of most people commuting from/to the studied zone.
Buses apply a flat rate for standard one-hour trips (0.85 USD/trip), allowing one
transfer. A trip using a private bicycle is considered free, but the amortization
cost of a bicycle accounts for 0.20 USD per trip.

The public bicycle service is free up to 30 min, and it costs 0.74 USD after
that. A car trip is about 2 USD, considering amortization and fuel costs as for
July, 2020.

According to the results, most of the interviewed people (97%) can afford a
bicycle and almost all (99%) can afford a bus ticket. On the other hand, less
than 15% of the people can afford a private motorized mean (car or motorcycle).

Mobility Preferences: Transportation Modes. Table 1 reports the number of trips
from/to the studied zone, using each transportation mode (listed from more
sustainable to less sustainable).

Table 1. Transportation modes used for commuting to/from the studied zone.

Transportation mode #Trips Percentage

Walking 83 13.0%
Bicycle 40 6.3%
Bus 361 56.4%
More than one 69 10.8%
Motorcycle 9 1.4%
Car 78 12.2%
Total 640 100.0%
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Results reported in Table 1 indicate that less than 20% of the trips to/from
the studied zone currently use sustainable transportation modes. The analysis
also shows that the bus is the preferred mode for commuting, accounting for
more half of the trips. In turn, other non sustainable transportation modes sum
13.6% of the trips, most than people that walk to the studied area. Most of the
surveyed people agreed that they use bus because it is the most accessible and
affordable transportation mode, especially for medium/large distances. Results
also show that the potential of using bicycle is not properly developed, as only
6.3% of the people use this mean of transportation. These are relevant results
to consider when developing a sustainable mobility plan in the zone.

Travel Distances. Table 2 reports the number of trips (using any transporta-
tion mode) according to their travel distances from/to the studied zone. The
percentage and the accumulated percentage are also reported.

Table 2. Number and percentage of trips according to travel distance ranges

Distance #Trips Percentage Accumulated

0–1 km 41 6% 6%
1–2 km 33 5% 11%
2–3 km 127 20% 31%
3–4 km 103 16% 47%
4–5 km 80 12% 59%
5–6 km 44 7% 66%
6–7 km 13 2% 68%
7–8 km 52 8% 76%
8–9 km 19 3% 79%
9–10 km 5 1% 80%
>10 km 125 20% 100%

The analysis of travel distances reported in Table 2 indicates that a signif-
icant number of people travel from/to near locations. One-third of them travel
between 2 to 3 km, and 60% of the surveyed people commute from a maximum
distance of 5 km. This is a relevant result to consider in a sustainable mobility
plan, as short instances allow implementing specific strategies to promote the
use of sustainable transportation modes. Of the 125 trips from/to more than
10 km, 84% of them have origin/destination from outside Montevideo, mainly in
the nearby department of Canelones. Figure 1 geographically presents the accu-
mulated percentage of trips according to the distance to Engineering Faculty.
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Fig. 1. Travel distances to the studied zone.

Table 3. Transportation modes by distance

Distance Walking Bus Bicycle Motorcycle Car Bus and other

0–1 km 24 6 2 0 1 7
1–2 km 18 2 6 0 4 2
2–3 km 26 60 17 1 8 12
3–4 km 13 49 9 0 12 11
4–5 km 2 57 4 1 9 5
5–6 km 0 32 1 1 7 2
6–7 km 0 7 0 0 3 3
7–8 km 0 39 1 1 8 3
8–9 km 0 15 0 1 3 0
9–10 km 0 4 0 0 1 0
>10 km 0 90 0 4 22 7

Another relevant result is that 95% of people make a round trip and more
than 90% commute from/to the same location at least three times a week. Thus,
the regularity of mobility demands in the studied zone supports the proposed
data analysis approach based on patterns detection for mobility characterization.

Mobility Preferences: Transportation Modes by Distance. Table 3 reports the
summary of transportation modes by distance.

The analysis of results reported in Table 3 indicate that most of the people
that walk from/to the studied area travel less than 3 km. In turn, bus is preferred
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Fig. 2. Origin of trips to the studied zone.

Fig. 3. Destination of trips from the studied zone.

by people that travel from 2–3 km and more, and completely dominates in the
range of 4–9 km. Most of the people that use bicycle travel 2–4 km. Private
vehicles are used by people that travel more than 2 km.
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Table 4. Commuting travel time to Engineering Faculty from the most frequent neigh-
borhoods as origin/destination of trips.

Neighborhood Distance Bus Bicycle Walking Car

Parque Rodó 1.0 km – 4.4 min 12.0 min 5.7 min
Cordón 2.5 km 18.9 min 11.0 min 30.0 min 12.0 min
Tres Cruces 3.0 km 21.2 min 13.3 min 36.0 min 15.2 min
Pocitos 3.5 km 28.4 min 15.5 min 42.0 min 17.0 min
Centro 3.7 km 24.4 min 21.4 min 44.4 min 20.8 min
Prado 8.0 km 44.4 min 35.5 min – 28.8 min

Table 5. Sustainable transportation modes users will be willing to change to.

Transportation mode #Trips Percentage

Electric public transportation 298 48.3%
Bicycle 149 24.1%
Electric motorcycle 8 1.3%
Walking 7 1.1%
Scooter 6 1.1%
Use sustainable transportation 113 18.3%
Would not change 36 5.8%

Origin and Destination of Trips. Figure 2 graphically reports the origin of trips
to the studied zone. The discretization level is given by the 63 neighborhoods
identified by the National Statistical Institute in Montevideo. In turn, Fig. 3
graphically reports the destination of trips starting in the studied zone.

The analysis of Fig. 2 and Fig. 3 demonstrate the regular pattern followed
by origin and destinations, according to the regularity of mobility demands com-
mented in the previous paragraph. The neighborhoods that contribute the most
as origin/destination of trips to Engineering Faculty are Centro and Pocitos
(as origin) and Centro, Pocitos, and Cordón (as destination). Both maps also
demonstrate that most of trips come from/go to central neighborhoods of the
city, and neighborhoods located in the East also contributes to the demand.

Commuting Travel Time. The average travel times from/to the five most
demanded origin/destination of trips to/from the studied zone are reported in
Table 4.

Bicycle is the fastest transportation mode for travels up to 3.5 km, where
most of the people travel from/to. For distances between 3 km and 8 km, car has
similar travel time than bicycle, and always lower than bus. Walking is not a
reasonable option, regarding travel times, for travels larger than 2 km.
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Willingness to Change to More Sustainable Transportation Modes. Almost all
people (93.2%) that use non-sustainable transportation modes stated that they
would be willing to change to a more sustainable transportation mode. Table 5
reports the sustainable transportation modes users will be willing to change to.

62% of the people would be willing to change to electric public transporta-
tion, and 31% to bicycle. The main reasons for changing are the mitigation of
environmental damages, energy efficiency, and avoiding health issues. 49 people
that use automobile and 151 that use bus would change to electric public trans-
portation. In turn, 149 people would change to bicycle as transportation mode.
Most bus travelers would use a public bicycle system if it was operative in the
area.

The survey also recognized the reasons why people do not change to electric
bus and bicycle. The main reasons for not changing to bicycle included: poor
safety conditions (29.6%),no bicycle parking (22.2%),cost (19.7%), poor public
bicycle system (18.5%), bad climate conditions (6.2%). The main reasons for not
changing to electric bus include: slow, many stops (50.5%), not direct (21.9%),
uncomfortable (13.3%), inefficient (7.6%), low frequency (4.8%).

Safety and the lack of infrastructure are the main reasons that prevent users
from changing to bicycle. In turn, reasons why people do not change to electric
bus are related to characteristics of the bus system in Montevideo, which is
perceived as slow, with many stops, and not providing direct connections.

These results are related to the most relevant aspects for mobility to the
studied area.

Almost half of the people (44%) prioritize speed. Comfort is the second most
regarded aspect (22%) and cost the third (17%). Sustainability is not perceived
as a relevant feature for mobility (6%).

6 Recommendations for a Sustainable Mobility Plan
in Engineering Faculty

The analysis of results are a useful input to conceive specific recommendations
for developing a sustainable mobility plan in Engineering Faculty.

The mobility characterization is a valuable first input to elaborate sug-
gestions. Since mobility demands follow a regular pattern, plans can have an
important impact on all people commuting from/to the zone. In turn, the very
large number of people (93.2%) willing to change to sustainable mobility options
should encourage to take actions on this regard.

Any plan toward promoting sustainable mobility must consider the inherent
features of the studied zone and the transportation system of Montevideo. In
this regard, a relevant issue to address is the poor development of bicycle, which
provides the cleaner and faster option for short and medium-distance trips.

Furthermore, bicycles are also the most affordable transportation mode,
although interviewed people do not In this line, one of the first suggestions
is to take strong actions to promote the use of bicycles for traveling from/to the
studied zone. This action will effectively aim at the large universe of people that
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travel from/to distances up to 5–6 km, i.e., about 60% of the commuting peo-
ple. Of course, such actions must be coordinated with other institutions because
the survey revealed that infrastructure changes are needed, such as building the
exclusive line for bicycles to Engineering Faculty, and also extending the public
bicycle system to cover the studied zone. In turn, safety should be addressed too,
as it is one of the main concerns of possible users of this sustainable transporta-
tion mode. It is not enough to signal bicycle lines on the street or sidewalks,
but to provide a physical separation for safety of cyclist and pedestrians. Thus,
introducing bicycle stations, improving parking facilities, and designing an artic-
ulated network of exclusive lanes are a must to improve sustainable mobility in
the zone.

The development of electric public transportation is also another major line of
work to improve sustainable mobility in the zone. The coverage of the electric bus
must be expanded, by including at least one line directly connecting Engineering
Faculty and the South of the studied zone with relevant origin/destinations in
the city. This is a relevant issue that will require the participation of local author-
ities and the main bus companies. However, extending coverage is not enough.
The study confirmed that people will not change to electric public transporta-
tion if the service does not improve. A throughout review of routes, bus stops,
and travel times must be considered. This suggestion extends to the whole city,
because the redesign of the bus network must be be performed from an holis-
tic view. A specific suggestion is to introduce lines with fewer stops and higher
frequencies than the current service, to allow commuters to travel faster. In
turn, bus companies should focus on offering a better travel experience. Some
suggestions related to improve travel conditions and comfort include appropri-
ate dimensioning of vehicles according to the demand, provide air-conditioning,
guaranteeing universal accessibility, providing accurate real-time information via
mobile applications, and improve bus stops facilities. Another specific suggestion,
in this case for the city administration, is defining preferential lanes for buses,
which are currently not available in the zone. Some avenues in the zone (e.g.,
Herrera y Reissig and Bulevar Artigas) can take advantage of preferential lanes
to avoid traffic congestion and speed up public transportation.

Another relevant result of the research is that sustainability is not regarded
by people as a relevant aspect for mobility. This is a consequence of the poor
development of the concept in Montevideo, where just isolated and limited sus-
tainability mobility initiatives have been developed. Engineering Faculty and
Universidad de la República should assume an active role in formation and dis-
semination about this topic, in joint works with local and national governments.

Improving infrastructure is not an easy task, mainly due to the lack of a
proper urban planning. In this regard, specific initiatives should be conducted
following the Transit-Oriented Development (TOD) [20] paradigm for urban
planning and development to create a revitalized and environmentally friendly
neighborhood. Initiatives oriented to reduce automobile utilization (e.g., pedes-
trianization or limiting private traffic) must be implemented, jointly with the
promotion of sustainable mobility. Applying the TOD principles should certainly



Sustainable Mobility Plan for Engineering Faculty 213

help to achieve that goal. In turn, Engineering Faculty can also contribute by
limiting the access to private car parking only to shared vehicles, and improving
the bicycle parking.

Another relevant suggestion is to develop/improve intermodal connectivity
in the area. Combining bicycle and bus is a worth idea for people commuting
from/to long distances, e.g., from outside Montevideo. This idea has been pro-
posed to the local administration to improve the access and connection to the
main large-distance bus terminal in the city using bicycle. The proposal will cer-
tainly contribute to improve quality, safety, accessibility, and cost-effectiveness
of the mobility system in the studied zone and Montevideo.

The reported results, descriptive statistics, main findings of the survey, and
suggestions are very valuable to design an effective sustainable mobility plan
in the studied area. To conceive such a plan, the main concepts of sustainable
mobility must be taken into account, to satisfy the mobility needs guaranteeing
a better quality of life. These concepts include developing an integrated app-
roach, considering strategic objectives and coordinating policies between sectors
(transportation, territorial, social, environment, energy, etc.). In turn, initiatives
must be carefully planned and its performance properly assessed via a system-
atic monitoring and long-term evaluation plan. Any of the proposed suggestions
must be implemented by actively involve citizens, stakeholders, administrators,
operators, and other relevant actors, accounting for their needs and opinions.

7 Conclusions and Future Work

This article presented an analysis of the current mobility reality in Engineering
Faculty, Universidad de la República, Montevideo, Uruguay.

A methodology applying quantitative and qualitative indicators was applied
to characterize the mobility demands, including subjective opinions from people
commuting to/from the studied area. A survey was performed to gather infor-
mation about origin/destination of trips to/from Engineering Faculty, mobility
preferences, willingness to change to more sustainable transportation modes, the
main reasons why people do not change, and other relevant aspects for mobility.

The main findings of the analysis are the universal affordability of sustainable
transportation and that 93% of the people would be willing to change to a more
sustainable transportation mode. According to the analysis, 60% of the people
commute a maximum distance of 5 km, which suggest that implementing specific
strategies to promote the use of sustainable transportation modes is viable. The
high acceptance of sustainable transportation modes is highlighted and it sets a
solid base for developing a sustainable mobility plan in the zone.

Based on the results of the analysis, specific recommendations are provided
to develop a sustainable mobility plan for Engineering Faculty, mostly focused
on improving traffic efficiency and accessibility, which is a direct contribution,
as no previous similar studies have been developed in Montevideo.

The main lines for future work are related to extend the analysis including
other relevant issues (e.g., private vehicles and traffic in the city, environment
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and pollution, etc.). The analysis of other mobility needs is also important to
assess the impact of sustainable mobility in the studied zone. The proposed
methodology can be applied to characterize mobility demands and sustainable
mobility on other relevant neighborhoods in the city.
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Abstract. This study analyzes the impact of the COVID-19 pandemic on traffic
congestion in 15 metropolitan areas of 13 Latin American countries. The
database of the Traffic Congestion Intensity (TCI) of the IDB Invest Dashboard
is used, it was developed from the alliance between the IDB and Waze and it is
correlated with the contagions of the population published by Johns Hopkins
Hospital University, for the period from March 9 to July 31, 2020, approxi-
mately five (5) months. For the analysis, the areas have been categorized into
four (4) clusters, based on the Coefficient of Variation and the TCI/ WHO ratio.
For each cluster, the graphs of the variation of the DTCI, the contagion cases,
and the mobility recovery rate are analyzed. Among the conclusions include that
the decrease in the number of infections and the flexibility of social distancing
measures can be related to a recovery from congestion and that this can be
measured as a function to the rate of recovery of mobility. In addition, the
pandemic has revealed less collective and more agile forms of mobility, being
this an important opportunity for the region to develop new forms of transport.

Keywords: Traffic congestion � COVID-19 infections � IDB Invest
Dashboard � Intensity of traffic congestion � Mobility recovery rate

1 Introduction

The global pandemic due to SARS-CoV-2 or COVID-19 has been public since its
appearance in Wuhan, China, in 2019 [1]. Latin America comes to suffer it later,
compared to other regions such as Asia and Europe. The first case of contagion offi-
cially detected in the region was on February 26, 2020 in Brazil [2] and the first death,
announced in Argentina, the following March 7 [3]. This situation has led to the
implementation of sanitary measures to try to understand and stop its spread, according
to sociodemographic characteristics, mobility and reports on the number of infections
and deaths by country and region of the world [4]. Among the sanitary measures are
social distancing based on measures such as quarantine and mandatory, total or partial
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confinement. These measures have been heterogeneous among the countries of the
region [5] and have directly impacted the mobility of people, among other effects [6–9].

The direct measures that affect mobility are the closure of regional and international
borders, suspension or restrictions on the use of urban transport systems, reduction of
their levels of occupation, enabling of bicycle lanes and location of medical equipment
in transport stations for monitor the temperature of the users or request their identifi-
cation to guarantee traceability in case of contagion, among others [7, 8, 10–12].

Currently, the conception of mobility goes beyond just the transport of people and
goods, being the reflection of a social expression by interrelating in different ways,
giving rise to patterns of behavior due to different social experiences, to guarantee
communication to different distances, and influencing the regional and world economy
[13]. This is in a constant process of change, being a basic need for people in the world.
It is part of urban life and an important cultural component and of political, economic
and sociocultural development, being essential for its analysis to consider the phe-
nomenon of traffic congestion [14].

Latin America is a flourishing region, whose urban growth has accelerated dra-
matically in recent decades in an uncontrolled manner [15]. According to [16], it is the
second region in the world with the highest urban growth and, with this, its service
needs, including mobility and transportation. Traffic congestion problems are evident in
the region [17] and, especially, in cities such as Bogotá [18], Cali [19], Mexico City
[20], Santiago de Chile [15] and Buenos Aires [21], among others. Accelerating the
need for higher levels of urban infrastructure, transportation and investment modalities,
representing in expenses up to 3.5% of the region’s GDP [13] and, for families, one
significant cost to achieve mobilization [22].

Mostly, traffic congestion is an incident problem in capital cities, where its root is
due to a complex context, in which political, economic, social, cultural and historical
heritage variables are articulated [19]. In this framework, Table 1 shows the number of
hours that a driver remains detained during the year due to congestion and the average
speed of advance of vehicles in some of the cities of Brazil, Colombia, Ecuador and
Mexico during 2019, according to the INRIX Global Traffic Scorecard [23]. In this
ranking, 975 cities and 43 countries in the world regions are analyzed and positioned,
based on traffic congestion.

Table 1. Congestion time and average vehicle speed for 2019 [23]

Country City Number of peak
congestion
hours

Variation of the average congestion
rate with respect to the previous year
(%)

Average vehicle
speed (mph)

Brasil Rio de Janeiro 190 −5 11

Sao Paulo 152 +5 13
Colombia Bogotá 191 +3 9

Cali 94 -8 12

Ecuador Quito 144 0 10
Guayaquil 130 +4 13

México Mexico City 158 +2 12
Guadalajara 85 −10 13
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Among other variables, congestion depends on the motorization of travel in cities,
where Latin America is one of the highest in the world, along with Asia and the Middle
East [24]. The number of vehicles per area (km2) is higher in Costa Rica (21), Mexico
(19) and Guatemala (17) than in European countries. This motorization is reflected in
the modal share of travel in the city and in the performance of public transport. This has
brought problems and impacts to the accessibility of the population to jobs and edu-
cation, public health and also, to recreational and cultural activities, in addition the
consumption of fuel and other resources.

Currently, as a result of the global pandemic COVID-19, congestion levels have
been reduced in Latin America [4, 5]. This decrease has been significant in the first
days of the implementation of various social distancing measures. Which indicates that
this distancing can be analyzed through mobility patterns. Platforms of the Inter-
american Development Bank (IDB) [25], Moovit [26] and Google [27], among others,
have published their databases and comparisons with months prior to the pandemic, to
be used for the different studies on COVID-19.

The IDB has published the IDB Invest Dashboard [25] which allows monitoring the
distancing measures in the region based on its mobility, in real time, with the purpose
of tracking the variables so that they serve as input for the public policy-making in the
countries. The traffic data published in this Dashboard [25] comes from the alliance
between the IDB and Waze [28], with these the Traffic Congestion Intensity indicator
(TCI) can be estimated. According to this Index, in the first weeks of the implemen-
tation of the distancing measures, congestion in 69 metropolitan areas in Latin America
fell significantly. The most extreme case being the city of Lima [29] where a decrease
of up to 88% of the TCI is registered.

The purpose of this article is to analyze the TCI of 15 Latin American areas
belonging to 13 countries, for the period from March 9 to July 31, 2020, approximately
five (5) months. In addition to the data published in the IDB Invest Dashboard [25], the
information from Johns Hopkins Hospital University [30], has been used for the
COVID19 number of infections. The 15 metropolitan areas have been grouped into
four (4) clusters, to serve for the analysis. As shown in the methodology, descriptive
statistical measures were estimated for each area from the graphs, based on observing
the recovery of traffic congestion, once the contagions decrease. From this analysis, the
mobility recovery rate (MRR) is defined, which in most cases is positive and distinctive
of the analyzed area. For each case, the dispersion and correlation of the data is
estimated for the period of increase of the DTCI, after the maximum decrease.

2 Methodology

The data used in this article are obtained from the IDB Invest Dashboard [25],
according to the Methodological Note [2], from the agreement of this institution with
Waze [28]. This data comes from the information of the mobile phones of Waze users
[28], which is aggregated and geocoded in real time every two (2) minutes. The
Dashboard [25] uses as the reference or comparison period the week of March 1 to 7,
2020, because traffic patterns were not affected by regional holidays and there were still
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very few reported cases of contagion in the region. Additionally, governments had not
yet issued restrictions or recommendations for social distancing.

It is difficult to compare different cities, with different administrative, legal and
historical limits [2, 30] and that do not necessarily reflect their functional and economic
reach. In this sense, using IDB’s methodology to create urban centers as adjacent grid
groups (with more than 1,500 inhabitants/ grid and more than 100,000 inhabitants), the
IDB Invest Dashboard [25] limits its publication to urban centers with more 750,000
inhabitants. That is, it restricts the analysis to centers with sufficient activity and
historical information from Waze [28], remaining in only 64 metropolitan areas in 19
countries. Using the TCI as indicator for the analysis.

According to [2], the TCI is the sum of the total times and lengths of congestion for
periods of 24 h compared to those carried out on the days of March 1 to 7, 2020. With
this, a DTCI is estimated, which It allows the percentage comparison between the same
days of the week, called the ratio-20.

In [25] the information of 64 metropolitan areas is published, however for the
present study are considered the cities of Buenos Aires (AR-BA), Santa Cruz de la
Sierra (BO-SC), Brasilia (BR-BR), Sao Paulo (BR-SP), Rio de Janeiro (BR-RJ),
Santiago de Chile (CL-ST), Bogotá (CO-BO), San José (CR-SJ), Quito (EC-QU), San
Salvador (SV-SS), Tegucigalpa (HN-TE), Guatemala City (GT-GT), Mexico City
(MX-MX), Panama City (PA-PA) and Lima (PE-LI). The analysis period comprises
from March 9 to July 31 of this year, approximately five (5) months. Only for Bogotá,
Colombia, the start date is taken from March 9, since the data from the IDB Invest
Dashboard [25] started from that day. This country announces the start of its closure on
March 2 [29].

The areas were grouped into four (4) clusters, based on the Coefficient of Variation
(CV) (which is an indicator developed by the IDB) and the TCI/ WHO ratio, published
in [2] as a methodological guide. For each cluster, the DTCI variation graphs are
analyzed, as a function of time and, in turn, of the daily cases of contagions detected for
the same day. The contagion data is taken directly from those published by the Center
for Systems Engineering and Sciences (CSSE) of the Johns Hopkins Hospital
University (JHU) [31].

For each area, graphic analyzes were carried out and descriptive statistical measures
were estimated, based on observing the recovery of traffic congestion, once contagions
decrease. These graphs show the lowest point of the DTCI and, from this moment, the
recovery of traffic congestion in the area, as a line product of the linear regression. With
these, the MRR is estimated as the slope of this line, which in most cases is positive
and distinctive of the analyzed area. For each case, the dispersion and correlation of the
data is estimated for the period of increase of the DTCI, after the maximum decrease.

3 Results and Their Analysis

Figure 1 shows the conformation of the clusters of the 15 cities under study, according to
the Coefficient of Variation (CV) and the TCI/WHO ratio, published in [2]. Additionally,
Table 2 shows the description of each of these clusters. Next, the graphs of TCI [25] and
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daily contagions [30]. Are shown for each group of clusters. Subsequently, the cluster
analysis shows the general statistical analysis of the areas in summarized in Table 3.

3.1 Cluster A

Cluster A is made up of the cities of Brasilia and Lima. Figures 2 and 3 show their
graphs of DTCI and number of infections for the same day, as expressed in the
methodology, respectively. In these figures, it is observed that as the number of con-
tagion decreases, there is a relaxation from the point of view that there is a recovery of
the TCI. As discussed in the methodology, the MRR for both cities has a positive slope
of 30.9 and 44.94%, with a dispersion of 0.1661 and 0.7261, respectively.

Fig. 1. Distribution of the clusters of the cities (CV, Coefficient of Variation; TCI/WHO, Traffic
Congestion Intensity indicator)

Table 2. Definition of the clusters

Group Definition (1) Number
of cities

Percentage
(%)

Member Cities

A 0,33 < CV
TCI/WHO < 4,93

2 13,3 Brasilia, Lima

B 0,33 < CV
TCI/WHO � 4,93

4 26,6 Bogotá, Mexico City, Panamá City, Sao Paulo

C CV � 0,33
TCI/WHO < 4,93

6 40,0 Buenos Aires, Quito, Santa Cruz de la Sierra,
Tegucigalpa, Rio de Janeiro, Santiago de Chile

D CV � 0,33
TCI/WHO � 4,93

3 20,0 Guatemala City, San José, San Salvador

(1) Definition: CV, Coefficient of Variation; TCI/WHO, Traffic Congestion Intensity indicator
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3.2 Cluster B

Cluster B is made up of the cities of Bogotá, Mexico City, Panama City and Sao Paulo.
Figures 4, 5, 6 and 7 show their graphs of DTCI and number of infections for the same
day, as expressed in the methodology, respectively. During 2019, Bogotá has been
ranked number 1 among the cities with the highest traffic congestion, thanks to its high
levels of motorization and other variables. Additionally, Mexico City and Sao Paulo are
within the top ten (10). In this sense, this grouping is to be expected. The MRR of the
cities is 40; 43.89; 23.2; 54.57%, respectively, with dispersions above 0.5455. This
shows that the recovery from congestion is one of the fastest in the region.

Fig. 2. Recovery of Traffic Congestion (Axis
Y1, blue) for Brasilia and COVID19 Infec-
tions (Axis Y2, red) (Color figure online)

Fig. 3. Recovery of Traffic Congestion (Axis
Y1, blue) for Lima and COVID19 Infections
(Axis Y2, red) (Color figure online)

Fig. 4. Recovery of Bogota Traffic Conges-
tion (Axis Y1, blue) and COVID19 Infec-
tions (Axis Y2, red) (Colo figure online)

Fig. 5. Recovery of Mexico City Traffic
Congestion (Axis Y1, blue) and COVID19
infections (Axis Y2, red) (Color figure online)
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3.3 Cluster C

Cluster C is made up of the cities of Buenos Aires, Quito, Santa Cruz de la Sierra,
Tegucigalpa, Rio de Janeiro and Santiago de Chile. Figures 8, 9, 10, 11, 12 and 13 show
their graphs of DTCI and number of infections for the same day, as expressed in the
methodology, respectively. In this conglomerate, unlike the previous ones, it is observed
that the MRR is 16.7; 29.9; 11.6; 10.4; 51.1 and 5.4%, respectively, with dispersions
ranging from 0.013 to 0.8217. Of this group, Rio de Janiero stands out, for having the
highest MRR in the group, comparable to conglomerate B, and Santiago de Chile. The
latter, unlike all the others, stands out by a recovery in the number of infections from the
week XX and in this sense, a correlation of its data close to zero (0.013).

Fig. 6. Recovery of Panama City Traffic
Congestion (Axis Y1, blue) and COVID19
Infections (Axis Y2, red) (Color figure online)

Fig. 7. Recovery of Sao Paulo Traffic
Congestion (Axis Y1, blue) and COVID19
Infections (Axis Y2, red) (Color figure online)

Fig. 8. Recovery of Buenos Aires Traffic
Congestion (Axis Y1, blue) and COVID19
Infections (Axis Y2, red) (Color figure online)

Fig. 9. Recovery of Quito Traffic Conges-
tion (Axis Y1, blue) and COVID19 Infec-
tions (Axis Y2, red) (Color figure online)
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3.4 Cluster D

El Cluster D is made up of the cities of Guatemala City, San José and San Salvador.
Figures 14, 15 and 16 show their graphs of DTCI and number of infections for the
same day, as expressed in the methodology, respectively. In this group, it is observed
that the measures implemented for social distancing were aimed at restricting the use of
private vehicles or public transport. Their MRR is 2.12; 14.6 and 28.87%, respectively,
with dispersions from 0.0017 to 0.6413. The highest dispersion is for Guatemala City
and the lowest for San Salvador.

Fig. 10. Recovery of Santa Cruz de la Sierra
Traffic Congestion (Axis Y1, blue) and
COVID19 Infections (Axis Y2, red) (Color
figure online)

Fig. 11. Recovery of Tegucigalpa Traffic
Congestion (Axis Y1, blue) and COVID19
Infections (Axis Y2, red) (Color figure online)

Fig. 12. Recovery of Rio de Janeiro
Traffic Congestion (Axis Y1, blue) and
COVID19 Infections (Axis Y2, red)
(Color figure online)

Fig. 13. Recovery of Santiago de Chile
Traffic Congestion (Axis Y1, blue) and
COVID19 Infections (Axis Y2, red)
(Color figure online)
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Fig. 14. Recovery of City of Guatemala
Traffic Congestion (Axis Y1, blue) and
COVID19 Infections (Axis Y2, red) (Color
figure online)

Fig. 15. Recovery of San Jose Traffic
Congestion (Axis Y1, blue) and COVID19
Infections (Axis Y2, red) (Color figure
online)

Table 3. Statistical data per area

Fig. 16. Recovery of San Salvador Traffic Congestion (Axis Y1, blue) and COVID19 Infections
(Axis Y2, red) (Color figure online)
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4 Analysis of Results

In order to understand how the pandemic will affect in the future and, above all, the
different changes that may occur from this health emergency, it is necessary to review
the transformations that occurred, especially from the 12th and 19th centuries. Fun-
damentally, these pandemics highlight the health problems associated with over-
crowding and industrial development. According to [32] it indicates the rezoning and
ordering of the city as a space for “social reproduction” in order to solve the problems
derived from unhealthy conditions and overcrowding of people.

If in previous centuries, the bubonic plague in Florence in 1348, which of 1665 in
London or the diseases in the city of Seville in 1786, motivated the processes of
transformation of the cities. At the beginning of this 21st century, practically the same
reasons plague cities globally, with inequality in said social reproduction, health and
the environment being a matter of concern for the United Nations System. It is esti-
mated that approximately 828 million people live in slums. In addition, the levels of
energy consumption and pollution in urban areas are also considered worrisome,
although cities occupy only 3% of the earth’s surface, they represent between 60 and
80% of energy consumption and 75% of carbon emissions [33] and nine (9) out of ten
(10) people suffer from health problems derived from poor air quality and 7 million
people die each year from respiratory diseases of contaminated air particles [34].

The main recommendations of the WHO for the transformation of transport in cities
establish lines of concrete actions for its future in cities:

“Adoption of clean electricity generation methods; prioritization of rapid urban transport,
pedestrian and bicycle paths in cities, and interurban freight and passenger transport by rail; use
of cleaner heavy duty diesel engine vehicles and low emission vehicles and fuels, especially low
sulfur fuels” [34].

An indicator of the change in the behavior model associated with mobility in this
period of restrictions is the increase in Internet data traffic BID 2020 [35]. According to
an IDB report during the first months of the application of mobility restrictions, the
Internet pressure index (KASPR) was affected in some cities up to 40%, as shown in
Table 4. Which can be inferred as the reduction of face-to-face activities and its sub-
stitution to virtual ways of work and communications. Since the selected cities are the
major cities of each country (Table 2), we assume a proportionality between the
behavior of the country and the corresponding behavior of its major cities and capitals.

Another indicator of behavior changes in the pandemic has been the impact of
restrictions, this time on people’s mobility behavior (5). As it can be seen in Table 5,

Table 4. Increase in data traffic on the Internet, according to data in [35]

Country Percentage (%)

Argentina 22 y 25
Brazil 10 y 20
Ecuador 30 (fixed networks) y 8 (mobile networks)
Colombia 40 (fixed networks) y 12 (mobile networks)
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only trips to second homes increased perhaps as a way to flee from areas with more
demographic density, and it can be noted the decrease in movements associated with
areas with close personal contact such as leisure and parks.

The pandemic and the different mobility restrictions have shown the need for more
agile and less collective forms of transport services. Already in 2014, at the ITS
Conference in Helsinki, the concept of MaaS appeared as a set of subscription mobility
services [36]. This is defined as the integration of various forms of accessible transport
services based on demand for individual mobility. MaaS services provide various
menus of transport options, both public, bicycle, taxis, shared or rental car and com-
binations of both. COVID-19 represents an opportunity for the development of new
public-private transport services that would contribute to sustainability, resilience,
mitigation of so-called climate change and the health of the population.

For the case of Latin America and the study cities, there are several challenges that
must be addressed [37]. To the low quality in time cost of public transport, are added
the road insecurity for the most vulnerable (pedestrians), the high level of polluting
emissions, its impact on health, as well as the high traffic congestion and a very limited
management that prevents the optimization of road infrastructure, as well as the
effective prioritization for buses, pedestrians and cyclists. COVID-19 highlights the
importance of health when facing these challenges in the future.

Table 5. Mobility in the face of COVID-19 in Latin America [27]
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5 Conclusions

This study begins with the analysis of the impact of the COVID-19 pandemic on traffic
congestion in 15 metropolitan areas of 13 Latin American countries. The database of
the Intensity of traffic congestion of the IDB Invest Dashboard and the number of
infections in the population published by Johns Hopkins Hospital University were
used, for the period from March 9 to July 31, 2020, approximately five (5) months.
From the categorization of four (4) clusters, the graphs of the variation of the DTCI, the
cases of contagion and the rate of recovery of mobility are analyzed. It should be noted
that the decrease in the number of infections brings flexibility of social distancing
measures and the recovery of congestion, which is observed based on the rate of
recovery of mobility.

It is observed that the mobility recovery rate for conglomerates A and B is higher
than for the rest, coinciding with the areas of the cities with the greatest traffic con-
gestion. In cluster D, this rate is lower, however, they present greater dispersion (seen
from the point of view that their correlation is not very significant), coinciding with the
areas where the distancing measures were related to restrictions on the use of vehicles
individuals or public transport.

Similar to what happens with pandemics of the twelfth and nineteenth centuries,
this brings as evidence that social inequality, health and the environment are reasons
for concern. Non-negligible effects for citizens, especially in large urban centers, are
evident: the rapid recovery of pollution levels and traffic congestion as the economic
recovery becomes more pressing

Finally, the COVID-19 pandemic has revealed that less collective and more agile
forms of mobility are needed, being an important opportunity for the region to develop
new forms of transport in the face of a pandemic which has required people to have
physical distance and yet they need to move from one place to another.

However, if the problems associated with the pandemic continue, a review of the
World Health Organization recommendations regarding the use of public transport will
be necessary. This fact raises a dilemma between maintaining state-of-the-art urban
mobility policies (mitigation of climate change), versus public health and the well-
being of citizens.

Acknowledgements. The authors of this article would like to thank the Programa
Iberoamericano de Ciencia y Tecnología para el Desarrollo (CYTED), since it was carried out
within the framework of the Red Iberoamericana de Transporte y Movilidad Urbana Sostenible
(RITMUS, 718RT0566).

References

1. Chen, N., et al.: Epidemiological and clinical characteristics of 99 cases of 2019 novel
coronavirus pneumonia in Wuhan, China: a descriptive study. The Lancet, 365, 507–513
(2020)

2. Invest, I.: Coronavirus Impact Dashboard Methodological Note, IDB (2020)

Impact of the Covid-19 Pandemic on Traffic Congestion in Latin American Cities 227



3. Pierre, R., Harris, P.: COVID-19 en América Latina: Retos y oportunidades. Revista Chilena
de Pediatria, 91(2), 179–182 (2020)

4. Ribeiro-Dantas, M., Alves, G., Gomes, R., Bezerra, L., Lima, L., Silva, I.: Dataset for
country profile and mobility analysis in the assessment of COVID-19 pandemic. Data in
Brief, 31, p. 4 (2020)

5. IDB: Del Confinamiento a la reapertura: Consideraciones estratégicas para el reinicio de
actividades en América Latina y el Caribe en el marco del Covid-19, IDB, New York (2020)

6. Iranzo, A.: COVID-19: ¿(in)seguridad sin (in)movilidad? Acercando la política de la
movilidad a los Estudios Críticos de Seguridad. Geopolítica(s) Revista de estudios sobre
espacio y poder, 11, 61–68, (2020)

7. Kraeme, M., et al.: CORONAVIRUS. The effect of human mobility and control measures on
the COVID-19 epidemic in China. Science, 368, 493–497 (2020)

8. Sirkeci y, I., Murat, M.: Coronavirus and migration: analysis of human mobility and the
spread of COVID-19. Migr. Lett. 17(2), 379–398 (2020)

9. Peñafiel-Chang, L., Camelli y G., eñafiel-Chang, P.: Pandemia COVID-19: Situación
política - económica y consecuencias sanitarias en América Latina, Revista Ciencia UNEMI,
13(33), 120–128 (2020)

10. Lasry, A., Kidder, D., Hast, M., Poovey, J., Sunshine, G., Winglee, K.: Timing of
community mitigation and changes in reported COVID-19 and community mobility—Four
U.S. Metropolitan Areas, February 26–April 1, 2020. Morb. Mortal. Wkly Rep. 69, 451–457
(2020)

11. Lokhandwala y S., Gautam, P.: Indirect impact of COVID-19 on environment: a brief study
in Indian context. Environ. Res. 188, 1–10 (2020)

12. Shezen: Combating COVID-19, Shezen Bus Group (2020)
13. Alonso y R., Lugo-Morìn, D.: El estado del arte de la movilidad del transporte en la vida

urbana en ciudades latinoamericanas. Revista Transporte y Territorio 19, 133–157 (2018)
14. Alonso, G.: El estado del arte de la movilidad del transporte en la vida urbana en ciudades

latinoamericanas. Revista Transporte y Territorio 19, 133–157 (2018)
15. Jans, M.: Movilidad Urbana: En Caminos a sistemas de trasnporte Colectivos Integrados.

Artículo 6, 6–11 (2018)
16. Terraza, H., Rubio y D., Vera, F.: De ciudades emergentes a ciudades sostenibles.

Comprendiendo y Proyectando las ciudades del Siglo XXI BID (2016)
17. Rivasplata, C.: Congestion pricing for Latin America: prospects and constraints. Res.

Transp. Econ. 40, 56–65 (2013)
18. Alirio, R., Escobar y R., Liberona, D.: Government and governance in intelligent cities,

smart transportation study case in Bogotá Colombia. Ain Shams Eng. J. 11, 25–34 (2020)
19. Vergara, R., Arias y J., Rodríguez, M.: Congestión urbana en Santiago de Cali, un estudio de

caso de política pública. Territorios 42, 1–29 (2020)
20. Luyando y J., Herrera, J.: Propuesta vial para atacar el problema de contaminación en la

Ciudad de México. Revista de Direito da Cidade 11(2), 316–336 (2019)
21. Mauricio y C., Pilar, M.: Planificación Multiescalar. Las desigualdades territoriales.

Volumen II, CEPAL (2017)
22. Gandelman, N., Serebrisky y T., Suárez-Alemán, A.: Household spending on transport in

Latin America and the Caribbean: a dimension of transport affordability in the region.
J. Transp. Geogr. 79, 1–14 (2019)

23. INRIX: INRIX Global Traffic Scorecard, INRIX (2020). https://inrix.com/scorecard/
24. Rivas, M., Suárez-Aleman y A., Serebrisky, T.: Hechos estilizados de transporte urbano en

América Latina y el Caribe, BID (2019)
25. IDB: Tablero de Impacto del Coronavirus (2020). https://www.iadb.org/es/topics-effective-

ness-improving-lives/coronavirus-impact-dashboard

228 J. Ortego et al.

https://inrix.com/scorecard/
https://www.iadb.org/es/topics-effectiveness-improving-lives/coronavirus-impact-dashboard
https://www.iadb.org/es/topics-effectiveness-improving-lives/coronavirus-impact-dashboard


26. Moovit: Moovit Public Transit Index (2020). https://moovitapp.com/insights/en/Moovit_
Insights_Public_Transit_Index-countries

27. GOOGLE: Informes de Movilida Local sobre el COVID-19 (2020). https://www.google.
com/covid19/mobility/

28. Waze: WAZE for Cities (2020). https://www.waze.com/es/ccp
29. IADB: IDB Mejorando Vidas IDB (2020). https://blogs.iadb.org/efectividad-desarrollo/es/

tablero-de-impacto-del-coronavirus-midiendo-los-efectos-del-distanciamiento-social-en-la-
movilidad-de-america-latina-y-el-caribe/

30. Dijikstra y L., Poelma, H.: Cities in Europe: The New OECD-EC Defintion. Regional Focus
1/2012, European Commission (2012). https://ec.europa.eu/regional_policy/sources/
docgener/focus/2012_01_city.pdf

31. JHU: Coranovirus Research Center, John Hopskin Hospital (2020). https://coronavirus.jhu.
edu/map.html

32. Álvarez, A.: La ciudad como productor versus la ciudad como obra, o la realidad urbana
entre el espacio de la renta y el espacio social. Universidad de Valladolid, Valladolid (2015)

33. ONU: 17 Objetivos que transforman el mundo. https://www.un.org/sustainabledevelopment/
es/. Último acceso 03 Apr 2020

34. OMS: Calidad del aire y salud, 2 May 2018. https://www.who.int/es/news-room/fact-sheets/
detail/ambient-(outdoor)-air-quality-and-health. Último acceso 03 Apr 2020

35. IDB: Coronavirus: generando nuevo tráfico en América Latina,1 Apr 2020. https://blogs.
iadb.org/transporte/es/coronavirus-generando-nuevo-trafico-en-america-latina/. Último
acceso: 6 May 2020

36. Serafimova, T.: Covid-19: an opportunity to redesing mobility towards great suatainability
and resilience? European University Institute (2020)

37. CAF: Transpote y Desarrollo en América Latina. vol. 1, no.1 (2018)

Impact of the Covid-19 Pandemic on Traffic Congestion in Latin American Cities 229

https://moovitapp.com/insights/en/Moovit_Insights_Public_Transit_Index-countries
https://moovitapp.com/insights/en/Moovit_Insights_Public_Transit_Index-countries
https://www.google.com/covid19/mobility/
https://www.google.com/covid19/mobility/
https://www.waze.com/es/ccp
https://blogs.iadb.org/efectividad-desarrollo/es/tablero-de-impacto-del-coronavirus-midiendo-los-efectos-del-distanciamiento-social-en-la-movilidad-de-america-latina-y-el-caribe/
https://blogs.iadb.org/efectividad-desarrollo/es/tablero-de-impacto-del-coronavirus-midiendo-los-efectos-del-distanciamiento-social-en-la-movilidad-de-america-latina-y-el-caribe/
https://blogs.iadb.org/efectividad-desarrollo/es/tablero-de-impacto-del-coronavirus-midiendo-los-efectos-del-distanciamiento-social-en-la-movilidad-de-america-latina-y-el-caribe/
https://ec.europa.eu/regional_policy/sources/docgener/focus/2012_01_city.pdf
https://ec.europa.eu/regional_policy/sources/docgener/focus/2012_01_city.pdf
https://coronavirus.jhu.edu/map.html
https://coronavirus.jhu.edu/map.html
https://www.un.org/sustainabledevelopment/es/
https://www.un.org/sustainabledevelopment/es/
https://www.who.int/es/news-room/fact-sheets/detail/ambient-(outdoor)-air-quality-and-health
https://www.who.int/es/news-room/fact-sheets/detail/ambient-(outdoor)-air-quality-and-health
https://blogs.iadb.org/transporte/es/coronavirus-generando-nuevo-trafico-en-america-latina/
https://blogs.iadb.org/transporte/es/coronavirus-generando-nuevo-trafico-en-america-latina/


Infrastructure, Environment,
Governance



Reimaging the Book ... Again! A New
Framework for Smart Books Using

Digital Twins Technology

H. Kolivand1 , E.C. Prakash2 , M.C. López3 , D. Hernández3 ,
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Abstract. Technology enabled learning and communication are at the
crossroads, which need flexible solutions. Flexible learning enables a
learner to move seamlessly between the real and virtual world. We pro-
pose a novel flexible communication tool, “the smart book” to address
these challenges. First, we review the role of the traditional book, its
role in society today and the recent advances in augmented reality books.
Next, we present a novel approach that integrates digital twins and mixed
realities that is useful in communication, learning and for making deci-
sions. We propose an initial vision of the architecture. Finally, we follow
the Spiral of Creative Thought to create a first prototype with promis-
ing results. Our plan to further develop the architecture is to integrate
this spiral with other software development methods. We need further
iterations within the spiral to include final users and diverse applications.

Keywords: Book · Mixed Reality · Digital twin · Augmented reality ·
Virtual Reality

1 Introduction

Humanity and books have a long relationship. Smart societies living in smart
cities within a smart world demand innovative ways of communication and
understanding of both traditional and new communication channels. Crisis such
as the Covid-19 have evidenced the need and surge of novel interaction and
collaboration mechanisms. This is evident from the author’s own experience lec-
turing and researching during the crisis. This is only one of multiple examples
that could come out. As we will discuss, the book in its multiple formats is still
a current and versatile communication medium. Our goal is to create a smart
book, an important communication tool in smart cities within a smart world to
make reading, learning and teaching amusing and more efficient. We visualise
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the smart book as a tool that would be able to enhance the current state of the
book, respecting its multiple formats and allowing different usages. Even though
our examples and experience are mainly related to education; while we continue
in the search for a smart education, we believe the book plays an important
role in different sectors currently experiencing difficulties (for example, tourism,
commerce, health care, maintenance, etc.).

1.1 About the Book and Its Evolution

Maŕıa Angélica Thumala Olave starts her paper questioning “why do people in
the UK read and collect books when there are so many other sources of informa-
tion and forms of story-telling available?” [1] (p.1). In her qualitative analysis,
she [1] highlights the powerful appeal of books due to the fusion of the act of
reading, book’s iconic value as cultural goods and their surface material proper-
ties. In another study, James M. Donovan [2] (p.1) “provide a reasonable basis
to support an expectation that readers perform better on reading comprehen-
sion tasks performed in book-rich environments,” while challenging projects that
remove print collections to provide space to other amenities and evidencing phys-
ical collections have a role in today’s digital society. Indeed, books also play and
important role in education and are subject of diverse studies [3]. Evans et al.
[3] present a study comparing pre-schoolers’ behaviour interacting with alphabet
books in paper format and interactive alphabet books in an eBook. They [3] con-
clude that children spend less time on letter-related behaviour (e.g. saying object
names) and more time oriented to the book. Potnis et al. [4] evidence difficulties
in the adoption of e-books by millennials but highlights the potential benefit of
available resources and strategies for their adoption. Learning books are diverse,
for example, Reynolds [5] studies the role, limitations ad possibilities of comic
books in higher education. In another example, Gaylor et al. [6] claims the poten-
tial input for mathematics learning in children using counting books and study
the impact of using tactile and narrative content within these books. Whatever
the case, books seem to be important. Indeed, Beimorghi, Hariri, Babalhavaeji
[7] suggest that books play an important role in transforming knowledge to wis-
dom. Finally, a study from Bavishi, Slade and Levy [8] suggest that those who
read books may acquire better survival skills. Of course, there is still a lot to
study about books, however, the continuous interest in books is a strong evidence
of their importance in humankind.

From the previous paragraph, it is evident that books have had an evolution
too. The paragraph refers to paper books, eBooks, tactile books, and comic
books, among others. Wikipedia [9], the modern version of the collection of books
known as encyclopaedia, offers an effective summary of book evolution that goes
from tablets and codex to eBooks and presents the type of content they can
provide and multiple uses they can have. Following the evolution of the book,
the pioneering work by Billinghurst, et al. [10], the Magic Book, constituted
the first book to include Augmented Reality (AR) and Virtual Reality (VR).
The Magic Book project [10], presented in 2001 explored the concept of “how
interfaces can be developed that allow for seamless transition between Physical
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Reality, Augmented Reality (AR), and immersive Virtual Reality (VR) in a
collaborative setting,” [10] (p.25). As such, the Magic Book [10] was a book
that could be read as a traditional book, without any technology; but the book
could be read using a handheld device capable of displaying 3D virtual content.
The reader could view AR scenes with 3D content overlaid on the pages from
any perspective or they could fly into immersive VR scenes. A communication
between the readers in AR and VR world could also be stablished [10].

1.2 Previous Work

According to Do and Lee [11] as cited by Navarro-Newball et al. [12] (p.3), “AR
books enhance the reading experience, visualise products, tell stories and teach.
They can provide other views of complex situations, increasing understanding
and are an evolution of traditional books, the main medium of teaching and
learning.” Then, in our previous work, Navarro-Newball et al. [12] identified
some limitations in AR books. AR Books so far [12]: (1) did not mean to include
contents using all major data types (e.g. 2D static, 2D dynamic, 3D content and
sound); (2) apart from few cases [11], did not offer a usable authoring inter-
face; (3) did not offer authoring tools to create pages and to introduce markers
with related display elements such as virtual models, animations, videos, sounds,
images and gestures in order to create any book; (4) limited reader interactions
to flipping pages, and AR cards for additional content; (5) barely used natural
features [13], but relied on abstract fiducial markers; (6) and, content creation
possibilities from readers, although existent [14], were rare.

More recently, the work from Bischof et al. [15] overcome the problems of
fiducial markers using Vuforia SDK, allowing the use of images of the book
as AR markers; however, the kind of content displayed is still limited to video
only and the work is focused on one book only. Leela, Chookeaw and Nilsook
[16] presented a study to describe the effectiveness of mobile learning and AR
books through the microlearning approach and concluded that books supported
by technology increase interest and promote teamwork; however, they do not
give details about the AR books. Kljun et al. [17] (p.103) state that “digital-
augmentation of print-media can provide contextually relevant audio, visual, or
haptic content to supplement the static text and images. The design of such
augmentation - its medium, quantity, frequency, content, and access technique -
can have a significant impact on the reading experience;” and provide evidence of
this fact; however, their sample books only use video as the augmented media and
falls short in testing other interactive possibilities. Yamamoto et al. [18] propose
a method to integrate tactile sensation into an eBook using AR, reinforcing the
importance of texture and physicality in a book. Mokhtar et al. [19] describe a
framework which is reusable and allows the creation of new colouring content;
however, the books display only 3D pop up images synthetized from the coloured
pages, by visualizing them in 3D on a user’s view of the real world; and, the
3D models are still drawn by a modeller but texturized with the colours used
by the user. Recently [20], researchers have presented the e-mmersive Book,
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capable of assist readers relying on a HoloLens device. Moreover, users read in
an inspectional way more than one book to find answers to questions [20].

Finally, it is important to note that Gazcón and Castro [21] claimed back
in 2015 an interactive and collaborative application for traditional books aug-
mentation which allows the incorporation of AR content to any pre-existent
traditional book and collaboration among readers.

The use of AR markers has evolved to using natural features taken from
book pages thanks to SDKs such as Vuforia, but tools for content creation in
AR books are still scarce. However, following the spirit of Gazcón and Castro
[21], which allows the inclusion of AR content and collaboration; and, aware of
the important role of books, we propose to develop further the book as it will be
explained in the next sections. The book is widely presented in all its formats
and requires a constant evolution so that new ways to convey information to
readers, authors, teachers, students, guides and followers are discovered.

1.3 Problem Statement

There is a positive impact from VR and AR in formal and informal educational
environments [22]; these technologies provide novel ways to learn, communicate
and teach. Indeed, AR/VR may enhance the learning process in all content areas,
are now more affordable and new user-oriented interfaces allow people from all
over the world to connect in unique and exciting educational experiences [20].
One of these experiences is provided by AR books. AR books enhance the reading
experience and can increase understanding by providing other interactive views
of complex situations while visualising products, telling stories and teaching
[12]. The first AR Book, the Magic Book [10], explored transitional interfaces
between physical reality, AR and VR. In The Magic Book, readers could use AR
to display content, but the interaction with the displayed content was limited to
observing mostly.

AR book creation have had difficulties such as requiring complex image pro-
cessing or relying on software configuration or scripting. Creation of multiple
books and upload of diverse content; display of representative multimedia data
such as video, text, image, animation and 3D and; integration of alternative
interaction techniques which use game technology have also been limited in the
AR book world. In a previous research described in a chapter by Praksh and Rao
[23] (co-author of this paper) we proposed an AR book and we were able to over-
come some of these problems. Firstly, we offered to include all major data types
such as 2D static; 2D dynamic; 3D content and sound. Secondly, we offered
an authoring interface in which the author could create pages and introduce
AR markers with related elements such as virtual models, animations, videos,
sounds, images and gestures in order to create his/her desired book. Thirdly, we
explored a novel way of interaction, integrating body gestural interaction to the
book, besides projecting 3D objects and animations with synchronised rotation
and translation on pages. Figure 1A shows our previous book with a fiducial
marker, video content displayed and, 3D content interaction through zooming.
Our book was novel because:
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– We provided a kind of flexibility to include major media data types (for
example video and audio), while existing books focused on a subset of them.
Focusing on a subset of media types is still common.

– We were able to create any book based on standard fiducial markers provided
by the AR kit we used. In contrast, many existing AR book projects focused
on the development of one single book, which is still a common practice.

– We included “take”, “move” or “zoom” gestures to virtual objects displayed
in every page, while many books used additional AR cards for this. Also, with
gestures we provided integration to basic VR scenarios.

However, our book had limitations:

– We could only create AR versions of books with no more than 48 pages, due
to the limited set of fiducial markers offered by the SDK those days.

– We relied on fiducial markers and did not take advantage of natural features
within the real book content to display AR content.

– We did not include mobile devices capabilities to the book.
– We did not allow the creation and sharing of content by readers.
– We did not take great advantage of gamification technologies to make reading

more engaging.
– We did not implement a way to store book usage statistics; for instance, we

did not know how the book was read and understood.

Therefore, we missed the chance to create more complex books, to utilise
handier interaction strategies and to gather anonymous information about the
reader’s learning, reading, authoring and sharing processes.

In his blog at IEEE’s Future Directions [24], Roberto Saracco answers to
the question “what would education be like in 2050?”, with two words: “Digital
Twins.” Saracco believes that VR Digital Twins are a new tool that will be key
for education by 2050 [24]. We believe that the current Covid-19 crisis could
accelerate their evolution in education. In essence, Saracco [24] explains that
each person has several fragments of his/her own digital twin; these fragments
can be used to represent both our skills and knowledge; and, Digital Twins offer
the possibility to study in the digital representation rather than studying on the
real thing. For instance, we believe we will have the chance to take advantage
from the real world, the virtual world and the mixed world. As Saracco said more
recently [25], Digital Twins bridge the physical space and the cyberspace. Digital
Twins are a trend in the field of Mixed Reality (MR). “Digital Twin models are
computerized clones of physical assets that can be used for in-depth analysis,”
[26]. With current technology we see a chance to take the AR book beyond. That
leads us to propose the research question: how to use Digital Twins to create a
smart book which overcomes limitation from previous books?

To answer this and focusing on the learning applications of books first, we
need to support complex contents in educational scenarios such as museums and
classrooms using tools that favour learning and user’s entertainment. We expect
to enhance flexibility, while staying independent of the technology used and
taking care of not being disruptive with the real book. We believe the concept
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can be extended to any sustainable paper-based communication material such
as brochures. Additionally, the content management model is fundamental to
provide a flexible tool for the creation of content and narrative to entertain and
educate. Finally, the digital twin approach can be useful to find out how the
book is read and understood.

1.4 Objectives

Our main objective is to develop a smart book creation framework using the
Digital Twins technology and taking advantage of MR. In order to achieve that
we need to:

– Investigate how to integrate smart book content and interactions in a digital
twin.

– Develop a digital twin architecture to support a smart books creation frame-
work.

– Validate the resulting framework introducing a smart book.
– Validate the use of the smart book created using the framework.

2 Methodology

After a continuous study of learning with children, Professor Mitchel Resnick
[27], dedicated to helping children of all ages play, think and experiment with
design and technology, came up with an approach with which students would
engage in project analysis, implementation, and evaluation. To achieve this,
Resnick gave life to the infinite Spiral of Creative Thought (SCT) specified below
(1B). Basically, the projection of the future expressed in the spiral denotes the
ability that everything that is imagined can become reality, through the repeti-
tion of five key steps [27]:

– Imagine: Visualize what you want to create without limit, detaching from
value judgments such as the previous knowledge that binds imaginative
capacity.

– Create: Make the thought or imagined a reality through compositions, draw-
ings, or artifacts.

– Play: Explore, enjoy, listen, touch, and use all creations with an emphasis on
recognizing that everything is upgradeable and that evolutions will arise at
any time.

– Share: Teach or show the project to others taking into consideration their
opinions.

– Reflect: Carry out a feedback process where the appropriate changes are
made.

The iterative execution of the SCT leads to the creation of artifacts that
promote research and experimental thinking. Therefore, for the realization of this
project we will use SCT as the main source of the methodological process, at the
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same time we will integrate the phases of the software engineering process into
this research. Additionally we will need to realise a number of tasks to achieve
our goals. To investigate how to integrate smart book content and interactions
in a digital twin we need to:

– Implement the prototype of a smart book based on a real book and using
MR.

– Identify potential interactions.
– Identify potential data of interest within a focus group.
– Identify requirements.

To develop a digital twin architecture to support a smart books creation
framework we need to:

– Design the architecture.
– Design a data model to support the architecture.
– Design a way to measure book’s usage and understanding.
– Identify the most suitable technology for development.
– Implement the architecture.
– Design and implement a user interface for smart book creation.

To validate the resulting framework introducing a smart book we need to:

– Use the architecture to create one smart book inspired on a real book.
– Validate framework’s usability.

To validate the use of the smart book created using the framework we
need to:

– Validate usability of the smart book within a focus group.
– Validate how the book is read and understood using statistics.

Imagine

Create

Play

Share

Reflect

Imagine

A)

B)

Fig. 1. Previous book and method. A) Previous AR book. B) SCT.
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3 Proposed System

Figure 2 shows the proposed architecture and flow of smart book use. While
in real books one author proposes content to the reads, AR, MR and VR tech-
nologies create a window that expands the book to the smart book allowing
multiple readers become collaborative authors and the authors become collabo-
rative readers. Users in both roles (readers and authors) can upload and down-
load content that may come from different sources and media, such as text, 3D
content, images and video, audio, interactions. This content is inspired in the
real, imaginary, and virtual worlds. The smart book must be supported by an
interconnected architecture based on the Digital Twins concept, which includes
a layered model, a novel user interface, storage, and processing of data. This
approach will integrate the real and virtual versions of the book allowing collab-
oration and allowing users to include their imaginary into the book.

Real book Smart book

Digital twin*

Upload and download
Content**

Mul ple readers
and authors

Author

**Real, imaginary, virtual

Layered model

User interface

Processing

Storage

3D content

Images and video

Audio

Interac ons

The two worlds complement
AR/MR/VR

Reader

*Digital twin architecture

Fig. 2. Smart book’s architecture.

4 Early Prototype

At the end of the year, we will have the prototype of a smart book and a list
of feasible interaction oriented by the book. We chose “Journey of the Beetle”
book [28] as a field test for the smart book early prototype. Following the idea of
SCT, we started a creativity workshop with nine undergraduate students under
the guidance of Miguel Fernando Caro, the author of the chosen book, who
specialises in educational books and tales. During this workshop, the students
had to: (1) write letter to their inner self (self-discovery) talking about their
experiences in life and feelings; and, (2) write a short fictional story. In all cases,
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students were free to share their writings or not. This served to spark creativity
and motivate story writing for video games and animation. Then, students had to
study previous publications related to AR books and present a summary analysis
of one paper to the rest of the group. These two activities were related to the
“imagine phase” of the SCT. Finally, we had a brain storming session. Next, we
started preparation for the “create phase” and all students participated in Unity,
Unreal and Vuforia basic training and developed the first prototypes. Figure 3
shows “Journey of the Beetle.” Here, one example of the proposed interactions
obtained from the first iteration displays and AR interactive game the first time
the beetle is shown in the book. In the game the beetle must catch as many dung
balls as possible. This game was played by two students who programmed the
game (“play phase”) and then shared to the rest of the group (“share phase”).
After the “reflect phase” we found that:

– There are many ways a the book can be used to interact. For example, you
could go to the real word, photograph a beetle and upload it in new page of
the book; you could expand the book by superimposing animation or videos
as in previous books; or, you could write new pages in the digital twin.

– Some pages or chapters could contain video games. Particularly, the first
video game implemented could be enhanced to include multiple players and
collaboration mechanisms among a number of beetles.

– The book itself could be an interaction device for a narrative educational
video game.

– Apart from the original game of the beetle making dung balls. Two other video
game narratives for different sections of the book were proposed. The first one
is about the illegal burning of fields versus the reforestation of the field to
raise cattle in a sustainable way (the book explains the relationship between
the beetle and the cattle). The second one is a survival game where beetles
must avoid being caught by hungry birds. All proposed video game narratives
can be a test field for AI (flocking and path finding for cattle), collaborative
reading (reading/writing with other author-readers taking advantage of a
digital twin), multiplayer interactive techniques (each reader becomes a beetle
and compete to make the biggest dung ball), among others.

– Finally, different reading reward mechanisms were proposed, such as: access to
books, documentaries and movies related to the book’s thematic and guided
field visits where the situations explained on the book can be experienced in
real life.
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Fig. 3. Early prototype.

5 Discussion

We believe that if we manage to implement it, the smart book will become
an important communication tool within a smart city environment supporting
education, tourism, maintenance, training, health, environment, culture, etc. We
expect our approach will respect and give relevance to other book formats while
expanding those to different ways of interactions, collaborations and applications
that may be used when required. The most important thing about the Digital
Twins approach is that it will allow for a book that can not only be used to
expand the real world but to take decisions from the data gathered during its
usage, for example, to enhance learning or other processes that could be achieved
through the book.

6 Conclusion

We finished the first iteration in the SCT. The process of the SCT has sparked
initial ideas and interaction mechanism that will enrich the smart book and chal-
lenge the developer to create and architecture that supports such interactions.
However, a few more iterations are needed to refine the prototype before we
start implementing the architecture. Despite that, we dare to envision a possi-
ble basic architecture and work usage flow. Further iterations within the SCT
should include reflection of the applications of the book in fields different from
education and potential users. The completion of the smart book project will
require funding and time to cause the desired impact.

We are aware that during the latest book evolution (the AR book), there
have been advances which allow some content creation, inclusion of different
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data formats, introduction of new books and, the use of natural features of the
book. However, we found no evidence of a book creation framework that takes
advantages of all these features altogether; neither we found a vision of the book
which takes advantage of the Digital Twins concept. Our previous project has
now become obsolete because the software tools we used are no longer usable.
We believe our Digital Twins approach is an opportunity for reimaging the book
. . . again!
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Abstract. This paper presents a methodology to convert a network section with
generation sources, storage, and loads into an electrical microgrid. This con-
version will allow greater autonomy and efficiency in its management. Besides,
after the analysis of the recorded data, a reduction in the consumption of the
distribution network can be achieved, and therefore, a reduction in the costs of
the electricity bill. To achieve this transformation it is necessary to provide the
network with intelligence, proposing a methodology based on four steps:
identification and description of the elements that form it, choice of hardware
and software for monitoring and controlling the system, establishment of
communication between the different elements and creation of a control network
framework for visualization. As a case study, the microgrid of the Renewable
Energy Development Centre (CEDER) located in the province of Soria (Spain)
is shown, formed by different sources of generation, storage systems, and
consumption. All the elements of this microgrid are integrated with single free
software, Home Assistant, installed in a Raspberry Pi 4 to provide the network
with basic intelligence, control and monitoring in real-time through different
communication protocols.
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1 Introduction

The concept of a microgrid is a term that can be defined as the U.S. Department of
Energy [1] proposes; “a group of interconnected loads and distributed energy resources
within clearly defined electrical boundaries that act as a single controllable entity
respect to the network. A microgrid can be connected and disconnected from the
network to allow it to operate in grid or island mode. A remote microgrid is a variation
of a microgrid operating in island conditions”. Or define it more simply “Microgrids
are decentralised distribution networks that integrate distributed energy resources and
balance power generation and loads at the local level” [2].

This form of energy production, consumption, and management is becoming
increasingly important today. It was born to reduce the different environmental prob-
lems that currently exist through a greater implementation of renewable energy sources.
However, this proposal of management using microgrids is complex to implement and
certain institutional changes are necessary to reach its maximum potential since at
present the management of the network is monopolized by large generating companies
and governments at different levels. The justification for the monopolies in the energy
sector has weakened over time with the appearance of new companies, which, although
smaller in size, are gaining more and more followers, betting on the purchase of clean
energy from sources closer to the place of consumption.

The break-up of the monopoly will open up possibilities for intelligent local utility
networks, microgrids, and automated building energy management. Their presence in
the energy market, and the possibility of compensating for the surplus or deficit of
power in the distribution network, makes the current energy system more resilient and
efficient in terms of power quality, electricity costs and continuity of supply at critical
loads in the event of prolonged outages [3].

But microgrids also have certain disadvantages, some relevant, such as temporary
uncertainty, which can lead to some reluctance to implement them. This uncertainty is
always associated with volatile load profiles and changes in climate conditions, which
affect the uncontrollable generation and prevent the optimization of economic planning
[4, 5], making it challenging to make accurate forecasts about the future state of supply
and demand [6–8].

To make the system more reliable and secure in terms of generation [9], storage
systems such as batteries, flywheels or supercapacitors, are established as key elements
within the microgrid system in slowing down power fluctuations and counteracting the
energy imbalances produced [10] by matching the generation and total load of the
microgrid [3, 11].

To operate the whole microgrid more efficiently, it is necessary to have a mea-
surement, communication, and data management system to allow the semi-autonomous
or autonomous operation of the system, being able to solve the supply problems in the
shortest time possible [12, 13]. There are several communication technologies within
this context, such as copper conductors, fibre optics, power line communication, and
wireless communication.

Regardless of the communication technology selected, all microgrids must have the
following elements at the communication level: local communication structure,
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hierarchical monitoring, control and management system, and intelligent controllers for
the loads, consumptions and storage systems.

As mentioned above, a microgrid can operate either connected to the main distri-
bution network through a common coupling point (PCC), or disconnected from it, on
the island mode [14]. A stable and economically efficient way of operating is required
[15].

The microgrid is managed by a central controller that is at the head of the hier-
archical control system. This central controller (MGCC) provides the setpoints to the
controllers of the rest of the equipment, such as generation sources, loads, and energy
storage systems. The control system will be responsible for regulating the frequency
and voltage in all modes of operation, as well as for distributing the load between the
various elements of distributed generation (DG) and storage, managing the flow with
the main network, and optimising operating costs.

To be able to control all the generation and consumption systems that make up the
microgrid, it is necessary to have Smart Meters in each of the elements to be monitored.
At present, Arduino devices are being used, which consist of a board with a micro-
controller hardware and free software. For this case, they are configured for a real-time
data collection of all the variables [16]. As for the software used, many microgrids are
monitored and controlled by LabVIEW, a payment platform that allows the design of
both real and virtual environments through visual programming [17].

The variations proposed respect to the software and hardware previously mentioned
are the installation of a Raspberry, a computer with a reduced board with which greater
versatility, calculation power, WiFi, or Ethernet connectivity integrated into the board
is achieved. As for the software installed Home Assistant, it does not require a paid
license for its use and its programming is simpler and more intuitive, which facilitates
its integration into the microgrid and a significant reduction in monitoring costs.

With these implementations, we achieve the objective set out in this project, which
is the transformation of a production and consumption microgrid into a smart microgrid
that allows us to act autonomously thanks to the software and hardware configurations
installed.

The rest of the paper is as follows: Sect. 2 addresses the steps required to convert a
network section into a microgrid, such as the identification and description of the
passive network elements, the selection of the control hardware and software, the
establishment of communication between the elements and finally the creation of a
network control framework for the management of the microgrid; Sect. 3 presents a
case study. Finally, the conclusions obtained are presented.

2 Methodology to Provide Intelligence to the Grid

As indicated in the introduction, this paper aims to describe a methodology that makes
it possible to provide intelligence to an electricity network to which a set of generation,
storage, and load elements are connected and to transform it into a smart microgrid that
can operate as such, with high efficiency.
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The steps to be able to convert an electrical network with independent elements of
generation, storage and consumption that do not communicate with each other into a
smart microgrid and that are developed in this article are shown in Fig. 1.

Step 1. Identification and description of the elements that make up the network: The
first step in providing intelligence to an electricity network is to identify and describe
all the connected elements of generation, storage, and consumption. It is essential to
know at least the installed nominal power of each generation source, the capacity in the
case of storage systems, the consumption of the most significant loads, a ranking of
loads by priority and influence of load profile. It is also necessary to know for each
system if they allow direct communication with some of the equipment that composes
it and the communication protocols that this equipment uses.

Step 2. Selection of the monitoring and control hardware and software: The
hardware and software chosen will condition the human-machine interface (HMI) to be
used as a microgrid management system. In this section lies the main novelty of this

SMART 
MICROGRID

PASSIVE 
GRID

IDENTIFICATION AND DESCRIPTION OF THE 
ELEMENTS THAT CONFORM THE GRID

SELECTION OF MONITORING AND CONTROL 
HARDWARE AND SOFTWARE

ESTABLISHMENT OF COMMUNICATION 
BETWEEN THE ELEMENTS OF THE GRID

CREATE NETWORK CONTROL FRAMEWORK

Fig. 1. The sequence of steps to convert passive network into a smart microgrid.
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methodology and its main advantages. A Raspberry Pi is used, as will be shown later,
together with the free software Home Assistant.

Step 3. Establishment of communication between the elements of the network: once
the components of the network have been described, the forms and protocols of
communication permitted by each of them are known, and the control software has
been selected, communication must be established between all of them, so that they do
not function independently, but as a whole in which there can be an interaction between
them. This will allow the behaviour of each of the elements of the system to be
subordinated to that of the others so that the operation of the microgrid can be opti-
mized, with the consequent cost savings in the electricity bill. Besides, Home Assistant
allows to establish communication with any element through the multiple communi-
cation protocols it has integrated, in a simple way.

Step 4. Creation of a control network framework: once the communication between
all the elements has been established, a control network framework or interface
(HMI) must be developed to observe, in a simple and as intuitive way as possible, the
operation of each of the elements of the network, and to send them operation
instructions to optimize the operation of the microgrid by increasing its efficiency as
much as possible. It should also allow the recording of monitored data for subsequent
analysis to define management strategies, and once implemented, to validate their
effectiveness.

3 Case Study

The case study to apply the proposed methodology is the network of the Centre for the
Development of Renewable Energy (CEDER), which belongs to the Centre for Energy,
Environmental and Technological Research (CIEMAT), a Spanish Public Research
Organisation, currently dependent on the Ministry of Science and Innovation. It is
located in the town of Lubia, province of Soria (Spain), and has an area of 640 ha with
more than 13000 m2 built in three separate areas (see Fig. 2).

Fig. 2. Location and buildings distribution at CEDER.
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CEDER’s grid is connected to a 45kV distribution network and carries out a
transformation at its entrance to 15kV. The grid is made up of eight transformation
centres that reduce voltage to 400V. The network has multiple renewable generation
systems that are not controllable (wind and photovoltaic), controllable renewables
(hydraulic turbine), non-renewable (diesel generator), different mechanical (pumping
system with tanks at different levels) and electrochemical (lithium-ion and Pb-acid
batteries) storage systems, as well as several consumption elements connected to each
transformer station which are monitored with a network analyser (PQube) installed in
the low voltage part of each transformer station.

Instead of considering the entire microgrid, only the elements connected to one of
the transformer stations will be considered, to simplify the control system and not to
repeat cases, since all the photovoltaic inverters are practically the same, the PQubes
network analysers too, etc.

3.1 Identification and Description of the Network Components

According to the previous section, the first step consists of identifying and describing
all the elements connected to the network (see Fig. 3). In this case study, they are the
following:

• Photovoltaic generation system of 5 kW, consisting of 24 polycrystalline silicon
panels of 210 W distributed in 4 series of 6 panels. The panels are assembled on a
floor structure with a variable tilt angle and connected to an Ingeteam inverter
model Ingecon Sun Lite.

• To read photovoltaic generation values, it is necessary to communicate with the
photovoltaic inverter, which has a network card to connect it to the CEDER data
network (Ethernet) and allows communication using the Modbus TCP/IP protocol.

• Wind generation system consisting of a three-bladed wind turbine of 15 m in
diameter and 50 kW power. It is a horizontal axis and works leeward.

• There was no connection to the wind turbine or its control panel, so it has been
necessary to install some equipment that allows communication. In this case, a
National Instruments FieldPoint compact data acquisition system [18] has been
installed, which allows variables such as power, wind speed, etc. to be measured
and can be connected to the CEDER data network. This equipment allows com-
munication under the Modbus TCP/IP protocol.

• Electrochemical storage system consisting of 120 Tudor Pb-acid 7EAN100T bat-
teries of 2 V each. The capacity is 1080 Ah at 120 h (C120). It is connected to a
50 kW inverter/charger/regulator developed by CEDER together CIRCE.

• The inverter/charger is connected via an RS485 connector to the serial port of a
computer with a SCADA (Supervisory Control and Data Acquisition) for battery
control. Therefore, the control system of the microgrid to be developed will com-
municate locally with the inverter via Modbus RTU.

• Consumption: The loads are the different laboratory and workshop buildings that
make up the part of CEDER considered and its equipment, which are connected to
the low voltage side of the transformation centres. To measure consumption, a
power quality/network analyser (PQube) has been installed. In this case study there
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are no critical loads to be powered in case of serious disturbances or microgrid
failure. All of them have the same level of significant.

• The PQube can be connected to the CEDER data network through Ethernet and
allows Modbus TCP/IP communication.

3.2 Selection of Monitoring and Control Hardware and Software

Once all the elements of the microgrid have been described, and their characteristics
and the form in which the communication with them is established, the following step
is the election of the hardware and the software to carry out the control system.

There are several software packages available on the market for the analysis of
energy systems, but not all of them allow the analysis and management of microgrids
based on real-time data for the prediction and behaviour of the system [19], among
which ETAP Real-Time 24 [20] is one of them. Another tool that allows this is
Acciona's Microgrid Energy Management System – lGEMS [21]. However, as seen in
the introduction, the most common way is to use software such as Labview to design a
specific program for the ad-hoc monitoring and control of each microgrid.

In this case, it is proposed to use a Raspberry Pi 4 Model B [22, 23], with a tool
developed specifically for the management of microgrid such as CIRCE and its Energy
Box [24]. The Raspberry Pi 4 Model B was introduced in June 2019 to replace the
Raspberry Pi 3 B+, with a significant improvement in its specifications, which will
increase the smoothness of operation of our control system. Raspberry Pi 4 B features a

Fig. 3. Case of study microgrid.
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Broadcom BCM2711B0 quad-core ARM Cortex-A72 1.5 GHz processor, LPDDR4–
3200 MHz SDRAM up to 4 GB, Gigabit Ethernet network connectivity (up to
1000 Mbps) and Wi-Fi 2.4 GHz/ 5 GHz wireless connectivity, IEEE 802.11 b/g/n/ac
and Bluetooth 5.0, BLE. It works with a Raspbian operating system, which is the Linux
(Debian) distribution prepared specifically for Raspberry.

As software, HomeAssistant is chosen [25] which is generally used for home
automation applications but that is a robust solution, economically affordable (it is free
software) and with great potential for monitoring and managing microgrids in real-
time. This system allows communication with all the elements of generation, storage,
and consumption of the network under study, through different communication pro-
tocols and their integration into a single HMI (Human Machine Interface). Home
Assistant is a system developed in Python, free and open that allows to monitor all the
elements connected to the microgrid, to control them from a unique interface (which
allows its control from mobile devices), as well as to define advanced rules to control
each one of the elements in a simple and intuitive form.

To store data collected by Home Assistant the best solution is to use MySQL [26],
which is an open-source relational database management system. It can be installed on
the same Raspberry, with a slight slowdown in the operation of the system, or on a
different one exclusively for the database, achieving a higher system performance.

The use of MySQL is optional, although highly recommended whenever it is
required to store the monitored data for later analysis, allowing to define much more
efficient strategies for energy management of the microgrid.

The proposed control system of the microgrid is made up of three blocks:

• A communication block integrates the different communication protocols of the
microgrid's generation, storage and consumption systems.

• A database: for information storage and subsequent analysis.
• A management block: with a user interface that allows real-time monitoring of all

elements of the microgrid and programming of energy strategies to be defined.

3.3 Establishment of Communication Between the Elements that Make
up the Network

Next, the communication of each of the elements of the microgrid with Home Assistant
has to be established. Different communication protocols allow the transmission of
information, provided that all the equipment is connected to the same data network or
other equipment in local mode and that they are in turn connected to this network.

Among the most common communication protocols, Modbus [27] stands out above
all others. It allows us to control a network of devices (in our case, generation, storage,
and consumption elements) and to communicate them with a control system (Raspberry
Pi 4 with Home Assistant). It is the standard communication protocol in the industry
since it is robust, easy to use, open-source and therefore free and, above all, reliable.

All elements of the CEDER network described in Sect. 3.1 allow communication
via the Modbus protocol, namely:

• RTU: It is based on master/slave architecture, to connect a control system to a
Remote Terminal Unit (RTU) via a serial port. Typically, the master is a human-
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machine interface (HMI) or a supervisory and data acquisition (SCADA) system
that sends a request and the slave is a sensor or a programmable logic controller
(PLC) that returns a response. It uses a Cyclic Redundancy Checksum (CRC) to
ensure the reliability of the data and as an error checking mechanism.

• TCP/IP (Transmission Control Protocol/Internet Protocol): It is based on a
client/server architecture and allows communication over an Ethernet network.
No CRC required.

• RTU over TCP: It is a combination of the two previous ones. It is based on
client/server architecture for communications over Ethernet as Modbus TCP/IP but
uses a CRC as Modbus RTU.

The microgrid scheme communications are shown in Fig. 4.

To communicate each element with Home Assistant, first all the microgrid com-
ponents must be defined in the configuration file, assigning them a name and indicating
the type of communication, the IP, the port.

Once all the elements of the microgrid have been defined, the records with the
desired information for each component must be read at the corresponding addresses.
This is also done in the Home Assistant configuration file and it is necessary to have the
Modbus frame of each unit (it should be in the manufacturer’s manual, but many times
it is not and it is necessary to contact the manufacturer to provide it) to know the
addresses where the variables to be read are.

In the case of uncontrollable generation elements [11], such as the photovoltaic
inverter and the wind generator, and loads (PQube network analyser), it is only nec-
essary to read the instantaneous power since no action instructions can be sent to them.
By contrast, in controllable generation elements and storage systems such as Pb-acid

Fig. 4. Elements of the CEDER’s microgrid.
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batteries in our case, it is necessary to read all the records to develop a SCADA that
allows for control of their operation through the control panel, integrated with the rest
of the elements.

3.4 Creation of a Control Network Framwork

Once communication has been established with all the equipment, an interface has to
be created that allows the user to see in real-time the records collected from the
elements that form part of the microgrid and to execute commands to give them
instructions (start/stop of generation equipment, loading/unloading of storage systems,
etc.).

Using Home Assistant, it is very intuitive to create a control network framework
once communication has been established with each element of the microgrid and it has
been defined in the configuration file. The starting point is a graphic interface that
allows inserting cards with different functionalities. Default cards can be added with
maps or weather forecasts to help to estimate the production of the renewable gener-
ation systems available in the microgrid. It also allows adding cards with different
values of all the registers read numerically (Entities) or to represent graphically those
values (Historical graph), or to represent jointly (graphically and numerically) a value
using the Sensor card. Home Assistant also allows inserting buttons to send instructions
to the different elements that have been monitored.

Figure 5 shows the real-time power values of each of the elements connected to the
microgrid under study, indicating a photovoltaic generation of 1320 W and a demand
of 9880 W. Wind speed is 5.1 m/s and wind generation is 8020 W. The batteries are
stopped, since there is no high demand to provide energy to the microgrid, nor is there
a generation surplus to be able to charge them. Moreover, batteries are almost fully
charged (SOC 98%).

Fig. 5. Control network framework of the CEDER’s microgrid in Home Assistant.
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The SCADA for the control of the batteries also has to be created, as can be seen in
Fig. 6. In Fig. 6 it can be observed how the batteries are in the process of normal
charging, the microgrid is injecting them with 1780 W, they are at 96% of their
capacity and with a voltage of 266 V.

Home Assistant allows representing in real-time the value of the variables collected
from each of the elements as can see in Fig. 7.

Fig. 6. SCADA of batteries at the CEDER’s microgrid in Home Assistant.

Fig. 7. Power time-series of the CEDER’s microgrid elements in Home Assistant.
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4 Conclusions

In this paper, a methodology is proposed for the conversion of a network section with
generation, storage and loads into a smart electricity microgrid that can be replicated in
any network section, based on four steps: 1) identification and description of the
elements that make up the network, 2) selection of the hardware and software for
monitoring and control, 3) establishment of communication between the elements of
the network and 4) creation of a control network framework that allows the manage-
ment of the electrical microgrid.

The main advantage of this methodology is the use of the free software Home
Assistant, installed on a Raspberry Pi 4 to manage the microgrid. Although Home
Assistant is a software whose widespread use is for home automation, it offers all the
capabilities needed to monitor, manage and integrate into a single HMI and in real-
time, all the elements of generation, storage, and consumption connected to a power
network to turn it into a smart microgrid, simply and intuitively. It is worth mentioning
the feature that this software offers us of unifying all the elements that form the
microgrid only in one HMI. This is the main feature that differs from the most known
way of monitoring, in which to know the current status of each of the elements it is
necessary to access different connection points.

With the application of this methodology, it will be possible in the near future to
establish strategies to optimize the operation of the microgrid by taking full advantage
of the generation sources and reducing as much as possible the consumption of CEDER
microgrid´s from the distribution network with the help of storage systems. This could
also lead to savings in the energy bill.
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Abstract. The paper introduces the Hyperloop inspired system by the company
ZELEROS and provides a discussion about the alternatives for the acceleration.
The ZELEROS system comprises a named propulsion system, based on an air
turbine, and an acceleration system based on a linear motor. Different options have
been discussed for the linear motor: induction machines, permanent magnet
machines and switched reluctance machine, among some other hybrid solutions.
Advantages and drawbacks are presented for all of them. For this particular
application, where the length of the active side and the speed are really significant,
the option of a linear switched reluctance motor results convenient both from the
technical and economic points of view.A further discussion about the type of linear
switched reluctance motor (LSRM) preferred is also accomplished during the
paper, taking into account a particularmodel of themachine aswell as its operation
conditions regarding the frequency, dimensions and operation parameters. Three
options are compared during the analysis: a single-side horizontal LSRM, aN-side
vertical LSRM and a cylindrical LSRM.Qualitative and quantitative (based on the
model) arguments are given in favour and against each alternative. Finally, the two-
sided vertical switched reluctance machine has been considered as the most ade-
quate for the development of the Zeleros Acceleration System.

Keywords: Railway transportation � Linear motor � Switched reluctance
machine

1 Operation of the ZELEROS Hyperloop System

Hyperloop is the commercial name for an ultrahigh speed railway transportation system
[1], used both for passengers and cargo, through a tube where the air pressure has been
reduced in order to reach speeds up to 1000 km/h. Many technologies have been devel-
oped during the last years and one of them belongs to the Spanish company ZELEROS.

The system Zeleros, presented in Fig. 1, is envisioned as suitable for the trans-
portation of passengers and cargo; it aims at being strongly competitive at distances
between 500 and 1500 km, still maintaining the ability to be used for shorter distances,
and for much longer distances as well, so long the business case works [2]. Therefore,
its tactical range falls in the intercity connection, what in the case of Western Europe
will mostly mean state capital cities, and large cities such as Barcelona, Frankfurt, or
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Marseille [3]. The station can be potentially brought to the city center, despite this
feature is optional, since arriving at an airport or other type of hub can be potentially
equally efficient. A case by case analysis needs to be set up. Vehicles will depart and
arrive at a minimum interval around of two minutes and a half, keeping this headway
during the whole route. Cruise speed will be between 600 and 750 km/h. The pressure
level inside the tube will be around 100 mbar, or 1/10th of atmosphere pressure. This is
a pressure value similar to that of air at the flight level where the Concorde used to
cruise. All the energy needed to fulfill the mission will be carried onboard. Fleets can
be composed by vehicles of between 50 and up to 200 passengers. The goods only
vehicle equivalent to the 200 passengers vehicle will have a maximum payload of
30 metric tons. In terms of passengers, this means up to 4.800 passenger per hour and
per direction per one tube. The capacity can be scaled up by adding further tubes per
direction. In case sufficient demand exist and this expansion is deemed necessary, the
increment on the infrastructure cost will represent only a fraction of the cost of the
works needed to put in place the first tube, especially in the case the tube is placed over
pylons, additional cost that what will be largely compensated by the additional traffic.

The system targets a niche of distance that are currently being served by medium
size airplanes, since traditional high-speed rails are not fast enough to compete, while
maglev solutions seem to be too expensive. The system can be seen as an expansion of
the operational envelope of the traditional land transportation, whose current limit is the
service provided by high speed rail for well stablished and densely travelled
corridors/routes, and can also be seen as a green alternative to airplanes, since the
vehicles are fully electrical driven, and the overall energy consumption is substantially
lower than that of aircrafts in the above mentioned range.

From a passenger perspective, the user will board as he will normally do on a high-
speed rail car. Once inside, a door similar to that of an airplane will close. The vehicle
will start motion as driverless people mover. Once the platform deck has been left
behind, the vehicle will ingress on an airlock. The vehicle will be quickly depressur-
ized, same as fighter jet on a vertical climb. Then the vehicle will reach the acceleration
system. It will provide thrust enough to achieve cruise speed. Once cruise speed is
achieved, the compressed air propulsion system will take over and will take care of
sustaining the speed.

Fig. 1. Technology of the Hyperloop inspired system from ZELEROS.
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2 The Propulsion of the ZELEROS System

There are two main propulsion systems included in the solution:

a) The cruise speed system:
A compressed air propulsion system, where the air at high pressure is used to
generate enough thrust to compensate the overall drag. It can be used to some
extend to accelerate it too, particularly for small speed adjustments during the run.
This is a system onboard the vehicle. The requirements are: a turbofan like that of
airplanes, trained by one or several electrical drives. Depending on the vehicle
capacity, mission range, speed profile, and specific pressure value, among others,
the electric power needed will be between 7 and 13 MW.

b) The acceleration system:
A linear motor commissioned to accelerate from zero speed to cruise speed. It will
have a length of between 6 and 15 km that will be placed at the start of the route.
This a system that is placed primarily on the track, with some elements placed on
the vehicle, depending on the specific type of motor used. The acceleration system
can be used at the stations to regenerate the kinetic energy of the moving vehicle, in
order to use this energy for the launch of the next vehicle. The requirements are: to
be able to provide the power needed to achieve a maximum acceleration of 3 m/s2
to the heaviest vehicle on the fleet, to have adjustable power for vehicles of
different mass, a standard acceleration request between 1’5 and 2’5 m/s2, and a
jerk (m/s3) limitation in accordance with passenger comfort needs.

3 Options for the Acceleration Systems

As commented in the previous point, the main propulsion system of the vehicle is
unable to produce the required force to drive the vehicle bellow a certain speed and this
is the reason why an auxiliary impulsion system is needed.

Different alternatives may be considered for this purpose, some of which are based
on electrical devices while other use catapults, rockets or any other mechanical system.

While these last options have been used for accelerating different devices in
experimental facilities [4], a solution based on an electrical machine for a future
commercial ultra high-speed vehicle seems to be much more adequate for different
reasons, including controllability, cost, regenerative braking capability, simultaneous
operation of different vehicles, etc. Particularly, electrical Linear Machines (LM) are
especially suitable and advantageous over rotary ones with gears, because they allow
smoother operation with less noise and absence of slipping if the rotational movement
is transmitted to a wheel (besides the challenges associated to the use of wheels at very
high speeds). So, the first decision was to use a Linear Electrical Machine to accelerate
the vehicle.

The second decision was to decide the configuration of that LM. Besides the type of
machine to be used (which will be commented in the next paragraphs), the most critical
point to consider is whether the Active Side of the LM (the side which includes those
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coils contributing with the required active power and in some cases with both, the
active and reactive power) is stationary (Stator) or moving (Translator).

In order to continue with the decision process, let us consider just as a very simple
example, a vehicle with a mass of 10 t, which needs to be accelerated at 700 km/h with
an acceleration of g m/s2 (which is well above a commercial value). The required
length of the machine should be in the range of 2,000 m, needing a force of 100,000 N.

Common sense advices to choose a moving Active Side located in the vehicle, in
order to avoid having a 2 km long Stationary Active Side full of coils. For accelerations
closer to commercial values, the length of this Active Side could still increase one order
of magnitude.

Nevertheless, having a moving Active Side implies two options with their corre-
sponding challenges:

a) Coils are fed from ground using feedthroughs, catenaries or whatever system
requiring physical contact and the corresponding wear. So far, there is no reliable
off the shelf system able to be used at affordable conditions of cost and
maintenance.

b) Coils are fed from the vehicle, which includes an energy storage system based on
batteries (any other would not be able to store the required levels of energy).
Coming back to our previous example, the overall amount of energy needed to
accelerate the vehicle would be 52,500 kWh. Considering the highest available
energy density batteries (in the range of 160 Wh/kg) an extra mass of 328 t would
be required, becoming fully inadmissible.

Previous situation leads to choose undoubtedly a stationary Active Side, which will
be fixed to the ground as part of the track.

Next decision would concern the type of LM to be selected, taking into consid-
eration that the Active Side must be long (extremely long in many cases) and sta-
tionary, while the Passive Side must be as light and simple as possible in order to
maximize the payload of the transport system.

In principle, there are many types of LMs [5] but only a reduced number may be
envisaged for this application. The main options that can be considered are [6, 7]:

1) Linear Induction Machines (LIM), the rotary version of the most popular elec-
trical machine (Induction Machine) which is based on the interaction of two trav-
elling magnetic fields, one created by the Active Side and other induced in the
Passive Side. In the Linear version, the Passive Side is usually a solid aluminum
plate, although a ladder-slit can also be used. There is a conceptual important
difference with the rotary version: The existence of “end effects”: two additional
induced fields at each end of the Passive Side, producing a net reduction of the force
and the efficiency. As for other LMs, the machine can be single-sided (one Active
Side) or doubled-sided (two Active Sides) but, in any case, there is only one
aluminum plate. In the first case, there is a back iron behind the plate to close the
field, while in the second one the magnetic flux is closed through both Active Sides.
The main advantages of LIMs are its simplicity and robustness, while the draw-
backs are related with the low power factor and medium efficiency, as well as the
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power which is induced in the Passive Side in the form of Joule losses. End effects
can also be very negative.

2) Linear Switched Reluctance Machines (LSRM) based on the sequential com-
mutation of coils located in the Active Side creating a magnetic circuit that closes
through the Passive Side trying to minimize its reluctance to produce mechanical
work from electric power (motoring operation) or to maximize the reluctance to
produce electrical power from mechanical work (generating operation). Each group
of coils, which are fed in series simultaneously, constitute a phase of the machine.
Coils are wounded around iron poles forming the Active Side. Passive Side has only
iron poles with no coils. Only certain combinations of Active and Passive Side
number of poles are allowed in a LSRM. As for the case of the LIM, LSRMs can be
either single-sided or double-sided. Since attraction force between both sides of the
machine (normal force) can be much higher than propulsion force, the choice of a
double-sided machine is mandatory to avoid non-compensated forces perpendicular
to the machine displacement. In this regard, some of the authors participated in the
past in the development of the so called Linear Multitranslator Switched Reluctance
Machine (LMSRM) [8], a machine with two lateral Active Sides and one or more
central Active Sides in between the lateral ones. Between the Active Sides are
placed the Passive Sides in an arrangement, which is balanced from the normal
force point of view. While lateral Active Sides need back iron to close the magnetic
circuit, central Active Sides do not, so as the number of these elements grow, the
traction force density (force per unit mass) of the machine increases. Recently, new
configurations of LSRMs have been developed like the Mutually Coupled LSRM
[9] in which more than one phase are excited simultaneously achieving more force
density and less noise and vibrations levels. The main advantages of the LSRMs are
its robustness and the low cost derived from its simplicity: Passive Side are simply
laminated iron poles while Active Side include simple flat coils that can be man-
ufactured independently and after mounted and connected in their position. In the
list of drawbacks, the noise and vibrations due to the big normal force.

3) Linear Permanent Magnet Machines (LPMM), linear machines that include
permanent magnets in any of their two Sides. When the magnets are included in the
Passive Side, they are in charge of creating the excitation field and the machines are
Linear Permanent Magnet Synchronous Machines (LPMSM). Like for the case of
the LIMs, this machine presents end effects which cause force ripple. There are also
other sources of ripple like the cogging force, a tendency of the two sides of the
machine to align due to the presence of the permanent magnets in one side that are
attracted by the iron poles in the other side. In a conventional LPMSM, permanent
magnets are located in the passive side: they provide the excitation magnetic field
but they do not exchange active power.

Active Side only has coils which really deal with the active power of the system,
converting mechanical work into electricity or the other way around. It is usual to
name “the Primary” the Active Side with the Coils and “the Secondary” the Passive
Side.
Besides LPMSMs, there are a number of Synchronous Machines which have
Permanent Magnets in the Primary Side (LPPMM) [6] coexisting with the coils,
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while the Secondary Side is purely Passive like for the case of LSRMs. There are
basically four sub-categories of LPPMMs: Linear Switched-Flux Permanent
Magnet Machines, Linear Flux-Reversed Permanent Magnet Machines, Linear
Doubly-Salient Permanent Magnet Machines and Linear Verneir Permanent
Magnet Machines.
The main advantage of LPMM in general, is their high force density and con-
trollability as well as the good power factor while in the side of drawbacks, the
most significative is the need of expensive and relative delicate NdFeB magnets
and also the presence of ripple in the force and the higher complexity of the coil
manufacturing. Other drawback is the existing cogging force due to the permanent
magnets.

As a kind of summary, Table 1 shows the advantages and drawbacks for the three
previously described families of linear electrical machines, for the particular application
that we are considering which is basically characterized by the extremely long Active
Side (Primary), a high commutation frequency, low cost requirement and robustness.

After this analysis, the selected candidate was the Linear Switched Reluctance
Machine since some of the drawbacks could be overcome with an adequate drive
system while advantages make it especially suitable for this application, especially in
real scale systems where the impact of the cost in the overall solution can be decisive.
In this regard, Permanent Magnet Machines have to be discarded, especially LPPMMs
since they would use this type of magnets along the full accelerating track.

Table 1. Comparison of alternatives of Electrical Linear Machine for the Zeleros Hyperloop
Impulsion System

Type of machine Advantages Drawbacks

LIMs
Linear Induction
Machines

–Simple & robust
–Absence of
Permanent Magnets

–Induced currents & heat dissipation in
the moving Side
–Relatively complex windings
–Poor Power Factor
–End Effects
–Medium Efficiency

LSRMs
Linear Switched
Reluctance Machines

–Very simple &
robust
–Low Cost
–Absence of
Permanent Magnets
–Very simple &
cheap coils

–Noise & Vibration
–High lateral forces
–Force Ripple

LPMMs
Linear Permanent
Magnet Machines

–High controllability
& efficiency
–Good Power Factor

–High or extremely high number of
needed Permanent Magnets
–Force Ripple and cogging force
–More complex windings
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4 Modeling and Selection of a Switched Reluctance Machine
Type

Before coming into details regarding the specific type of LSRM that has been selected,
we present a short introduction to the working principle of this kind of machine for a
better understanding of the methodology, which has been used for its selection and
calculation [10]. This introduction is based on Fig. 2, which represent a 3-phase one-
sided LSRM with one Active Side with coils and one Passive one with only iron poles.

When working as a motor, one phase (green one for instance) is activated in the
moment the iron pole P is entering that phase (fully misaligned. Fig 2.1.a). The pole
tries to fully align the phase (Fig. 2.3.a) to minimize the reluctance of the circuit and
generates a force in the same sense as the pole moves (motoring operation). When the
alignment is achieved, the phase is switched off and the next one comes into operation
(the yellow one).

When working as a generator, one phase is activated in the moment the pole P is
fully aligned with that phase (Fig. 2.1.b). Then, an external force pulls the pole and
tries to take it to the fully misaligned position (Fig. 2.3.b), a force that acts in the
opposite sense as the pole moves (generating operation) to maximize the reluctance of
the circuit. When misalignment is achieved, the phase is switched off and the next one
is switched on (the yellow one).

Switched reluctance machines may present different configurations in terms of
number of phases in the active side (m) and number of poles per machine period either
in the Active (NA) and Passive (NP) Sides. If k is the length of a machine period (see
Fig. 2), in every commutation the machine advances one stroke (s), given as:

s ¼ k=ðm � NpÞ ð1Þ

Since high speeds required high commutation frequencies, “s” must be high in
order to minimize that frequency and hence m and NP must be as small as possible.

Fig. 2. Working principle of the LSRM: a) Motor Mode b) Generator Mode (Color figure
online)
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Calculating the force that themachine is able to produce, requires some knowledge on
how it is fed [11, 12]. Figure 3 shows one pole of the Passive Side and the corresponding
coil of the Active Side acting over it. The coil is connected to a so-called H-Bridge which
is connected to a DC Voltage Source. Positive voltage is applied to the coil when both
switches are closed, while negative voltage is applied when the diodes of the bridge are
conducting. By closing and opening the switches, the polarity can be reversed and the
current controlled. When the switches are conducting, the current goes out the power
supply extracting energy from it. When the diodes are conducting the current goes in the
power supply injecting energy in it. These two situations are presented in Fig. 3.

The net energy conversion from mechanical into electrical or vice versa is the
power flowing through the battery along one period T. If the electrical resistance of the
coil is neglected, we can express the total energy W, as a function of the current I and
the flux u:

W ¼
Z T

0
V � I � dt ¼

Z T

0

du
dt

I � dt ¼
I

I � du ð2Þ

Representing the area enclosed by the closed Flux-Current curve. According to the
nomenclature of Fig. 3 and for the pre-dimensioning of the different alternatives of
LSRM, the force can be calculated as:

F ¼ W
T � U ¼ Kmag � umax � Imax

H
¼ Kmag � Bmax � Imax � L ð3Þ

Assuming the simplification that the value of
H
I � du is proportional to the product

of the maximum values of the current and flux, respectively. The proportionality
coefficients are derived from some analytical considerations and also from FEM cal-
culations performed over some benchmark cases.

Equations (1), (2) and (3), along with purely geometrical considerations allowed us
to develop a simple universal model to perform the selection of the optimum machine
for a given vehicle. These geometrical considerations are based on easy relationships
like imposing that the pole width must be twice the width of the coil, or that the pole

Fig. 3. H-Bridge topology to feed the SRM Coils: a) Conduction of the Switches b) Conduction
of the Diodes
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area must be the same as the return yoke area to avoid saturation in that yoke and
obviously from the overall dimensions of the machine to fit in the available space.

In this application, we can define a so-called Unit Machine consisting of the portion
of machine, which repeats sequentially every k meters and the Traction Modulus,
which comprises the number of Unit Machines to produce the required force.

Regarding the optimization criteria, the first approach has been to choose a Unit
Machine that maximizes the electromagnetic force produced in it. Once it is defined,
the number of Units Machines of the Traction Modulus is decided according to the
overall forced requirements.

Table 2. Analyzed topologies of LSRMs for impelling the vehicle

Single-Sided Horizontal LSRM (1SH)
One Active Side all along the track and one Passive Side attached to the vehicle

N-Sided Vertical LSRM (NSV)
N Active Sides (2 lat. & (N-2) cent.) along the track. N-1 Passive Sides at the vehicle

Cylindrical LSRM (CYL)
One tubular Active Sides all along the track and one Tubular Passive Side at the 
vehicle
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4.1 Three Configurations of LSRMs

The next step is to choose the most suitable machine topology for this application. In
this regard, we have concluded that there are three possible options, which a priori,
would fulfil the requirements. Table 2 summarizes these three options in terms of their
description, appearance and situation in the vehicle. Left hand side column shows the
configuration of the machine while the right hand side corresponds to its location in the
vehicle.

Single-Sided Horizontal LSRMs seem to be more adequate to the shape of the
available room. They are also simple and easy to adjust with only one airgap but they
present the tremendous disadvantage of the non-compensated transversal forces tend-
ing to attract the vehicle to the Active Side.

N-Sided Vertical LSRMs present a much higher force density, but they have the
drawback of the adjustment of the several airgaps. When N = 2 we have the case of the
conventional Double-Sided LSRM.

Cylindrical LSRMs are fully compensated and have the great advantage of avoiding
the coil ends so that every meter of the coil is producing thrust. The major drawback
when working at high frequency is the difficulty for laminating the iron in the con-
venient direction all along the magnetic circuit.

4.2 Comparison and Selection of the Three Configurations of LSRMs

The previously described model was adapted to three options of LSRMs to perform
individual optimizations for each solution and especially a comparison between the
three configurations to select the most appropriate for this application.

Figure 4 and Fig. 5 show some of these results for the Single-Sided Horizontal and
the N-Sided Vertical options. X-axis represents the geometrical parameter “A” related
to the machine enveloping dimensions, while Y-axes show: the Conductor weight per
unit length of Active Side, the same for the iron, the weight of the Passive Side on
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board, the commutation frequency, the required length of the machine and, as a dotted
line, the maximum available length to place the machine (machine length must be
bigger than that value). Intersection of the Active Side length curve with the dotted line
provides the two limits for parameter “A”. Working at low values of “A” imply higher
conductor weights but much lower commutation frequencies. Although not shown,
results for the Cylindrical machine are similar: there is a limit value for the parameter
“A” but the smaller its value, the smaller the commutation frequency.

Finally, Table 3 summarizes the qualitative and quantitative (given by the model)
arguments in favour and against each alternative. For the case of the N-Sided Vertical
machine, and for the sake of simplification, “N” has been set to two.

Fig. 5. Results for the NSV Option

Table 3. Comparison of the topologies of LSRMs

1SH Option 2SV SRM Ci

Advantages
–Lower weight/meter of
conductor & Iron
–Reduced onboard weight

–Reduced weight /meter
of conductor & iron
–Min. Weight onboard
–Min. Commutation
frequency
–High force density
–Balanced lateral forces

–Moderate weight/meter of
conductor
–Easy coils manufacturing
–No coil ends (all the coil length
contributes to generate force)

Drawbacks
–Very high commutation
frequency
–Non-balanced vertical force
higher than the traction force

–Worse fitting to the
available space
–Need for precise
adjustment of the two
airgaps

–High weight/meter of Iron
–High onboard weight
–Difficulty for laminating the
iron in the adequate directions
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According to the previous considerations, the two-sided vertical switched reluc-
tance machine has been considered as the most adequate for the development of the
Zeleros Acceleration System.

5 Conclusions

The paper describes the concept of the ZELEROS Hyperloop Inspired system and the
impelling system which is required to accelerate the vehicle up to the needed speed for
operating the main propulsion system, which is based on a turbine driven by an electric
motor.

Clearly, the option of an electric linear motor is preferred for this application to any
other mechanical system due to its better controllability, capability of simultaneous
operation for various vehicles, efficiency, etc.

A decision sequence is described along the paper: First, the choice of a Linear
Electrical Machine, second to place the Active Side stationary on ground in spite its big
length, as supplying the required power and energy to a moving Active Side would be
unfeasible. The third decision is to choose the type of Linear Electric Machine among
realistic candidates which have been identified and reduced to the following three
options: The Linear Induction Machine, the Linear Switched Reluctance Machine and
the Linear Permanent Magnet Machine. A justified rationale leads to choose for this
application the Linear Switched Machine, basically for cost and robustness reasons.

In the category of Switched Reluctances Machines, three topologies have been
identified as potential candidates: The singled-sided horizontal arrangement, the N-
sided vertical one (with particular attention to N = 2) and the cylindrical configuration.
In order to evaluate and compare the three of them, an analytical model based on
simplified equations and geometrical relationships, has been developed and run.
Considering both, qualitative and quantitative arguments, we have concluded that a
double-sided vertical switched reluctance machine represents the best option for this
application.

The selection of the linear motor type for the acceleration system can be comple-
mented with the analysis of the power supply of the motor, already accomplished in a
previous publication [13].
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Abstract. The current collection of second-hand clothes containers that
Cáritas has distributed throughout the Community of Madrid presents
some inefficiencies. Through the remotely monitoring of these containers,
this project intends to address and reduce them. To do this, a study of
the different alternatives on the market is carried out and a prototype
is developed to check the functionality of the system. The system is
composed of three different parts: a hardware or device composed of an
ultrasound sensor that sends the free capacity of the container through
the communications network of Sigfox to its own back-end. By creating a
callback this message is redirected to the Microsoft Azure cloud platform
where it is processed, stored and displayed. In addition, the user can know
the capacity of the containers through a web application or front-end and
create optimized routes based on this information.

Keywords: Arduino MKRFox 1200 · Azure IoT Hub · Azure Blob
Storage · Azure Maps · Azure Time Series Insights · Back-end ·
Cáritas · Digitalization · Front-end · Monitoring · Sigfox

1 Introduction

This study is part of the Moda Re-project of Cáritas Madrid, whose objective is
the recycling of second-hand clothes through a network of containers distributed
throughout the Community of Madrid.

Right now the clothes collection system has many inefficiencies caused mainly
by the lack of knowledge about the real volume of the containers. This causes
containers that are not yet full to be collected or others to get overflow, with
bags of clothes accumulating on the outside. This creates a problem of clothing
theft and bad image for the organization that can be solved by implementing a
system to know the capacity of the containers in real time.
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For this purpose, a collaboration project between Cáritas Madrid and the
Fundación Ingenieros ICAI has been set up to monitor the free capacity of the
containers. The aim is to provide the organization with a system to improve
efficiencies through the optimization of the collection routes. The system will
consist of sensors placed in each container that will measure the space available.
This data will be sent through an IoT communication network to a back-end
platform where it will be processed and stored in order to be represented in a
front-end.

This paper presents a first analysis of the system and the implementation
of a prototype to validate results useful for future massive deployments. The
developed system combines currently leader technologies such as Arduino, as
hardware platform, Sigfox, as communication network, and Microsoft Azure, as
Cloud platform.

The remainder of the paper is organized as follows. Section 2 presents the
analysis of the different technologies and solutions available for this kind of
systems and justify the technology selection in this case. Section 3 describes the
design and development of a proof of concept for the target system. Section 4
presents the validation of the developed system. Finally, Sect. 5 draws conclusions
and discuss future works.

2 Analysis of the State of the Art

Currently there are a large number of companies in Spain and around the
world that are dedicated to the implementation of container monitoring systems.
Although depending on the content and the application in particular there are
many variations, all the systems are characterized by being supported by the
three key pillars shown in Fig. 1:

– a set of devices placed in each container that are in charge of evaluating the
free capacity;

– a communications network that is used to send the data from each device to
the back-end;

– a back-end where the data are processed, stored, analyzed, and represented
though a dashboard.

A study of each of the parts of the system has been carried out, analysing
which of the different options are optimal for the application of the project,
considering both technological and economic parameters.

The first element to be decided is the communications network, since it will
condition both the development of the device and the back-end. For the com-
munication system, LPWAN (Low Power Wide Area Networks) technologies are
chosen over others since they perfectly fit the application requirements (i.e.,
low data rates, very low consumption, high coverage) [1]. Emitting at fairly low
frequency allows them to cover large areas, being able to reach all containers.
On the contrary, there is a penalty in the bandwidth being able to send only
a limited amount of information. Anyway, it is foreseen that one or two daily
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Fig. 1. Overview of the system operation

measurements will be made with very little weight each, so this would not be a
restriction for the application of the containers.

Within these networks there are two groups depending on whether the fre-
quency band used has its use restricted or not. The MNO (Mobile Network
Operator) networks use an existing telephony network and include NB-IoT and
LTE-M. They provide security and reliability at the expense of higher cost [2].
On the other hand, the main non-MNO networks are Sigfox and LoRaWAN,
which have cost advantages but lose reliability [3].

Despite the fact that the characteristics of all the networks are very similar
for the development of the project, we have chosen the Sigfox network, which
has advantages when it comes to implementation and development, since its
operation is not based on SIM cards such as in the case of NB-IoT or LTE-M.

Once the communications network has been chosen, the Arduino platform
was chosen for the development of the prototype due to its simplicity and cost.
Among other options the purchase of a device that was too expensive for the pro-
totype or the development of an ad-hoc board which would entail a high time and
cost were considered. Therefore, the Arduino MKR 1200 was selected because
it comes with a Sigfox communications chip, which facilitates communication
without adding an extra communication module and is affordable. A measuring
sensor is incorporated to fulfil the functionality of reading the capacity value. In
addition, the battery consumption is quite low.

Finally, for the development of the visualization platform you can choose
between an own development or the use of a cloud service. The latter option
is chosen for its advantages in terms of cost, maintenance, commissioning time,
reliability, security, and scalability. Most of the companies that sell these services
have specialized services in IoT. Among the three main ones are Amazon Web
Services, Microsoft Azure and Google Cloud, but the use of the Microsoft Azure
platform is chosen for the development of the prototype due to its wide range of
tools specialized in IoT [4].
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3 Description of the Developed System

After analyzing the different possibilities of implementation, it is determined
that a prototype of the system based on the Sigfox communications network
will be developed. The objective is to send the free capacity data from a device
to a backend where it is processed, stored, analyzed and represented in a web
application.

To make a correct volume measurement it is necessary to analyze the type
of sensor that best fits this application. Among the three evaluated ones (i.e.,
weight sensor, infrared, and ultrasound) the ultrasound sensor is chosen due to
its good performance and robustness of the measurement. Its main advantage
is the conical shape of the wave with which it is possible to sweep the entire
volume of the container in a precise manner, as opposed to the infrared sensor
which has a linear wave. For the design and development of the prototype, we
have chosen to use the SRFO4 model [5]. This sensor has been connected to an
Arduino MKRFox 1200 board whose function is to interpret the sensor reading
and send it to the backend through the Sigfox communications network (the
board itself includes a chip to facilitate communications with the network [6]).

Two tests are carried out to check the correct operation of the device. In the
first one, the ultrasound sensor is calibrated by making different measurements
at known distances. It is checked that the theoretical formula 1 to obtain the
distance as a function of the time between sending and receiving the wave [7]
fits the obtained results, with a small measurement error that can be considered
negligible as it does not affect the application.

D(m) =
t(s)

2 × 343m/s
(1)

In the second test the device is subjected to real conditions inside a container.
The aim is to determine whether there is interference with the walls due to the
conical shape of the wave. It is observed that there is a small maximum error
margin of 6 cm when the distance is less than 70 cm. Despite this, the operation
is considered correct for the application as no high accuracy is required.

For the communications part, the network used is Sigfox, as it has already
been mentioned. This network is characterized by working in the ISM band at
868 MHz and being a UNB (Ultra Narrow Band) technology having low transfer
speeds, of the order of 10 to 1000 bits per second, but being able to cover large
areas (reaching 25 km in open field) [6].

Being in a free band one of the main problems that appear is the security and
reliability. To guarantee this, each message is repeated three times with different
serial numbers, thus ensuring its correct reception [8], and limiting the maximum
number of messages sent to 144 per day. [9]. Another of the main advantages
of the network is that it allows the location of the containers geographically by
means of triangulation, obtaining approximate coordinates in the Sigfox back-
end. As it has been proved during the development of the prototype, the location
is obtained with too much margin of error (around 1 km) so the containers cannot
be located based on Sigfox’s triangulation.
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The flow of information of the developed system is shown in Fig. 2. The
Arduino MKRFox 1200 sends the data to the Sigfox backend. Then, the infor-
mation is forwarded to the Microsoft Azure cloud platform that allows processing
and visualization options. This will be done by means of a customised callback
available in the Sigfox backend for connecting it to the Microsoft Azure IoT Hub.
This callback is created by a HTTP Request of type ‘text post’ which sends a
JSON file with the predefined variables to the IPs defined by the connection
string of the previously created IoTHub device [10].

Fig. 2. Flow of information of the system

The variables sent in this callback are the capacity value received from the
device, the real coordinates obtained by triangulation of the signal on the Sigfox
platform, and the assumed coordinates where the container has to be found.

Finally, this information has to be processed, stored and analyzed. To do
this, the Microsoft Azure platform will be used, which has tools that allow the
data to be processed in a simple, secure, and scalable way at different levels.
In addition, it enables the creation of a web application in which the user is
able to see the real state of the free capacity of the containers as well as their
representation on a map.

Figure 3 shows the flow of information at the back-end, as well as the tools
used within Azure for the development of the web app. The information is
ingested in the Azure platform through the specialized tool Azure IoT Hub,
from where the message is forwarded to the tool Azure Time Series Insight,
which allows a temporary display and processing of information. In addition,
the tool Azure Blob Storage is also used to perform cold storage (timeless but
slow access) and hot storage (with a duration of 7 days but fast access) which is
fed by Azure Time Series Insights. Finally, using an API, Azure Maps makes a
request for the information stored and processed in Azure Time Series Insights
which will then use the visualization app developed.

The Azure IoT Hub tool acts as a message center between the application
and the devices, allowing the ingestion of large volumes of telemetry data from
the devices [11]. Its operation is based on the creation of virtual devices with
their IP address that will be connected to the real devices.



Prototype System for Remotely Monitoring 277

Fig. 3. Flow of information in the system (Color figure online)

Two different devices are created for the prototype: a real device that corre-
sponds to the device previously created by means of the Arduino board; and a
simulated device that will be used to facilitate the testing tasks and that will be
created by means of a virtual machine inside Azure.

This virtual machine has a Python file that simulates the operation of the con-
tainer device, sending random capacity values and predefined geographic coor-
dinates. Using the connection string of the device created in Azure IoT Hub, it
is possible to send the data every time the file is executed, achieving an identical
behaviour to the real device.

Once the information has been received in Azure, it has to be stored. To do
this the platform has the tool Azure Blob Storage that stores the information in
the form of so-called blobs (data structures that do not adhere to any particular
data model or definition like text or binary data [12]). Within this tool, two
types of storage will be used. On the one hand, a cold storage will be used,
which allows a timeless use of the information, although it has a slower access
to it. The routing of this information will be done by means of a text message
brokering, which consists of assigning a text endpoint to the container for storing
the information [13]. On the other hand, all the information is going to be stored
in a hot storage for a period of 7 days, since the tool Azure Time Series Insights
needs a quick access to the data that is only achieved with the hot storage.

To perform temporary processing and to be able to view the data, the use
of another Azure tool is required: Azure Time Series Insights. This module
is responsible for the collection, processing, analysis and consultation of data
obtained from the containers. It is designed mainly for the needs of the indus-
trial IoT, with tools such as multilayer storage, time series modelling, or low-cost
queries [14].
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For the configuration of this tool, it has been taken into account that the
environment used is PAYG (Pay-as-you-go) [15], where the payment is based
on the data input, the time series are identified based on the device ID of each
device and a hot storage will be created to store the information so that it can
be processed efficiently.

The last tool used is Azure Maps that provides geospatial functionalities
by using maps with the objective of providing a geographic context for the
application of the container [16]. The subscription is free and only has a cost
when the number of requests is very high.

The final objective of the system is to be able to know the volume status
of the containers in real time in order to optimize the collection routes. That is
why it is necessary to develop a front-end or web application through which the
user is able to visualize the information and manipulate it in a simple way. The
development of it has been based on the Microsoft project Azure IoT Workshop:
Real-Time Asset Tracking [17]. The web application is developed in an HTML
environment to which several functionalities have been applied using Javascript.
Many of these functionalities have been based on Azure Maps’ Microsft SDK
examples’ [18]. To obtain the data, both spatial and temporal, an API call to
the Azure Time Series Insights and Azure Maps is used.

The main functionalities of the application are the obtaining of the capacity
data, the location of the containers in a map, the visual representation of the
state by means of a colour code, the representation of temporal graphics that
show the evolution, and the creation of routes between the points that need to
be collected (Fig. 4).

Fig. 4. Web application

In the web application shown in the Fig. 3, three different areas can be dis-
tinguished:



Prototype System for Remotely Monitoring 279

– a user interface in which the containers and their capacity are visualised and
some buttons that allow access to the different options of the application
(zone 1 - green);

– a zone where the temporal evolution of the different containers is shown (zone
2 - blue);

– and a map in which the containers and their capacity are geographically
represented based on a colour code (zone 3 - yellow).

The basic functioning of the application is shown in the diagram represented
in Fig. 5. When the application is executed, the capacity and location data are
obtained from Azure Time Series Insigts and with them the marks are created
on the map, the values are written in the user interface table, and the time series
are drawn. At this moment the program remains in a waiting position until a
button is pressed in the user interface that executes some functionality of the
application.

If the button ‘Create route’ is pressed, a route is created going through all
those containers whose free capacity value is lower than 20%, starting and ending
in the Getafe base ship. This route is represented on a map and in the table of the
user interface the containers appear in order of collection. Pressing the button
‘container list’ will return to the initial table showing all containers regardless
of whether they have exceeded their capacity limit or not.

To check the correct operation of the application the option to ‘Add 20
points’ has been added which creates 20 bins with a random capacity. Finally,
the ‘Update’ button repeats the reading process and executes the application
with the last values obtained.

4 Validation of the Developed System

The aim of this paper is to carry out an initial analysis of the viability of the
Caritas project to monitor the clothing containers that are distributed through-
out the Community of Madrid. The final objective is, therefore, to validate the
future implementation of a system that will allow the organization to improve
the efficiency in the collection of clothes from the containers through digitaliza-
tion. In this section, a functional validation of the prototype will be carried out
by analysing the possible areas of improvement for the different components of
the system.

For the design of the hardware device, the choice of the ultrasound sensor
is considered correct since it carries out measurements with sufficient precision
and the conical geometry of the wave makes it ideal for the container. It has
also been proven that the 3 m range of the sensor used [5] is sufficient for the
2 m height of the container and in the tests carried out it has been shown that
there is no negative influence of the container. There is a margin of error when
the distance is less than 70% that can reach an absolute error of 6 cm. In order
to improve the device, an ultrasonic sensor with better precision can be used,
although this would increase the cost of the device.
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Fig. 5. Diagram of how the web application works

As communication network we have chosen to use LPWAN networks that
offer a long range at the cost of decreasing the bandwidth. For the application of
the project, where it is intended to make one or two shipments per day of little
weight, this is not an impediment. We have opted for the use of the LPWAN
Sigfox network. The main problem found during the development has been the
loss of messages. In areas where there is good coverage the message was sent
and received, but in other trials where coverage has been reduced there has
been loss of messages. This is a very serious error to be taken into account
as it can cause serious problems for the organization by overlooking containers
that are full on the collection routes, making the system unusable. To solve this
problem there are several possible solutions. On the one hand, it is possible to
opt for the creation of a downlink communication when a message is expected
but not received, thus ensuring a re-sending of the data when it has not been
sent correctly, ensuring the correct communication. Another option consists in
the implementation of signal repeaters near the containers where the coverage
is low in order to ensure a good communication.

On the other hand, it has also been purchased that the device coordinates
obtained during the development of the prototype by the platform are very
inaccurate in cases of good coverage (obtaining an error of more than 1 Km)
and null in areas where coverage is low. This makes it impossible to use the
location of the network to determine the position of the containers. As a solution
to this problem, the prototype has been developed so that each container ID is
associated with a geographic coordinate. In this way the location obtained by



Prototype System for Remotely Monitoring 281

Sigfox is only used in case the container is stolen and the distance has been much
higher.

Anyway, the network meets the system requirements in terms of bandwidth
and coverage in all areas and has the advantage of allowing a two-way commu-
nication (although more limited [9]) in case it is necessary to communicate with
the device. It also has a lower cost associated with the rest of the communication
networks. The Sigfox back-end itself receives all the messages and is able to redi-
rect them automatically to the Azure back-end. It has been verified that there
is a certain delay of 1 min between the sending of the Sigfox back-end and the
Azure platform, which does not exist when the sending is done from the virtual
machine with the simulated device. Anyway, this delay is not an important issue
and during the tests carried out no message was lost.

For the storage and processing of the data, the use of a cloud platform has
been chosen over the development of an own back-end because of its advantages
in terms of reliability, maintenance, and scalability. The tools Azure IoT Hub,
Azure Time Series Insights, Azure Blob Storage and Azure Maps from Microsoft
Azure have been used and integrated to receive, process and store the capacity
data sent both from the developed device and from the device simulated with
the virtual machine. The results obtained are very good as they are tools that
allow easy integration at a low cost and high scalability.

The core of the project is the web application since it is the tool that the
user is going to use to know the volume of the containers in real time and to be
able to plan routes accordingly. To check the correct functioning, a test mode
has been developed that creates 20 containers with a random capacity between
0 and 100%. In this mode the program is also capable of creating routes by
selecting only those containers whose free capacity is less than 20%.

Among the necessary future extensions required by the application is the
development of optimal routes. The routes obtained in this first version follow
an order of creation based on a list that is not optimal, since this would need
the algorithms that go beyond the scope of a first validation of the project.

Finally, it is checked that the prototype meets the project requirements of
being able to provide the organization with a system to monitor the free capacity
of the used clothing containers in order to create optimal routes and improve
the efficiency of the collection system. This system has a low economic cost since
the associated costs of the hardware, communication network and back-end have
been optimized. It has a user-friendly user interface so that the application is
accessible to staff in the organization with any type of qualification. In addition,
it is highly adaptable and scalable thanks to the use of cloud platforms that
allow modifications to be made easily without the need to alter the system.

5 Conclusions and Future Work

Cáritas Madrid currently has around 165 containers distributed throughout the
Community of Madrid in which second-hand clothes are collected for people at
risk of social exclusion. In order to achieve greater efficiency in the collection of
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these containers, a system has been developed to monitor the free capacity for
the remaining clothes. In this paper an initial analysis of this system is carried
out.

Two phases have been followed in order to carry out this analysis: from an
analysis of the technological state of the system to the development of a small-
scale prototype and its functional validation for the application.

At first, an exhaustive study has been made of the technological state of this
type of technology. For this purpose, the different suppliers of this type of system
have been compared, determining what characteristics they have in common
(mainly battery power and the use of an ultrasonic sensor to measure the free
capacity). An analysis has also been made of what the different technologies are,
in the case of a system developed ad-hoc, which are suited to the project at the
level of hardware, communications system and backend. Finally, the use of the
ultrasound sensor and the Sigfox communications network is determined.

A prototype is developed that has the three functional parts of this system:
a device that performs the measurement, a communications network through
which to send this information, and a platform on which to process, store and
display the information in real time.

The objective of the development of the prototype is the creation of a test
environment in which to test the functionality of this system with a view to
future massive deployment. It has been proven that the implementation of a
technological system that allows the collection of clothing containers in a more
efficient way can bring many advantages to a non-profit organization such as
Cáritas.

On the one hand, the image of the organization would be improved. Currently
one of the main problems they have is that the clothes are not collected in the
containers and end up accumulating in bags on the outside of them. This creates
a bad image of the organization and the theft of the best clothes. This system
would prevent accumulation and improve the image of the NGO.

On the other hand, it would also make more efficient use of the organisation’s
resources. Another problem they have is collecting containers that are still empty.
With the help of the system implemented, the routes could be optimized to
collect only those containers whose capacity is equivalent to 80%, achieving a
reduction in the number of them. This would imply an economic saving, since
it would mean a lower expense in fuel and personnel that carry out the routes,
and a redistribution of the human resources to tasks where they can contribute
a greater value to the organization managing to create a greater impact to the
society.

With this project we want to demonstrate that the impact of digitalization
and technological development can be applied to all sectors of society. A non-
profit organization can also benefit greatly by applying new technologies to its
humanitarian work.

Among the main future works it is the implementation and development of
the complete system. In addition, it will be important to develop an algorithm
with which to achieve route optimization.
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In the long term, it is necessary to study the viability of the project with
the company and to begin the development with a pilot phase in which possible
problems can be solved. This is when a large scale implementation will be made
causing a great benefit for Cáritas.
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Abstract. The urban population is aging and the elderly people desire
to age in place and to continue in the environments chosen by them.
Accordingly, the environment should be healthy-age orientated, improv-
ing health and fulfilling the United Nations Global Goals, including the
aging-related ones. Using the case study of Madrid, the biggest city in
Spain, this research analyzes the quality of the spaces to grow old in
terms of environmental health. To do so, we have selected a number
of variables, drawing on open data provided by the city council, using
an age-oriented perspective. We propose a comparative analysis of the
21 districts in Madrid in terms of air pollution, noise, urban fitment
adapted to moderate physical activity, and green spaces in the city, as
those are very important aspects for healthy aging. According to our
results, central areas of the downtown of Madrid offer a worse potential
quality of life in terms of the environment than peripheral areas.

Keywords: Smart governance · Elderly · Aging in place ·
Environmental analysis

1 Introduction

The increase of life expectancy, along with a series of economic and social
improvements, has led to changes in both the meaning and the manner of expe-
riencing old age. Among the manifestations of these changes, one of the most
relevant is the desire to remain independent in the known environment until a
very advanced age [6,9,13]. The idea of aging in place comprises the continuity
of the elderly in society, and more specifically, in the social environment known
and chosen by them. However, for this to be possible, the environment has to
fulfill several characteristics, allowing their participation into society, not posing
barriers and, above all, in healthy conditions.

Ensuring an enabling and supportive environment to achieve the highest
possible level of health and well-being for the elderly was pointed out in the
Madrid International Plan of Action on Aging and in the Political Decla-
ration adopted at the Second World Assembly on Aging in April 2002 [25]. More
recently, specific attention to age in cities was taken as part of the Sustainable
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Development Goal. The target 11.7 points that, by 2030, cities will provide
universal access to safe, inclusive and accessible, green, and public spaces, for
vulnerable population groups, specifically including the elderly among them.
Besides, the target 11.6 notes the commitment to reduce the adverse per capita
environmental impact of cities by paying special attention to air quality by 2030,
that, as we exposed before [11,12] is especially harmful to the elderly. This inter-
national commitment is a great advance, as the environment plays an important
role in determining how we age and how we respond to disease, loss of function,
and other forms of loss and adversity that we may experience at different stages
of life, and particularly in later years [29].

But, could cities fulfill this road map? Are our cities a healthy space to grow
old? And, how can we evaluate this? The use of digital technologies allow the
design of smarter cities, addressing numerous challenges, such as environmen-
tal pressures, energy efficiency, and sustainability, or improving urban mobility,
among others. But, besides, smart cities can provide a series of tools to advance
knowledge of the well-being of the different age groups needs, and especially, the
urban lacks as their inhabitants grow older, i.e., Open Data, Smart Governance,
and the Internet of Things.

We selected Madrid as a case study to measure the capacity of Spain to
achieve the referred international commitments. While it is not the most aged
municipality in the country, it is the biggest city and so, it has the largest amount
population over 65 years old. Since Madrid city has a greater number and amount
of resources than other cities, it would be expected a high level of compliance
with age-friendly environments. As there are not recognized specific guidelines of
what an age-friendly environment should accomplish, or even explicit indicators
with an age perspective to measure the quality of aging in cities, this research
raises its own proposal. We use open data gathered by different sensors and
other variables provided by the Council of Madrid to evaluate how adequate an
environment is for aging, and thus, detect in which areas will be necessary to
implement measures leading to healthy aging.

Thus, the main contributions of this work are: i) evaluating the possibility
of using the provided open data to assess elderly people well-being in our cities,
ii) assessing different variables that allow observing which districts are healthy
for the elderly people; and iii) using such information to review the situation of
Madrid in terms of age-friendly environments.

The rest of the paper is organized as follows: In the next section, we describe
the importance of aging in place, paying especial attention to the effect of the
environment for healthy aging. Section 3 introduces the context of our use case
and the materials and methods used in this analysis. The evaluation of the air
quality and noise based on the shared open data is shown in Sect. 4. Finally,
Sect. 5 presents the conclusions and the main lines of future work.

2 Towards Healthy and Inclusive Aging: Spaces Matters

Older adults’ well-being is strongly linked to the residential environment, where
the older population generally spend more time than the younger population [4].
Accordingly, cities should create healthy and age-friendly environments. A space
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is age-friendly when they are accessible, equitable, inclusive, safe and secure, and
supportive. Besides, we consider they should be healthy in terms of pollution and
offering active mobility and moderate exercise possibilities.

2.1 The Importance of Place and Place Attachment while Aging

Place attachment is explained as a set of feelings about a geographic location that
emotionally binds a person to that place as a function of its role as a setting for the
experience [21]. Attachment to space has a strong connection with the identity of
place, which implies the incorporation of place into the broad concept of self [17].

The place and the known environment are fundamental in the processes of
identity and self-definition of the self [17,26], becoming part of the social repre-
sentation [14]. It acquires a great influence in old age, being a key element in the
quality of life and well-being [15,20] that contributes to situate identity in old
age [16,19]. This explains why elderly people desire and choose to live in their
environment, where they feel they belong, as long as they can, and if it is pos-
sible, until their death. Thus, the environment has to provide minimum health
conditions. Otherwise, problems such as the absence of green spaces or pollution
will have an even more negative effect during old age, when the influence of the
environment on well-being is greater [8].

2.2 Environment Influence on a Healthy Aging

Older adults are often at risk for increased vulnerability to noise pollution due to
slower mental processing and sensory changes that take place in the aging process
[2]. They are also more vulnerable than other age groups to the exposure to air
pollutants, which may even be fatal [22]. As we have pointed out in previous works,
the elderly are more susceptible to suffer from urban pollution (as NO2) and lack
of public space [11,12]. Specifically, air pollution, which caused more than 400,000
premature deaths in 2016, is considered the top health hazard in the European
Union (EU) [5] affecting all ages, but being some groups more vulnerable, as the
older population. It is considered carcinogenic and causes infertility and diabetes
Type 2 [18] and it is linked to obesity, systemic inflammation, aging, Alzheimer’s
disease, and dementia [5]. It affects the brain in the same way that Alzheimer’s
does as it causes changes in the structure of the brain [30].

Noise pollution, which causes annually at least 16,600 cases of premature
death in Europe [28], is the major preventable cause of hearing loss [1]. It also
affects the cardiovascular system and causes hypertension [1,23]. Finally, sound
pollution can also cause a range of non-auditory problems, like annoyance, sleep
disturbance, and cognitive performance [23].

In relation to this, nature can contribute both directly and indirectly to con-
trol pollutants, as the green infrastructure has a natural capacity to directly act
as a barrier and remove air pollutants from the atmosphere through gaseous
absorption or dry deposition. Vegetation can impede noise propagation by
absorbing or diffracting [3]. Accordingly, a bigger presence if green areas would
be positive for the elderly.



288 I. Lebrusán and J. Toutouh

2.3 The Compromise with Sustainable Development Goals
in Terms of Urban Aging

The Sustainable Development Goals (SDGs) were adopted by all United Nations
Member States in 2015 as a universal call to action to end poverty, protect the
planet, and ensure that all people enjoy peace and prosperity by 2030. Preparing
for an aging population is vital to the achievement of the integrated 2030 Agenda,
with aging cutting across the goals on poverty eradication, good health, gender
equality, economic growth and decent work, reduced inequalities, and sustainable
cities [7]. Regarding the people aging in cities, the SDGs establish that: “By 2030,
provide universal access to safe, inclusive and accessible public spaces and green
areas, in particular for women and children, older persons and persons with
disabilities”. More specifically, target 11.7 focuses on access to green spaces and
safe public spaces. Regarding the air quality, the target 11.6 establish that, by
2030, reduce the adverse per capita environmental impact of cities, including by
paying special attention to air quality, municipal and other waste management

These applications can make all the difference in the quality of life for elderly
patients who want to continue living at home independently and provide peace
of mind for their family members [27].

Finally, the consideration of the environment and urban space in terms of age
is fundamental to evaluate the capacity of potential integration and adaptation
of cities to the needs of their inhabitants.

3 Materials and Methods

In this section, first, we introduce Madrid as our case study and, second, we
present the methodology applied to evaluate the quality of the urban space in
the city of Madrid to grow old in terms of environmental health. Since there are
no specific guidelines to operationalize what an age-friendly environment should
accomplish, we propose our definition of it. To do so, and after considering the
theoretical definition summarized in Sect. 2 and the information available, we
have selected different indicators applicable to the dimensions of environmental
well-being from an old-age perspective.

3.1 Madrid Information

The city of Madrid has 21 districts which are further subdivided into 131 neigh-
borhoods. The districts are territorial divisions of the municipality, equipped
with decentralized management bodies in order to facilitate the governance of
such a big city. These administrative bodies have the purpose to promote and
develop citizen participation in the management of municipal affairs. These dis-
tricts are very different from an urban perspective (as a result of different con-
struction stages) but also in terms of wealth and quality of life. We are specif-
ically interested in analyzing if there is also a difference in the quality of the
environment to age in place.
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Table 1 summarizes some demographic information and the surface area data
(in hectares) of the 21 districts of Madrid. Figure 1 shows the territorial divisions
of the city of Madrid into districts. Regarding the distribution of the densities
by districts, Madrid reflects a high dispersion (see Fig. 1 and Table 1) with a
central area more densely populated and a peripheral area with lower population
density. Specifically, the most densely populated districts are Chambeŕı, Tetuan,
Salamanca, Centro, and Arganzuela. These districts are older and more consol-
idated in urban terms. The group of districts that present a density well below
the Madrid average are Fuencarral-El Pardo, Moncloa-Aravaca (both including
protected green areas) and Villa de Vallecas, Vicálvaro, and Barajas (spaces with
growth expectations in terms of urbanization).

Table 1. Total population, population older than 65 years old, population older than
80, and district surface in ha. per district

Id. District name Population Older than 65 Older than 80 Surface (ha)

1 Centro 140473 22006 7249 522.82

2 Arganzuela 155660 30411 9863 646.22

3 Retiro 120406 31227 10332 546.62

4 Salamanca 147854 35151 12707 539.24

5 Chamart́ın 147551 34443 12081 917.55

6 Tetuán 161313 30723 11365 537.47

7 Chambeŕı 140866 33855 12025 467.92

8 Fuencarral-El Pardo 249973 52164 1536 23783.84

9 Moncloa-Aravaca 121683 26543 9108 4653.11

10 Latina 242139 58967 2158 2542.72

11 Carabanchel 260196 48920 18149 1404.83

12 Usera 142894 23853 9352 777.77

13 Puente de Vallecas 240867 42270 16109 1496.86

14 Moratalaz 95614 24822 9768 610.32

15 Ciudad Lineal 219867 49803 18871 1142.57

16 Hortaleza 193264 35788 10926 2741.98

17 Villaverde 154318 26063 9805 2018.76

18 Villa de Vallecas 114512 14406 4139 5146.72

19 Vicalvaro 74048 10639 3594 3526.67

20 San Blas-Canillejas 161222 28034 10942 2229.24

21 Barajas 50010 8955 2231 4192.28

Madrid 3334730 669043 235556 60445.51
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Fig. 1. Map of Madrid with the districts ids.

Regarding the aging of districts, they are also clearly different (see Fig. 2.a).
In general terms, the core area and bordering zone is more aged (in some dis-
tricts, as Retiro, almost 26% of population is over 65 years old, being Moratalaz
the district with the highest percentage of people over 65 years old in the city).
In the face of this, the districts in the periphery, less populated and with newer
buildings, present a higher volume of young couples with children (Villa de Val-
lecas and Vicálvaro) and where, accordingly, the older population has a lower
demographic weight. The case of the demographic pyramid of Centro is a devi-
ation as is characterized by a young immigrant population. In each district, the
older population is feminized, as women’s life expectancy is higher (87.16 years).

When analyzing “the aging of the aging” or the over aging (the proportion
of people older than 80 years over the total population older than 65 years)
in Fig. 2, we can see that Moratalaz, Usera, and San Blas-Canillejas are the
districts with a bigger percentage of “old-elderly”. In comparison, Barajas, Villa

a) Ratio of population older than 65
years old.

b) Ratio of elderly older than 80 over the
population older than 65 years old.

Fig. 2. Madrid main demographic information by district.
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de Vallecas, and Fuencarral-El Pardo have a smaller proportion of people over
80 years old. In terms of needs and health frailty, the demographic composition
can be important for our analysis, as the areas with the oldest population would
have a greater need of an age-friendly environment.

3.2 Methodology Applied

One of the aims of this research is to prove how useful are Smart City tools,
such as Smart Governance and open data, to assess how healthy are our cities to
grow old. In this case, we use the data provided by the Open Data Portal (ODP)
offered by the Madrid City Council (https://datos.madrid.es/). This data source
has shown be useful for different kinds of studies [10,24].

To evaluate and compare the quality of the districts to grow old, and con-
sidering the aspects highlighted in Sect. 2, we have selected four key dimensions:
the availability of green areas, the availability of urban fitment areas to optimize
physical activity in old age, the air quality (considering NO2) and the pollution
in terms of noise.

Availability of the Green Areas. The ODP provides the surface in hectares
(ha) of the green spaces in the districts. Green spaces, including community gar-
dens, allotments, and forests are an important factor in community identity and
can strengthen people’s attachment to their communities. Green infrastructure
and accessible green space are important factors for individuals and communi-
ties to establish a ‘sense of place’ and ‘ownership’ of their local landscape [3].
Thus, we evaluated the number of ha per 10000 inhabitants and the number of
ha per 10000 elderly people. This allows the analysis of whether there are a fair
distribution and access to green areas for all age groups in the city.

Urban Fitment for Old Age. This refers to different facilities and furniture to
practice moderate physical activity, as equipment to exercise fingers and wrists
or arms, pedal, for waist movement, stairs, and ramp, among other fitments more
complex. All those are adapted to different needs and to optimize mobility in
later life. The data used for our analysis provide the number and the location of
the urban fitment. Thus, we have evaluated the access to those urban elements
as the number of urban facilities per 10000 elderly people.

Air Quality. OPD provides the hourly mean concentration of several air pollu-
tants: sulfur dioxide (SO2), nitrogen dioxide (NO2), ozone (O3), carbon monox-
ide (CO), particulate matter (PM10 and PM2.5). However, there is no informa-
tion about all the pollutants in the 21 districts. The pollutant with information
that covers more districts is the NO2, there are sensors in 18 districts. The other
pollutants have much less data, e.g., PM2.5 is sensed just in six locations of
Madrid. Thus, as NO2 has been proven the major health concern in our cities
and it is the one that provides more spatial information, we evaluate NO2 con-
centration as a metric of air quality.

https://datos.madrid.es/
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Noise Pollution. WHO puts traffic-related noise as the second most harmful
environmental factor in Europe, right after air pollution. Thus, we include it
in our analysis. The noise pollution data provided by the OPD includes the
daily mean of the equivalent sound pressure levels. These data are gathered by
sound-meters installed in 31 locations covering 19 districts (excluding Ciudad
Lineal and San Blas-Canillejas). Regarding the equivalent sound pressure levels
(measured in A-weighted decibels, dBA), we take into account: Leq, that averages
the noise measured during the whole day (24 h); Ld, which is evaluated during
the day (from 7:00 h to 19:00 h); Le, which asses the noise during the evening
(from 19:00 h to 23:00 h); and Le, which measures the noise at night (from 23:00 h
to 7:00 h). We evaluated these noise levels because noise at different periods of
time may have different impacts on the well-being of the elderly.

4 Results and Discussion

This section evaluates the quality of the environment of the different districts of
Madrid in terms of the availability of green areas, urban fitment for old age, air
quality and, noise levels, based on the data available. These aspects cannot be
ignored in the analysis of the individual well-being of the elderly.

4.1 Availability of the Green Areas

Table 2 ranks the evaluated districts according to the number of ha of green
areas available per 10000 elderly (green area ratio). The third column takes into
account the whole population. The second column express which proportion
would be available for the elderly having in consideration the total potential
green space users in the district. Figure 3 illustrates the spatial evaluation of
this metric. In this case, darker green indicates more ha per elderly (better
districts according to that metric).

As we can see in Fig. 3, the central almond offers less green space to the
elderly, while newer areas, less dense in terms of urbanization, offer a better
rate. It is important to remark that the three best districts in terms of this
metric are not the ones that provide the largest green area per inhabitant (see
Table 2). Villa de Vallecas is the district that provides the largest green area
per inhabitant, but the fifth if we take into account just the elderly. Finally, it is
noticeable the differences between the best and the worst district, since Barajas
provides about 20 times more green areas for the elderly than Chambeŕı.

Madrid has a rich and extensive green heritage, highlighting its parks and
gardens, both historical and advanced garden design. Central areas are not offer-
ing enough green areas to their (older) residents, while this lack of green spaces
seems not to be a problem in the peripheral areas.
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Table 2. Ranking taking into account the availability of the green areas.

Ranking District ha/10000 elderly ha/10000 inhabitants

1 Barajas 3.54 19.76

2 Moncloa-Aravaca 3.45 15.80

3 Moratalaz 3.25 12.53

4 Vicálvaro 3.24 22.55

5 Villa de Vallecas 3.14 24.92

6 Hortaleza 3.02 16.30

7 Fuencarral-El Pardo 2.97 14.23

8 Latina 2.77 11.39

9 Villaverde 2.36 13.97

10 Puente de Vallecas 2.04 11.65

11 Usera 1.95 11.71

12 San Blas-Canillejas 1.74 10.00

13 Carabanchel 1.67 8.87

14 Ciudad Lineal 1.36 6.02

15 Arganzuela 1.12 5.74

16 Chamart́ın 0.87 3.73

17 Retiro 0.79 3.07

18 Tetuán 0.75 3.92

19 Salamanca 0.57 2.41

20 Centro 0.38 2.42

21 Chambeŕı 0.19 0.77

4.2 Urban Fitment for Old Age

Table 3 ranks the evaluated districts according to the number of ha of fitment
elements available per 10000 old people. Figure 4 illustrates the spatial evaluation
of this metric. In this case, darker blue indicates more (better) fitment equipment
per old people.

As it happens with the previous index (availability of the green areas)
the peripheral districts are in better-compared position. Barajas, Usera, and
Villaverde are in better positions, all over 67 facilities per 10000 older citizens.
The difference between the best positioned and the worst positioned districts is
noticeable because the first ones have about three times more elements than the
worst ones. Salamanca, Ciudad Lineal, Latina, Retiro, Chambeŕı, Fuencarral-El
Pardo, and Chamart́ın are all below 20 per 10000 people over 65 years old.

Given the importance of enhancing physical activity in old age, most districts
should invest in this type of facility. There is a clear inequality in the number of
fitment elements per elderly an in some districts are really scarce.
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Fig. 3. Green areas availability map. Fig. 4. Urban fitment map.

Table 3. Ranked according to the number of fitment elements per 10000 elderly.

Ranking District Number of urban fitment facilities per 10000 elderly

1 Barajas 68.12

2 Usera 67.50

3 Villaverde 67.14

4 Vicálvaro 59.22

5 Moratalaz 34.65

6 San Blas-Canillejas 34.60

7 Villa de Vallecas 31.93

8 Carabanchel 31.68

9 Centro 30.90

10 Moncloa-Aravaca 30.14

11 Puente de Vallecas 29.81

12 Tetuán 26.04

13 Hortaleza 25.71

14 Arganzuela 21.05

15 Chamart́ın 18.58

16 Fuencarral-El Pardo 17.83

17 Chambeŕı 17.72

18 Retiro 17.61

19 Latina 15.09

20 Ciudad Lineal 13.45

21 Salamanca 12.52
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4.3 Air Quality

Table 4 ranks the evaluated districts regarding the air quality (less NO2 concen-
tration). Figure 4 illustrates the spatial evaluation of this metric and the dots
locate the sensors. NA in Table 4 and white shape in Fig. 5 indicates that there
is not open data about pollution in that districts, i.e, Latina, and Vicálvaro .

Table 4. NO2 concentration levels in terms of µg/m3.

Ranking District NO2 concentration

1 Moncloa-Aravaca 20.59

2 Retiro 24.85

3 Fuencarral-El Pardo 25.60

4 Hortaleza 31.00

5 Barajas 33.14

6 Arganzuela 33.65

7 San Blas-Canillejas 34.29

8 Ciudad Lineal 34.29

9 Puente de Vallecas 35.90

10 Moratalaz 35.99

11 Chambeŕı 36.16

12 Tetuán 36.82

13 Villa de Vallecas 36.83

14 Centro 37.95

15 Chamart́ın 38.04

16 Villaverde 39.23

17 Carabanchel 42.87

18 Salamanca 51.40

19 Usera 53.47

20 Latina NA

21 Vicalvaro NA

Fig. 5. NO2 concentration levels map. The dots illustrate the sensors locations.
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The results in Table 4 show that there is an important difference among
districts. The best air quality is presented Moncloa-Aravaca, followed by Retiro,
i.e., the north-west area (see Fig. 5. This could be seen as the (comparatively)
best districts to the elderly in terms of air quality. Those are coincident with the
presence of the so-called lungs of Madrid as Parque del Retiro, Parque del Oeste
or the Dehesa de la villa, among others.

The south-east and the central area, as Usera, Salamanca, Carabanchel, or
Villaverde districts, register a much worse air quality, with more than twice NO2

concentration than Moncloa-Aravaca.
In general, Madrid presents a health problem regarding NO2 concentration

in the air [11]. Thus, measures should be taken to improve the air quality to
avoid health problems for the population of that city.

4.4 Outdoor Noise Levels

Table 5 summarizes the information about the outdoor noise pollution gathered
by the sensors installed in the city. Fig. 6 a, b, and c illustrate the noise pollution
by showing the Ld, Le, and Ln levels, respectively. As there are no information
about the levels of noise in Ciudad Lineal and San Blas-Canillejas, they are
shown in the table as NA and in the maps, their shape is in white.

Table 5. Noise levels evaluated in terms of dBA. The districts are ranked according
to the noise level (Leq).

Ranking District Leq Ld Le Ln

1 Moncloa-Aravaca 53.54 54.81 53.82 48.68

2 Arganzuela 54.36 54.88 56.44 49.06

3 Vicalvaro 56.25 57.75 55.94 50.80

4 Villaverde 56.80 57.24 58.96 51.23

5 Fuencarral-El Pardo 57.60 58.89 58.19 51.83

6 Puente de Vallecas 58.35 59.33 58.20 52.32

7 Barajas 59.06 60.28 59.52 54.76

8 Carabanchel 60.14 61.20 61.06 55.17

9 Tetuán 60.17 61.06 61.90 54.34

10 Moratalaz 60.39 61.81 60.36 53.63

11 Hortaleza 61.38 62.83 62.92 52.64

12 Centro 61.67 62.68 62.66 56.88

13 Latina 62.57 63.95 63.19 57.18

14 Chambeŕı 62.80 63.92 63.43 58.70

15 Villa de Vallecas 62.90 64.05 63.55 59.04

16 Usera 63.35 64.36 64.23 59.79

17 Salamanca 64.31 65.12 65.12 60.58

18 Chamart́ın 65.84 66.94 66.46 61.88

19 Retiro 68.77 69.53 69.40 66.23

20 Ciudad Lineal NA NA NA NA

21 San Blas-Canillejas NA NA NA NA
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As we can see in Table 5 and Fig. 6, noise levels during the day, evening, and
night follow a pretty similar behavior in each district, with slight variations in
some districts. This means that even at night inhabitants suffer from high levels
of noise, which negatively affects their health. The noisiest areas are in the city
center, with some exceptions (and some noisy districts) in the south area.

It is important to note that most of the evaluated districts suffer from noise
levels higher than 55 dBA, which is the threshold of being considerate harmful
for humans [28]. Thus, as it happens with air pollution, measures should be
taken to improve such a hazardous situation [12].

a) Day noise levels. a) Evening noise levels. c) Night noise levels.

Fig. 6. Maps showing noise levels. The dots illustrate the locations of the sensors.

4.5 General Overview

Table 6 shows the districts ranked according to the four index evaluated. Ana-
lyzing the positioning of each district in each of the rankings, we can clearly
see that some are generally better positioned than others. While there is more
variability regarding the better positions (most of them located at the periph-
eral areas of the city), it is clear that some districts are worse prepared to age
in place, and according to our definition, they are not age-friendly areas. The
central zone and the surrounding areas are more prone to offer an insufficient
quality of life in terms of environmental health, with the worst punctuation’s
in green areas, facilities, air quality, and noise pollution. It is also difficult that
these districts can fulfill the measures promised before the UN in the SGDs.
Other districts, such as Barajas, offer good quality in green areas and facilities.
However, the location (in the airport area) contributes to a worsening of results
in terms of pollution and noise.
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Table 6. Districts sorted according to their ranks in the four variables evaluated.

Green areas Fitment equipment Air quality Noise

Barajas Barajas Moncloa-Aravaca Moncloa-Aravaca

Moncloa-Aravaca Usera Retiro Arganzuela

Moratalaz Villaverde Fuencarral-El Pardo Vicálvaro

Vicálvaro Vicálvaro Hortaleza Villaverde

Villa de Vallecas Moratalaz Barajas Fuencarral-El Pardo

Hortaleza San Blas-Canillejas Arganzuela Puente de Vallecas

cre Fuencarral-El Pardo Villa de Vallecas San Blas-Canillejas Barajas

Latina Carabanchel Ciudad Lineal Carabanchel

Villaverde Centro Puente de Vallecas Tetuán

Puente de Vallecas Moncloa-Aravaca Moratalaz Moratalaz

Usera Puente de Vallecas Chambeŕı Hortaleza

San Blas-Canillejas Tetuán Tetuán Centro

Carabanchel Hortaleza Villa de Vallecas Latina

Ciudad Lineal Arganzuela Centro Chambeŕı

Arganzuela Chamart́ın Chamart́ın Villa de Vallecas

Chamart́ın Fuencarral-El Pardo Villaverde Usera

Retiro Chambeŕı Carabanchel Salamanca

Tetuán Retiro Salamanca Chamart́ın

Salamanca Latina Usera Retiro

Centro Ciudad Lineal Latina Ciudad Lineal

Chambeŕı Salamanca Vicálvaro San Blas-Canillejas

Finally, it is important to remark that are districts that do not provide
pollution data (air quality or noise). This hardness the evaluation of the quality
of the health of the inhabitants of these districts. Thus, it would be important
to install sensors to gather data from these districts. Besides, having a large
number of sensors located in different areas would help to gather information
with better resolution in this regard.

5 Conclusions and Future Work

Given the aging of the urban population, the challenge for cities lies in achiev-
ing a healthy and safe environment for the elderly. It means creating inclusive
and accessible urban environments to benefit their aging population, enhancing
health and well-being during old age. Environmental factors are interrelated and
have a positive bearing on maintaining the capacities of the elderly.

In this work, we evaluate open data to assess the capacity of Madrid districts
to offer a quality environment to age in place, as well as its capacity to accomplish
with UN SDGs goals in terms of aging.
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According to the evaluated data, we can see that central areas are less ade-
quate to aging, meaning that they offer fewer possibilities for healthy aging in
place. The elderly living there are exposed to more noise, more pollution, less
green space, and in general, less urban facilities adapted for the elderly. This
contrasts with the peripheral areas of Madrid that are (comparatively) more
age-friendly. However, it seems difficult for this city to comply with the commit-
ments referred to the UN if a large investment is not made from now to 2030.

Smart city tools proved their usefulness to analyze the environment quality.
Smart cities can allow the elderly to age in society, preventing health frailty, and
evaluating and foreseen needs and if there is a risk of not complying with an
international agreement, as the UN commitments. Smart cities can be the tool
to not leave vulnerable population behind.

Among the limitations of this paper, most important is data availability
related. There is a shortage of information to evaluate other aspects of an age-
friendly environment. The lack of use of open data standards in ODP and the
poor documentation found hardness the analysis capacity for this type of studies.
Obtaining and producing data with an age perspective is needed to reach an
egalitarian society. For example, the lack of consistency in terms of urban fitment
reduces the comparability of data.

The future research lines are: i) include socioeconomic aspects and housing
new multivariable analysis taking into account new data (e.g., socioeconomic
aspects, housing quality); ii) using machine learning approaches to evaluate more
complex correlation of this results with health outcomes; and iii) assessing other
cities in terms of comparison, considering new dimensions (such as, morbidity,
economic impact, use of spaces).
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Abstract. Soling and partial shading of solar panels are two of the most
common conditions that affects the power yield of a photovoltaic (PV)
installation. Even though human inspection can easily identify such sit-
uations, in the case of large power plants covering thousands of hectares
it is not practical. In this regard, unmanned areal systems (UAS) repre-
sents a useful tool to gather images in a short time for the inspection of
thousands of PV panels. Using RGB and infrared cameras, UAS can be
used to perform visual inspection (VI) and infrared thermography (IRT)
to detect failures in PV arrays. The present paper presents the results of
an experiment designed to evaluate the effectiveness of VI and IRT for
detecting soiling and partial shadowing. It has been found that for the
aforementioned conditions VI are more effective. Also, the methodology
presented can be used as a reference for future research for other tech-
niques and other failures. The results provide technical-scientific infor-
mation for those in charge of operation and maintenance to make an
objective choice of failure detection techniques.

Keywords: Solar PV system · Fault detection performance · Partial
shading · Soiling · Thermography

1 Introduction

A photovoltaic (PV) power plant is capable of operating for more than 25 years
and due to its low energy density the installations can occupy thousands of
hectares [38]. A group of PV panels are connected in series to form strings and,
in some cases, in parallel to form arrays injecting the generated energy through
a power inverter. Weather, soling and obstacles that produces shadows yield
suboptimal conditions in the PV array, i.e., the group of PV panels produces less
power than expected. In the case of soling or obstructing elements the suboptimal
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condition can be corrected if detected. In this regard, strategies related to the
operation and maintenance of PV modules acquired greater importance. Even
though such conditions can be identified by human operators, as reported in [12],
expert visual inspection and fault analysis in a 3 MW installation take 60 days.
Thus, developing techniques that detects such suboptimal conditions in shorter
time becomes a necessity.

There are several techniques to identify faults and suboptimal techniques,
e.g. [4,5,9,12,17,20,22,29,30,32,37]. Two of the most promising are based on
imaging, given that these techniques do not require to intervene the PV power
plant circuit, does not require contact with the element of interest and gener-
ates a large amount of qualitative and quantitative information for each image.
Such images can be taken in a relative short time if unmanned aerial systems
(UAS) are used. UAS also known as drones with onboard thermal cameras enable
inspections from the air and through digital photogrammetry techniques it is
possible to detect failures in an agile way (e.g., [15,36]).

The camera attached to the UAS can be of the type that captures the red,
green, blue (RGB) band or the infrared band. With an infrared band detection
camera it is possible to obtain thermal images of solar panels which allows the
identification of temperature gradients or hot spots that can be associated with
panel failures [2,23]. Such technique is referred as infrared thermography (IRT).

The present paper compares two drone image-based fault detection tech-
niques: (1) visual inspection (VI) based on RGB images and (2) a strategy based
on IRT through infrared images. An experiment has been designed to measure
the performance of the aforementioned techniques for partial shadowing and soil-
ing, which represents two of the most common suboptimal techniques. The rest
of the paper is structured as follows: firts the suboptimal conditions considered
are described, then the material and methods are presented. Section 4 presents
the main results and Sect. 5 gathers the main conclusions.

2 Suboptimal Conditions Considered

For the comparative analysis we consider the following suboptimal conditions:

– Partial shadowing: The power generated by a series of solar panels will suffer
a decrease in the power generated when they are partially shaded [27]. Partial
shading can be caused by objects located in the surface on the panel or by
objects not in contact with the panel. The power affectation depends on the
portion of the module that is shaded and on the degree to which it is shaded
[24,31]. An example of a shadowed panel is shown in Fig. 1.

– Soiling: can be caused due to the presence of a thin layer of particles such
as soil, dust, leaves, pollen or bird droppings [24]. The PV power affectation
is greater as the soiling increases. A dirty PV module is shown in Fig. 2.
Soling can be uniform or non-uniform. Dirt due to dust consists of particles
of different sizes and materials that cover the entire PV module, which, over
time, will form uniform layers of dust and regions with greater accumulation
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of dirt [18]. Non-uniform dirt covering only some cells of the PV module, due
to leaves, bird droppings or patches of soil have a severe power loss effect,
this type of failure is associated with both soiling and partial shading. PV
cells that capture less irradiance have a lower short circuit current than the
rest, causing the entire module to deliver less current. In addition, dirty cells
will cause a hot spot that can be detected with IRT [24].

Fig. 1. Partial shadow on a PV panel (left) and strange object on a PV panel (right).

Fig. 2. Soiled PV module.

3 Materials and Methods

3.1 The PV Installation Analyzed

The data used to compare VI and IRT suboptimal detection techniques consisted
of images from a ground mounted PV installation located in Santa Clara, Costa
Rica. The details of the PV installation are shown in Table 1.
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Table 1. Information about the PV installation analyzed

Longitude −84.51

Latitude 10.36

Azimut angle 0◦ with respect to the South

Inclination angle 15◦

Peak DC power 19.4

Number of PV panels 72

PV panel models Canadian Solar CS6k-280M and
HANWHA Q-Cells QPRO BFR G4.3

Total surface (m2) 125

Performance factor (%) 77.7

Annual Yield (MWh) 28.69

Date of commissioning May 31st, 2017

Figure 3 shows an aerial view of the PV installation considered, where it can
be seen that the site consists of six well distinguished sections. Each section has
a string of 12 PV modules connected to an inverter SMA Sunny Boy 3000TL-
US. In this analysis only strings 2, 4, and 6, shown in Fig. 3, were used. The
aforementioned strings have a direct current STC power of 3380 W.

Fig. 3. Picture of the PV installation. Strings 2, 4 and 6 were used in this research.

3.2 Image Capturing

The data used to determine the suboptimal conditions in the PV installation
consisted of images taken from an (UAS). The following considerations have
been considered to take the images:

– The drone is always flown at a height greater than 5 m to avoid that it causes
shadows on the panels [20].
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– The flight height depends on the detail that is necessary to observe in the PV
modules for proper fault detection, thus, the size of the fault has been taken
into account to determine the spatial resolution require for the images taken
in a drone mission (ground sampling distance (GSD) [8]). A GSD of 3.0 ±
0.5 cm/px is required for deep inspections [9], allowing to detect possible hot
spots at cell level [4].

– The measurements were made at a time with sufficient irradiance to allow the
capture of thermal contrasts, with a correct angle and without wind currents
that generate convection cooling [40], constant sunlight conditions with a
clear sky are also desirable so that solar panels in good conditions have a
homogeneous thermal distribution [36].

– The images were captured with an angle between 5◦ and 60◦ with respect
to the perpendicular of the panel (see Fig. 4) [40] and the irradiance was
always greater than 700W/m2 [16]. The camera’s emissivity was set to 0.85
for crystalline cells as indicated in [17].

– The drone was set to consecutive image capture as recommended in [37,40]
for fault detection in PV installations.

Fig. 4. Recommended orientation of the thermal camera with respect to the panel
position.

A commercial Phantom 4 Pro multirotor drone was used as the UAS platform
(see Fig. 5). The characteristics of the RGB and thermal infrared camera are
shown in Table 2 and 3, respectively.

Table 2. Characteristics of the RGB camera used

Parameter Value

Sensor 1′′ CMOS/Effective pixels 20M

Lens FOV 84◦ 8.8 mm/24 mm

PIV image size 4096 × 2160

Photo JPEG

Image size 3:2, 4:3, 16:9

ISO range 100–3200 (Auto)



Visual Inspection and Infrared Thermography Comparison 307

Fig. 5. Drone with RGB and thermal camera used in this research.

Table 3. Characteristics of the FLIR VUE PRO R 336 thermal camera [10,11]

Parameter Value

HFOV × VFOV 25◦ × 19◦

Sensor (width × height) 5.764 mm × 4.351 mm

Focal length 13.00 mm

Image width × height 336 × 256

Frequency 9 Hz

Accuracy +/−5 ◦C o 5% from reading

Thermal sensitivity 40 mK

Sensor Uncooled microbolometer
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3.3 Other Instruments and Measurements

On-site irradiance was measured with a Spektron 210 sensor and the ambient
temperature and relative humidity from a Vantage Pro 2 weather station. The
power from the inverters was taken from the built-in SMA data logging system.
A schematic of the system is shown in Fig. 6.

Fig. 6. Schematic diagram of communication links to information sources.

3.4 Experiments

The research was developed through a case study applying an experiment. Pre-
defined temporary suboptimal conditions were induced to the PV installation
in operation which allowed collecting and processing quantitative information
to compare the IRT and VI techniques through statistical analysis. Taking as
reference [14,39] the following stages were used:

– Selection of the sample and information sources.
– Design of the experiment.
– Definition of protocols and criteria for the interpretation of results.

The experiment used a repeated measurement design because multiple treat-
ments had to be applied to the same subjects [35]. A total of 28 experimental
units were analyzed from the 8 treatments applied to the 2 subjects (Strings 4
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and 6). String 2 was used as a control subject to establish a reference condition
in each experimental unit for the normal operation of the PV strings, i.e. without
applying failures. The factors and levels evaluated are shown in Table 4.

Table 4. Factors and levels used in the experiment to generate the diverse treatments.

Failure Factor Level

S1 Soiling 10 months of natural soil

S2 30 months of natural soil

S3 12 cells with white spots

S4 12 cells with dry leaves from the site

S5 21 cells with white spots

S6 21 cells with dry leaves from the site

PS1 Partial shading Shading of approximately 70% of a panel’s area

PS2 2 shadows, each approximately 30% of the area of a panel

The treatments were applied to the subjects without interaction between fac-
tors. Each level was applied in both subjects making two repetitions in each one.
The selection of the modules of each string to which the failure was applied was
chosen at random. The partial shadows were limited to the modules on the right
margin due to site conditions. It was considered that there is an independent
relationship between the treatments, because they were randomized and do not
generate a residual effect in the subject [13], i.e., the PV string return to their
normal state once the treatment is removed.

3.5 Description of Each Factor and the Levels of the Experiment

– A. Soiling

Table 4 describes the dirt conditions used for faults S1–S6. Faults S1 and S2
allowed the generation of soil conditions that cause weak shading [24]. Natural
dirt accumulated in the solar panels over time was used as suggested in [18]
which states that it is possible to take as an indicator of soiling the exposure
time that the module has been under natural conditions.

Failures S3 and S5 were made to generate a strong obstruction of the irradi-
ance due to some strange object on the solar panel. Samples of glass of 480 mm
× 160 mm × 5 mm were prepared in which white paint was placed to simulate
dirt on the PV module (see Fig. 7); this allowed to replicate the treatments in
multiple moments in different positions of the PV array. The experiment took
as a reference the methodology used in [34] to study the effects of dirt on solar
modules.

Faults S4 and S6 are a variation of S3 and S5 to evaluate soiling. In this case,
dry leaves and seeds were used, where to achieve repeatability in the experiment
the objects were adhered to the glass with cold silicon (see Fig. 8).
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Fig. 7. Glass with white circles used to simulate dirt obstructing the path of radiation
in three PV cells.

Fig. 8. Glass with dry leaves and seeds to simulate dirt obstructing the radiation path
in three PV cells.

– B. Partial shading

The experiment was developed by applying shadows to the solar modules in
operation. The methodology took as reference experiences of previous investiga-
tions, in which, they placed an object to obstruct the solar radiation of a portion
of the solar module, allowing that it influences diffuse radiation [26]. The two
partial shading levels (PS1 and PS2) applied were made by placing an object
next to the PV string to create the shadow (Fig. 9).

3.6 Protocol for Missions with UAS

As mentioned previously, for each treatment a flight was performed with the
UAS capturing RGB and infrared images of the PV strings of interest ensuring
that the requirements indicated in Sect. 3.2 were met. The flight height was 25 m
according to the GSD equation presented by [21] to obtain a maximum GSD of
3.0 cm/pixel in thermal images and even less in RGB images.

The thermal images were configured to contain the radiometric information
in RJPEG format. Thermographs were taken every 1 s and RGB images every
2 s during each test. The orientation of the cameras with respect to the perpen-
dicular plane of the module was around 20 ◦C.

For each test, the irradiance, ambient temperature and relative humidity
were recorded. Each treatment was applied 15 min before the measurement was
taken to ensure that thermal equilibrium existed [17].
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Fig. 9. Example of partial shadows generated on the PV modules.

3.7 Fault Detection Criteria

The temperature variation due to a hot spot is an indicator of the severity of the
fault, where less than 10 ◦C is considered within the normal operation tolerance
[16,28] however, at lower irradiance, the temperature variation of a fault will
decrease [7].

Fault detection in PV installations by VI can be done following the detailed
guidance of [32]. For example, it is possible to identify soiling by evaluating the
appearance of the solar modules so that it is classified as: clean, slightly dirty or
very dirty. Furthermore, the dirt can be classified according to its location as:
close to the frames or located somewhere on the glass (e.g. bird droppings). Par-
tial shadows can be identified by observing the glass surface of the PV module.

According to the literature review, the criteria for the detection of the failures
of interest for the applied techniques were determined. The criteria used are
shown in the Table 5.

Table 5. Criteria used for the determination of failures

Technique Criteria for fault detection

IRT Hot spot with a delta ≥10 ◦C

VI Presence of radiation attenuation on the panel due to shade

Appearance of light or heavy soiling
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3.8 Date and Conditions of the Experiment

All measurements were made between august 18 and september 2, 2020. The
average ambient temperature was 30 ◦C, the relative humidity 60% and the
reflected temperature 22 ◦C.

3.9 Measurement Normalizing

The three mono-crystalline strings are equivalent, however, their output power
may vary slightly, so the power of the strings under test (String 4 and String 6)
were compared with the control String 2 to set a reference level. Table 6 shows
the variation in the average output power under non-fault conditions after two
hours of operation with an irradiance greater than 700W/m2.

Table 6. Power comparison of the string under test with respect to the control string

String Power (W) Variation (%)

2 (control) 2549 –

4 2566 0.67

6 2534 −0.59

4 Results and Discussion

The results of the induced suboptimal conditions are shown in Table 7. Each one
of the induced condition was considered as a fault because it caused a decrease
of at least 4% in the power of the array [1].

Table 7. Power effect of the faults studied

Fault (String) Power in control
string (W)

Power in string
under test (W)

Estimated power
without fault (W)

Losses (%)

PS1 (4) 2224 1920 2239 14.2

PS2 (6) 3133 2746 3115 11.9

S1 (4) 2137 1879 2151 12.7

S2 (6) 2137 1461 2124 31.3

S3 (6) 2421 1994 2407 17.1

S4 (4) 2421 1749 2437 28.3

S5 (6) 2094 1648 2082 20.8

S6 (4) 2094 1573 2108 25.4
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4.1 RGB and IR Images Analysis

The most representative images that identifies suboptimal conditions are shown in
Fig. 10, 11, 12, 13, 14, 15. For each experimental unit, a discrete output variable
was generated to indicate whether or not the technique detected failure; the results
are shown in Table 8.

Fig. 10. RGB (left) and IR image (right) analyzed for experimental unit 1.

Fig. 11. RGB (left) and IR image (right) analyzed for experimental unit 2.

Figure 16 shows the summary of the failures detected with each of the tech-
niques. It can be seen that VI identified more failures than IRT. The VI was
able to detect all the failures, on the other hand, the IRT detected only 68% of
the evaluated test, missing 45% of the cases of soiling.

The results of soiling failures for IRT are shown in the Fig. 17. IRT was not
able to detect the 30 month natural soiling (S2). Also the types of soiling with
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Fig. 12. RGB (left) and IR image (right) analyzed for experimental unit 6.

Fig. 13. RGB (left) and IR image (right) analyzed for experimental unit 18.

Fig. 14. RGB (left) and IR image (right) analyzed for experimental unit 19.
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Fig. 15. RGB (left) and IR image (right) analyzed for experimental unit 22.

Table 8. Output variable of the experiment for IRT and VI. D = Detected, ND = Not
detected

Experimental unit Treatment IRT output VI output

1 S1 D D

2 S2 ND D

3 S1 D D

4 S2 ND D

5 S4 ND D

6 S6 D D

7 S4 D D

8 S6 D D

9 S4 D D

10 S6 ND D

11 S4 D D

12 S6 D D

13 S5 ND D

14 S3 ND D

15 S5 ND D

16 S3 D D

17 S5 D D

18 S3 D D

19 S5 ND D

20 S3 ND D

21 PS1 D D

22 PS2 D D

23 PS1 D D

24 PS2 D D

25 PS1 D D

26 PS2 D D

27 PS1 D D

28 PS2 D D
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Fig. 16. Percentage of failures detected by each technique in the experiment.

white spots (S3 and S5) were the least detected. Finally, for the soiling with
dry leaves (S4 and S6) there was one case of each that the failure could not be
detected. Therefore, IRT is able to detect all types of soiling evaluated, however,
there are levels of soiling that were not detected in some cases.

Fig. 17. Failures detected and not detected by the IRT under soiled conditions.
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The detection of the failures was done strictly following the criteria of Table 5.
However, in Fig. 11 it can be seen that through the IRT it was possible to
appreciate a distortion in the thermal distribution of the PV array. In addition,
in Fig. 14 it was possible to identify specific regions of lower temperature on the
PV modules and temperature gradients lower than 10 ◦C, even though none of
these cases met the requirement to be cataloged as failures, this suggests that,
to detect soiling suboptimal conditions a lower threshold for the temperature
gradient might be required.

4.2 Statistical Analysis

To determine if one method performed significantly better than the other, a
hypothesis test was done using Fisher’s exact test [3,19] as follows:

H0 : Ni = Nj

Ha : Ni �= Nj

∀i �= j

Where N is the number of identified failures, i and j are IRT and VI tech-
niques respectively.

The test yields a p-value of p = 0.002 and odds ratio (OR) = 27.8, therefore,
considering a significance level of α = 0.05 it fulfills the alternative hypothesis
(p < α), i.e. significant differences were found between both methods [6]. In
addition, when evaluating the hypothesis tests for each of the failure factors
(soiling and partial shading) with the contingency tables shown in the Table 9,
significant differences were obtained for soiling (S) with p = 0.001 and an OR
= 33.87. The OR coefficient obtained in both cases indicate that there is a high
probability that a fault will be not detect using IRT instead of VI, specifically
detecting soiling [25]. That is, the VI is associated with a greater capacity for
dirt detection compared to the IRT.

Table 9. Contingency table separating the factors (types of failures) of the experiment

Factor Technique Result Total

Not Detected Detected

S TI 9 11 20

VI 0 20 20

Total 9 31 40

PS TI 0 8 8

VI 0 8 8

Total 0 16 16

Total TI 9 19 40

VI 0 28 40

Total 9 47 56
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Another way to compare both methods is by the sensitivity in the effective-
ness of fault detection, this is based on the analysis of true positives achieved by
each technique [33]. The results show that IRT had a sensitivity of 68% while
VI had 100%.

5 Conclusions

The present paper has analyzed two image-based fault detection technique (IRT
and VI) for photovoltaic arrays for two of the most common temporary faults or
suboptimal conditions, i.e., soiling and shading. Partial shadows were correctly
detected with both techniques, however, IRT did not perform as well as VI
for the detection of soiling. Nevertheless, IRT did detect at least once all the
types of faults evaluated. The results also suggest that soling with IRT might be
detectable if a temperature difference threshold smaller than 10 ◦C is used.

The methodology used allowed a quantitative comparison from experimental
data between two techniques for failure detection in PV systems. This can be
used for future experiments with other configurations of PV arrays and other
types of failures, making it possible to validate theoretical models that are still
being studied and to generate quantitative indicators of the effectiveness of each
technique. Including treatments of conditions that are an apparent failure but
without a significant affectation on power will allow studying the capacity of
each technique to discriminate between true and false failures; this is pending
for future research.
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