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A technology is not merely a system of machines with certain
functions; rather it is an expression of a social world (Nye 2007).

1 Introduction1

Advances in digital technology and artificial intelligence (AI) systems have the
potential to radically transform economies and societies. The deployment of these
technologies promises to improve a host of important services for society as a whole,
but also raises concerns with regard to uncontrolled development of technological
systems and a certain inappropriate use or disregard for social factors. Technology is
non-neutral (Gautrais 2012); it encompasses values and can even affect them. Tech-
nology has such power that it structures and defines the end-purposes of human
activity, to the extent that individuals and communities have no choice but to adapt and
change under its influence. AI systems (AIS) are also a vehicle for power struggles:
they can help people build their capacities as well as constrain these by segmenting
society and reinforcing social inequities and injustices (Barabas et al. 2018). In view of
these potential digressions and the significant impact on societies, this fifth techno-
logical revolution has quickly led to widespread discussion (i.e., academic, but also
political and very public) of the ethical issues raised by the exercise of (ir)responsible
AI. Incorporating various AIS without ethical consideration of their impact2 has
already led to greater discrimination of certain groups, criticism likely to be biased, and

1 The authors would like to express their gratitude to the external reviewers as well as professors
Miriam Cohen and Bryn William Jones for their very useful comments on this chapter.

2 As reference: COMPAS (Correctional Offender Management Profiling for Alternative Sanctions), a
criminal recidivism prediction tool (2016), the Facebook job offer recommendation algorithm
favouring male applicants over women (2019), the AppleCard, which discriminated against women
applying for lines of credit (2019).
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developers’ and decision-makers’ potential lack of ethical sensitivity, whether inten-
tional or not (Bairaktarova and Woodcock 2017). As set forth in the Villani report, AIS
cannot be allowed to be new instruments to exclude or overly track people without
public debate (Villani 2018) and considerations for human rights. In view of these
concerns, a certain number of organizations have developed ethical charters to govern
the development of AI and related digital technologies. More strategic and ambitious
reports have also been deployed to help shape or define the AI and digital technology
policy of a state or a group of states.

Given the significant academic and public policy attention being given to the
development of ethical charters to identify principles and values likely to provide a better
framework for AI and digital technology, we argue that it is important to also more fully
address the formalization of these charters. Formalization involves assessing when and
how the principles and values in a charter can be institutionalized in organizations or
professional practices. Formalization actually contributes to establishing AI ethics. And
such an assessment provides fertile ground for experimentation on the use of AI ethics as
a potential preamble to future digital rights or, on a larger scale, AI legal frameworks.

In the first part of this article, we examine the elements that appear essential to
charter formalization based on an organizational ethics research approach (Murphy
1989; Adelman 1991; Carroll and Bucholtz 1999; Mercier 2004), in order to make a
case for ethics as one component of developing AI governance. The second part of this
article follows with the outcomes of our reflections in this regard. The legal framework
of AI is increasingly being considered as the next major step in normative development
in this sector, both at the local and international levels. We will explore potential
synergies between ethical charter assets and legal developments likely to be deployed
in building this next step.

2 The Ethical Charter Landscape: The First Component
of AI Governance Development

Before exploring the formalization of ethical charters, there is a need to better
understand what has been accomplished so far in the ethical charter landscape. While
there has been valuable and useful progress in defining shared values and tools to guide
AIS developments, we also saw some conduct that limits their impact and legitimacy.
Acknowledging such complex ethical charter landscape, we then examine the elements
needed to formalize ethics that encourage a beneficial materialization of such charters.

2.1 The Good, the Bad and the Ugly

The flourishing development of ethical AI principles throughout the world in the last
few years has surely been constructive, but due to their multiplicity such statements of
AI ethics principles have sometimes been confusing for the AI research community
and the general public. The development of AI ethics principles has contributed to
stimulating local and international discussions on AI benefits and risks from various
cultural, professional and disciplinary perspectives. However, as we will point out later,
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the voices of countries from the South and minority groups are still underrepresented in
this movement. It has also elicited more formal positioning from various stakeholders
(governments, industries, international organizations, academia, etc.) regarding what
“good AI”3 means or does not mean, through such mechanisms as administrative
directives, best practices, and organizational policies and regulations. The well-known
work of Jobin et al. (2019) and Zeng (2019) implemented through a platform that
tracks in real time every ethical charter initiative (https://www.linking-ai-principles.org/
) has been useful in illustrating the points of convergence and divergence that emerge
from these multiple ethical guidelines (e.g., 84 guidelines in 2020). Their work
demonstrates that stakeholders’ views clearly converge on a few specifically shared
principles, even if they do not necessarily agree on their definition. The work of
Fjeld et al. (2020), from the Berkman Klein Center for Internet and Society, also
demonstrates an effort to integrate and analyze charters from various regions in the
world (Latin America, Middle East, etc.). They identified thirty-six relevant charters
and ranked them using a typology that features various principles based on a proportion
of convergence, their potential links with human rights and the groups of stakeholders
concerned. For the authors, these points of convergence can represent the “normative
core of a principle-based approach to AI ethics and governance” (2020:5).

Arguably, the fact that ethics is not binding has sparked more candid debates, at
least in some circumstances, about AI challenges in various contexts. Such ethical
guidelines were often viewed as necessary tools to encourage reflexive approaches, in
order for data collectors, developers, researchers, users and policymakers to develop
more responsible AI behaviour instead of using mandatory “checklists” likely to be
applied uniformly but without further thought. This discussion could have been dif-
ferent, perhaps more cautious, if we had started by addressing legal reforms and
considering their direct economic, political and social impact as well as their ensuing
crystallization effect.

However, despite the fact that such ethical initiatives have galvanized AI ecosystem
stakeholders since 2016, an opposite movement has emerged quite recently to under-
mine some of the initiatives. Referred to as “fake ethics” or ethics-washing/bashing,
this phenomenon is defined by Elettra Bietti (2019) as a trend to discredit or trivialize
AI ethics in general and governance initiatives in particular. There are different sources
for such a phenomenon.

One of these has to do with the nature of the groups undertaking the development
of AI ethics charters with interests sometimes in contradiction to the actual end-
purposes of the initiatives. Several researchers (O'Neil 2016; Fontanel and Sushcheva
2019; Metzinger 2019) have revealed industry lobbies intent on delaying the imple-
mentation and development of AI regulations and policies. For example, some prin-
ciples serving as recommendations in various discussion groups (NGOs, public
authority and universities) were removed and replaced with less exacting principles that
diluted agreements and resulted in generic, non-binding documents. The adoption of

3 The word good is in brackets as the very meaning of good AI is a complex issue: Ben Green,
““Good” isn’t good enough”, 2019, Neurips conference paper, available online: https://aiforsocia
lgood.github.io/neurips2019/accepted/track3/pdfs/67_aisg_neurips2019.pdf.
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such principles thus orients the direction of debate and determines the type of inno-
vation on which to focus in this sector while influencing rules and policies, especially
when they serve as strategic documents. Moreover, the composition of groups of
experts on the matter has been criticized as being politically driven and not always
fairly representative of various groups (gender, sector, discipline, country, etc.).
A certain discrepancy has become apparent among group representatives, with a
minimal number of ethicists compared with private sector representatives. Attention to
inequalities in representation have also highlighted the fact that a much greater number
of individuals from high income countries are chosen in comparison to individuals
from low or middle-income countries in the global south.4

Despite these considerations, it should be noted that some businesses have
embraced ethics and even hired philosophers to set up committees or services often
referred to as “AI and Ethics” or “AI for the Benefit of Humanity,” and for the most
part these are led by legal experts. According to Metzinger (2019), most of these
initiatives are part of communication strategies meant to uphold the reputations of
organizations by promoting their good standing among the population. Hence, a certain
ethical legitimacy is conveyed because ethicists were involved in the process. With
regard to such initiatives—with some more akin to marketing strategies—the content of
meaning covered by “ethics” can be considered of second- or even third-degree
importance compared with other interests. Such tactics have often been criticized
during processes deployed to institutionalize ethics (Salomon 2007).

The fact that ethical charters often leave a “practical gap” is another source of
frustration. In other words, the ethical principles that they promote do not readily
translate into technical solutions, particularly for developers (Floridi 2019). A study by
Miller and Coldicott found that 79% of technology workers wished to have more
practical resources to help them with ethical considerations (2019). As Morley et al.
(2019) clearly put it, there is a current need for the AI ethics community to embark on a
second, more practical endeavour, which requires translation from the “what” to the
“how.” In line with the other critiques mentioned above, this gap is problematic. It can
discredit valuable ethical progress and benchmarks, which can lead to their rejection by
the technical and AI user community and to gradual disinterest in a future ethical
conversation, sometimes referred to as “ethics shrinking” (Floridi 2019). In cases where
people reflect, on an ongoing basis, about the benefits and risks of their practice
developing at an extremely fast pace and for which it is almost impossible to predict
every ensuing challenge, reflexive approaches meant to be developed through such
charters could be lost.

The recent phenomenon of ethical initiatives aimed at providing a better framework
for AI warrants sustained attention and its claims should be submitted to serious
review. As the term “ethics” has long been used independent of academic discussion,
over time it has gradually been divested of its content and meaning. Peters, Vold,
Robinson and Calvo (2020), as well as Brent Mittelstadt (2019), agree on this concept:

4 See to this effect the awareness-raising paper produced by UNESCO, Steering AI and advanced
ICTs for knowledge societies: a Rights, Openness, Access, and Multi-stakeholder Perspective,
Xianhong Hu [1], Neupane, Bhanu, Echaiz, Lucia Flores, Sibal, Prateek, Rivera Lam, Macarena,
2019.
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for charters to go beyond their declarative purposes, they must overcome the challenge
of implementing the ethical principles that they encompass. As stated by Hagendorff
(2020), “a very little to nothing has been written about the tangible implementation of
ethical goals and values” (2020, p. 100). To avoid limiting ourselves to cataloguing
good intentions, we deemed it necessary to highlight the formalization process of
ethical charters and principles by considering them from the perspective of organiza-
tional ethics and social sciences and humanities research. Through this approach, the
ethical and social imperatives found in these documents can be materialized and
genuinely leveraged to transform professional practices, processes, organizational
systems and legal frameworks.

2.2 The Formalization of Ethics: A Social Regulation Tool

The strong interest in organizational ethics is part of a movement driven by consumers,
investors, wage earners and the population in general, with regard to an increasing
social demand for a greater integration of ethics in organizational life (Mercier 1999).
This movement started at the end of the 1980s in response to a crisis of trust regarding
government institutions and the abuse of assets and public funds. The dynamics that led
to these new perspectives involving applied ethics served to develop a body of
knowledge at the origin of organizational ethics. From an instrumental perspective,
organizational ethics focuses on how organizations integrate values into their policies,
practices and decision-making processes. It also proposes a critical reflection on every
aspect of an organization.

According to several organizational ethics researchers (Boisvert 2011; Bégin,
2009), the issue of trust is strongly related to the need to rely on ethics institutional-
ization. Under its commitment to fight corruption, the Organisation for Economic Co-
operation and Development (OECD) also promoted organizational ethics at the end of
the 1990s, by establishing a working group dedicated to the promotion of ethical
infrastructure. It is also under the OECD’s impetus that organizational ethics research
was developed and led to active collaborations between Quebec, French and Belgian
researchers. These researchers have been particularly interested in the phenomenon of
formalization and its impact on professionals and organizations. Formalization is more
than just an aspect in the development of a more encompassing ethics institutional-
ization system within organizational governance (Mercier 1999:22). It can also trans-
late the demands of civil society stakeholders for greater transparency in decision-
making and better access to information. Moreover, the formalization of ethics reflects
the willingness of organisations to go beyond the intention stage and implement in
processes and practices an ethical framework to include a process of reflection and an
action plan regarding strategies to mitigate risks in a technological design project.
Ethical charters are often the first mechanisms to be put in place, because once for-
malised, they serve as guidelines and prescriptions in terms of rules of conduct. In
addition, they can also have normative implications if they are clearly promoted in
organizational processes and practices by senior management.

The phase of formalization raises a certain paradox often mentioned by ethicists and
philosophers: institutionalizing ethics as a type of social regulation (Reynaud 1991) can
reduce it to a prescriptive and normative dimension. This vision often sparks
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controversy among philosophers: for them, ethics is above all a tool for critical
reflection on values and end-purposes rather than a management tool. From the per-
spective of social regulation, ethics focus on the relationships established in practice
between various axiological and normative registers with constraints, regulations,
obligations and responsibilities. This vision proves entirely relevant when it is rooted in
the field of applied ethics and when it allows to deliberate on values and principles. In
this respect, decision-making has become the central issue meant to resolve situation
clarification problems. It is in practice, at the core of AI design systems, that some
issues and challenges come to light and cause both potential emancipation and
exploitation to emerge. The implementation of risk mitigation strategies based on an
ethical framework is part and parcel of a culture mindful of ethics and social respon-
sibility. The social logic of applied ethics is essentially structured around the concept of
responsibility. G. Legault identified that “ethical responsibility refers to the response
given to those who question the value of decisions made in practice. (2000, p. 33)
Hence, applied ethics can only be operated in concrete situations, in other words, on a
case-per-case basis. By emphasizing the assessment of decisions in situ, applied ethics
assert a local approach focussing on individuals whose impact on others and society.”
(2000, p. 34) As a background, ethical questioning is not about knowing “how one
should live”, a construct that refers to the question to which morality responds
(morality dictates). Conversely, ethics respond to the question “how to live” (ethics
recommend), which is the quite insightful argument of ethicist J. Dratwa (2019) fea-
tured in his book Dans quel monde voulons-nous vivre ensemble? All in all, the
purpose of applied ethics is to find an answer to the challenges of AI development with
a view to ensure and maintain the development of a technology for the common good.

For social sciences and humanities experts, however, ethics formalization is a form
of acknowledgment of stakeholders’ aptitude to develop their ethical competency and
ability for reflexivity, dialogue and autonomy: ethics can be a tool for empowerment
(Langlois 2014). Studies conducted in this domain highlight the possibility for these
dimensions to relate and interrelate, by formalizing ethics through its relationship with
instruments like charters, on the one hand and its use, on the other hand, while pre-
serving its reflexive nature. Hence, the formalization of ethics embodies the willingness
of organizations to be socially responsible by promoting a form of ethical formalization
related to AI development.

Dual-Purpose Ethical Institutionalization: An Object of Reflection and a Social
Regulation Tool
The formalization of ethics is required in order to go beyond the stage of good
intentions by giving an official, legitimate place to ethics within organizations and
associations. Ethics can be integrated into various suitable internal mechanisms and
modes of management, in order to ensure compliance with commitments stated or
promoted by an organization as well as their external adherence by implementing
relationships of trust with stakeholders.

For instance, an organization can adopt the principles of a technological develop-
ment statement or ethical charter in order for such a commitment to positively influence
strategic orientations and its planning, as well as to ensure an integrated involvement in
the lifecycle of AIS. With regard to AI, the early days of ethics formalization focused
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mainly on heightening awareness about risks and issues, followed by a will to integrate
ethical principles as early as during algorithm design. Hence, injunctions were raised
for this purpose (ethics by design, security by design, privacy by design). Integrating
these principles prior to the design phase can raise new ethical obligations for designers
and decision-makers, while also being indicative of a strong ethical commitment when
these are actually considered upstream, implemented and promoted in AIS. Main-
taining the dual purpose of ethics - a mode of social regulation and a reflexive capacity
conducive to empowerment - can be seen as a dynamic process that contributes to
consolidating the formalisation of ethics in AIS.

The Three Objectives of Ethics
It is the very nature of ethics to offer space for reflection while remaining relevant and
flexible enough to respond to new challenges. Peters et al. (2020) mentioned that “[…]
ethical impact evaluation must be an ongoing, iterative process—one that involves
various stakeholders at every step, and can be re-evaluated over time, and as new issues
emerge.” The philosopher Malherbe (2000) appropriately highlighted the two modes of
cohabitation by stressing that ethics has three objectives: (1) to create spaces for
deliberation to support professionals and the public in their reflection on values and
norms; (2) to provide these people with tools to better measure the ethical outcomes of
their decisions; and (3) to rethink work organization methods, professional practices,
modes of management and societal life.

Malherbe’s proposal provides an interesting framework to analyze the AI charters
deployed for ethical purposes. For instance, the first two objectives of ethics are
addressed in The Montréal Declaration for a Responsible Development of Artificial
Intelligence (2018), given that the Declaration provides access to the methodological
process selected to validate its ethical principles. Based on an expert-citizen co-
construction, this stage identifies the various phases of development built on a decla-
ration of general ethical principles and fundamental values, such as well-being,
autonomy, justice, privacy, knowledge, democracy and responsibility. Through an
iterative phase focused on co-construction, several groups were invited to contribute to
a reflection on those values while affirming the selected principles. At this time, there is
insufficient information to measure the impact of this declaration on work organization
methods, professional practices, modes of management and societal life. Given that the
overall phenomenon of ethical charters is relatively recent,5 meeting this objective
requires a formalization phase. However, the phase apparently the most akin to this
third objective would possibly be Ethically Aligned Design (IEEE-20196) which had its
ethical principles converted into practice standards (IEEE-P7000-P7010). If these
standards obtain some form of recognition through certification, they will have
demonstrated their importance and will be able to affect modes of management and
professional practices, such as those of engineers.

5 We rediscover the appearance of the first ethical charters in 2016 according to the typology of the
Berkman Klein Center: Principled AI: Mapping Consensus in Ethical and Rights-Based
Approaches to Principles for AI, https://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420.

6 IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems (n 5) pp. 21–22 (See
Principle 2.).
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The Need for Legitimacy in the Ethical Process
The formalization of principles and values contained in ethical charters challenges the
impact of such documents on AI and digital frameworks. In turn, the legitimacy
associated with those charters is also challenged. Based on Malouf’s philosophical
dictionary, legitimacy is defined as what “complies with laws as well as morals and
reason.” [Translation] Malouf further specifies that “legitimacy is what allows peoples
and individuals to accept, without excessive constraint, the authority of an institution
embodied by humans and considered as bearing shared values.” [Translation] (Malouf
2009:2) The Littré dictionary defines this in terms of what is rooted in equity and
reason. Habermas (1978) essentially addresses legitimacy by proposing a concept of
communicational ethics. Our interest here is focused on the definition that preserves
and maintains trust in AIS developments proposed by Rosavallon (2008), in which he
addresses the importance of establishing a legitimacy of proximity. Based on dialogue,
such legitimacy is built on the capacity of individuals or professionals7 to discuss and
take part in such issues with a genuine impact on their lives. According to Bourgeois
and Nizet (1995), “a behaviour, an opinion or a decision is legitimate for stakeholders
if they perceive it as complying with social norms that they consider positive.”
[Translation] (1995:34) According to Luhmann (2006), such deliberation in the public
sphere can “reduce social complexity” and, as a result, obtain stronger social accept-
ability. It is our view that, in this process to formalize ethical charters, the imple-
mentation of a legitimacy of proximity makes ethics a political choice. The common
denominator of these charters is often the promotion of society’s well-being and trust in
technological developments. Therefore, it is all the more important that public delib-
eration be essential, given the end-purpose of these instruments. Therefore, it confirms
its legitimacy through the compelling demonstration of its necessity.

Now that we have some insight of the ethical charter landscape and that we have
explored the elements needed to formalize ethics that guarantee the materialization of
principles, we propose a reflection on their use as a potential preamble to future AI
legal frameworks, since an increasing demand in national and international regulations
has emerged following the gains and drift of those ethical charters.

3 Building on Ethical Charters to Expand the AI Normative
Landscape

The formalization of ethical charters should also be explored with respect to its
potential to help develop AI regulations, either locally or internationally. Despite the
valuable yet unequal contribution of ethical charters, the need to go beyond them –

without discarding them – has been increasingly recognized; the next step to enriching
the AI normative landscape is to propose additional binding norms. This is probably a
natural development given that AI ethics grew from an underexplored area in

7 See example of the standards of practice proposed by IEEE and validated by the engineers
concerned.
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significant need for societal benchmarks into an increasingly studied and refined field.
One of the reasons for this recognition relates to the previously underlined fact that
ethical charters have shown their limits in governing some AI developments, including
for powerful industries pushing their business interests in unwanted societal directions.
This has triggered a demand for further regulations, eventually inspired by such
charters (that is, they could serve as a compass for certain legal developments). Another
reason is that these charters have made valuable, yet incomplete progress in defining
the basis of an international common framework offering opportunities for normative
scaling up in an area where boundaries are often erased. These two aspects can be
considered as the next steps in AI governance, and are explored in the next sections.

3.1 The Deployment of AI Regulations

The recent shift from the demand for ethical to legal guidance is perhaps most strik-
ingly embodied by Google CEO Sundar Pitchar’s January 2020 statement, in which he
mentioned that AI needs to be regulated, especially in areas like self-driving cars and
healthcare technology: “Regulation and self-regulation, via a code of ethics and an
ethics board, might not be enough […].” (BBC 2020)8 Some would say that, at this
point, the demand for legislation has become so important that Google could not
oppose it without significant public backlash; so it is better to be part of the regulatory
process in order to shape its development.

The risk of not moving towards additional legal governance despite the current
effervescence in ethical work is real and multifaceted. Stakeholders have started
exposing the impact of underregulated AI, pointing to risks related to privacy pro-
tection, solidarity, responsibility, discrimination, health or inclusiveness issues. Well-
known scandals, such as Cambridge Analytica and Buolamwini (2018),9 have helped
bring much public exposure to these issues. During the public consultation process that
led to the Montreal Declaration for Responsible AI Development, the demand for
additional legal protection came up as the policy option most required by stakehold-
ers.10 That being said, it would be inaccurate to state that there are currently no AI
regulations; legal regimes around the world already have some tools to address
responsibility issues, whether or not they specifically relate to AI. For example, AI
generates a set of potential opportunities and problems that can be addressed, even if
not always adequately, under usual legal regimes like tort law, contracts, criminal law,

8 https://www.bbc.com/news/technology-51178198; Other key technology players like Microsoft
president have also called for further regulation Monica Nickelsburg, “Microsoft President Brad
Smith Calls for AI Regulations at Davos” (21 January 2020), online: GeekWire https://www.
geekwire.com/2020/microsoft-president-brad-smith-calls-ai-regulation-davos/.

9 The Guardian, “The Cambridge Analytica scandal changed the world – but it didn't change
Facebook” https://www.theguardian.com/technology/2019/mar/17/the-cambridge-analytica-scand
al-changed-the-world-but-it-didnt-change-facebook.

10 Report of the Montreal Declaration for the Responsible Development of Artificial Intelligence
(2018). Part 6 - Priority areas and their recommendations for the responsible development of AI.
https://5da05b0d-f158-4af28b9f892984c33739.filesusr.com/ugd/ebc3a3_d6a627b2f8644a30ae1747
62557da6fc.pdf.
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administrative law, and so on.11 However, the capacity of these regimes in the context
of AI leaves some blind or weak spots for legal oversight or insufficiently tackles some
of the novel issues that AI raises, such as consent in the Age of Big Data, lack of
explicability and transparency in algorithms and unprecedented uses of AI technology
like automated killer robots, a new form of political manipulation and facial
recognition.12

If not addressed by suitable legal frameworks, such issues can erode trust in
political institutions, researchers and innovators, to name a few. As a result, this
situation can weaken the buy-in required from societal stakeholders for innovations to
take hold. Such a lack of public acceptability will then create a significant chasm
between development and implementation of an innovation (and, arguably, even more
so for responsible innovation). Some authors (Panch et al. 2019) have called this gap
between development and implementation - which is due to different factors – the most
“inconvenient truth” about AI, as it is already noticed in certain sectors of AI activity.
This chasm could result in significant lost opportunities for valuable AI developments
likely to improve society, the environment and individual well-being, as well as
financial and research effort loss due to unusable or underuse AI developments (Lovis
2019; Flood and Régis 2021). Furthermore, uncertainty regarding legal hazards,
whether real or perceived, is in itself an obstacle to innovation. Relevant literature
already mentions this impediment, and current research projects evaluating AI
implementation in healthcare professionals’ practices highlights their resistance to
innovation due to a lack of clarity with respect to their legal responsibility.13 There is
thus an evident need to clarify legal frameworks and responsibilities in order to sustain
innovation. In other words, legal predictability must be enhanced; this is a different
goal than an ongoing process of ethical reflexivity. Sometimes, legal predictability will
require the redesign of legal frameworks; other times, it will require increased
knowledge transfer regarding their meaning in specific contexts. (Girard and Régis
2020).14

11 See for example: Marion Oswald, Algorithm-assisted decision-making in the public sector: framing
the issues using administrative law rules governing discretionary power, (2018), Phil. Trans. R. Soc.
A. 376; Michael Froomkin, Ian Kerr and Joelle Pineau, «When AIs Outperform Doctors:
Confronting the Challenges of a Tort-Induced Over-Reliance on Machine Learning, (2019) vol
61:33, Arizona Law Review, 33; Frank Pasquale, Data-Informed Duties in AI development,
Columbia Law Review 119:1917 (2019).

12 For examples see the different essays in Glenn Cohen and al. Big Data, Health Law, and Bioethics,
2018 Cambridge University Press; Ian Kerr & Katie Szilagyi, “Asleep at the switch? How killer
robots become a force multiplier of military necessity” in Ryan M. Calo, Michael Froomkin, Ian
Kerr, eds, Robot Law (Cheltenham: Edward Elgar Pub Ltd, 2016) 333; Harry Surden, 35 Ga. St.
U. L. Rev.1305 (2018–2019) Artificial Intelligence and Law: An Overview.

13 See OMS, https://apps.who.int/iris/bitstream/handle/10665/44497/9789241564144_eng.pdf;jsessio
nid=B511E3B52CFC230B4B4B4CB309F7B4F8?sequence=1, at p. 11.

14 Indeed, sometimes, the legal framework is clear, but its understanding by professionals is not; it
then becomes a matter of better communicating the meaning of such frameworks. See for example
Marie-Andrée Girard and Catherine Régis, « La collaboration interprofessionnelle: une pratique
complexe dans un environnement juridique tout aussi complexe» 2020 J.D.S.A.M. numéro 25 at
153.
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Yet, legal developments in innovation logic may be in the midst of a paradigm
freeze, encapsulated in Munro’s quote: “In the early days of emerging technology, we
have power but insufficient clarity to act. In later days, we have more clarity, but
declining power.”15 Considering the procedural requirements of legislative processes
and the crystallizing, constraining effect of law on conduct, proceeding with legal
developments usually requires a certain maturity in understanding social phenomena.
But when such an understanding is finally acquired, it can become more difficult to
regulate due to the resources and interests invested in innovation.

AI offers a good illustration of this “paradigm freeze” situation (Kuhn 1983).
Technology, especially machine learning, has evolved at an incredibly rapid pace. AI
progress is now considered as following a rapid obsolescence cycle, in which the
technology will significantly evolve every few years. In addition, machine learning is a
complex mathematical and computer technique, one that requires a significant learning
curve for many non-specialists, including regulators. During the early stages of
development and implementation, it was therefore difficult (and perhaps still is) to
identify precisely the aspects of this technique that need to be regulated, and why and
how. Understanding the functioning of AI and its risks, benefits and challenges has
significantly evolved thanks to the ethics community and ethical charters. When these
concepts became more familiar, a massive amount of investment was injected to
support this innovation.16 It then became more and more difficult for governments
around the world to formally regulate AI, at least in a way that could limit its devel-
opment, for instance to better balance innovation with stronger digital rights for con-
sumers, patients and so on.17 As Boisson de Chazournes (2014) stresses, in the digital
world, the repeated actions of individuals can eventually shape norms: behaviour
influences normativity. This can create a path of dependency in regulation, where
innovation becomes normative and law eventually enshrines, at least partially, what
becomes “normal practice” through people’s increasingly routine use of technology.
Put differently, digital technology strongly and rapidly affects people’s social expec-
tations. This is another reason why the impact of ethical charters has been important to
the extent that they influence technology design, as they could later contribute to
shaping, at least to some degree, such expectations.

The ethical charters developed so far have offered some promise to overcome, at
least partially, this potential paradigm freeze. When law could not move, ethics was
active in targeting priority areas of normative action (sometimes through public con-
sultation processes), democratizing access to AI information and bringing to the
attention of policy-makers (in a way, making it almost unavoidable for them to stay
idle) the importance of interventionist measures to balance innovation dynamics with

15 See: https://www.danmunro.ca/blog/2019/1/16/risk-uncertainty-and-the-governance-dilemma-for-ar
tificial-intelligence.

16 See: AI Index Report de 2019. https://hai.stanford.edu/sites/default/files/ai_index_2019_report.pdf.
17 That being said, law is more than a tool to distribute the costs of incidents among actors developing

and deploying innovation; it can contribute to share the benefits of innovation, for example by
influencing private industries development and labor conditions.
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developers’ responsible actions. The law can now build upon these valuable ethical
assets to better target regulatory options. (Petitgand and Régis 2019).18

The exercise of building legal developments like legislation on some ethical
charters will necessarily require adjustments. The law requires a capacity to opera-
tionalize its normative postulates (to make them enforceable) which does not always
concern ethics, as mentioned in the first part of this paper. Yet, the formalization of
ethics will contribute to providing an “applicability test” that could be helpful at this
point, especially if it includes a feedback process allowing stakeholders to further
understand what works and what is not normatively wise. While certain ethical prin-
ciples can be more easily translated into legal changes, others are simply impractical.
For example, a principle of justice (at least without further precision) does not correlate
with actionable legal duties that can be imposed on stakeholders, whereas principles
like respect for human autonomy and explicability do so more easily, as they are
already part of legal corpora in many legal systems. Besides, some ethical guidelines
are more granular than others, offering richer normative content to explore legal
reforms. The Montreal Declaration is a relevant example with ten main principles,
many sub-principles and a side report detailing policy recommendations.19 In fact,
some legal researchers have already started to build on ethical charters to propose legal
reforms or legal interpretation. For example, some authors (Lutun 2019; Régis 2019)
have recommended enshrining a patient’s right to consent (and not just to be informed)
to physicians’ use of AI tools based on Principle 9 of the Montreal Declaration.20 This
work will arguably need to continue even if the law does not ultimately depend on
ethical guidelines to evolve. Despite possible “lost in translation” problems between
law and ethics in developing regulation, the intersection of the two fields provides
normative guidance and opportunities that, if mobilized appropriately, can amplify
each domain’s contribution to AI. This interaction of law and ethics has already been
mobilized before, including in the field of medicine. The same could be done in the
field of AI, despite the undeniable challenges that such a widely encompassing, mostly
private and fast-developing culture of new professionalism entails (Mittelstadti 2019b).

At the end of the day, while the roles of law and ethics should not be confused, it
would be a mistake to position the two as necessarily complementing its responses to

18 For example of suchwork: a) High-Level panel onAI de la Commission européennes: https://ec.europa.
eu/futurium/en/ai-alliance-consultation/guidelines#Top and https://ec.europa.eu/digital-single-market/
en/news/policy-and-investment-recommendations-trustworthy-artificial-intelligence; b) Montreal Dec-
laration for the Responsible Development of Artificial Intelligence. Journal de Droit de la Santé et de
l'Assurance Maladie (Journal of Health and Health Insurance Law).

19 www.montrealdeclaration-responsibleai.com.
20 Adele Lutun (2019), « L’article 11 du projet de loi bioéthique français prend-il en compte les

principes de la Déclaration de Montréal pour un développement responsable de l’intelligence
artificielle ? / Does Art. 11 of the French draft bioethics law take into account the principles of the
Montreal Declaration on the Responsible Development of Artificial Intelligence? Available online:
https://www.chairesante.ca/articles/2019/larticle-11-du-projet-de-loi-bioethique-francais-prend-il-en
-compte-les-principes-de-la-declaration-de-montreal-pour-un-developpement-responsable-de-lintell
igence-artificielle/»; Catherine Régis, « Perspectives internationales sur la régulation de l’IA dans le
domaine de la santé», conference given for the Entretiens Droit & Santé, Université Paris Descartes,
Paris, 6 décembre 2019.
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the “flaws” of the other. These two normative approaches have different contributions
and logic that are both valuable. Acknowledging these distinctions can allow the
development of a coherent normative strategy for responsible AI innovation that
embraces the complementarity and prospect of each; neither of these approaches is a
standalone instrument to address entirely the complex field of AI. Even if the legal field
deploys further regulations to address AI issues, ethics will still be required. Essentially
based on general enforceable rules that apply to everyone, law will not have the means
to address every context-specific variation and the rapid development that AI will
trigger. Due to their less formal and fast-paced development process (at least compared
with law), ethics and ethical charters need to stay responsive, relevant and purposeful in
the AI normative landscape if they are to add agility and layers of reflexivity in AI
normativity. The complementarity of the two types of norms forms a rich juncture in
moving towards the next steps in AI normative framework development, including at
the international level.

3.2 Seizing Opportunities for an International Scaling-Up of AI
Normativity

Ethical charters could also be a valuable asset to expand the normative landscape at the
international level. International norms often start with the identification of a global
problem that no country alone can adequately address or that touches on issues with a
reach beyond territorial borders, for instance, due to their impact on human dignity and
life, global economy and the environment. The United Nations’ High-level Panel on
Digital Cooperation highlights the need to develop collaborative international gover-
nance tools to manage Big Data and AI, considering the undeniable effect that such
digital products will have on humanity.21 Moreover, the scope of many AI issues
extends well beyond national borders, with digital data travelling from one country to
another, algorithms having an impact on worldwide conducts, human life and the
environment, and cyberattacks disturbing organizations, governments, universities,
hospitals and other institutions around the world. Facial recognition data collected on
travellers in airports, cookies gathering information on cyber-consumers, labour
transformations due to AI progress, digital biosurveillance tools detecting infectious
disease outbreaks and the 2017 WannaCry cyberattack with significant impact on
organizations across continents are but a few examples of such impact (Martin 2019;
Alford 2019).22 There is thus a strong argument to be made in favour of scaling-up
normative work in AI, in order to develop international norms. This is also in line, at
least partially, with UNESCO’s very recent work: an international group of experts has
started drafting a global recommendation on the ethics of AI23.

21 See: United-Nations, The Age of Digital Interdependence, Report of the UN Secretary-General’s
High-Level on Digital Cooperation, 2019.

22 CNN.com (2019). When seeing is no longer believing - Inside the Pentagon’s race against deepfake
videos. Online: https://www.cnn.com/interactive/2019/01/business/pentagons-race-against-deepfakes/.

23 https://en.unesco.org/news/unescos-expert-group-revises-draft-text-recommendation-ethics-
artificial-intelligence (date of access: 2 december 2020).
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As a contribution to this process, all the ethical charters developed worldwide have
started to identify points of convergence and divergence in AI governance. These
charters have also demonstrated that many AI issues and their potential responses are
global in nature. Building international consensus takes time and resources, particularly
when developing treaties in public international law. As mentioned earlier, the work of
Jobin et al. (2019), Zeng (2019) and Fjeld et al. (2020) is instrumental in this regard, as
they mapped and analyzed the voluminous body of ethical AI charters and guidelines.
Their contribution can serve as the starting point of a reflection process on future global
digital rights, given the analysis and synthesis effort already exerted. For instance,
Jobin et al. identified five ethical principles that demonstrate clearer international
convergence: transparency, justice and fairness, non-maleficence, responsibility and
privacy. However, the research team noted that some of these principles do not nec-
essarily share the same definition. Nonetheless, these points of convergence provide a
good start to identifying the shared principles that could eventually become a con-
sensus for international norms, referred to as the “normative core” by Fjeld, J. et al.
This is indeed a good start – and surely not a final endeavour – since, as mentioned
earlier, some of the principles do not fully integrate ethical requirements, underrep-
resent some important voices and might be culturally specific (Jobin et al. 2019). The
concept of justice underlying the charters is also indicative of how moral issues and
moral reasoning are addressed. In fact, the concept of justice has been criticized in
feminist studies of the 1980s in the field of moral development.24 Hagendorff (2020)
has highlighted the biases that continue to be perpetuated in his study of the 22 charters
by pointing out the fact that the AI ethics discourse is primarily shaped by men and a
way of approaching moral problems. (2020, p. 103). These limitations must be kept in
mind, and compensated for, if they are to be exploited for future comprehensive and
inclusive normative work.

While ethical AI guidelines could be helpful in accelerating international AI
framework developments, many questions have yet to be answered regarding how this
international work should be organized, including the choice of organization to lead the
process and whether it should be ethically or legally driven (or both). The leadership
role is key, as it will influence how the framework will be initiated and how it will later
unfold. Identifying the best international organization to hold such a role, either
exclusively or in partnership with other stakeholders, is open for debate. Interesting
international AI partnerships are currently being established to accelerate global
debates and actions likely to contribute to the process. Establishing international
partnerships are often the outcome of initiatives that fostered discussions on ethical
principles and the importance of maintaining and integrating ethical and legal bench-
marks into the process to implement governance. The Global Partnership on
Responsible Artificial Intelligence (GPAI) is a joint France-Canada initiative that has to

24 See: Carol Gilligan, In a Different Voice: Psychological Theory and Women's Development (Cam-
bridge, MA: Harvard University Press, 1982). Eva Feder Kittay and Diana T. Meyers, eds., Women
and Moral Theory (Totowa, NJ: Rowman & Littlefield, 1987). Neil Noddings, Caring: A Feminine
Approach to Ethics and Moral Education (Berkeley, CA: University of California Press, 1984).
Blum, Lawrence A., 1988, “Gilligan and Kohlberg: Implications for Moral Theory,” Ethics, 98 (3):
472–491. Naussbaum1999, Sex and Social Justice, Oxford: Oxford University Press.
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date brought together various countries (such as Australia, Canada, France, Germany,
Italy, Japan, Korea, Mexico, the United Kingdom, the United-States and New Zeal-
and); this is a fine example at least in theory, of international governance. That being
said, this initiative is too recent to fully appreciate its impact.

However, we would argue that there is need for a leadership role from an inter-
national intergovernmental organization like the United Nations (UN), for at least two
reasons. First, considering the major economic interest in AI development and
deployment, most of which private, an international dialogue needs to be organized
through an institution that is relatively remote from private industries (even if they are
included in the dialogue process), that can gather top-level officials from different
countries (and thus top-level government commitment and eventual involvement of
regulatory powers) and that represents the global public interest. Second, international
intergovernmental organizations can often mobilize public international law, as is
clearly the case for the UN,25 allowing them to foster the development of normative
actions of different natures (binding or not) that guide States around the world. Of
course, States remain involved in proposing and adopting such norms, but the UN can
ultimately achieve something that no State alone can do. How the UN should even-
tually coordinate its AI normative actions with other intergovernmental organizations,
sometimes attached to the UN itself (such as the World Health Organization, UNESCO
and the International Labour Organisation) needs to be further examined. That being
said, the UN is capable of engaging conversations around multi-sector and multi-
stakeholder issues. This conversation is a necessity in AI, since it generates challenges
for almost every sector of societal activity. The UN’s role is therefore important to
addressing AI from a transversal perspective, which will be essential for normative
coherence: similar issues in education, health, environment, and so on should trigger
similar normative responses.

The kind of normative instruments that the UN or other international intergov-
ernmental or transnational organizations should develop to support “good” AI is surely
a complex and requisite debate that is beyond the scope of this paper. There is a valid
argument to make in favour of establishing at least some form of binding international
AI norms, arguably an international treaty, acknowledging the points raised previously
regarding the need for additional forms of enforceable AI regulation.26 Whether or not
they are binding, international norms can have an impact on the AI world, even if they
do not address all the potential opportunities and problems that this thriving innovation
will raise – for instance, public international law faces challenges on its own, such as its
enforcement capabilities (Kantorowicz-Reznichenko (2020); Raustiala 2000; Hongju
Koh 1997). Legal scholars have demonstrated for some time now that binding (hard
law) and non-binding (soft law) both produce some effects in domestic law, even
though these might be different and follow a different path of implementation into

25 See the Charter of the United Nations: https://treaties.un.org/doc/publication/ctc/uncharter.pdf.
26 The binding and non-binding distinction is a classic division in public international law. A norm is

considered to be binding when it creates mandatory obligations for member states (hard law) and
non-binding when it is intended to assist action, consultation, negotiation and cooperation without
explicit obligations or specific adoption procedures (soft law).
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domestic law (Shaffer and Pollack 2009; Hillgenberg 1999; Finnemore and Sikkink
1998; Betts and Orchard 2014; Gostin 2014; Weil 1983; Hathaway and Shapiro 2011).

As such, in the process of devising and developing international AI frameworks, a
normative strategy should not be designed in abstracto from the very nature of a
particular norm, but instead should analyse and evaluate the advantages and drawbacks
specific to each norm by considering legal, political, economic and ethical concerns
relating to the AI issues at stake (Régis and Kastler 2018). For instance, the process of
adopting a norm both at an international and national level could favour choosing a
non-binding instrument. The process of creating binding instruments is long, complex,
rigid and costly. As a result, they are less suitable for issues that require a rapid
response and flexibility to adapt to scientific developments or that concern only a
limited number of states (Gostin 2014; Chevalier 1998). The process can also be
prolonged by national implementation procedures required for binding law. As another
illustration, the existence of “competing” binding legal norms could require the
adoption of similar norms to gain political and legal traction. For instance, norms may
have to be binding in contexts where they will be in tension with other powerful
binding international norms, such as trade and intellectual property laws. (Régis and
Kastler 2018) This will clearly be the case for AI at some point. The creation of such
frameworks will also require first exploring how existing international norms (in
treaties, declarations, resolutions, and so on) might already cover or leave gaps for AI
challenges – even despite directly referencing AI or Big Data – in order to build a
coherent and relevant normative response27.

At the end of the day, the best international AI framework will probably be a skilful
composite of complementary binding and non-binding norms forming a global strategy
for responsible AI. The five shared principles found in ethical guidelines could again
serve as a starting point, once stakeholders agree on their meaning and translate them
into useable material for developing international law. And if such principles can be
validated as triggering social acceptability, or even social preferability (Floridi and
Taddeo 2016), from a global perspective – a key ethical consideration – the norms
developed based on these principles will more likely induce voluntary compliance.
This is an ideal position in international law, where state sovereignty sometimes comes
in the way of enforceability.

4 Conclusion

The formalization of ethical charters is both a requisite and essential step to providing a
more appropriate normative framework for artificial intelligence ethics and digital
rights. However, this process must be assessed to measure the actual scope of its
relevance. In this regard, a wealth of organizational ethics research is available, par-
ticularly on ethical institutionalization. It provides interesting insights on how to gain a
better understanding of the factors that could foster the integration of ethical principles

27 United-Nations, The Age of Digital Interdependence, Report of the UN Secretary-General’s High-
Level on Digital Cooperation, 2019.
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in AI systems. The declaration Toward Trustworthy AI Development: Mechanisms for
Supporting Verifiable Claims28 is the outcome of the international AI research com-
munity’s study of the issue and another significant milestone in ethical formalization
and institutionalization. The analysis clearly emphasizes AI drawbacks identified in the
declaration yet acknowledges the importance of ethics. Nevertheless, the authors stress
that a significant amount of work has yet to be done in formulating ethical principles
before they are actually applied.

Overall, ethical charters are instruments to be used to establish a reflective ethical
approach while highlighting priority values. These values can then serve as a compass
for the development of other normative terms, such as legal and global governance
standards. The challenge lies in developing an AI normative strategy through an inte-
grated process, by carefully drawing on the strengths of various types of norms, whether
they are binding or not, to establish a trustworthy AI governance. This challenge
includes maintaining an interrelation, and, more broadly, a dialogue between ethics and
law, as addressed in this article. However, to date this correlation has been insufficiently
mobilized across the world of AI governance, and it represents one of the greatest
challenges to ensuring the future well-being of humankind as AI innovations are
deployed, globally, and begin to affect a wide range of aspects (even all) of human life.
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