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Abstract. Machine learning has obtained remarkable achievement in
longstanding tasks in various domains of artificial intelligence. However,
machine learning certainly has some security threats, such as adversarial
examples that hamper the machine learning models from correctly clas-
sifying the data. The adversarial examples are minor perturbations in
the actual inputs to detract the model from its original task. Adversarial
Attacks and their defenses are found in parallel when it comes to the
literature of machine learning adversaries. In this paper, we have tried
to inspect the adversarial attack types and their defenses by comprehen-
sively classifying different techniques.

Keywords: Adversarial examples - Machine learning + Poisoning -
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1 Introduction

The availability of large amount of data outsourced in the cloud has increased
the popularity of machine learning models. The automation of machines has
made them highly vulnerable to external attacks. These attacks can be of any
type such as attacks on the privacy leakage of outsourced data [26], adversarial
attacks, evasion or inference attack, etc. All these types of attacks can force the
machine learning models to misclassify or misbehave to the environment where
the model has to perform the classifying task [1]. One of such attacks is the
adversarial attack in which the input is perturbed to fool the machine learning
model. The model can be deceived to an extent that it will classify a horse to
a motorbike. Perturbation in the input is the amalgamation of a minor value
that does the trick for the adversary. This minor value is denoted by epsilon €
in the machine learning field and the minor change in the input is termed as a
perturbation. The term perturbation is used in a negative sense as it is used to
dupe the models and drive the machines to flop.

Unlike the previous concept, the new development in this field argues that a
little change in the inputs is going to change the output up to a great extent [24].
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Great research has been done in this field in the previous years, but the reality is
that the expansion in the machine learning field is inversely proportional to the
steadfastness and reliability of the models developed in this respect. The reason
behind this issue is the defenses, developed against malicious perturbations did
not hold good, rather these defenses showed incorrect and vague evaluations [7].
Several of the findings have been deduced so far. One of them is the realization
of the adversarial inputs to get good hold at one model will also have an effective
gesture on the other models to malign the outputs of the other models as well
for which the adversarial input is not made [15].

The objective of this paper includes a systematic explanation of the adversar-
ial attacks and their defenses in a comprehensive way. The paper discusses the
techniques that are used to generate the adversarial attacks and their defenses
by discussing the theoretical as well as their implementation in detail. The paper
also includes the classification of various techniques that are employed to either
generate the adversaries or in the creation of their defenses. Moreover, this work
investigates the advantages and shortcomings of these proposed methods and
also suggests future directions that can be augmented by the researchers.

The paper is organized as follows. Section 2 describes contemporary adver-
sarial attacks and their classification. The adversarial defenses are discussed in
Sect. 3. Finally, the Sect. 4 concludes the paper.

2 Contemporary Adversarial Attacks and Their
Classification

The term adversarial example was coined to generate some noise in the actual
input and deceive the machine learning model. Adversarial attacks can be cate-
gorized as either black-box or white box attacks. The white box attacks can be
describe as the attacks where the adversary has to get complete knowledge of
the internal structure of machine learning model. Hence the attack example is
constructed on the basis of this information. While on the other hand the black
box attacks are those in which the adversary has no knowledge about the inter-
nal structure rather the attack is generated in target model disguise. In black
box attacks a local substitute model is trained by querying the target model.
Detail of some famous adversarial attacks is given below.

2.1 Fast Gradient Sign Method (FGSM)

A contemporary approach to the renowned adversarial examples attacks was the
Fast Gradient Sign Method (FGSM). Goodfellow et al. [9] proposed a framework
on the linearization of the cost function. The method worked on two different
types of models one of which was generative adversarial model G that worked
on creating the adversarial examples while the other model i.e., the distributive
model D worked to guess whether the input came from examples generation
model G or clean data. The framework worked by learning the generator distri-
bution py from the original data x. There is a noise variable p,(z) that generates
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the noise distribution p4. The generative model G maps to the data space func-
tion G (z; 0,). It is a differentiable function which is represented by a multilayer
perceptron having parameters 6,. The other multilayer perceptron D(x; 64) out-
puts the single scalar. D(x) worked on the probability that x input came from
the data than py as shown in Fig. 1.

Train D for maximizing the probability for assigning the correct label for
both training examples and samples from G. Simultaneously, it trained G for
minimizing log(1-D(G(z))).

/ — Distributive Model D
. —(CB

Fig. 1. Fast gradient sign method

J(0, x, y) was the cost function for training, and J was used for the training
of the model f around the training point x. Here in this approach the x cor-
responded to the actual input while there was an epsilon € value added to the
X input and it resulted in the formation of the x* value that was off-course an
adversarial input example, the approach could be understood by the following
equation.

T —xde vy J(f, 0, ?) (1)

The minute e value was the parameter that controlled the magnitude of the
perturbation. Like Szegedy et al. [24], Goodfellow et al. [9] focused on the more
effectiveness of minute change in the actual input so that the attack remained
un-detective for most of the defensive models. In this equation e refers to the
parameter which controlled the magnitude of the infiltration, which was decided
to be included in the input.

2.2 Carlini and Wagner (C&W)

An approach was given by Carlini and Wagner [7] to overcome the defensive
distillation developed against the adversarial perturbations. The methodology
behind this adversarial attack was to form three types of attacks against the
defense mechanisms i.e., L2, L0, and Loo attacks as shown in Fig. 2. In the
first step, the neural network was properly trained. After that, it computed the
softmax and soft training labels by applying the network to each of them in the
training data set. From these attacks, it could be deduced that the adversarial
attack L2 used a minimum Delta value while the LO type of attack was considered
as non-differentiable and did not suit to the gradient descent. In the same way,
the Loo behaved almost the same in case of the gradient descent to the L2
attack but unlike the L2 attack, it was a differentiable attack. The C&W attack
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could be categorized in the white box configuration because the adversary should
know the internal structure of the model before the example generation similarly
should also know the parameters required to generate the adversarial examples.

minimize 6, + ¢ Sz +6) Noise
such that z +6 € [0,1)"
Py
‘1%'
o : “a
# 3
Noiseless Image 7 ' i " .' = Adversarial Image
Lo LI ¥ Lo

Fig. 2. Carlini and Wagner attack

2.3 Projected Gradient Descent (PGD)

PGD was introduced to overcome the shortcomings of FGSM method by intro-
ducing the negative loss function. The idea was floated by Madry et al. [18]. The
PGD method was a slightly sophisticated method as compared to the FGSM
as the former was just a single step process to generate the adversaries while
the latter is a multi-step process. The experiments were developed on two dif-
ferent data sets i.e., MNIST and CIFAR-10. The target value was to compute
the Loo gradient descent in the X + S space from where the initial values were
randomly taken. The epsilon e value was kept smaller than a certain value and
repeats to find out the maximum loss of the machine learning model. As shown
in Fig. 3(a) where four projections were shown that iterate randomly and start
from a random position and pass through different gradients to get the gradient
which incurred the maximum loss. Figure 3(b) show a single gradient projection
that tries to target the desired value.

High Loss

Low Loss
(a) Projected Gradient Descent (b) Projected Gradient Descent

Fig. 3. The PGD method

2.4 Low Memory-BFGS

The LM-BFGS technique on adversarial examples was one of the pioneer works
which was done by Szegedy et al. [24]. In this technique, the author named the
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small perturbations as adversarial examples. The basic philosophy behind this
technique was the utilization of maximum stimulation on a random basis rather
than on a natural basis in inspecting the properties of ¢(x). It is shown in the
figure below where Fig. 4(a) used the image projection on a random basis while in
the Fig. 4(b) used natural projection to make the analysis. The author assumed
that the random direction shows very similar semantically interpretable proper-
ties. However, the technique utilized 1. € R™ was a clean image. To compute the
perturbation p ¢ R™, that was a slight change in the actual input.

mpin llollz st.C(I.+p=2¢;1.+pe[0,1]™ (2)

Here ¢ denote the image label while C(.) was a deep neural network classifier.
A critical limitation of the L-BFGS is its implementation with small datasets as
it consisted of the limited memory. The L-BFGS/LM-BFGS method was also
considered as the white box attack because in this method the adversary has
some internal knowledge of the internal structure as well as its parameters.

21212121212 [ 2 >[ 2|21 2 AAEAAARABBAL
RREEEEEERERER z77*177~17rq__
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(a) Maximum stimulation on (b) Maximum stimulation on
random basis direction the natural basis direction

Fig. 4. The basic philosophy of L-BFGS

2.5 TIterative Least Likely Class Method

Kurakin et al. [15] worked on this idea of getting the input from physical world
where the perturbations could not be seen directly. The technique worked in the
idea of Goodfellow et al. [9] in 2014 which was considered as fast adversaries’
generated method. The methodology worked by adding the noise to the input
iteratively until an adversarial example would be generated as depicted in Fig. 5.
Hence there was a drawback to this approach that it only worked on small
datasets like MNIST and CIFAR-10. The basic iterative method included a clip
function to alter the pixel values but up to a limited extent.

X§™ =X, Xy, = Clipx (X§" — asign(vx J(X&",yLL)) (3)

In each iteration a minute change was made to limit the step size small. The
new method was called the iterative least-likely class method. In this method
the previous approach was revised as it iteratively used to adjust the value of
epsilon €. As discussed earlier the BIM was a variation of the FGSM, so its black
box implementation can be made.
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Fig. 5. Adversarial examples in the physical world

3 Adversarial Defenses

To make the machine learning models robust in the true sense and resistant
against adversarial attacks, researchers are taking a keen interest in designing
models containing proper defense mechanisms to detect and reduce adversarial
examples. But these defense mechanisms are in the developing stage and are
not much robust against these attacks. Every attack is followed by a defense
mechanism and in the same way, for every defense strategy, there is an attack
following it. However, some certified robust techniques have also been proposed
in the literature to fight against adversarial attacks.

3.1 Taxonomy of Adversarial Defense Mechanisms

Defense against adversarial attacks can be characterized in different ways.
Researchers adopted several approaches to categorize them. We divide these
into two broad categories, i.e., reactive defense and proactive defense.

State of the art adversarial defense mechanisms are classified into these main
categories as shown in Table 1.

Table 1. Taxonomy of adversarial defense mechanism in machine learning

Adversarial defense strategies

Reactive Defense Proactive defense

Input preprocessing Universal defense techniques
Data compression techniques Defensive distillation
Dimensionality reduction Adversarial training

Defense for data poisoning attacks | GAN based techniques
Gradient obfuscation techniques | Stochastic activation pruning

Differential privacy as defense mechanism

Reactive Defense: In this approach, the attack designer works with the
machine learning model designer to investigate the vulnerabilities of the model.
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After the model is developed, the attacker scrutinizes its defense mechanism and
formulates an adversarial response to alleviate this defense. Based on informa-
tion gathered from different iterations of the above attack-defense process, the
machine learning model designer augments the model with the required func-
tionality to cope with these types of attacks as presented in Fig. 6(a).

Attacker

4]
S % A A
ayzeithe M1 ~. | Develop Attack ML Model Attacker Simulate Attack
Model \\
A 4
> -
O t+ ™
Formulate Defense Investigate Formulate Defense Estimate
Strategy ° Attack Strategy ° Attack’s effect
(i.c. retraining, add functionality) (it the i
Model Developer Model Developer
a) ()

Fig. 6. Theoretical framework of reactive and proactive defenses [5]

Input Preprocessing: Preprocessing of input data is a popular defense mecha-
nism. In [11], the researchers augmented the training data of the DNN model F
with non-differentiable preprocessor G(.). Model F(G(.)) trained on transformed
input does not undergo differentiable behavior in terms of x, making the adver-
sarial examples failed to harm the DNN model predictions. Buckman et al. [6]
introduced the concept of thermometer encoding. It is based on the discretiza-
tion of input pixels to map them with multidimensional vector, the vector is
used as a thermometer. The authors used a discretization preprocessor for this
purpose and later on, the DNN model is trained on it.

Data Compression Techniques: Generally, most of machine learning model
datasets consist of JPG images. Ghahramani et al. [14] investigates the effect
of JPG compression on the performance of machine learning models in terms
of their prediction accuracy. They found that in FGSM perturbations, compres-
sion does not much affect the classification accuracy of the model. Likewise, some
researchers employed an ensemble-based method to study the consequences of
compression on JPEG images as a countermeasure against FGSM attacks. Data
compression defense techniques can be helpful to some extent as more compres-
sion effects the performance of the classifier in terms of prediction accuracies.

Dimensionality Reduction: Another method that is widely used as a defense
against adversarial examples is dimensionality reduction. Among the techniques
used for dimensionality reduction, “Principal Component Analysis” is the more
famous one. For example, Bhagoji et al. [4] enhance the performance and flexibil-
ity of machine learning models by exercising the Principal Component Analysis
and data ‘anti-whitening’ techniques to reduce the high dimensionality of input
data these models.

Defense for Data Poisoning Attacks: Data poisoning attacks tries to change
the statistical properties of training samples [23]. The attacker tries to extract
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a percentage of a of training samples of original dataset x to create a new
dataset x,

IXpl = x| (4)

The technique used to defend these attacks is called the data sanitization
technique, which separated the adversarial examples from the training set. The
model designer trains the model using original samples as well as poisoned sam-
ples. The loss function calculated for the machine learning model decides whether
attack or defense is successful.

Gradient Obfuscation Techniques: Gradient information of the model is mostly
exploited to generate attacks. Shaham et al. [21] develop a framework by apply-
ing efficient optimization techniques to enhance the steadiness of neural net-
work models. They tried to limit the loss function of adversarial example dur-
ing parameter updating in the backpropagation process. The minimization-
maximization method is used to implement the approach, which makes it difficult
to generate new adversarial examples Gradient obfuscation techniques are still
exposed to different attacks crafted in literature [3]. The problem with these
techniques is that they cannot guarantee the removal of adversarial examples
but, simply fool the adversary.

Proactive Defense: In proactive defense the developer of the machine learning
model proposes the defense techniques in advance of the occurrence of attack,
by inspecting the susceptibilities and loopholes of the model, from where the
adversary can get access to damage the model’s output predictions Fig. 6(b).

Defensive Distillation: Defensive distillation is proposed in [12] where the train-
ing method aims to decrease the size of the DNN model by transferring the
knowledge of a lager DNN to a smaller one by the distillation process. Inspired
by this technique, Papernot et al. [19] reformulates a defensive distillation tech-
nique that is robust against adversarial perturbation, i.e., Szegedy’s L-BFGS
attack, FGSM, or DeepFool. It trains the base model as well as the distilled
model by using a similar DNN model architecture. They train the original model
f on a given training set (x,y) with softmax layer temperature adjusted at T and
calculate the probabilities produced by f(x). Then they trained another DNN
model f¢ on the training set (x, f(x)) sampled from f with the same softmax
temperature T. This new model f¢ is named as a distilled model. The work-
ing of defensive distillation is shown in Fig. 7. It is observed that, as compared
to the original distillation model, the defensive distillation is more resistant to
adversarial attacks by extracting knowledge from its own structures.

Adversarial Training: Adversarial training was the first strategy to guard against
adversarial examples, devised by Goodfellow et al. [10]. In this technique,
machine learning models as trained on a hybrid dataset consisting of original
as well as of adversarial samples to enhance their robustness. The inclusion of
adversarial examples with a true label (X', Y) in the dataset will instruct the
model to classify X’ as Y. In this way, the classifier will truly classify labels of
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Fig. 7. Defensive distillation mechanism

unseen adversarial examples. Adversarial examples X’ for training dataset are
produced by non-targeted FGSM as shown in the equation below.

X' =esign(vxL(0,X,Y)) (5)

To scale the adversarial training model to larger datasets, its training proce-
dure is modified in scaled adversarial training by using batch normalization [13].
They demonstrated that batch normalization will help to enhance the perfor-
mance of the training process of adversarial training techniques. Later on, ensem-
ble adversarial training was proposed by Tramer et al. [25] which supplements
the training process of adversarial training by using the perturbed training data
transferred from other models.

GAN-based Techniques: The pioneers of Generative Adversarial Networks are
Goodfellow et al. [9]. They introduced this approach to semantically enhance
the performance of machine learning models. Later on, Lee et al. [17] presented
GAN based defense model as a robust defense mechanism to mitigate adversarial
attacks i.e., FGSM attacks. The proposed model accurately classifies both origi-
nal images and adversarial images. The same GAN based approach is used in [22]
to repair the contaminated images. In this approach, the generator component
of GAN is used to restore the infected images.

Stochastic Activation Pruning: Dhillon et al. [8] proposed a defense technique,
“Stochastic activation pruning”, in which nodes of each layer during forwarding
propagation pass of the DNN model are dropped out stochastically. The hidden
layers activation adaption effects the classification probabilities of the output,
at the same time it enhances the robustness of the technique.

Universal Defense Techniques: Sometimes the universal defense approach was
utilized to rectify the perturbed input. They employed pre input layer, pertur-
bation rectifying network (PRN) in the model to deal with contaminated input.
The training datasets for both PRN and targeted models are characterized by the
same distribution. PRN is trained using the same parameters of base model [2].
The input samples are first passed through PRN before the input layer of the



24 M. S. Yousaf et al.

targeted model to identify the contaminations depending on the output of the
rectifying unit.

Differential Privacy Defense Techniques: Recently, adversarial attacks are
addressed by Differential Privacy (DP). Machine learning models are trained
using large scale datasets containing sensitive user information. Thus, the pri-
vacy of this sensitive data is much more important against privacy attacks [20].
DP techniques are characterized by adding noise during the training of the model
at a certain stage to maintain the privacy of data. Lecuyer et al. [16] proposed
an innovative approach “Pixel DP” as certified robustness against adversarial
attacks. PixelDP autoencoder can be appended at the beginning of nonmodifi-
able networks as a robust defense mechanism against any norm-based attacks. It
adds a noise layer in the architecture of the machine learning model to generate
the random outputs, which leverages the DP on prediction probabilities without
altering the model accuracy on prediction results. PixelDP training is analogous
to usual deep learning model training using similar loss and optimizer of the
original model. It differs in the calculation of pre noise layers bounding it to the
sensitivity of p-norm input deviations. The output Q(.) is given by the following

equation.
Q) =h(g()) (6)

Where g is prior to noise layer calculation and h denotes calculations in the next
layers producing Q(.) as shown in Fig. 8.

Layer1 NOise
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Fig. 8. Architecture of PixelDP approach

4 Conclusion

Our work describes the major adversarial attacks and defenses in a novel form as
these techniques are not only classified but also represented graphically. Here we
suggested, the generation of such models that not only keep the optimization but
also tune the performance of models. The creation of more generalized models
helps out to a great deal when it comes to taking care of the optimization
problem. Orthodox models cannot help out in defending against various types of
hybrid attacks. Similarly, the local smoothness and clean toy problems do not put
a smart impact when it comes to the generation of adversarial examples and their
defenses. It is better to align the adversarial examples with their defenses but try
to develop such examples and defenses that should have their independent goals
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so that the defense against some developed adversarial example should be harder
to find. Some other guidelines are there as well, on the basis of which effective
models can be developed that exhibit a chronic impact on defenses. Adversarial
examples become treacherous whose reverse engineering is not possible or hard
to engineer. Similarly, those adversarial attacks prove to be lethal which are
nontransferable from model to model.
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